tinuing. The operation of the SWAC has been handled, for the most part, by John L. Selfridge. Also, the number N = k-2n + 1 was found to be prime in just the following cases with k = 3, 5, 7 and 20 < n < 1024. k = 3: n = 30, 36, 41, 66, 189, 201, 209, 276, 353, 408, 438, 534. k = 5: « = 25,39,55,75,85,127. k -7: « = 26, 50, 52, 92, 120, 174, 180, 190, 290, 320, 390, 432, 616, 830. The stated purpose of this set of double-entry conversion tables is to provide values of r and 6 corresponding to pivotal values of s and y. To this end, for each positive integer M not exceeding 105 there appears a table of r and 0 in degrees to 13D for s = M and y = 1 (1)M, followed by a companion table of In r and d in radians to 15D for y = M and s = Af (1)105. E. H. Neville has written an extensive introduction, which includes an account of the evolution of these tables, together with a full description of the elaborate checking procedures employed, which insure the attainment of the exemplary tabular accuracy exhibited earlier in the publications of the British Association Mathematical Tables Committee, on which Professor Neville served as chairman for sixteen years.
As explained in the Introduction, the calculation of the polar angle 6 was made to depend basically on the Haros property of Farey series and an auxiliary table of the denominators of the Farey series of order 105 is included to expedite interpolation. A scholarly historical account of Farey series appears in R. C.
Archibald's review \_MTAC, RMT 881, v. 5, 1951, p. 135-139] The versatility of the conversion tables is illustrated by their application to the calculation of the principal value of (e + iy)r to about eleven significant figures in both rectangular and polar form.
The application of the tables to the conversion of oblique Cartesian coordinates to polar coordinates is also illustrated.
An extensive bibliography, compiled by J. C. P. Miller, has been included. This lists-with appropriate comments-the most important earlier tables in this field and also enumerates the works used in the preparation of the present compilation.
The high standard of typographical excellence characteristic of the earlier publications of both this committee and their predecessors has been maintained. The present set of tables, in providing reliable key values for future tabulations, as well as very accurate working data, constitutes a valuable addition to the growing literature of such numerical information.
John W. Wrench, Jr. 4505 Strathmore Avenue Garrett Park, Maryland which is exact for a polynomial of degree 7, when A is a triangle (normalized to (0, 0), (1, 1) , (1, -1) ). The sixteen weights and abscissae are given to 18S.
J-T.
8p, X].-K. S. Kunz, "High accuracy quadrature formulas from divided differences with repeated arguments," MTAC, v. 10, 1956, p. 87-90. r Let Sr = £ i~l f°r r > 0. There is a table of the rational numbers, »=i 2[5P -5n_P]G)2 and the integers Q)2 for p = 0(1)6, « = l(l)p. The values of the integers (2« + 1) !/(«!) are given for n = 1(1)6. There are various minor typographical faults in the paper.
J-T.
9[J, X].-Herbert E. Salzer, "Formulas for the partial summation of series," MTAC, v. 10, 1956, p. 149-156 .
The table lists coefficients -4m(w) in the "partial" summation formula Sn = £i,°=4 Am(n)Sm,m = 4(1)10,« = 11(1)50(5)100(10)200(50)500(100)1000.
Exact as rational fractions. See also Review 10 below.
C. B. T.
10[JG>-R-B-Horgan, "Coefficients for the partial summation of series," MTAC, v. 10, 1956, p. 156-162. This table lists Am(n) (see Review 9, this issue) for m = 4(1)10 and « = 11(1)50(5)100(10)200(50)500(100)1000, 15D. C. B. T.
Harvard University Press, 1955, lxi + 503 p., 27.3 cm. Price $8.00.
These tables give cumulative binomial probabilities E(n, r,p) = ¿ ( * J px(l -py~x, 0 g r g «, to 5D
for p = .01 (.01).5, 1/16, 1/12, 1/8, 1/6, 3/16, 5/16, 1/3, 3/8, 5/12, 7/16 , and « = 1(1)50(2)100(10)200(20)500(50)1000. Of course cumulative binomial probabilities for p = .51 (.01)1 are immediately available from the tables since E(n, r, p) = 1 -E(n, n -r + 1,1 -p).
The present tables should be compared with the Army Ordnance "Tables of the Cumulative Binomial Probabilities" [1] which give cumulative binomial probabilities for p = .01(.01).5 and » = 1(1)150 to 7D. The Harvard tables therefore extend previously available tables of binomial probabilities to some useful higher values of «, while leaving some important gaps in sample sizes « < 150 and recording fewer decimal places as compared to the Ordnance tables. Furthermore, interpolation in the tables for missing values of n is not necessarily reviews and descriptions of tables and books a pleasant pastime. The additional probabilities for specific fractional values of p such as p = 1/12, 1/6, etc., are a good feature of the new Harvard tables and will serve a use, perhaps to dice throwers, certainly for game probabilities and indeed for computations on many more or less natural phenomena. In using the Harvard tables, one finds that they are not consecutive for the sample size w; rather they are divided into six parts on the chance of success in a single trial, p, as follows: (1) "The data are set out in the form : ith line : soi, «n, s2¿, • • •, Xoi (i = 1,2, • • •, 3000), where the ten values are random members of normal populations with means 0 and variances 1, and with correlation coefficients p¡ = í/10 between xo and xt (t = 1,2, ■■-, 9)." All values are given to 2D.
In all, 25,000 lines were computed in which the s0< were the 25,000 random deviates of Wold's table and values of s« were obtained as suggested by Wold (p. xii) by evaluating, st< = ptXoi + (1 -p?)hti in which the zti are a new random arrangement of the So<. The 3000 lines printed were selected according to the xoi by making a random choice of 6 of the 20 pages of 500 which constitute the 3rd and 4th of the 5 blocks of Wold's tables. These blocks passed^all of Wold's tests for randomness.
At the foot of each column of 50 entries there are given for the s(; in that column, £ xu to 2D, £ x2u to 4D, £ so¿S(¿ to 4D, and the sample correlation coefficients rot to 4D. In addition in table 1 for the 3000 values of each s¡, the ranges (2D), means (4D), standard deviations (4D), and third and fourth standard cumulants (4D) are listed.
The authors describe the application of four tests of randomness which were used on the complete set, on six sets of 500, and on sixty sets of 50 into which the table was divided. Performance on all of these tests seemed quite satisfactory. C. C. C. Biometrika, v. 42, 1955, p. 316-326. This article is concerned with tests for correlation between two time series xt and y< with serially correlated normal residuals. The estimates compared are: (1) the partial correlation between x2t and y2t when the effects of (y2t_i + y2i+i), s2t-i and s2i+i have been removed; (2) the ordinary correlation coefficient r between the two series, and (3) the partial correlation between s( and y< given xt-i and y(_i. The asymptotic efficiencies of these statistics are compared under the conditions : (a) the residual process from the regression of yt and xt is independent of the xt process and comes from a Gaussian Markov process; (b) the two series are Markovian and are correlated through correlated errors ; (c) same as (b) but with second order autoregression.
The paper shows statistic (3) to lead to the asymptotically most efficient test for conditions (a), (b), and (c), except for some cases under (c) where the first partial correlation of the xt process is high and positive. The criterion used for comparison requires the evaluation of the quantities :
which are tabulated to 2D for pi, p2 = -.8(.2).8 and
2(1 -Pi*)(l -p22)(l -¿>) [1 + p22 -6(1 -p22)] which is tabulated to 2D for pi = p2 = .4 and all combinations of pi, p2 = .6, .8 fore = -.6(.2). Amer. Stat. Assn., Jn., v. 50, 1955 , p. 1040 -1055 This expository article summarizes methods which use the range instead of the standard deviation:
(1) to obtain confidence intervals for the mean n of a normal population, the difference of two means, and (2) to estimate the standard deviation u of a normal population. Table 1 gives for N = 2(1)100 the appropriate subsample size, the necessary factors to 3S to obtain an unbiased estimate of a and to 2D to find 90% and 98% upper and lower confidence limits. This table is based on the optimum procedure given by Grubbs and Weaver [1J. It is pointed out that the loss in efficiency due to the use of equal subsamples is slight compared to the gain in computational ease. For use in obtaining confidence intervals for the mean and difference of means, Tables I and II of Jackson and Ross [2] , which were derived from earlier tables by Lord, are recommended.
C. A. Bennett
Hanford Atomic Products Operation General Electric Company Richland, Washington
The best unbiased estimate of population standard deviation based on group ranges," Amer. Stat. Assn. Jn., v. 42, 1947, p. 224-241. 2. J. E. Jackson & E. L. Ross, "Extended tables for use with the 'G' test for means," Amer.
Stat. Assn., Jn., v. 50, 1955, p. 416-433. 15 [K] .-D. P. Banerjee, "A note on the distribution of the ratio of sample standard deviations in random samples of any size from a bivariate correlated normal population," Indian Soc. Agricultural Stat. Jn., v. 6, 1954, p. 93-100. For samples of N from a normal bivariate universe, the author has tabulated to 3S the upper 80%, 90%, 95%, and 99% points of the distribution of the ratio of the two sample standard deviations for N = 3(1)30 and p = 0(.1).9, where p is the universe coefficient of correlation. For p = 0 the values given in a high proportion of cases are one less in the third significant figure than the 3S square root of the corresponding variance ratio, F, given in the standard tables.
C. C. C. Stat., v. 27, 1956, p. 162-179. Tables in this article give factors for obtaining certain tolerance regions for univariate and multivariate normal distributions.
The tolerance intervals (regions) are termed similar /3-expectation if the average probability content of the interval (region) is ß. The appropriate factors are given to 4S for five cases : univariate normal with unknown mean and variance, univariate normal with known variance, bivariate, trivariate, and quadri-variate normal with unknown means, and variance-covariance matrices for ß = .75, . The « random unit vectors of the title of the paper are in Euclidean 2-space and are drawn independently from a distribution with probability density for the angle £, measured from some fixed direction, g(£) = [exp {k cos (£ -a) j ]/2rrIo(k). Mises {_!] introduced this distribution of points on a circle as the distribution (under certain requirements with respect to continuity of derivatives) for which the maximum likelihood estimate of the center of gravity of the distribution is the center of gravity of the sample points. Gumbel, Greenwood, and Durand [2J in 1953 gave tables of the distribution function of g(£) for various values of ft and a table to facilitate calculation of the maximum likelihood estimate of k. The present paper gives functional forms for the distribution of V = £"=1 cos f, for k = 0 and for a = 0, the joint distribution of V and W -£?=i sin £" for a = 0, and the distribution of R = V V2 + W2.
The tables in the present paper deal with the distribution of R when k = 0, i.e., with samples from the uniform angular distribution, g(£) = l/27r. Table 1 gives the probability that R < r, P(r,n) = r Jo°° [Jo(x)]nJi(rx)dx to 5D for « = 6(1)24, r = .5(.5)12.(l)re. P(n, «) = 1 and the value 1.00000 is entered only for the lowest value of r for which it is appropriate. Table 2 gives 95th and 99th percentiles of the distribution of R and of various functions of r. The solutions of P(r,n) = .95 and P(r, n) = .99 are given to 3D. Corresponding values of r/n are given to 4D, r2 to 2D, z = r2/n to 4D. The two limiting values of z for « -► <» are given. The authors describe the computational procedures used and give reasons for believing the tables accurate to the number of places given, except that P(r, «) for « = 6 may be in error by 1 in the fifth place and z in error by 2 in the fourth place. Table 3 compares P(r, n) with the approximation 1 -exp ( -r2/n) and with two other approximations. , v. 48, 1953 , p. 131-152. \_MTAC, v. 8, RMT 1151 , 1954 The 95% and 99% confidence limits here found for the rth order statistic in a sample of n from any continuous distribution are obtained by finding 2.5% and 97.5% (or 0.5% and 99.5%) points of the corresponding incomplete ß distribution, using a well known relation. These limits are tabulated to 5S for « = 3(1)6, 8, 10 and r = 1(1)«. Most of the values listed could be copied directly from the Thompson tables [1] ; it is not stated how the ones not found there were obtained. In addition in the case where the distribution sampled is N(0, 1), the probability integral variâtes tabled are converted to standardized normal deviates to 4S apparently by linear interpolation in the Kelley tables [2J, which, with the Thompson tables, are listed in the author's bibliography.
C. C. C. Table 16 in Biometrika Tables for   Statisticians, vol. 1, Cambridge, 1954 . {MTAC, v. 1, 1943 2. The Kelley Statistical Tables, Cambridge, Mass., 1948 . {MTAC, v. 1, 1944 21 [K] .'-M.
R. Sampford, "The truncated negative binomial distribution," Biometrika, v. 42, 1955, p. 58-69. This paper is concerned with estimating the parameters p and ft of the negative binomial distribution, P(r) = (t+rr_1)pr(l + p)-(k+r\ (r = 0,1, ■ • ■ ; p, k > 0), when truncation has resulted in elimination of the class corresponding to r = 0. Moment estimating equations obtained by obtaining the population mean and variance to corresponding sample values and maximum likelihood estimating equations are also derived.
Explicit solutions in terms of elementary functions are not possible for either the moment or the maximum likelihood estimating equation, and iterative procedures must be employed. The author gives illustrative examples to demonstrate that the moment estimating equations are simpler to solve than the maximum likelihood equations. A table of efficiencies of the moment method is given to 3S for k = 0.5, 1 (1) Math. Stat., v. 26, 1955, p. 648-653. Nicholson [1] has derived a closed expression for B, the noncentral betadistribution in case b is an integer :
and Ix(a, b) is the beta-distribution. The author proves that P¡ = £?r¿-1 (A?')x, A = a + j -1. A table of C1;1"') to 7S is provided for A = .5(1)19.5, t = 1 (1) Let Sn(X) be the observed cumulative distribution of a random sample of « observations from a population having a continuous cumulative distribution F(X). Let Dn = max {Sn(X) -F(X)} and Dn* = max|Sn(X) -F(X)\. Table   1 gives for a = .005, .01, .025, .05, .10 and « = 1(1)100 values of e to 5D such that a = Prob. (Dn > e). For a < .1, P = Prob. {Dn* < e} is close to 1 -2a and the table also gives in its heading P = .99, .98, .95, .9.
The author believes that the greatest error in Table 1 (considering e as a function of w and a) does not exceed one unit in the fifth decimal place. For « < 20 an exact formula was used, and Table 3 gives a number of checks of the asymptotic formula for « > 20. Table 2 gives an illustration of part of the computing technique. 
F(x) = 1, reviews and descriptions of tables AND BOOKS where 0 < r < 1, and 0 < a < 1. The paper takes its title from the fact that the corresponding family of frequency functions obtained by differentiation of (1) are J-shaped.
The parameters a and r are expressed as functions of a3 and o where a* is the ft-th standard moment and 5 = (2a4 -3a32 -6) (ai + 3)_1. To facilitate graduation of observed data by means of (1) in the special case where 6 = 1, a32 and ô are tabulated to 3D for the arguments a and r, with r = .01, .02, .05, .08, .09, .10(.05).95 and a = .05 (.05)1.00. The tabled information is also presented graphically in the form of an (a32, 5) Research, v. 3, 1954, p. 29-41. If, as in the case of an analysis of variance with random effects, one has a mean square Vi with /i degrees of freedom, whose expected value is <r2 + nv, such that fiVi/a2 + nv obeys a x2 distribution, and also has an independent mean square V with / degrees of freedom, whose expected value is <r2 such that fV/a2 obeys a x2 distribution, it is of interest to determine confidence intervals for the variance component v, » being a known constant and cr2 a nuisance parameter. The author derives his approximation formulas for 100(1 -a)% confidence limits in which for each limit two parameters enter linearly. These parameters are tabulated fora = .1 to4Sor 3Dfor/= 6(2)12,15, 20, 30, 60 and/i = 1(1)6(2)12, 15, 20, 30, 60, oo. Comparisons are made with previously obtained approximations which favor the present one.
C. C. C.
Ura, "A table of the power function of the analysis of variance tests," Union of Japanese Scientists and Engineers, Reports of Statistical Application Research, v. 3, 1954, p. 23-28. The author extends the inverse tables of E. Lehmer [1] for probabilities of errors of the second kind in the variance ratio test ordinarily used in the analysis of variance. He develops a formula for the necessary power function which he credits to J. Yamauti (apparently hitherto unpublished) and employs it to tabulate values of the quantity ^ = [(/i + l)//i]*^, where <p is the quantity tabled by Lehmer and introduced by P. C. Tang [2J, for which the significance level is .05 and the probability of an error of the second kind is . 1. Values are given to 2D for the degrees of freedom, /i = 1 (1)10, 12, 15, 20, 24, 30, 60, 120, =o and f2 = 2(2)20, 24, 30, 40, 60, 120, ». C. C. C.
1. Emma Lehmer, "Inverse tables of probabilities of errors of the second kind," Annals Math. Stat., v. 15, 1944, p. 388-398. 2. P. C. Tang, "The power function of the analysis of variance tests with tables and illustrations of their use," Stat. Res. Memoirs, v. 2, 1938, p. 126-194 -+-tables. 27 [K] .-Michio Takashima,  "Tables for testing randomness  by means of lengths of runs," Bull. Math. Stat., v. 6, 1955, p. 17-23. In testing for randomness an ordered arrangement of (m + n) objects of two kinds (say m A's and « B's), one may use as test criterion the length of the longest run, or of the longest A-run. The author has tabulated the critical runlengths for tests based on these criteria.
Let Q(t) be the probability that there appears at least one run (of A's or B's) of length t or longer. Let Qi(t) be the probability that there appears at least one A-run of length / or longer. Let ta(ta) be the smallest integer such that Q(t) < a; (Qi(t) < a).
The tables give /" and (ta) for a = .01, .05 and for m, n = 1 (1)25. Calculations were based on an investigation by Mood [1] .
Misprints in the introduction : m n line 9, read m = £ irit n = £ js¡ ; line 10, read u = r + s. Tables 1 and 2 give for a number of values of two parameters, pe and px (representing serial correlations of independent and residual variables), factors which facilitate the computation in the formula for the asymptotic variance of an estimate of a regression slope in a trend-reduced Markoff time series. Two smoothing formulas, each extending over 2£ + 1 terms, were considered : (i) a moving average of 3 separated terms, and (ii) an equally weighted moving average. Tables 1 and 2 give results to 2D for k = 1, 2, 3, 5, 10, <x> and pe, px = 0(.1).9 which allows one to make an optimum choice of k if the values of other parameters are known. Tables 5 and 6 give, for the same values of k and the two parameters noted above, correction factors to 2D for converting a classical estimate of this same regression slope into an estimate which is adjusted for autocorrelations in the series. Tables 3 and 4 give, for the above smoothing formulas, the first serial correlation to 2D of the reduced series for the same values of k in terms of the Markoff parameter p = 0(.1).9. Used inversely, these tables may be used to obtain estimates of p from the observed serial correlations.
Frank Massey
University of California Los Angeles, Calif.
29 [K] .--E. S. Page, "A test for a change in a parameter occurring at an unknown point," Biometrika, v. 42, 1955, p. 523-527. T The statistic m = max {Sr -min S,}> where Sr = £ (xj -6), So -0, is 0<i<n 0<i<r j = l suggested to test the hypothesis that the observations s¿, i = 1, ■ • •, k (in order of observation) have mean value 8 and the observations xt, i = k + 1, ■ ■ ■ ,n have mean value 6' > 6. For the special case y,-= sgn (s¿ -6) and s,-symmetrically distributed, 5% and 1% points are derived for values of « ranging from 21 to 185 (Table 1 inspection by variables," Industrial Quality Control, v. 12, no. 1,1955, p. 15-18 .
The authors present master tables for sampling inspection by inspection based on the average range (R) and sample standard deviation (V). The procedure based on the average range is: (1) accept the lot if X + kR < U when there is a one-sided upper specification limit (U) given; (2) accept the lot if X -kR > L when there is a one-sided lower specification limit (L) given ; and (3) accept the lot if X + kR < U and X -kR > L and R < maximum allowable average range (MAR) where MAR -F(U -L) when there is a two-sided specification limit given. The authors give values of ft to 2D and F to 3D for sampling plans indexed according to acceptable quality levels of .065, .1, .15, .25, .4, .65, 1, 1.5, 2.5, 4, and 6.5 (in percent) and sample sizes of 5, 10, 15, 20, 25, 30, 35, 40, 50, 70, 130, and 200. The procedure based on the sample standard deviation is the same as the above with R replaced by V. The authors give values of ft to 2D and F to 3D for the same parameters as given above.
The authors state that the plans based on the average range and sample standard deviation give essentially equal protection for a given sample size in the sense of having the same operating characteristic curves. However, no operating characteristic curves are presented in the article but appear in the stated references.
G We quote from page 687 of the article :
"0) At the outset inspect 100 percent consecutively as produced and continue such inspection until i units in succession are found clear of defects. "1) When i units in succession are found clear of defects, discontinue 100 percent inspection and inspect only a fraction / of the units (i.e., one out of every 1// where 1// is an integer). If the next i inspected units are non-defective, proceed to the next level; if a defective occurs, revert immediately to 100 percent inspection.
"2) When at rate /, i inspected units are found clear of defects, discontinue sampling at rate / and proceed to sampling at rate f2. If the next i inspected units are non-defective, proceed to the next level ; if a defective occurs, revert immediately to sampling at rate /.
"3) When at rate P, i inspected units are found clear of defects, discontinue sampling at rate of P and proceed to sampling at rate p. If the next i inspected units are non-defective, proceed to the next level ; if a defective occurs, revert immediately to sampling at rate p.
"ft -1) When at rate fk~2, i inspected units are found clear of defects, discontinue sampling at rate fk~2 and proceed to sampling at rate /*_1. If the next * inspected units are non-defective, proceed to the next level ; if a defective occurs, revert immediately to sampling at rate p~2.
"ft) When at rate of/*-1, i inspected units are found clear of defects, discontinue sampling at rate /*_1 and proceed to sampling at rate /*. If a defective occurs, revert immediately to sampling at rate /*_1, otherwise, continue sampling at rate p.
"Whenever sampling is in operation, one item should be selected at random from each segment of l//1' (j = 0, 1, 2, • ■ -, k) production items. During both sampling inspection and 100 percent inspection all defective items found should either be corrected or replaced with good items." Cambridge, Mass.
1. H. F. Dodge, "Skip-lot sampling plan," Industrial Quality Control, v. XI, no. 5, 1955 , p. 3-5. {MTAC, v. 10, 1956 32 [K] .-H. F. Dodge, "Chain sampling inspection plan," Industrial Quality Control, v. 11, No. 4, 1955, p. 10-13. A chain sampling plan introduces a somewhat different consideration in sampling inspection. The plan overcomes-to a degree-the shortcomings of a sampling plan involving a single small sample with an acceptance number, c = 0.
The procedure of the plan is as follows : (a) For each lot, select a sample of « units and test each unit for conformance to a specified requirement;
(b) The acceptance number of defects is c = 0 ; except that c = 1 if no defects are found in the immediately preceding "chain" of i samples of size «. (i -1, 2, 3, • • •.) That is, a lot is accepted if no defects are found in its sample of « units. A lot is rejected if two or more defects are found in its sample. But if one defect is found, the lot can still be accepted if the last defect was far enough back in the history of the product, as determined by the choice of i.
The characteristic curves for four sets of chain sampling plans designated by ChSP-1 are given. The sample sizes are « = 4, 5, 6 and 10 with values of i = 1 (1)5.
A formula is presented to be used for drawing up curves for arbitrarily chosen values of « and i.
Because of the cumulative aspect of chain sampling, it is obvious that there exist conditions under which the plan is best applied. The author clearly states these conditions which have been assumed when generating the theory fundamental to chain sampling. H(x) = 4= f * e-"*da.
A/Wo
This is a reissue of "Tables of probability functions," v. 1, 1941, Mathematical Table 8, prepared by the Mathematical  Tables Projects of the Federal Works Agency, Works Projects Administration (see RMT 91, MTAC, v. 1,1943, p. 48-51) . The only change has been the correction of two minor misprints, and one major misprint; the correct value at s = 1.742 is 2tr^erxi = .05427 01046 62097.
The bibliography of tables in this volume was not supposed to be complete, but it is regrettable that this new edition included no reference to [1 ] (see RMT 1034 , MTAC, v. 6, 1952 ). Incidentally in [1] the phrase'error function'is used to denote a quantity which is one-half less than the normal probability integral--a notation not in conformance with the NBS notation or with Fletcher, Miller, and Rosenhead's, An Index of Mathematical Tables.
Topography of the new edition remains adequate.
C. B. T. These tables are, apart from details of arrangement, the same as the tables computed in 1948 by S. Johnston, 81 Fountain Street, Manchester, 2, England, in response to queries by R. D. Evans in MTAC, and briefly described in UMT 103 (MTAC, v. 4, 1950, p. 163) . It may be recalled that Sievert's integral /.
e-A sec 9 ¿0 0 is used in radio-therapy (see MTAC, v. 2, 1946, p. 196) . The copies now reviewed were made in 1955 by the Radiotherapy Department, Royal Victoria Infirmary, Newcastle upon Tyne, England, although this fact is not stated on them. The copying was done from a typed manuscript by photo-lithography, some of the headings being printed in at the same time. Values of the integral are given to about 5S, without differences, for A = 0(.5)10, s = 0(1°)90°. More precisely, the number of decimals depends upon the value of A, as follows : 5D A = 0.0 to 1.5 6D A = 2.0 to 4.0 7D A = 4.5 to 6.0 8D A = 6.5 to 8.0 9D A = 8.5 to 10.0
In the version described in UMT 103, explicit tabulation was not made beyond a value of s after which the integral remains unchanged to 5S ; but in the present version all values are explicitly tabulated.
It may be added that the National Bureau of Standards is producing more extended tables and that S. Johnston has computed many thousands of values of related integrals.
A. F. in which L (an integer) and y are parameters. The most extensive tables of solutions [1 j cover the ranges 0 < L < 21, -6<tj<6, 0 < p < 5. The purpose of the present paper is to give formulae from which isolated values lying outside the range of these tables may be computed to an accuracy of at least five or six significant figures.
The formulae are drawn from the many scattered papers on the subject and include recurrence relations in the L-direction, integral representations, ascending series in p, asymptotic series in 1/p, expansions at the transition point p = 2rj, and some expansions in terms of Bessel and Airy functions. Useful charts are included which indicate recommended methods in various regions.
The disadvantage of most of the expansions given is that they are useful in only relatively small regions. The theory of the asymptotic solution of differential equations containing a parameter can be applied to the Coulomb wave equation to determine expansions for large tj, L in terms of Bessel, Airy or exponential functions, which are uniform with respect to unrestricted p, unlike those given in the paper. Leading terms of such expansions have been given in more recent publications [2, 3, 4] Polynomial approximations for the following functions: Io(x), -3.75 < s < 3.75, 8D; Ii(x)/x, -3.75 < s < 3.75, 8D; Io(x)xh~x, 3.75 < s < oo, 7D
Ii(x)xh-*, 3.75 < s < oo, 7D; K"M + loge (.5s)/"(s), 0 < s < 2, 7D lKi(x) -loge (.5s)7!(s)]s, 0 < s < 2, 7D; KQ(x)xkx, 2<s<oo, 7D Ki(x)xhx2 < s < oo, 7D.
C. B. T. The computation on SEAC was done using Simpson's Rule and integrating from zero. The end values from SEAC were checked by the asymptotic formula developed below.
As pointed out in the note Ji(<x>) = 47r4/15 and -Tei00) = 16tt6/21, from this we see The paper contains descriptions and flow diagrams for structure-factor calculations, Fourier summations, differential Fourier summations, and a least-squares refinement used in crystallographic calculations on SWAC. The codes are constructed to accept any space group and to be suitable for crystals containing up to two hundred different anisotropic atoms or one thousand isotropic atoms. The discussion of the differential Fourier summations is not as complete as that of the other parts of the calculation.
The authors note that, in addition to these major routines, they have complied several short routines for special purposes. These include correction factors for Weissenberg intensity data, calculation of interatomic distances and angles, and location of maxima on Fourier syntheses. Prosen, "The crystal structure of the hexacarboxylic acid derived from Bu and the molecular structure of the vitamin," Nature, v. 176, 1955, p. 325-328. 39 [T, Z] NEWS, v. 34, 1956 NEWS, v. 34, , p. 2812 NEWS, v. 34, -2816 One of the many applications of modern computers which particularly interests the chemist is the mechanization of searching the ponderous accumulation of literature in his field. It will be some time before the ultimate electronic library is achieved, but significant steps are being made and the work of Opler and Norton is one of them. They have devised a technique for "For Coding Organic Compounds" and put it to practice with two recent computers, the Datatron and the I.B.M. 701. Their purpose was to rapidly search the thousands of known organic chemical compounds for correlating physical, chemical, or biological properties with structure. The results of their efforts to date are summarized in an article in Chemical and Engineering News [1] and the techniques are elaborated in the two manuals available from The Dow Chemical Company. The article, "New Speed to Structural
Searches," provides a good introduction to and review of the problems and how they are being solved. The heart of the rapid searching technique is the coding system employed to translate the organic structure into numerical form. While a number of systems have been devised, the system of Opler and Norton represents a relatively complete reduction of organic structure notation to numerical form. This, in effect, makes the coding of searching and related routines a straightforward task for most computers. The coding system detailed in the first manual is built on a sequence of seven-digit numbers. There will be as many of these numbers in a sequence as there are chemical groups in the compound being coded. The system is designed to handle most types of organic compounds now known and is sufficiently flexible to accommodate some of the special classes of compounds currently omitted. The coding manual is clear, concise, and adequately stocked with examples. However, in the words of the authors, "The ultimate value of this convention (of coding) can only be shown by operating experience."
The manual for programming the computer gives a general outline of the type of program which the authors prepared to process the coded compounds and to search the file. Due to the various modes of programming now employed in current computers the manual was written very generally. It is difficult to decide how general or specific to make such a manual. From the point of view of those chemists who have done some coding, the compound notation system would become more acceptable if a few extra pages of detailed example were appended to the coding manual. Aside from that small point the manual very well outlines the structure of the programs.
Opler and Norton are to be commended for their fine work in this and other applications of computers to chemical problems and The Dow Chemical Company should also be commended for making this information generally available. It is most amazing that the use of computers has not been appreciated by the chemical industry, in contrast, say, with the aircraft industry which has been using them for decades. Nobody would build an airplane without the aid of a computer, yet plants are still built with a slide rule. It is a pity that a book of this title should not have a chapter on the use of computers in chemical engineering, for there are innumerable places where automatic computing methods would advance engineering analysis very profitably. One can quote, for example, where the use of the equation of state instead of the perfect gas law has revolutionized certain engineering designs. Perhaps it is the wide variety of possible applications which has failed to arouse the interest of the chemical engineer.
This book has one chapter on computers, written by Robert Schräge, devoted to their application to the control and planning of manufacturing operations. One gets the impression that this is an apology for computers, and that the applications have been very spotty. No large industry relies on a computer for control of its operation.
With this background it is not surprising that this chapter is very general in its discussion of computing equipment, and serves merely as a source of references. The manufacturer or engineer who wants guidance in getting started will find no facts about specific machines in regard to capability, speed, reliability, etc. Not one of the large computers is mentioned by name or number, and it is to be hoped that the chemical industry is not, at this late date, going to be founded on the IBM, CPC, which is the only machine mentioned.
Four sections of the chapter are devoted to more or less detailed descriptions of certain applications. No information is given regarding the time or cost of carrying out these applications, and whether they were economically a success. Indeed, most of the examples were merely exploratory.
The author misses an important point, if he is attempting to stimulate interest in computers, among chemical engineers, in his discussion of blending. The model given is so naive that it has no practical application. There are "technological complications." Why not point out that an automatic computer can permit the introductions of great complexity, to make a model realistic, far beyond the capabilities of manual methods?
Most of the examples, Monte Carlo method, factorial designs, method of steepest descents, and linear programming are more truly problems in operations research, and are more fully treated in books on that subject. This chapter is not specific as to how one actually puts these problems on a computer.
For general review of what is being done with computers in chemical engineering, the chapter in this book is readable, concise, and clear. The young engineer will not find much specific or stimulating.
The computer will find no unusual applications, but the account of the computing approach to the method of steepest descents in sequential (statistical) design In the rapidly changing field of automatic digital computers an occasional summing up and surveying of the prospect is necessary. This book introduces the reader to the principles underlying the design and use of present-day computers. This is done by examples of the construction, design, and application of existing machines. A general treatment of logical design and programming is coupled with a description of many types of storage mediums and arithmetic units. Numerical analysis is not treated.
The subject is introduced by a historical chapter on the development of computers, but even at this stage the author introduces logical elements and describes flipflops, gates, and counters in some detail as applied in the circuits of ENIAC and ED VAC. The principles of logical design he derives from a detailed study of EDSAC, the serial machine at Cambridge.
Indeed, throughout the book, his emphasis in each instance is on the serial machine, followed by a discussion of the corresponding parallel logic. This is not a fault, but undoubtedly stems from his experience with serial computers.
A chapter is devoted to relay computers. The author admits that these have probably reached their ultimate in development due to the physical limitations of the relays themselves, but feels that a study of relay computing circuits will aid in the general field of computing machine design. Here again, logical principles are demonstrated by their application in existing machines: the Bell Telephone Laboratory computers and the Harvard computers.
Storage forms discussed in detail include: ultrasonic, both solid and liquid, electrostatic, and magnetic (wire, tape, drum, and core). Electronic switching circuits are treated systematically in a separate chapter, although descriptions of computer circuits occur at many places throughout the text. The treatment of programming is quite complete, with examples again derived from EDSAC material. It includes machine language coding, master and interpretive routines, subroutines, and symbolic, or relative address coding. It is a thorough general discussion of basic coding practice and present trends toward more elaborate programs. A final chapter discusses the problems of choosing a design for a computer and the organization of a computing center. The author's opinions are clearly derived from extensive experience with both computers and operating personnel. He has devoted a few pages to an Appendix, entitled, "Machinery and Intelligence," which settles, as far as he is concerned, the question as to whether machines can "think."
The book is not intended as a textbook. However, with the aid of the annotated bibliography to provide additional subject matter in connection with certain details of machine construction or program arrangement, as needed, it might prove acceptable as such in an introductory course on digital computers.
One criticism may be launched against the discussion of storage devices. Punched paper tape, punched cards, and various forms of printers and photographic storage devices are discussed under the heading of logical design. They could well have been treated in more detail in the chapter on storage devices, or separately, as input and output devices.
Another difficulty lies in the heavy emphasis on EDSAC, particularly in the chapter on program construction.
The problem of having to specialize the subject matter in favor of one computer instead of another is one which any author in this field must face. The reader, familiar though he may be with some computer, will generally be forced to learn the language of another. The choice of machine for illustration will be made, then, dependent on the author's experience, as in this case.
But these are minor criticisms of what is, in fact, a very complete account of the subject. For the layman, and for most mathematicians and engineers, this book presents a lucid, readable summary of computer design and operating principles. An adequate number of diagrams supports the descriptive material.
The list of chapters follows : 1. Four of the papers deal with random or pseudo-random digits and most of the others deal with the progress of elementary particles through matter.
Although the symposium was held more than seven years ago these proceedings give a good impression of the ideas and uses of the Monte Carlo method. The article by H. Kahn and T. E. Harris (pages 27-30) is especially informative, and describes three techniques for reducing sampling variance. These techniques are : (i) the splitting technique, in which important particles are conceptually split into two; (ii) importance sampling in which the probability distributions of the original model are altered so as to spend more of the sampling effort in important regions of phase space; and (iii) the technique of making a Monte Carlo method as little like Monte Carlo as possible. "That part of the problem that is hard to do analytically is done by sampling, and that part that is easy to do analytically, is so done." J. von Neumann's influence in all these techniques is acknowledged.
The paper on the generation and testing of random digits at Los Angeles contains a slip in the application of the serial test. This slip is one of principle and had been made before and will probably be made again. The principle has since been corrected: see the reviewer's paper [1] , and C. B. Tompkins's review of calculations of gamma ray diffusion," by L. A. Beach and R. B. Theus; "Application of multiple-stage sampling procedures to Monte Carlo problems," by A. W. Marshall; "Questionable usefulness of variance for measuring estimate accuracy in Monte Carlo importance-sampling problems," by J. E. Walsh; "Experimental determination of eigenvalues and dynamic influence-coefficients for complex structures such as airplanes," by C. W. Vickery; "Use of different Monte Carlo sampling techniques," by H. Kahn; "A theoretical comparison of the efficiencies of two classical methods and a Monte Carlo method for computing one component of the solution of a set of linear algebraic equations," by J. H. Curtiss; "A description of the generation and testing of a set of random normal deviates," by E. J. Lytle, Jr. ; "Machine sampling from given probability distributions," by J. W. Butler; "A Monte Carlo technique for obtaining tests and confidence intervals for insurance mortality rates," by J. E. Walsh; "Experiments and models for the Monte Carlo method," by A. Walther ; Bibliography. The bibliography extends from page 284 to 370 and contains many abstracts. The expression, "Monte Carlo method," has changed its meaning somewhat during the last eight years. At first it described a method of approximating the numerical solutions of ordinary mathematical problems by probabilistic methods. A one-person game or artificial sampling experiment is performed in which the expected score is the required answer and the observed score is an estimate of it. An example is to go for a random walk in order to invert a matrix, or to throw needles on a grating in order to evaluate ir. Judging by most of the applications to date the name now describes a similar method for attacking problems that for the most part originate in a probabilistic setting. The methods now use several techniques for the reduction of the variance of the answer. Some of these techniques, such as systematic and stratified sampling, have long been known to statisticians ; others are at least partly new. Often the technique can be expressed by saying that the probability model used in the Monte Carlo method is not quite the same as the model from which the model arose. A useful summary of six of these techniques is given in the paper by H. . This paper is very readable, and so are most of those following it in the book. But most of the preceding ones are almost in note form and have signs of hurried preparation.
The introductory article contains the following passage: "The Trotter and Tukey paper, with its companion applied paper • • • [by Arnold, Bücher, Trotter, and Tukey], is probably the most exciting paper in the volume. First, the authors introduce a new variance reducing technique (conditional Monte Carlo) and second, in the applied paper they show that it works very well. It is heartening to see mathematical statisticians really becoming interested in Monte Carlo techniques and using them on their own problems. This paper deserves close study (and needs it) to get the conditional Monte Carlo trick straight. It seems to be more complicated than, for example, the methods discussed by Kahn." Four of the papers relate to the generation of pseudo-random numbers and other random variables. One of these methods, the mid-square method, exemplifies how the Monte Carlo method may lead indirectly to new developments in mathematics and technology. For eight-digit binary numbers the mid-square method may be defined by the iteration un+i = [m»2/16] (mod 256). This example is illustrated (page 31) by means of an oriented linear graph with one vertex for each of the 256 numbers (except that two vertices seem to be missing). As pointed out by Metropolis and Ulam (Amer. Math. Monthly, v. 50, 1953, p. 252-253 ) the frequencies of the numbers of predecessors of the vertices seem to obey a Poisson distribution. Thus the oriented linear graph can be regarded from at least one point of view as a pseudo-random network. This fact may be of interest in mathematical biophysics or in robotology for constructing mathematical models of the central nervous system. If robots are mass-produced it would be advisable for their brains to be pseudo-random networks, and not random ones, so that the study of the behaviour of prototypes would be a reliable guide to the behaviour of marketed models. This advantage of pseudo-random networks over random ones is analogous to the checking advantage that pseudo-random numbers have in ordinary Monte Carlo.
On page 33 there is a table of the number of trees in the oriented linear graphs corresponding to the mid-square method using a binary base and 6(2)20 digits. On page 34 there is a table of the number of trees when there are two and four digits and the base is 2(1)16; six digits, base = 2(1)8; eight digits, base = 2(1) ; and ten digits, base = 2, 3.
On page 224 there is a table, by Curtiss, of the favourable sizes of matrices for three methods of inversion, namely the Gauss elimination method, the linear iterative method, and a Monte Carlo method. Results are given for the two cases when the maximum sum of the moduli of the elements of a row of the original matrix is 0.5 and 0.9, and for various numbers of significant decimal places in the elements of the inverse.
On pages 239 and 240 there are tables, by Lytle, of the frequencies of the ranges 1.1(0.1)5.9 (sample size 10) and 2.2(0.1)6.4 (sample size 25) for samples of random normal deviates. These frequencies were obtained by a crude Monte Carlo method or artificial sampling experiment. The total frequencies for the two experiments were respectively 2500 and 1000. It is a demonstration of the rapid changes having taken place in the field of applied mathematics during the past fifteen years. All papers refer more or less closely to computations using modern high-speed computing devices. The methods of numerical analysis are evaluated in respect to their applicability to High Speed Computers. Several papers deal with the problem of the accuracy of the results obtained, a question which is of special importance for more extensive computations. We can here of course only give a short survey of the comprehensive contents.
Systems of linear equations-a very important subject-are dealt with in several contributions.
David Young gives a summary of the development for iteration methods in particular and proposes two improvements.
The increase in speed of convergence theoretically to be expected is confirmed by computations on ORDVAC. Joseph W. Fischbach brings some applications of the gradient method and applies the methods of steepest descent to ordinary differential equations, Magnus R. Hestenes uses the eg method (conjugate gradient method) for systems of infinitely many linear equations in Hubert space, and Paul Rosenbloom gives a comprehensive theory covering partial differential equations, too. Another publication about parabolic equations will follow.
A number of contributions deal with approximation theory. Cecil Hastings, Jr., Jeanne Hayward, and James P. Wong, Jr. report about examinations lasting several years aiming to approximate given functions not only by polynomials but by rational or more general parametric forms (containing, for example, roots) for easier feeding of the functions into computing machines. J. L. Walsh deals with Chebychev's polynomial approximation and Arthur Sard with approximations for derivatives and integrals. Sard includes functions of two independent variables, where the residues are constructed as linear functionals in Banach space and estimations for them thus obtained.
For some time now problems of number theory have been treated on computing machines, e.g., combinatorical problems by R. H. Brück, and problems of algebraic number theory by Olga Taussky. Progress in the theory of algebraic number fields in particular is hindered by the greatly increased difficulties of numerical examples. Olga Taussky deals with factorization of rational primes, ideal classes, and a problem of Hubert. Emma Lehmer gives three classes of problems suitable for computing machines: special problems, testing of hypotheses, and research problems. T. S. Motzkin deals with the interesting assignment problems, with normalization, approximate solution, vertex approach and face approach methods, equidistribution problem and related problems. C. Tompkins examines problems whose variables are permutations and reports about the treatment of problems with SWAC. His report includes systematic machine generation of permutations, embedding of permutations in continuous spaces, and the problem of economic computing. Richard Bellman deals with the theory of dynamic programming and obtains a functional equation the approximate solution of which is obtained by successive approximation.
Of great importance is further research in differential equations and related fields. Stefan Bergman points to the kernel functions for solving boundary valuedifferential equation, then, the operator understands how the analog computer simulates the system to be studied.
In order to get on with his task, the author limits himself bibliographically to those works which are of almost immediate importance. It is somewhat shocking to find a book on analog computation in whose index the name of Vanevar Bush appears only once. The Massachusetts Institute of Technology is likewise listed only once, and the name of S. H. Caldwell is not in the index. Thus, explicit reference to the great pre-war development of differential analyzer techniques at M. I. T. is almost completely lacking. However, the reviewer can see no real necessity for recalling old times in a strictly utilitarian textbook ; the bibliographical omissions were mentioned above to illustrate the utilitarian character of the book and not to criticize the author's scholarship.
The one departure from the restrictions to electronic differential analyzers occurs in the last chapter when incremental digital computers are discussed (the so-called digital integrating differential analyzers). The thought here is that their use is more similar to that of the electronic differential analyzers than to that of the other digital machines.
The material in the text is presented in a lucid and elementary way. It is accompanied by problems for the student and numerous illustrations. Each chapter has a selected list of references, short but seemingly adequate for the material involved.
The reviewer feels that the book well attains its fundamental purpose of presenting the material that must be known to a person who intends to operate a standard electronic differential analyzer effectively. So far as this reviewer is aware, this important book contains the most complete existing description of the application of Boolean algebra to the logical design of digital computers. It is already a standard handbook of computer design used with profit by design engineers, students of the logic of computers, and students of the logic of such operations as microcoding.
The author prepared the contents as a set of notes to be used in connection with a course offered to engineers in the laboratories of the International Business Machines Corporation.
As such it is strictly utilitarian. Its bibliography is incomplete. In the index one does not find the name of von Neumann, and the name of Claud Shannon occurs just once; the Shannon reference credits him with appearing to have pointed out the adaptability of Boolean algebra to the design of switching circuits. Similarly, the index lists thirteen references to IBM, but none to any of the groups which have formed Sperry Rand.
The reviewer finds no quarrel with this detachment and biased reference. However, the lack of complete references precludes use of the book as a reliable basis for estimating the complete state of the science at the time the book was written. The author had a goal which he met well. He wanted to describe design of computing instruments and he turned to the material at hand. Where it was convenient and where it served his purpose he took material from other sources, and to the extent that he had information readily available concerning the ultimate source he seemed to give it. Thus he gives no fewer than a dozen examples of binary adders in block diagram form (using Boolean elements) and discusses their relative merits. He goes into considerable detail concerning the difficulties of designing decimal components and again he illustrates his arguments with many block diagrams. In similar fashion he examines the other every-day problems of the designer of circuits for computers. He claims no new results and hence he feels little need for discussing relations between his results and those of other workers.
There is no discussion of the practical limitations of circuit design. Thus the deterioration of pulses on transmission lines and the effects of such deterioration on the logical functioning of the circuits (with the implications which can be drawn concerning the speed of computation which is safe) are not discussed in detail. Indeed, only the most idealized engineering realizations of the Boolean elements are discussed at all. These realizations are limited to vacuum tube circuits with no discussion of logical elements built of transistors and magnetic cores.
Similarly, the reduction of Boolean expressions to most economical form is discussed by implication only and no thorough analysis is attempted.
These omissions are not shortcomings, for the book is a thorough exposition by example of much of the formalism which is necessary for an effective application of knowledge in these omitted fields to the design of computers. Thus, there is no better place for an engineer or other person not already well informed concerning symbolic logic and its application to switching circuits to learn how to combine the components which may be developed from new electronic devices (such as transistors) into effective computing instruments.
Similarly, there is no other source which seems to give as easy access to the ideas involved in studies of fast and complex circuitry (such as [1] , for example).
The author has included a chapter on computer organization and control and one programming.
These are fairly superficial accounts suitable for project engineers but certainly not sufficiently complete to serve as serious expositions of these complicated subjects. Presumably these chapters were added to describe the general machine to the engineer working on its components. However, the subjects treated are not completely within the scope of Boolean algebra (as the author notes on p. 339) and hence not completely within the scope of this book.
In short, the author has prepared a well-directed set of notes for use as a practical handbook for anyone interested in the inside of an electronic computing instrument. The book contains no problems for solution by the reader, but otherwise it is entirely suitable for use as a textbook for a course covered by the material accorded attention.
The 
