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Abstract
The spectral radius of a (directed) graph is the largest eigenvalue of adjacency matrix of the (directed)
graph. We give the relation on the characteristic polynomials of a directed graph and its line graph, and
obtain sharp bounds on the spectral radius of directed graphs. We also give the relation on the spectral radii
of a graph and its line graph. As a consequence, the spectral radius of a connected graph does not exceed
that of its line graph except that the graph is a path.
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1. Introduction
Let G = (V ,E) be a simple undirected graph. The line graph L(G) of G is the graph on the
edge set E in which e, f ∈ E are adjacent as vertices if and only if they are adjacent as edges in G.
Let A(G) be the adjacency matrix of G. The spectral radius ρ(G) of G is the largest eigenvalue
of A(G). Similarly, let D = (V ,E) be a directed (multi)graph with V = (v1, v2, . . ., vn). The
line graph L(D) of D is the directed graph on the arc set E in which a, b ∈ E form an arc ab in
L(D) if and only if the head of a is the tail of b in D. The adjacency matrix A(D) = (aij )n×n of
D is defined by aij equal to the number of arcs vivj . The spectral radius ρ(D) of D is the largest
eigenvalue of the adjacency matrix A(D).
Let G be a (directed) graph. We denote by p(G; x) the characteristic polynomial of A(G).
Sachs [9] proved the following result for regular graphs.
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Theorem 1.1 [9]. If G is a k-regular graph with n vertices and m edges, then
p(L(G); x) = (x + 2)m−np(G; x − k + 2).
In fact, a nicer equation holds for all directed graphs.
Theorem 1.2. Let D be a directed graph with n vertices and m arcs. Then
p(L(D); x) = xm−np(D; x).
Therefore, the digraphD andL(D) have the same nonzero eigenvalues with the same multiplicity.
Theorem 1.2 implies that ρ(D) = ρ(L(D)) which is also a simple fact in symbolic dynamics.
The edge shift space of D is naturally isomorphic to the vertex shift space of L(D), in which the
arcs of D correspond to the vertices of L(D). Then the equality follows from the invariance of
topological entropy under isomorphism and the fact that the topological entropy of the edge shift
of D equals ln ρ(D) and that of the vertex shift of L(D) equals ln ρ(L(D)), see [2] for more
details. This equality of spectral radii does not hold for undirected graphs. However, we have the
following relation between ρ(G) and ρ(L(G)) for an undirected graph G.
Theorem 1.3. Let G be a graph with maximum degree  and minimum degree δ. Then
2ρ(G) − 2  ρ(L(G))  ρ(G) + − 2.
If G is connected then either of the equalities holds if and only if G is regular. Moreover, if G is
an irregular graph of order n and diameter d, then
ρ(L(G)) > 2ρ(G) − 2 + (+ δ − 2√δ)/(dn).
Note that if P be a path of order n, then L(P ) is a path of order n − 1 and thus ρ(P ) > ρ(L(P )).
However, using Theorem 1.3, we will prove that for connected graphs this is the only case when
the spectral radius of a graph exceeds that of its line graph.
Theorem 1.4. Let G be a connected graph which is not a path. Then ρ(G)  ρ(L(G)) with
equality if and only if G is a cycle.
Our notation is standard. LetD = (V ,E) be a directed graph. For v ∈ V , the out-neighborhood
of v, denoted by N+(v), consists of vertices u with vu ∈ E; the in-neighborhood of v, denoted by
N−(v), consists of vertices u with uv ∈ E. For v ∈ V , the out-degree of v, d+(v) = |N+(v)|; the
in-degree of v, d−(v) = |N−(v)|. We denote by +(D) and δ+(D) the maximum out-degree and
minimum out-degree of vertices of D, respectively, as well as −(D) and δ−(D) the maximum
in-degree and minimum in-degree of vertices of D, respectively. A digraph D is out-regular
if +(D) = δ+(D) and is in-regular if −(D) = δ−(D). A digraph D is out-semiregular if
D is bipartite with parts U and W , and all vertices in U (W respectively) have the same out-
degree. A digraph D is in-semiregular if D is bipartite with parts U and W , and all vertices in
U (W respectively) have the same in-degree. Let u, v ∈ V . A walk of D from u to v is a finite
alternating sequence v0(= u)e1v1e2· · ·vk−1ekvk(= v) of vertices and arcs such that ei = vi−1vi
for i = 1, 2, . . ., k. The number k is the length of the walk. We denote by wp(u, v) the number
of walks of length p − 1 from u to v. Denote by w+p (v) the number of walks of length p − 1
starting from v and w−p (v) the number of walks of length p − 1 ending at v.
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2. Directed graphs
We will need the following two simple lemmas. The first one is from matrix theory (see Lemma
8.2.4 in [4] for example) and the second is a refined version of Lemma 2.1 in [3] which is also
valid for asymmetric matrices.
Lemma 2.1. If C and D are matrices such that CD and DC are both defined, then det(I −
CD) = det(I − DC).
Lemma 2.2. Let B be a real n × n matrix and si(B) the ith row sum of B, and let λ be an
eigenvalue of BT with an eigenvector x whose entries are all nonnegative. Then
min
1in
si(B)  λ  max
1in
si(B).
Moveover, if all entries of x are positive then either of the equalities holds if and only if the row
sums of B are all equal.
Proof of Theorem 1.2. Let B = (bve)n×m be the out-incidence matrix of D defined by bve equal
to 1 if v is the tail of e and 0 otherwise, and C = (cve)n×m the in-incidence matrix of D defined
by cve equal to 1 if v is the head of e and 0 otherwise. Then A(D) = BCT and A(L(D)) = CTB.
Substituting C := B/x and D := CT into Lemma 2.1 we get
det(In − BCT/x) = det(Im − CTB/x),
and the result follows. 
Much attention has been paid to the spectral radius of undirected graphs. While only a few
bounds are known for directed graphs. Besides the classical bounds from Lemma 2.2,
δ+(D)  ρ(D)  +(D), δ−(D)  ρ(D)  −(D),
the only better upper bounds in terms of degrees to the best of our knowledge are due to Kwapisz [6]
ρ(D)  max
{√
d+(u)d−(v)|uv ∈ E(D)
}
,
ρ(D)  max
{√
d−(u)d+(v)|u, v ∈ V (D) and wk(u, v) > 0
}
, k ∈ N.
Recently, Nikiforov [7] obtained a general upper bound on the spectral radius of an undirected
simple graph in terms of the number of walks. In fact, a similar lower bound may also be derived
by the same method. We generalize these bounds to directed graphs.
Theorem 2.1. Let D = (V ,E) be a directed graph and r be a natural number. For a natural
number p such that for all v ∈ V, w+p (v) > 0, we have
min
v∈V w
+
p+r (v)/w+p (v)  ρr(D)  max
v∈V w
+
p+r (v)/w+p (v).
Moreover, if D is strongly connected then either of the equalities holds if and only if w+p+r (v)/
w+p (v) is the same for all v ∈ V. Similarly, for a natural number p such that for all v ∈
V,w−p (v) > 0, we have
min
v∈V w
−
p+r (v)/w−p (v)  ρr(D)  max
v∈V w
−
p+r (v)/w−p (v).
Moreover, if D is strongly connected then either of the equalities holds if and only if w−p+r (v)/
w−p (v) is the same for all v ∈ V.
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Proof. We only state the proof of the upper bound for the out-degree case. The same argument
applies to the lower bound and the in-walk case by considering the transpose AT(D). Since
A(D) is nonnegative, the Perron–Frobenius Theorem guarantees that there exists a nonnegative
eigenvector x associated to ρ(D). Let B be a diagonal matrix with bii = w+p (vi) for all vi ∈ V .
Since B−1Ar(D)B has the same spectrum as Ar(D) and the spectral radius ρr(D) with the
nonnegative eigenvector B−1x, Lemma 2.2 implies that
ρr(D)  max
v∈V
∑
u∈V
wr(v, u)w
+
p (u)/w
+
p (v) = max
v∈V w
+
p+r (v)/w+p (v).
Moreover, if D is strongly connected then A(D) is irreducible. Then the Perron–Frobenius The-
orem guarantees that the eigenvector x of ρ(D) is positive and so is B−1x. Again Lemma 2.2
implies that the equality holds if and only if w+p+r (v)/w+p (v) is the same for all v ∈ V . 
Corollary 2.1. Let D = (V ,E) be a directed graph. Then
min
{√
d+(u)d+(v)|uv ∈ E
}
 ρ(D)  max
{√
d+(u)d+(v)|uv ∈ E
}
.
Moreover, if D is strongly connected then either of the equalities holds if and only if D is
out-regular or out-semiregular. Similarly,
min
{√
d−(u)d−(v)|uv ∈ E
}
 ρ(D)  max
{√
d−(u)d−(v)|uv ∈ E
}
.
Moreover, ifD is strongly connected then either of the equalities holds if and only ifD is in-regular
or in-semiregular.
Proof. We only state the proof of the upper bound for the out-degree case. The same argument
also applies to the lower bound and the in-degree case. Note that d+(v) = ∑u∈N+(v)avu. Theorem
2.1 with setting p = 1 and r = 2 implies
ρ2(D)  max
v∈V w
+
3 (v) = max
v∈V
∑
u∈N+(v)
avud
+(u)  max
uv∈E d
+(u)d+(v).
If the upper bound is attained then the equalities hold everywhere in the above argument. Moreover,
if D is strongly connected then Theorem 2.1 again implies that for each v ∈ V , d+(u) is the same
for all u ∈ N+(v). Thus d+(v) can be one of at most two values. If d+(v) is the same for all
v ∈ V , then D is out-regular. Otherwise, the out-degree of every vertex in D can only be one of
two values, say + and δ+ and the adjacent vertices must have different out-degree. Now Let U
consist of the vertices of out-degree + and W the vertices of out-degree δ+. Then U and W are
independent sets, which shows that D is out-semiregular. The converse is clearly true. 
Every undirected graph has a natural generic directed graph obtained by replacing every edge by
a pair of arcs with opposite directions. This with Corollary 2.1 leads to the following consequence.
Corollary 2.2. Let G = (V ,E) be a (multi)graph. Then
min
{√
d(u)d(v)|uv ∈ E
}
 ρ(G)  max
{√
d(u)d(v)|uv ∈ E
}
.
Moreover, if G is connected then either of the equalities holds if and only if G is regular or
semiregular.
The upper bound in Corollary 2.2 for simple graphs is due to Berman and Zhang [1].
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3. Undirected graphs
In this section we will prove Theorems 1.3 and 1.4. Firstly we need a lemma essentially due
to Ostrowski [8].
Lemma 3.1 [8]. Let G be a simple connected and irregular graph with maximum degree  and
minimum degree δ. Let x = (x1, x2, . . ., xn) be a positive eigenvector of ρ(G) and a = maxi xi
and b = mini xi . Then a/b  √/δ.
Proof of Theorem 1.3. Let B be the incidence matrix of G and D(G) = diag(d(v1), d(v2), . . .,
d(vn)) the diagonal matrix of vertex degrees. Then A(G) = BBT − D(G) and A(L(G)) =
BTB − 2I . Thus ρ(BBT) = ρ(BTB) = ρ(L(G)) + 2. Let x be a unit nonnegative eigenvector
of ρ(A) and y be a unit nonnegative eigenvector of ρ(BBT). Then Rayleigh’s principle implies
that
ρ(BBT)=max
{
zTBBTz|‖z‖ = 1
}
 xTA(G)x + xTD(G)x,
=ρ(G) +
∑
i
d(vi)x
2
i = ρ(G) +
∑
vivj∈E(G)
(x2i + x2j ),
ρ(G) + 2
∑
vivj∈E(G)
xixj = ρ(G) + xTAx = 2ρ(G)
and
ρ(G)=max{zTA(G)z|‖z‖ = 1}  yTA(G)y = yBBTy − yTD(G)y,
=ρ(L(G)) + 2 −
∑
i
d(vi)y
2
i  ρ(L(G)) + 2 − .
Thus the lower and upper bounds follow. Now we assume that G is connected. Then both A(G)
and BBT are irreducible. Thus the eigenvectors x and y are both positive. If the lower bound
is attained then xi = xj whenever vivj ∈ E(G) and so xi are all equal for vi ∈ V (G) and G is
regular. While if the upper bound is attained then d(vi) =  for all vi ∈ V (G) and thus G is also
regular. Conversely, if G is k-regular then L(G) is 2k − 2-regular. Thus ρ(L(G)) = 2k − 2 =
ρ(G) + k − 2 = 2ρ(G) − 2.
Now we assume that G is connected and irregular. Let vk and vl be two vertices of G such that
xk = maxi xi and xl = mini xi . Then x2k > 1/n and Lemma 3.1 implies that xk/xl 
√
/δ. Let
P be a shortest path of length a  d from vk to vl . Then we have∑
vivj∈E(G)
(xi − xj )2 
∑
vivj∈E(P )
(xi − xj )2

⎡
⎣ ∑
vivj∈E(P )
(xi − xj )
⎤
⎦
2/
a  (xk − xl)2/d

[
xk(
√
− √δ)/√
]2/
d > (+ δ − 2√δ)/(dn).
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Fig. 1. The tree S,k .
It follows that:
ρ(L(G)) = ρ(BBT) − 2 = ρ(G) +
∑
vivj∈E(G)
(x2i + x2j ) − 2
= 2ρ(G) − 2 +
∑
vivj∈E(G)
(x2i + x2j ) − 2
∑
vivj∈E(G)
xixj
= 2ρ(G) − 2 +
∑
vivj∈E(G)
(xi − xj )2
> 2ρ(G) − 2 + (+ δ − 2√δ)/(dn). 
In order to prove Theorem 1.4, we first need a result on a special kind of trees, which may be
interesting of its own. Let S,k be the tree obtained by identifying one of the two end vertices of
 paths of length k, see Fig. 1. The identified vertex of degree  is called the root.
Proposition 3.1. For natural numbers k and  > 1, we have[
1 − (− 1)−k
]

/√
− 1 < ρ(S,k) < 
/√
− 1.
Proof. Select a vector z with zv = zi = (− 1)−i/2 for v ∈ V (S,k) where i stands for the
distance between the vertex v and the root of S,k . By Rayleigh’s principle, it follows that
ρ(S,k) = max
y =0
yTAy
y
T
y  z
TAP z
zTz
= 2
∑
uv∈E
zuzv
/(
z20 + 
k∑
i=1
z2i
)
= 2
k−1∑
i=0
zizi+1
/[
1 + 
k∑
i=1
(− 1)−i
]
> 2
k−1∑
i=0
(− 1)−i−1/2
/[
1 + 
− 1
(
1 − 1
− 1
)−1]
=
[
1 − (− 1)−k
]

/√
− 1.
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Now we prove the upper bound. Let x be the unit positive eigenvector of ρ(S,k). It is obvious
that for each pair of vertices u and v of S,k that are at the same distance from the root, there exists
an automorphism of S,k which maps u to v. Since the tree S,k is connected, its spectral radius
is simple and thus the entries of eigenvector x corresponding to u and v must equal. Therefore,
for i = 0, 1, . . ., k we may denote by xi the entry of x corresponding to all vertices of S,k at
distance i from the root. Since ‖x‖ = 1, we have
x20 + 
k∑
i=1
x2i = 1,
and thus
ρ(S,k) = xTAx = 2
∑
uv∈E
xuxv = 2
k−1∑
i=0
xixi+1  
(
k−1∑
i=0
x2i
k∑
i=1
x2i
)1/2
=
{[
1 + (− 1)x20 − x2k
](
1 − x20
)}1/2
<
{[
1 + (− 1)x20
](
1 − x20
)}1/2
 /
√
− 1. 
Remark. Note that for each k ∈ N the tree S,k is an induced subgraph of S,k+1 so that the
sequence (ρ(S,k))∞k=1 is increasing. Moreover, the infinite tree S,∞ = ∪∞k=1S,k has the spectral
radius /
√
− 1 with a positive eigenvector with entries
xn = (− 1)−n/2 for n = 0, 1, . . .
Hence Proposition 3.1 implies that
lim
k→∞ ρ(S,k) = ρ(S,∞) = /
√
− 1.
Let H be the graph obtained by joining the centers of two stars of order 3 by a path, see
Fig. 2. Then it is known that ρ(H) = 2, see [5] for example. Let the tree S obtained by sub-
dividing once only one edge of a star of order 4, see Fig. 2. Then easy calculation shows that
ρ(L(S)) > 2.17 > 3/
√
2.
Proof of Theorem 1.4. If G is not a tree, then G contains a cycle C and ρ(G)  ρ(C) = 2. Theo-
rem 1.3 implies that in this case ρ(G)  ρ(L(G))with the equality if and only ifG is a cycle itself.
Now we assume that G is a tree. If G has two vertices of degree at least 3, then G contains H as a
subgraph since G is connected. Then ρ(G)  ρ(H) = 2 and thus ρ(G)  ρ(L(G)) by Theorem
1.3. Otherwise G has only one vertex of maximum degree, say , then G is a subgraph of the tree
S,k for some k. Note that nowL(G) contains a clique of order. If > 3, then by Proposition 3.1,
ρ(G) < /
√
− 1 < − 1  ρ(L(G)). Otherwise  = 3 and ρ(G) < 3/√2. But if G itself
is a star of order 4 and L(G) is a cycle of order 3, then ρ(G) = √3 < 2 = ρ(L(G)); otherwise
G contains S as a subgraph, then ρ(L(G))  ρ(L(S)) > 3/
√
2 > ρ(G). This completes the
proof. 
Theorems 1.2 and 1.3 give the relation between the spectral radius of a (directed) graph and
that of its line graph. Thus in general, a bound on the spectral radius of a (directed) graph can be
turned to be another new bound via its line graph. To illustrate this idea, we take the bound from
Corollary 2.2 as an example.
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Fig. 2. The graph H , and S and its line graph L(S).
Corollary 3.1. Let G be a graph with maximum degree  and minimum degree δ. Then
2 − + min
uv∈N(w)
√[d(u) + d(w) − 2][d(v) + d(w) − 2]  ρ(G)
 1 + 1
2
max
uv∈N(w)
√[d(u) + d(w) − 2][d(v) + d(w) − 2].
Moreover, if G is connected then either of the equalities holds if and only if G is regular. In
particular, if G is an irregular graph of order n and diameter d, then
ρ(G) < 1 − (+ δ − 2√δ)/(2dn)
+1
2
max
uv∈N(w)
√[d(u) + d(w) − 2][d(v) + d(w) − 2].
The bounds in Corollaries 2.2 and 3.1 are incomparable. Here we give an example in which
the upper bound in Corollary 3.1 is better than that in Corollary 2.2. Corollary 2.2 gives ρ(S) <√
6 ≈ 2.45 and Corollary 3.1 gives ρ(S) < 1 + √6/2 ≈ 2.22. In fact, ρ(S) =
√
2 + √2 ≈ 1.85.
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