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Abstract
Passenger cars are a vital part of modern society, giving people the freedom of flexible travel.
As technology advances, customers increase their demands for future products. The automotive
industry must, therefore, adapt to society’s requirements of energy-efficient travel, where
developing low drag vehicles is key. However, if not designed with care, streamlined bodies of
low drag might impair driving stability. In addition, raised customer demands of perceived
control and stability elevate the research needs on driving stability in crosswinds.
Vehicles travelling on open roads are always exposed to the changing crosswind conditions.
Most road vehicles have the aerodynamic centre of pressure located at the front half of the
vehicle, making them sensitive to these crosswinds. Strong winds and sensitive vehicle designs
may degrade the perceived level of driving stability by drivers and passengers. In extreme
winds, this can even cause accidents. Furthermore, the aerodynamic loads increase with flow
velocity, deteriorating the driving stability performance at higher speeds.
The assessment of driving stability in the development of a new vehicle is often done at the
test tracks during late design phases when prototype vehicles are available. However, the
current demands of faster development times require robust virtual methods for assessing the
stability performance in early design phases. The goal of this thesis is, therefore, to find virtual
simulation tools for assessing straight-line driving stability, and to gain more insights on the
interdisciplinary physics between aerodynamics and vehicle dynamics.
By conducting experimental on-track measurement, it was confirmed that crosswinds deteriorate
the driving stability and that the vehicle motions of lateral acceleration and yaw velocity
correlate with the drivers’ subjective assessment. These motions were combined into a proxy
measure for stability, later used for objective assessment in the numerical simulations. The
numerical study employed a coupled simulation methodology between aerodynamics and
vehicle dynamics. It was shown that a 1-way coupling was sufficient for passenger vehicles
in normal wind conditions. Furthermore, the aerodynamic loads, including the yaw moment
overshoots during transient gust events, could accurately be predicted by a quasi-steady model
accounting for the phase delay between axles when driving into crosswinds. An extensive
parametric study highlighted the aerodynamic yaw moment coefficient and the longitudinal
centre of gravity position as the two most influential vehicle parameters. In addition, the
suspension characteristics revealed potential in improving the driving stability performance
under crosswinds.
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This thesis is focused on driving stability of passenger vehicles in crosswind conditions, specifi-
cally during high speed driving. The work is interdisciplinary, focusing on both the aerodynamic
and vehicle dynamic performance related to driving stability.
The passenger car has become a vital part of modern society over the last century. Its flexibility
enables decentralised transportation for a large part of the population, seen as a freedom by
many. As technology advances, customers acclimatise to the modern solutions and increase
their demands for future products. The automotive industry must therefore adapt to the new
demands from customers. Today, society requires more energy-efficient travel to reduce the
transport sector’s negative impact on the environment. For this, developing vehicles with low
aerodynamic drag is key. However, streamlined bodies of low drag might impair the driving
stability, if not designed with care. This, with the raised customer demands of perceived control
and stability in modern cars, have increased the research needs on aerodynamic and vehicle
dynamic driving stability.
Vehicles having issues with driving stability are often described as nervous by drivers. When
driving on the highway, this will force the driver to correct the vehicle to remain in the lane. If
this becomes difficult or is required too often, it classifies as a major driving stability issue.
Vehicles with excellent driving stability performance will not require any corrections and are
perceived as stable even in crosswind conditions. Furthermore, increasing the vehicle speed
tends to further deteriorate the stability performance. High speed stability is discussed in this
work, where high speed is defined as >100 km/h. High speed stability is a subset of driving
stability. These definitions cover stability regardless of crosswinds or not. Hence, crosswind
stability is another subset of driving stability. It is presumed that either crosswinds or high
speeds are required to impair the stability performance. As stated above, this work focus on
driving stability under crosswinds at high speeds.
In the development of a new passenger vehicle, the evaluation of driving stability at high speeds
is often done subjectively using prototype vehicles. Unfortunately, prototype vehicles are only
available at a late stage in the development process and changes at these stages are costly and
difficult to implement. Issues with driving stability are therefore difficult to deal with and it
can be challenging to find balanced compromises for improving driving stability, since this can
affect other vehicle attributes. A way to resolve this would be to move the assessment from the
on-track testing to the virtual world, using numerical tools. This has received increased interest
during the last decades, with the improvements in computational performance. A virtual
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assessment of driving stability can be used in early design phases, enabling improvements when
the cost of change is lower and removing most issues before the prototype vehicles are built.
However, it is expected that the final evaluation still needs to be done at the test tracks.
1.1 Research objectives
The objectives of this research project are to increase the knowledge on driving stability
performance of passenger vehicles and to understand how virtual simulation methods can be
used to develop more stable vehicles. Three research questions have been formulated for the
project:
1. How do vehicle dynamics, vehicle aerodynamics and their coupled effect influence vehicle
driving stability at high speeds?
2. What quantities can objectively rate the vehicle driving stability and how can they be
considered in the development process?
3. Which virtual methods can be used to develop and evaluate the driving stability perfor-
mance of a passenger vehicle?
The first question aims at understanding the interdisciplinary physics, while the second focuses
on setting better engineering requirement to prevent issues with driving stability. The last
question elaborates on how to move the assessment of driving stability from the road to the
virtual environment by using simulation tools.
1.2 Limitations
• The test track time and measurement equipment have been limiting resources during the
experimental testing. The numerical resources are also limited in terms of computational
power, model accuracy and simulation techniques.
• Only one vehicle has been used as a research object in this thesis. Figure 1.1 show a
rendered image of the compact sports utility vehicle (SUV) from the numerical study.
The corresponding vehicle model was used in the experimental study. The vehicle was
front wheel driven, with a total length of 4.51 m, a height of 1.60 m, a width of 1.86 m
and a wheel base of 2.73 m. The curb weight of the vehicle was 1856 kg, with 56 % of
the static load on the front axle. The vehicle was fitted with 235/50 R19 tires. The
suspension system consisted of a MacPherson front suspension and a 4-link trailing arm
rear suspension. Coil springs and passive dampers control the suspension system. The
steering system has a steering rack with an electrical power-assisted servo function.
• The visuals, acoustics and steering wheel haptics may influence the driver’s perception of
driving stability. This work will only consider the body motion of the vehicle as input to
the driver’s subjective assessments.
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1.3 Outline
Chapter 1 provided the context of driving stability and stated the objectives and limitations of
the research project. Chapter 2 covers relevant background and theory particularly on realistic
on-road wind conditions, crosswinds aerodynamics and straight-line vehicle dynamic handling.
Chapters 3 and 4 are focused on an experimental and a numerical study, respectively. These
chapters include the specific methodology of each study followed by a discussion on the relevant
results for this thesis. Chapter 5 gives some concluding remarks and outlook into possible
future work, followed by a summary of the appended papers in Chapter 6.





Driving stability at high speeds is an interdisciplinary topic. A system overview is presented in
Figure 2.1. The causality is indicated as data flow arrows. The ambient on-road environment
affects the system via transient wind and the road unevenness. The horizontal wind components
(wx and wy) together with the vehicle velocity and body slip (vx and β) form the relative
flow conditions subjected to the travelling vehicle (Vmag and ψ). In turn, the aerodynamic
forces and moments (~Faero) affect the vehicle dynamic response (~a and ~ω) which influence the
driver’s reaction (δSW or TSW) and subjective assessment. This overview has been designed to
visualise the system complexity and to guide the reader into the different problem formulations
discussed in the thesis.
This chapter describes typical on-road flow conditions and gives a background on driver
behaviour and subjective assessment during straight-line handling. The physics of the dynamic
system is then introduced, focusing on straight-line handling, crosswind aerodynamics and the
numerical coupling between the two disciplines. Finally, to further extend the background for


















Figure 2.1: An overview of the system describing vehicle driving stability.
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2.1 On-road wind conditions
Crosswind disturbances are, in principle, always present on open roads. Extreme crosswinds
have even shown to increase road accidents [3]. A review by Sims-Williams [4] highlighted
that the unsteady flow conditions are caused by the turbulence in the natural wind, flow
disturbances by other vehicle and obstacles at the road side. These flow disturbances are













The left-hand side shows the flow transients locally at the vehicle. The right-hand side contains
three terms representing the vehicle acceleration, the changing wind conditions (in time) and
the flow variation from driving into different wind conditions along the road (Figure 2.2).
Sims-Williams argued that the final term is the most influential for a travelling vehicle, meaning




than local variations in the wind (∂ ~w
∂t
) [4].
Another aspect of the on-road flow conditions is the effect of the wind’s atmospheric boundary
layer. Howell et al. [5] published a paper investigating this effect in 2017. The atmospheric
boundary layer creates a sheared crosswind flow, see Figure 2.3. Howell et al. analysed the
differences between simulating a uniform crosswind profile, mimicking wind tunnel experiments
and traditional CFD setup, to the more realistic sheared crosswind profile. The simulations
were designed to produce equal mass flows over the height of the vehicle. The authors found
no significant effect on the aerodynamic forces, but added the disclaimer that taller one-box
vehicles might experience a larger discrepancy.
The gustiness of the flow is often quantified as turbulence intensity, TI, which is a standard
deviation measure using the root-mean-square of the flow fluctuations, u
′
, and the mean








Figure 2.2: Illustration of the unsteady flow disturbances experienced by a travelling vehicle
in spatially steady wind (inspired by [4]).
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The turbulence intensity can differ drastically between the controlled environment of traditional
wind tunnels (TI < 1 %) and the highway traffic seeing up to TI = 15 % [6, 7]. Watkins and
Cooper [8, 9] presented work on the effects of the atmospheric boundary layer turbulence for
road vehicles, based on the theoretical ground work of wind engineering. The experimental data
showed good agreement with the von Karman spectrum of homogeneous, isotropic turbulence.
The majority of the driving occurred in the turbulence intensity range of 2 % to 10 % [9].
Further, a review showed that the turbulence intensity could alter the optimum design of,
for .e.g., the backlight angle of a vehicle, compared to the smooth flow used in most wind
tunnels [8]. The literature review by Sims-Williams [4] concluded that crosswind scales of 2-20
vehicle lengths are the most critical for vehicle stability, since there is a significant amount of
road spectral energy at these scales and that the vehicle motion response frequencies can not
be considered quasi-steady.
Traditional wind tunnels were intentionally designed with low turbulence intensity to increasing
the experiments’ reproducibility. Similarly, to increase the reproducibility of on-road crosswind
experiments, test track facilities with fans to control the external crosswind conditions have
been used [10–13]. To standardise experiments at these facilities, the International Standard
ISO 12021:2010 [14] was formulated. The guidelines in the ISO 12021:2010 standard include a
methodology where a vehicle is driven at 100 km/h into a zone of 20 m/s crosswind, resulting
in a flow angle of ψ = 35.8 deg. The resulting crosswind gust profile has been adopted in
several numerical studies of crosswind sensitivity [15–19]. These extreme winds of 20 m/s create
high aerodynamic forces and a distinct motion response of the vehicle, useful for measuring
differences between vehicles and configurations. However, it has also been shown that these
crosswinds are too extreme to represent most real driving scenarios [1, 6, 7, 9, 20–23], and
are more likely investigations of extreme crosswind sensitivity, rather than driving stability
performance at high speeds. For example, when conducting on-road measurements of crosswind
gusts in Germany, Theissen and Wojciak [20, 21] found that the typical magnitude of the
crosswind resulted in flow angles between 2 to 10 deg. Similar results were found by Lawson
et al. [24].
Figure 2.3: Comparison between the uniform wind and the natural wind, generating the
sheared flow (inspired by [5]).
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Wojciak [20] focused on vehicle aerodynamics during crosswind gusts. The first part of [20]
focused on quantifying the crosswind gust profiles using a similar wind probe setup as Wordley
and Saunders [6]. Wojciak measured the flow conditions during 163 gust events and classified
the crosswinds into three different gust profiles. It was also noted that 72 % of the gust events
had a zero crossing of the relative incoming flow angle, which was found to have great impact
on the aerodynamic response to the crosswind by Theissen [21]. Furthermore, Wojciak showed
that the majority of the gust events had peak values of the incoming flow angle of 5 to 9 deg,
at a vehicle velocity of 140 km/h, claiming that the ISO21021:2010 [14] uses irrelevant flow
angles of over 30 deg.
2.2 Driver behaviour and subjective assessment
When driving on the highway, the driver seeks to correct the vehicle from any lane deviations
using the steering. If this becomes difficult or is required too often, it classifies as an issue
with driving stability. This section will first review previous work analysing driver behaviour
in crosswind conditions. The last part of the section will include a more detailed background
on the topic of what is subjectively assessed by the driver as an issue with driving stability.
2.2.1 Driver behaviour
Drivers react differently to crosswind excitations. Nevertheless, a study by Wagner and
Wiedemann [25] could conclude that the human driver might amplify the vehicle response when
correcting for crosswinds in the frequency range of 0.5 – 2 Hz [25]. At frequencies <0.5 Hz, the
driver can correct for the slow changes and at frequencies >2 Hz, the changes are too rapid for
the driver reaction [25], and the spectral energy of the flow is also lower at these frequencies [4,
21]. Furthermore, the vortex shedding frequency at the vehicle base is dependent on the
flow velocity, but at highway driving it is well above 2 Hz for a typical passenger vehicle [26].
Therefore, it can be assumed that to affect the human-vehicle system in the critical region of
0.5 – 2 Hz external excitations are required, such as crosswinds.
The studies by Wagner and Wiedemann [25] and later Krantz [27] also concluded that a
driver, or a representative driver model, should be used to evaluate crosswind sensitivity of the
complete system.
2.2.2 Subjective assessment
During vehicle development, the final assessment of driving stability is often done by experienced
drivers at test tracks. Their subjective judgement has proven to be reliable and reproducible.
However, their subjective evaluation cannot directly be used in any virtual vehicle dynamics
computer simulation. Therefore, there is a need to correlate the subjective assessment to
objective quantities of the vehicle motion. It has been seen that smaller steering wheel
corrections along with low lateral and yaw vehicle response improved the subjective ratings
when evaluating the total drivability at high speed [28]. Other studies at crosswind facilities have
indicated that the vehicle motions; yaw velocity, lateral acceleration and head-rest acceleration
(including roll velocity) give the best correlation to the subjective ratings [10, 29].
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2.3 Road vehicle dynamics
The overview of the complete system (Figure 2.1) visualised the interdisciplinary physics
applied in this thesis. This section introduces the physics of the dynamic system, starting with
describing theory and previous work on vehicle dynamic straight-line handling. Thereafter,
the important aspects of crosswind aerodynamics are established followed by a sub-section on
simulation techniques and numerical coupling between the two disciplines.
2.3.1 Vehicle dynamic straight-line handling
The lateral tire forces, Fyt, determine the road plane dynamics of the vehicle. Lateral tire
forces are generated when the wheel’s angle differs from its velocity vector. This differing
angle (the lateral slip angle, α) is small during normal driving, but can generate high forces





Hence, the lateral slip angle multiplied with the cornering stiffness of the tire defines the
generated lateral tire force. Furthermore, the cornering stiffness can be combined for each
axle (Cf and Cr) and one should note that it is not a constant, since it is affected by the
normal load and other varying driving conditions. The balance between front and rear axle
cornering stiffness determines how the vehicle rotates (yaw) when a lateral force is applied,
i.e. centrifugal force or aerodynamic side force, FS. At some longitudinal position along the
vehicle, the lateral force will not rotate the vehicle in any direction. This can be described
as a cornering stiffness centre or a neutral steering point (NSP). Figure 2.4 visualises the
NSP along with the aerodynamic centre of pressure (CP), the centre of gravity (CoG) and a
geometric reference point midway between the axles. If the NSP is located behind the CoG,
the centrifugal force would understeer the vehicle in a steady-state cornering scenario. The
distance between CoG and NSP, ls (Equation 2.4), is therefore a measure of the understeering.
However, since the cornering stiffness varies during driving, ls will also vary.
ls =
Crlr − Cf lf
Cf + Cr
(2.4)
By defining the NSP with respect to the fixed geometric reference point, it can be observed
that the NSP is not directly dependent on the CoG positioning (lf or lr), see derivation in
Equation 2.5. It only depends on the axle cornering stiffness balance and the wheel base.
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Aerodynamic centre of pressure
Figure 2.4 present the centre of pressure (CP) in front of the NSP. This is typical for a normal
passenger vehicle. However, this also implies that the vehicle is aerodynamically unstable (any
crosswind would work to rotate the vehicle away from the wind, increasing the relative flow
angle). Early work on straight-line handling concluded that CP should be located behind
CoG (later corrected to behind NSP) [10, 31]. In 1965, Barth [32] suggested stabilising fins
at the rear to improve stability of the vehicle by moving CP rearwards towards CoG and
NSP. Nevertheless, that might not be a realistic solution and even though the vehicle is
aerodynamically unstable, the complete vehicle dynamic system can remain stable due to the
road contact. Favre et al. [33] conducted a numerical study where CP, CoG and NSP were
altered independently (the NSP position was altered by varying the cornering stiffness, to
decouple its influence from the CoG position). As expected, it was concluded that CP should
be moved rearward, primarily to decrease the distance to NSP, and that NSP should be located
behind the CoG [33].
The aerodynamic forces and moments are often defined in the reference point between the
axles [34]. The aerodynamic yaw moment can thus be defined as Mz = FSlCP. The distance
between CP and the reference, lCP, will also vary since the aerodynamic side force, FS, and
yaw moment, Mz, are not strictly linearly dependent. In summary, Figure 2.4 give valuable
insights on straight-line handling. Although, as stated above, the positions of NSP and CP
move depending on the driving scenario and wind load.
Aerodynamic lift forces
The cornering stiffness increase with the normal load. Therefore, the aerodynamic lift forces
at the front and rear axle will affect the cornering stiffness and thus the driving dynamics at





CP CoG Ref. NSP
FS lNSP
Figure 2.4: Top view of a vehicle visualising the typical longitudinal positions of the aerody-
namic centre of pressure (CP), the centre of gravity (CoG), a geometric reference point between
the axles (Ref.) and the neutral steering point (NSP).
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model with linearised tire cornering stiffness. The negative values of the index were defined as
stable. It was shown that the value of the index increased with the vehicle velocity, agreeing
with the decreased yaw damping at higher velocities (an oversteered vehicle would reach a
stability index of zero at its critical velocity). The stability index has been used in parametric
studies, showing that a positive lift balance (Clf −Clr) increases the stability of the vehicle [36].
This corresponds to decreasing the cornering stiffness at the front axle and increasing it at the
rear, moving the NSP further rearward according to Equation 2.5. Howell and Le Good [37,
38] conducted subjective on-road experiments, where test drivers evaluated the high speed
stability performance of several vehicles with varying lift force coefficients. The increased
stability performance with positive lift balance was confirmed in the study [37].
Vehicle dynamic parameters
The static stability index was further used to highlight important vehicle dynamic properties.
It was found beneficial to decrease the yaw mass moment of inertia and especially to move
CoG forward, increasing the vehicle understeer [36]. This was also established by MacAdam
et al. [10] in 1990 and later in other studies [19, 39, 40]. MacAdam et al. also showed the
advantage of moving CP rearward (in agreement with the theory above) and the benefit of
increased roll stiffness.
Suspension characteristics
The suspension system controls the relative motion between the wheel and the vehicle body.
The wheel motion is determined by the geometrical hardpoints of the linkages in the suspension.
The suspension can therefore be designed to create advantageous wheel angles at certain driving
scenarios. However, all geometrical suspension designs have benefits and drawbacks and it is
up to the engineers to find the best fit for their vehicle and customers. The geometrical motion
(kinematics) determined by the hardpoints might generate steering angles during motions of the
vehicle body, e.g. heave or roll. These steering angles affect the straight-line stability during
crosswinds, where the lateral acceleration and aerodynamic roll moment can cause vehicle roll.
Furthermore, the bushing and linkages in the suspension and steering system deform elastically
to lateral loads (elasto-kinematics). The crosswind aerodynamics will therefore affect the side
force steering of the vehicle. The design of the suspension system can thus be another tool in
improving crosswind stability.
2.3.2 Crosswind aerodynamics
The background and theory on aerodynamics will first cover constant crosswind conditions,
then transient crosswinds and finally a sub-section covering aerodynamic stability without
crosswinds.
Constant crosswinds
Perpendicular crosswinds, wy, induce flow angles, ψ, relative to the direction of the vehicle, see
Figure 2.5. The vehicle velocity, vx, and wind components, wx and wy, affect the resulting flow
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The aerodynamic forces and moments are determined by the magnitude and angle of the flow.
As the vehicle goes faster, the flow angle decreases. Nevertheless, the aerodynamic forces and
moments will increase at higher velocities. As shown in Equation 2.7, the aerodynamic side






mag = K1CS (ψ)V
2
mag (2.7)
The density of air, ρ, and frontal area, A, can be set (together with the half) to the constant
K1 to simplify the expression. The coefficient of side force, CS, is a function of the incoming
flow angle, ψ. So, the forces’ and moments’ quadratic increase with flow velocity holds for a
constant flow angle. However, as the flow angle decreases with increasing vehicle velocity, a
more realistic setting for high speed driving is to keep the crosswind velocity, wy, constant.
In this scenario, without head- or tail wind (wx = 0), the flow angle decrease approximately
linear with the vehicle velocity. The first approximation in Equation 2.8, that the side force
coefficient is directly proportional to the flow angle, was seen for multiple vehicle models in
the study by Howell and Panigrahi [41]. This linearization is presented using a constant, K2.
The second approximation of small angles, together with the assumption of Reynolds number
independent aerodynamic coefficients, implies that the vehicle velocity is high, e.g. above
100 km/h, which is in the range of interest for high speed driving stability.









The resulting side force expression in Equation 2.9 shows an approximately linear increase




Figure 2.5: Schematics of how the flow angle, ψ, and flow velocity, Vmag, relate to the vehicle
velocity, vx, and horizontal wind components, wx and wy.
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double the side force, even though the crosswind velocity is kept constant, see Figure 2.6.







The same approximations can be done for the aerodynamic yaw moment, Mz, (or any aero-
dynamic coefficient with a linear dependency on the flow angle). In summary, this simplified
example shows that the increase in aerodynamic side force and yaw moment occur simultane-
ously as the yaw dampening of the vehicle is decreasing with increasing speed, making the
vehicle more crosswind sensitive at high speeds. These two facts exemplify why high vehicle
velocity affects the stability performance of a road vehicle.
Transient crosswinds
So far, this section has discussed aerodynamics in constant crosswind. However, that is a
rare on-road condition, as mentioned in Section 2.1. Time-dependent, transient, crosswind
conditions further intensify the challenges with driving stability. Chadwick et al. [42] could
experimentally show high overshoots in the aerodynamic yaw moment when exciting both a
sharp-edged and a radiused-edged box to transient crosswinds. Similar results were presented
by Theissen [21], were the overshoots in the yaw moment was explained by the delay in flow
angle between the front and rear of the vehicle, when driving into crosswinds. It was shown
that these effects could not be captured in a quasi-steady aerodynamic model, where the
aerodynamic coefficients obtained at constant crosswinds are used.






























Figure 2.6: The side force increase with vehicle velocity, vx, and crosswind velocity, wy, based
on Equation 2.9. Normalised with the side force at 200 km/h and wy = 15 m/s.
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The early work on classifying wind conditions was based on wind loading for structures, such
as buildings, where an aerodynamic admittance function was used [43]. The aerodynamic
admittance (transfer function) describes how the dynamic overshoots of the forces and moments
are affected by the frequency of the crosswind flow, compared to the steady crosswind forces [44].
The non-dimensional Strouhal number is often used when analysing oscillating flows. The
frequency, f , of the flow is non-dimensionalised by the characteristic length, Lv, and the
freestream velocity, V∞, see Equation 2.10. Stoll and Wiedemann [45] investigated the DrivAer
notchback’s aerodynamic side force and yaw moment admittance using a transient crosswind
windtunnel setup and two simulation methodologies. The results showed side force admittance
close to unity (quasi-steady) before a drop-off at St = 0.15. In contrary, the yaw moment





Another quantity, related to the Strouhal number, is the reduced frequency [4], see Equation 2.11.
A rule-of-thumb is associated with this quantity, where the aerodynamics is defined as steady-
state at K = 0, quasi-steady when K < 0.1 and unsteady when K > 1.0 [4]. Note, that
the range K = 0.1 to 1.0 is neither classified as quasi-steady nor unsteady. The spectral
energy flow cascade can be seen in Figure 2.7, depending on crosswind frequencies at 160 km/h
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Figure 2.7: The spectral energy of the crosswind flow and relevant scales for driving stability
(inspired by [4] and [20]).
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of 2-20 vehicle lengths, λ/Lv, corresponds to K = 3.1 to 0.3, respectively. However, it is
important to note that this is just a rule-of-thumb. For example, Fuller and Passmore [46]
found transient flow effects originating from a-pillar separation of a 1/6 scale Davis model at
the reduced frequency of 0.098 (quasi-steady). On the other hand, Oettle et al. [47] found
the side window surface pressure develop quickly at crosswind changes and that it could be






Most research investigating driving stability performance at high speeds have assumed that the
transient flow conditions, such as crosswinds, are the most important load case for investigating
straight-line stability. In contrary, a study in 2015 by Kawakami et al. [48] looked at aerodynamic
load fluctuations at zero flow angle. The study was performed using LES simulations and scale-
model wind tunnel tests. The CFD results showed that small delta-winglets (vortex generators)
at the rear lamp and at the side of the roof spoiler could suppress the aerodynamic yaw and
roll moment fluctuations at a Strouhal number of 0.1. Experimental flow measurements showed
that the shear layer behind the vehicle was reduced with the vortex generators, indicating
a more distinct separation line. Finally, a subjective driving assessment was performed by
experienced drivers, where the vortex generators increased the stability performance score.
2.3.3 Numerical modelling and simulations
With the recent years’ increased capability of simulation power and the improvement of CAE
(computer-aided engineering) tools, research on coupling aerodynamic and vehicle dynamics
simulations have increased.
Aerodynamic response modelling
The aerodynamic response to a crosswind gust can be modelled or simulated in many ways.
Jarlmark [49, 50] and later Juhlin [51, 52] created inverse dynamics models to estimate the
aerodynamic load on the vehicles while driving on roads. This was done by measuring the
wind, the motion of the vehicle and the driver response. The inverse simulations could thus
enable an approximate solution without using full-scale windtunnels with crosswind excitation
abilities. A few studies have been performed at such facilities [45, 53]. However, since
crosswind windtunnels are rare, much research has been focused on using computational fluid
dynamics (CFD) simulations to model the transient aerodynamic loads during the crosswind
gust events [12, 13, 15–19, 54].
Vehicle dynamic response modelling
The vehicle dynamic models’ level of fidelity varies in the studies analysing crosswind stability.
Some studies have implemented the classical one-track bicycle model, which has 2 degrees
of freedom (lateral and yaw motion) [16, 55]. Other studies have opted for more advanced
analytical model, sometimes incorporating two tracks with vertical degree of freedom, roll
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Table 2.1: List of studies coupling aerodynamics and vehicle dynamics. The vehicle geometry,
aerodynamic modelling method, vehicle dynamic model fidelity and coupling method are stated.
Year Authors Vehicle Aerodynamics Vehicle dynamics Coupling
2020 Tunay et al.[19] Bus CFD Advanced 2-way
2019 Huang et al.[18] Sedan CFD MBD 2-way
2018 Li et al.[17] Sedan CFD MBD 2-way
2017 Huang et al.[57] Sedan CFD Advanced 2-way
2017 Lewington et al.[13] 3 Fords CFD MBD 1-way
2017 Nakasato et al.[12] Hatchback CFD MBD 2-way
2016 Favre et al.[33] Windsor CFD Advanced 1-way
2016 Forbes et al.[15] DrivAer CFD Advanced 2-way
2016 Carbonne et al.[16] Windsor/bus CFD Bicycle 2-way
2016 Winkler et al.[55] Bus CFD Bicycle 2-way
2013 Nakashima et al.[56] Truck CFD Advanced 2-way
2010 Nakashima et al.[58] Truck CFD Advanced 1-way
2008 Juhlin[51] Bus Inverse Real/MBD Real
2002 Jarlmark[49] Volvo Inverse Real/MBD Real
dynamics and more detailed steering system and suspension models [15, 19, 33, 56–58]. To
further increase the accuracy, high-fidelity multi-body dynamic (MBD) models are needed.
Several studies have used these MBD models when simulating the coupled aerodynamic and
vehicle dynamic response [12, 13, 17, 18], see Table 2.1.
Aerodynamic and vehicle dynamic numerical coupling
The straightforward coupling method would be to simulate the aerodynamic forces separately
and apply them to the vehicle dynamic model, as in a one-way coupling. However, as shown at
the beginning of the chapter (Figure 2.1), the orientation of the vehicle affect the relative flow
conditions and thus the aerodynamics. Therefore, a more authentic (but more computationally
expensive) description would be to simultaneously account for the vehicle dynamic motion
response in the aerodynamic simulation, creating a two-way coupling. Some studies suggest
that a one-way coupling is sufficiently accurate for passenger vehicles [15, 16], while another
study opted for the necessity of a two-way coupling [18]. Higher vehicles (buses and trucks)
show a greater discrepancy between the coupling methods indicating that the one-way coupling
is insufficient for large vehicles [16, 56]. Table 2.1 show previous studies coupling aerodynamics
and vehicle dynamics.
2.4 Vehicle development process
As discussed, when developing a new vehicle, the evaluation of driving stability at high
speeds is often done subjectively using prototype vehicles, only available at late stages when
changes are costly. Issues with driving stability are therefore difficult to deal with and it can
be challenging to find balanced compromises for improving driving stability, since this can
affect other vehicle attributes. One method of handling this is to set suitable engineering
requirements that minimise the risk of developing prototype vehicles with driving stability
2.4. Vehicle development process 19
issues. These requirements can be used earlier during the design of the vehicle. A common
aerodynamic requirement is to limit the balance and sum of the lift coefficients, as the example
in Equation 2.12 (from [37]).
CL = (Clf + Clr) ≤0.20
|Clf − Clr| ≤0.10 (2.12)
However, in general, it is difficult to find suitable requirements that work in all vehicle projects
with varying suspension systems and other vehicle attributes. An additional method is to move
the assessment from the on-road testing at the test tracks to the virtual world, using numerical
tools and driving simulators. This has received increased interest during the last decades, with
the improvements in computational performance. A virtual assessment of driving stability can
also be used in early design phases, enabling improvements when the cost of change is lower
and removing most issues before the prototype vehicles are built. However, it is expected that




Experimental study on driving stability
An on-road experimental study at a test track was performed with the objective of correlating
the drivers’ subjective perceptions of driving stability to quantitative measures, at high speeds.
In addition, the study was conducted to find realistic aerodynamic load cases for high speed
driving stability. This chapter describes the experimental setup and presents the most important
results from Paper A.
3.1 Experimental setup
This section describes the setup for the experimental testing at the Hällered Proving Ground
and the post-processing of the data. The testing was conducted during a six week period with
different wind conditions throughout the weeks. All tests were performed on test tracks in dry
conditions and all driving was done by experienced drivers.
3.1.1 Instrumentation
The instrumentation setup was designed to enable synchronised data acquisition of the relative
flow conditions, the dynamic motion of the vehicle and the subjective input from the drivers.
Table 3.1 lists the measurements and associated equipment.
The local flow magnitude and angle subjected to the vehicle were measured using a 7 hole probe
positioned 371 mm above the roof by a probe holder mounted in place of the shark fin antenna,
see Figure 3.1. This, to decrease the vehicle’s influence on the measured flow and to reduce the
flow disturbance over the rear roof spoiler. The probe had a flow cone angle of receptivity of
Table 3.1: Instrumentation setup for the experimental high speed driving.
Equipment Measurement
7-hole probe
Flow magnitude and angle
Prandtl tube
Subjective trigger Instability events
GPS-RTK Positioning and speed
IMU Vehicle motion response
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70 deg and an accuracy of ±1 deg [59]. The probe’s pressure tubes were connected to pressure
sensors sampling at 2500 Hz. The pressure sensors measured the pressure difference between a
reference pressure (atmospheric pressure) and the holes at the tip of the 7 hole probe. The
atmospheric pressure was obtained by the static pressure port of a Prandtl tube mounted
80 mm above the 7 hole probe, see Figure 3.1. The flow magnitude, Vmag, and angle, ψ, was
calculated using the probe’s calibration map with the port pressures as the input. The static
port pressure of Prandtl tubes is slightly affected by yawed flow, but the pressure error was
assumed to be <2 % for flow angles below 10 deg according to [60]. This did not affect the flow
angle calibration only the slight variation in the flow magnitude calibration.
To enable analysis of short events where stability issues were noted, a subjective trigger was
installed in the cabin. The button on the trigger could be pressed by the driver while driving,
generating a time mark in the data.
Two GPS antennas were mounted inside the vehicle, on the centre line at the wind shield
and at the rear of the vehicle. The GPS positioning was enhanced by a real-time kinematic
(RTK) system, giving a positioning accuracy of ±0.01 m and velocity accuracy of ±0.1 m/s [61].
The motion of the vehicle was measured using a Dewesoft DS-IMU2 module, an inertial
measurement unit (IMU) that combines gyroscopes and accelerometers with measurement
accuracies of ±0.033 deg/s and ±0.032 m/s2, respectively [61]. The IMU was firmly mounted
to the structure of the vehicle, close to the centre of gravity (CoG), see Figure 3.1. The
acceleration measurements could be translated to any point in reference to the IMU placement.
In this study, the lower back of the seated driver was used as a reference point. This reference
point was selected to enable correlations between the drivers’ subjective assessment and their
experienced motion in the vehicle.
3.1.2 Test track and test procedure
An oval test track with two 1.1 km straight runs was used for the high speed testing at Hällered
Proving Ground (see Figure 3.2). Three experienced drivers participated in the study. Before
the data acquisition, a co-driving session was conducted where all drivers independently could




Figure 3.1: Schematics of the placement of the 7 hole probe and the Prandtl tube in mm and
the position of the inertial measurement unit (IMU).
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concluded that the data from all three drivers could be used in the study. The data acquisition
was automated using GPS locations for starting and stopping the sampling at the beginning
and end of the two straights.
The test drivers were instructed to drive in a straight line and to keep the steering wheel fixed.
The test procedure started by driving a couple of laps on the test track to verify the functionality
of the measurement equipment and to ensure that the tires reached operational temperature.
The testing was then conducted at four different velocities; 140 km/h, 155 km/h, 170 km/h and
185 km/h. Each velocity was held constant for three runs at each of the two straights, before
changing velocity. To ensure significant results in an environment of uncontrolled repeatability,
a large data set of 407 straight line recordings (448 km) were collected, including 255 subjective
trigger events.
3.1.3 Post-processing
The flow and vehicle motion data were analysed at the subjective trigger events and compared
with the complete data set to find any exceptional trends prior to a trigger. All data were
filtered through a Hamming low pass filter of order 500 with a cut-off frequency of 5 Hz. Higher
frequencies of the wind and vehicle motion were disregarded for the driving stability analysis.
Subjective trigger event analysis
The time marks from the drivers’ subjective triggers were used to analyse the data before the
trigger events. Figure 3.3 visualises four signals to exemplify the data analysis with two trigger
events as red vertical lines. A window of 3 s before each trigger was marked as the region
of instability. It was assumed that the cause of the subjective perception of stability issues
would be found within these time intervals, both in terms of the vehicle motion response and
crosswind conditions.
Figure 3.2: An aerial view of Hällered Proving Ground, showing the oval test track (courtesy
of Volvo Car Corporation) [62].
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The most robust and useful way to analyse the data was by measuring the amplitude between
maximum and minimum peaks within the regions of instability, see ∆ amplitudes in Figure 3.3.
This was done both for the air flow measurements, to determine typical crosswind conditions
before the subjective triggers and for the motion responses experienced by the drivers, to
correlate their subjective assessment to quantitative objective measures. The amplitude (peak-
to-peak) values were then sorted into intervals to present the distribution of their frequency of
occurrence.
All data analysis
The data at the subjective trigger events were compared to the complete data set, to find
unusual trends in the trigger data. The comparisons were made using a similar analysis
methodology for the complete data set. A sliding window of 3 s, with 1 s stepping, was applied
to all the data. Similarly, the maximum amplitude difference between peaks was measured at
each step. The amplitude values were then sorted into intervals to present the distribution of
their frequency of occurrence, so that it could be compared to the trigger data.
3.2 Results and discussion
The results from the tests are first presented in terms of the environmental wind conditions
of interest for driving stability. Thereafter, a section on subjective assessment and correlated
objective measures will follow.












Figure 3.3: Example of trigger events (red lines) and windows used for the visualisation of
the regions of instability.
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3.2.1 Wind load conditions and gust profiles
The data from the test track experiments showed that the vehicle was subjected to crosswinds
which mainly varied between 0 to 3 on the Beaufort wind scale, corresponding to wind changes
between 0 – 5.4 m/s within a 3 s window, see All data in Table 3.2. It is also evident from the
table that higher changes in crosswind correlated with a higher fraction of subjective triggers.
These distributions are also presented in Figure 3.4a, where the dark brown colour represents
the overlap between the two data sets. The discrepancy between the crosswind conditions at
the triggers and the complete data set indicates that change in crosswind was an underlying
factor for issues with high speed stability performance in this study. Half of all triggers occur
in crosswinds with level 4 (5.5 m/s) or above on the Beaufort scale, which only represents 14 %
of the total wind data. This correlates a varying crosswind with decreased driving stability
performance. However, it should be noted that 16 % of the triggers occur in conditions with
no or little wind (0, 1 & 2 on the Beaufort scale). It must, therefore, be assumed that driving
stability issues might occur without any crosswind, even though these results show that the
majority of the instabilities occur in changing crosswind conditions.
The resulting relative flow angle, ψ, is dependent on the vehicle speed, vx, and the wind
components, wx and wy, as presented in Figure 2.5 and Equation 2.6. When driving at
140 km/h without any head- or tailwind, a change in crosswind of 7 m/s results in a relative
Table 3.2: The frequency of occurrence for triggers and the complete data set, in intervals on
the crosswind change corresponding to levels on the Beaufort scale.
Gust conditions Percentage
Beaufort scale Side wind change, ∆wy, [m/s] Triggers All data
0, 1 & 2 0 – 3.3 16 % 42 %
3 3.4 – 5.4 35 % 44 %
4 5.5 – 7.9 41 % 12 %
5 8.0 – 10.7 7 % 2 %
6 10.8 – 13.3 1 % 0 %
100 % 100 %




































Figure 3.4: The frequency of occurrence distributions for three wind quantities, comparing
the data at the trigger events to the complete data set.
26 Chapter 3. Experimental study on driving stability
flow angle change of 10 deg. Figure 3.4b shows the flow angle change before the triggers and
the distribution for the complete data set. It is evident that the figure display overlapping
information with Figure 3.4a. However, since the test procedure included different vehicle
velocities the resulting flow angles could be of interest, at least for comparison with other
studies. Only one-fourth of the complete data set had a varying flow angle above 6 deg, but
59 % of the triggers were recorded at these flow conditions. Furthermore, gusts above 10 deg
were rare, but had a high correlation with stability issues. The distributions presented in
Figure 3.4b show a smaller discrepancy between triggers and all data than the crosswind
magnitude in Figure 3.4a. The change in crosswind magnitude was, thus, the more relevant
measure, of the two different lateral flow quantities.
Figure 3.4c presents the distribution for the change in headwind, ∆wx. Although the discrepancy
between the trigger data and the complete data set was small, a change in magnitude above
5 m/s showed an increased occurrence of subjective trigger events. Of course, any crosswind
non-perpendicular to the vehicle path would give a reading on the headwind measurements.
Hence, one could argue that the change in headwind, ∆wx, and flow angle, ∆ψ, were the
indirect effects of stability issues, while the change in crosswind, ∆wy, was the direct effect.
Gust profile formulation
Since the natural wind is turbulent and highly stochastic, none of the crosswind gusts measured
at the trigger events were identical. Nevertheless, certain patterns could be observed and a
broad classification was done in terms of gust profiles. To enable adoption in numerical flow
simulations, the profiles were defined mathematically by a piecewise function of crosswind
gust, inspired by Favre and Efraimsson [63]. The function can be seen in Equation 3.1 and has
four parameters controlling the crosswind amplitude and four parameters specifying the time
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3.2. Results and discussion 27
All gusts in proximity to the subjective event triggers with crosswind variations above 3 on the
Beaufort scale were visually inspected and classified into four profiles (A-D). The profiles and
their occurrence percentage can be seen in Figure 3.6.
A is characterised by a continuously changing crosswind, with a zero-crossing between
two peak values. This type of crosswind gusts was one of the most frequent in the
experimental data. The regularly changing crosswind implies that the drop time is longer
than the build-up time, td > tb.
B is characterised by a slow build-up time and a rapid drop including a zero-crossing. This
quick change, including a zero-crossing was often noted by the drivers to cause substantial
stability issues. The profile is similar to profile A, except that the drop time is shorter
than the build-up time, td < tb.
C is characterised by the quick ramp-up and ramp-down of the crosswind and a relatively
long pause at the maximum crosswind magnitude without any zero-crossing. The gust
profile starts and ends with no crosswind and is the profile that best represents the
crosswind sensitivity testing at crosswind facilities, described in ISO 12021:2010 [14].
This type of crosswind was however the least common during the experimental on-road
testing at the test track.
D is characterised by a simple transition between two levels in the magnitude of the
crosswind. The example in Figure 3.6 includes a zero-crossing, but the experimental data
also showed examples of a quick ramp down from a constant crosswind to no crosswind.
The build-up and pause times are set to zero in this profile, tb = tp = 0, and the initial
crosswind magnitude equals the maximum magnitude, wstarty = w
max
y , and the end and
minimum magnitudes are also equal, wminy = w
end
y . A step function of the crosswind can
be created by decreasing the drop time duration towards zero, td → 0.
Profiles A and B can be seen as variants of a common base profile and that their combined
percentage was 35.7 %. However, it is evident that the wind data were highly irregular since
t































Figure 3.5: Graphical representation of the gust
parameters in Equation 3.1, were the time pa-
rameters define the build-up time, tb, pausing
















Figure 3.6: The four gust profiles (A-D)
classified in the experimental study and their
frequency of occurrence (35.2 % undefined).
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35.2 % of the crosswind gusts did not fit into any of the four profiles. Nevertheless, this
classification of gust profiles enhances the possibility to use real-world inspired crosswind gust
profiles in virtual simulations.
3.2.2 Objective assessment
The motion response data of the test vehicle was used to correlate the drivers’ subjective
assessment with certain vehicle motion, to formulate an objective measure for driving stability
performance. Figure 3.7a shows the frequency of occurrence distribution for the change in
longitudinal acceleration, ∆ax, during 3 s windows of the complete data set compared with the
data prior to trigger events. 60 % of all data lies in the interval of 0.1 – 0.2 m/s2, which was
also the case for the trigger data. However, a small discrepancy between trigger data and the
complete data set can be seen indicating that a trigger was more frequent when the change in
longitudinal acceleration was ≥0.2 m/s2.
In general, the change in lateral acceleration, ∆ay, proved to be greater compared to the
longitudinal acceleration, note the x-axis limits in Figure 3.7b. Hence, the driver is subjected
to higher variations in lateral acceleration at normal straight-line driving. More interestingly,
the discrepancy between trigger data and the complete data set was greater for the lateral
acceleration, indicating that this vehicle motion can be correlated to the driving stability
performance. For example, only 36 % of the complete data had magnitude variations above
0.5 m/s2 while the number was 75 % for the data at the trigger events.
The yaw velocity, ωz, and lateral acceleration, ay, are motions in the road plane and will later








































































Figure 3.7: The probability of occurrence distributions for six vehicle motion quantities,
comparing the data at the trigger events to the complete data set.
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be shown to have a high correlation between themselves. Figure 3.7c show that there was
an even larger discrepancy between triggers and all data for the change in yaw velocity, ∆ωz,
where 33 % of the trigger data varies >1.0 deg/s (compared to only 8 % of the complete data
set).
The roll velocity, ωx, pitch velocity, ωy, and vertical acceleration, az, had higher variations at
normal straight-line driving compared to yaw velocity, longitudinal and lateral acceleration.
According to Figure 3.7d, the change in roll velocity, ∆ωx, had almost no discrepancy between
trigger data and the complete data set. Hence, it could be concluded, using this analysis
method, that large changes in roll velocity were not the cause for the drivers’ subjective triggers.
Similarly, no discrepancies could be seen for either the change in pitch velocity, ∆ωy, or vertical
acceleration, ∆az, see Figures 3.7e and 3.7f. Consequently, even though the roll velocity, pitch
velocity, and vertical acceleration generally had higher magnitude variations compared to the
other three vehicle motions, they did not correlate with poor high speed stability performance.
The oscillating vibrations from the road are expected by the driver and were thus not evaluated
as something exceptional.
In summary, high changes in lateral acceleration and yaw velocity both seem to correlate with
lower driving stability performance. The amplitude changes of these vehicle motion responses
were combined to formulate a proxy measure for the stability performance. The combined
measure utilises an elliptic formulation of the amplitudes, see Equation 3.2, where ∆ay and
∆ωz were the configuration’s amplitude measure for lateral acceleration and yaw velocity,
respectively. Note that the units in Equation 3.2 should be [m/s2] in ∆ay , [deg/s] in ∆ωz and






Figure 3.8 show the amplitude responses of the complete data set together with the combined


















Figure 3.8: The response amplitudes for the complete data set, with the objective measure
(Equation 3.2) visualised as contour lines.
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objective measure. The axes show the amplitude measures while the contour lines indicate
the value of the objective measure calculated using Equation 3.2. The figure also shows the
strong correlation between lateral acceleration and yaw velocity, but the measure is designed
to promote a low response for both vehicle motions.
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4
Numerical crosswind stability modelling
The experimental results presented in the previous chapter provided valuable information on
realistic aerodynamic load cases along with an objective proxy measure for driving stability.
This chapter builds on this knowledge and presents the numerical study from Paper B, intending
to find appropriate virtual tools for assessing crosswind stability and to gain insights of the
physical coupling between aerodynamics and vehicle dynamics.
The numerical study was conducted at the fixed vehicle velocity of 160 km/h.







y tb tp td tgust = 2tb + 2tp + td
[m/s] [m/s] [m/s] [m/s] [s] [s] [s] [s]
Profile 1 0 5 -5 0 0.5 0 0.6 1.6
Profile 2 0 5 -5 0 0.7 0 0.2 1.6
Profile 3 0 5 5 0 0.3 0.5 0 1.6


















Figure 4.1: The three numerical crosswind gust profile velocities, wy, and corresponding flow
angles, ψ, at 160 km/h.
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4.1 Aerodynamic methodology
The crosswind gust classification derived in the experimental study (Figure 3.6) was used to
formulate three gust profiles in the numerical study. Profiles 1, 2 and 3 corresponded to gust
class A, B and C, respectively, see Table 4.1 and Figure 4.1. The crosswind amplitude of
±5 m/s was at the upper limit of what was seen during the experimental testing (Figure 3.4a)
and was chosen to generate high aerodynamic forces within the observed wind conditions. This
corresponds to a flow angle change of ±6.4 deg at the vehicle velocity of 160 km/h. The gust
duration, tgust, of 1.6 s was chosen based on typical gusts seen in the experimental data. It
corresponds to 16 vehicle lengths, which lies in the critical range for vehicle dynamic crosswind
stability reported in previous works [4, 20, 21]. Profile 1 and 2 were chosen for investigating
the effects of different build-up times, tb, and drop times, td, for gust profiles including a
zero-crossing of the flow angle. The third profile does not include the zero-crossing, but has
a fast build-up time and longer pausing time, tp, and thus a higher integral of the crosswind
velocity.
The aerodynamic forces and moments were defined on the centre-line midway between the axles
at ground level, according to [34]. The transient aerodynamic forces caused by the crosswind
gust profiles were modelled or simulated using three methods:
1. A Quasi-steady (QS) approach; uses tabled data of time-averaged aerodynamic loads at
a range of set flow angles to create a linear interpolant. The averaged data originated from
unsteady CFD simulations at constant flow angles. The interpolant function determines
the aerodynamic response during the crosswind gust, based on the instantaneous flow
angle and magnitude. This method is flexible since the aerodynamic load from any gust
profile can be approximated once the tabulated data is created (within the flow angles of
the tabulated data). The drawback is that all transient aerodynamic effects are neglected.
2. A Quasi-steady with axle delay (QSD) approach; extends QS by accounting for
the effect of the time delay between the front and rear axle when driving into a gust
(∆t = L
vx
). This is one way to represent the flow delay along the vehicle. The yaw moment














Similarly, the lift force and pitch moment were split up into front and rear lift. The roll
contribution was split equally between the axles. This per-axle formulation enabled the
phase shift of the aerodynamic response, e.g. the side force yaw moment:




(Fsf (t)− Fsr(t−∆t)) (4.4)
The QSD has the same advantages as the QS with the addition of accounting for the
transient aerodynamic effect of the axle delay. However, the method neglects any transient
fluid dynamic effects.
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4.2 Vehicle dynamic methodology
Vehicle dynamic models are used to enable virtual assessment of vehicle response in various
driving scenarios. The models must, therefore, be representative of the real vehicle and have
sufficient fidelity (accuracy) to emulate the vehicle response. The most accurate models are the
detailed multi-body dynamics (MBD) models, where kinematic and elasto-kinematic effects of
the chassis, suspension and steering systems are modelled as one complex system. As a result,
the MBD models use the suspension and steering components’ positions (hardpoints) as input
for building the model; thus, defining the model on a low hierarchical level. These complex
models are often said to be of high fidelity. However, due to their complexity, high-fidelity
models can be more difficult to interpret than models of lower fidelity. Moreover, vehicle
requirements are set on a system level, a higher hierarchy compared to the hardpoint defined
models. Hence, this becomes a drawback when trying to analyse the sensitivity of system
properties, since multiple properties change when altering the hardpoints in the high-fidelity
models. A viable alternative is to use the models defined on a system level, such as the bicycle
model. Although they present lower fidelity, their inherent definition makes them useful when
assessing system properties and finding suitable requirement settings. Additionally, the models
of lower fidelity are generally more interpretable, giving more insight in the dynamics of the
system, and can be used earlier in the vehicle design process when hardpoint details are still
not defined. Despite their many advantages, when lower fidelity models are preferred, the issue
of accuracy still needs to be addressed.
The accuracy of the lower fidelity models must be balanced with their complexity. Too little
detail and the models cannot emulate the correct vehicle response anymore. Too much detail
and the models lose their interpretability. Therefore, two system-level models of low- and
mid-fidelity were created. The low-fidelity model was used to exemplify when the model is too
simple for its purpose of assessing driving stability in crosswind conditions. The mid-fidelity
model incorporated enough complexity to accurately emulate the response of the high-fidelity

































Figure 4.3: The enhanced model (mid-fidelity), includ-
ing the aerodynamic force play (FS, FL, Mx, My, Mz).
Figure 4.4: The high fidelity model;
a multi-body dynamic model built in
Adams/Car software.
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model complexity for assessing straight-line driving stability. Moreover, the mid-fidelity model
could be used to study the effects of the system properties in a parametric study.
4.2.1 Classical bicycle model (low fidelity)
The classical bicycle one-track model was used for comparison, as the low-fidelity model, in
this study. The model has 2 degrees of freedom (DoF): lateral and yaw motion. The tires were
modelled linearly with a lateral cornering stiffness coefficient, linearised around the static axle
loads.
4.2.2 Enhanced model (mid fidelity)
The enhanced model was based on the bicycle model, but several additional vehicle properties
were implemented to increase its accuracy for assessing driving stability at high speed. It
was found that including a roll DoF improved the model (in line with the conclusions of a
previous study on the effects of roll dynamic for crosswind sensitivity [19]). The lateral tire
cornering stiffness was modelled, based on the normal load, using a 2nd order polynomial. The
polynomial was fitted to experimental tire data. Furthermore, the enhanced model accounted
for kinematic and elasto-kinematic steering effects in the suspension system. Figure 4.3 shows
a schematic view of the enhanced model.
4.2.3 Multi-body dynamic model (high fidelity)
A multi-body dynamic model was used as the reference model, with the highest fidelity. The
model can be seen in Figure 4.4. It was built in Adams/Car, using the PAC2002 [66] (Pacejka
Magic Formula) tire model and had a Gruebler count of 2136 (approximate degrees of freedom).
4.2.4 Driver modelling
A simple driver model was used in all three vehicle dynamic models. The driver model used a
locked steering angle, which was calculated to yield zero yaw velocity and lateral acceleration
prior to the gust events.
4.2.5 Model validation
The motion response of the models was compared using the QSD approach based on tabulated
windtunnel data as aerodynamic input, see Figure 4.5. The validation focused on the road
plane motions: lateral acceleration and yaw velocity, since they correlated with the subjective
stability performance in the experimental study. The high-fidelity model was used as reference.
Evidently, the classical bicycle model (low fidelity) failed to emulate the response in terms of
yaw velocity and lateral acceleration. Its response was slower with varying magnitude, acting
as a too damped system. The enhanced model (mid fidelity) matched the response of the
high-fidelity model well, proving that the essential system properties for this load case have
been accurately implemented in this model.


























































Figure 4.5: Fidelity analysis; comparing the yaw velocity and lateral acceleration response














Figure 4.6: Validation of the enhanced (mid-
fidelity) model; comparing modelled versus
measured yaw velocity and lateral acceleration
response during crosswind gust event No. 8.






Figure 4.7: Measured vs. modelled values of
the combined measure, Y (Equation 3.2). The
orange square corresponds to gust event No.
8, seen in Figure 4.6.
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To further justify the use of the enhanced model, a validation was performed using the
experimental data set. Thirteen instances of experienced stability issues were selected from
the data set. The measured vehicle motion response during the events could then be compared
to the modelled response, where the vehicle-local wind measurements were converted to
aerodynamic inputs using the quasi-steady approach. The driver steering input was also used
as input to the enhanced model. Figure 4.6 shows the comparison for one of the instances.
The model successfully captures the rapid changes and amplitude values in the measured data.
All 13 instances were analysed, and Figure 4.7 compared the measured and modelled values of
the combined measure (Equation 3.2). The diagonal line shows the ideal solution, where the
modelled and measured values are equal. The data showed a fit of R2 = 0.86 to the diagonal line,
which was regarded acceptable considering the uncertainty of the measurement equipment and
external disturbances (such as road unevenness) during the test track experiments. However,
the model seemed to overpredict the response of the two strongest crosswind events. The
highest driver steering wheel intervention was found at these events; hence, too simple modelling
of the steering system could explain the overpredictions. Nevertheless, the studies presented in
this work used a fixed steering wheel angle, and the simplified steering system did not affect
those results. The orange square data point represents the instance seen in Figure 4.6.
4.3 Coupling methodology
The numerical coupling between aerodynamics and vehicle dynamics can principally be im-
plemented in two ways. The most straightforward is to use a 1-way coupling, where the
aerodynamic load is applied on the vehicle dynamic model, but the vehicle motion response
does not affect the aerodynamics. The more authentic description would be to include the
vehicle motion changes in the aerodynamic modelling, as in a 2-way coupling.
This work has performed a study on the necessity of a numerical 2-way coupling for SUV:s.
The coupling was performed using the aerodynamic QSD model coupled to the enhanced
(mid-fidelity) vehicle dynamic model. The QSD model uses the relative flow magnitude, Vmag,
and angle, ψ, as inputs. By accounting for the vehicle body slip, β, the 2-way coupling could
be implemented via the flow conditions, as in Figure 4.8. Note that the crosswind, wy, was




y. This, to focus on
the physical coupling effects between aerodynamics and vehicle dynamics, while excluding the





Figure 4.8: Schematics of the implementation of the 2-way coupling between aerodynamics
(QSD model) and vehicle dynamics (enhanced model) via the flow conditions. The relative flow
magnitude, Vmag, and angle, ψ, accounts for the vehicle body slip angle, β.
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equations of the relative flow magnitude and angle could be derived from this formulation, see















4.4 Parametric analysis methodology
A numerical design of experiments was created to perform a parametric sensitivity study of
vehicle dynamic and aerodynamic parameters. Time-efficient simulations of the crosswind
response could be achieved by coupling the enhanced vehicle dynamic model to the aerody-
namic QSD model. The proxy measure for stability (Equation 3.2) was used to evaluate the
performance of each design.
Table 4.2: Parameters and their intervals investigated in the sensitivity study.
No. Parameter Abbr. Unit Max - Min
V1 Wheel base whlB m 0.40
V2 Track width trkW m 0.30
V3 Centre of gravity height CoGz m 0.40
V4 Centre of gravity position, lf/L CoGx 1 0.15
V5 Vehicle mass mass kg 1200
V6 Sprung mass moment of inertia (x) inertx kgm2 350
V7 Mass moment of inertia (z) inertz kgm2 2000
V8 Normalised tire lateral cornering stiffness corStif 1/rad 10.0
V9 Side force steer, front sStrFr deg/kN 0.16
V10 Side force steer, rear sStrRe deg/kN 0.06
V11 Roll steer, front rStrFr deg/deg 0.11
V12 Roll steer, rear rStrRe deg/deg 0.07
V13 Roll centre height, front rcFr m 0.14
V14 Roll centre height, rear rcRe m 0.14
V15 Roll stiffness, front rStifFr Nm/deg 1800
V16 Roll stiffness, rear rStifRe Nm/deg 1500
A1 Side force coefficient gradient side 1/deg 0.025
A2 Front lift coefficient at zero flow angle fLift0 1 0.100
A3 Front lift coefficient quadratic increase fLiftq 1/deg2 0.001
A4 Rear lift coefficient at zero flow angle rLift0 1 0.150
A5 Rear lift coefficient increase at 1.25 deg rLift1 1 0.010
A6 Rear lift coefficient increase at 3.75 deg rLift3 1 0.070
A7 Rear lift coefficient increase at 7.5 deg rLift7 1 0.060
A8 Roll moment coefficient gradient roll 1/deg 0.003
A9 Yaw moment coefficient gradient yaw 1/deg 0.005
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The sensitivity study included in total 25 vehicle parameters. Sixteen of those were vehicle
dynamic parameter, having the prefix V in Table 4.2, and the nine aerodynamic parameters
have the prefix A. The table shows the parameters’ name, abbreviation, unit and investigated
interval sizes between the minimum and maximum values. The nominal values were based on
the existing vehicle and the intervals were selected from existing specifications and feasible
spread in parameters for multiple vehicle types. Parameters V1-V7 capture the primary vehicle
dynamic properties, such as wheel base (V1) and mass (V5). V8 is the input to the polynomial
modelling the tire lateral cornering stiffness. Parameters V9-V16 are associated with suspension
characteristics, a.k.a. kinematics and compliance (K&C) parameters. Side force steer (V9-V10)
account for the additional steering of the suspension and steering system kinematics when side
axle loads are applied, while the roll steer (V11-V12) does the same for the vehicle roll angle.
The roll centre heights (V13-V14) and roll stuffiness (V15-V16) were also included as the final
vehicle dynamic parameters.
The aerodynamic parameters were based on yaw sweep curves, where the aerodynamic coef-
ficients of side force, roll moment and yaw moment often show a linear dependency on the
flow angle. Hence, the A1, A8 and A9 parameters represent the linear gradient of the three
quantities, respectively. The coefficient of front lift was modelled using two parameters, the first
(A2) controlled the smallest value of front lift (at 0 deg flow angle), and the last (A3) controlled
the quadratic increase of the coefficient at higher flow angles. Similarly, the coefficient of rear
lift was controlled with four parameters, where the first (A4) controlled the smallest value of
rear lift and the following (A5-A7) controlled the increase at higher flow angles. This modelling
method of approximating the yaw sweep curves was only used in the parametric study to be
able to evaluate their influence on crosswind stability. Otherwise, the exact yaw sweep curves
were used in the quasi-steady approaches.
A Latin hypercube sampling was used as the design of experiments methodology. A total of
15 000 configurations were simulated, distributed between four parametric studies. The first
study investigated the vehicle dynamic parameters, while keeping the aerodynamics constant
at nominal values. The second study focused on the aerodynamics, while keeping the vehicle
dynamic parameters constant. The third and largest study included all vehicle dynamic and
aerodynamic parameters simultaneously. Finally, a study was performed with focus on the tire
and suspension vehicle dynamic parameters (V8-V16). This was done since changing primary
vehicle parameters (e.g., wheel base and centre of gravity position) most likely would be an
unrealistic solution to improve crosswind stability.
The commercial optimisation software ModeFRONTIER 2017R5 was used to generate the
Latin hypercube sampling, calculate the significant main effects (with a 95 % confidence level
using t-distribution) and to create the response surfaces used to analyse the synergy effects.
The response surfaces were based on radial basis functions.
4.5 Results and discussion
The results from the aerodynamic crosswind gust modelling will be presented first followed by
the evaluation on coupling necessity and the results of the parametric sensitivity study.
40 Chapter 4. Numerical crosswind stability modelling
4.5.1 Aerodynamic gust modelling
Figures 4.9a and 4.9b display the aerodynamic side force and yaw moment response, respectively.
The figures present comparisons between the three crosswind gust profiles and between the three
aerodynamic response modelling methods: quasi-steady (QS), quasi-steady with axle delay
(QSD) and transient CFD (tCFD). The tCFD results were filtered through a 32 Hz low-pass
filter, to improve visibility. As can be seen in Figure 4.9a, there is little difference in the side
force response between the modelling methods (thin, thick and dashed lines). Both quasi-steady
approaches neglect any transient fluid dynamic effects, and since the transient CFD (which
account for those effects) showed similar results, it could be concluded that no significant
transient effect of the side force is present during crosswind gusts of the magnitude and time
interval investigated in this study. Furthermore, the modelling of the time delay between the
axles had a small effect on the side force results (thick and dashed lines in Figure 4.9a).
The axle delay modelling had a more substantial effect on the yaw moment response (Fig-
ure 4.9b). Note especially the positive peak overshoot at 2.75 s of QSD profile 3 (black dashed)
and the negative peak of QSD profile 2 (red dashed) at 3.4 s. These effects can be explained
by the observation that in constant crosswind flow, the front axle side force work to turn
the vehicle away from the crosswind (increasing the aerodynamic yaw moment), while the
rear axle side force work in the opposite direction for the yaw moment, as demonstrated by
Theissen [21]. The positive yaw moment overshoot at 2.75 s was hence a result of high front
axle side force without any counteracting side force at the rear axle. The effect at 3.4 s is even
more significant since the rapid change in flow angle resulted in a brief instance when the front
and rear axle side force worked together to decrease the yaw moment to its negative peak value.
This effect could be confirmed by the tCFD, which also showed a negative peak at 3.4 s and an
overall better agreement with the QSD solution. Moreover, this also indicated that there was
no significant transient fluid dynamic effect for the yaw moment either.
























Figure 4.9: The aerodynamic response for gust profile 1 (blue), profile 2 (red) and profile 3
(black), comparing tCFD (thin lines ) to QS (thick lines ) and QSD (thick dashed lines
) approaches.
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In summary, neither the aerodynamic side force, FS, nor yaw moment, Mz, showed any transient
fluid dynamic effects at these crosswind magnitudes and gust time intervals. Therefore, the
QSD approach was regarded as an acceptable approximation of the aerodynamic response
in this work. The overshoots of the aerodynamic yaw moment could be explained by the
time delay between the front and rear axle when driving into crosswinds. Thus, increased
aerodynamic admittance with increased gust frequency could be results of axle delay rather
than a fluid dynamic hysteresis effect.
4.5.2 2-way coupling analysis
Figure 4.10 show the vehicle motion response comparing the 1-way and 2-way coupled solutions,
for the three gust profiles. It is evident that the effects of the 2-way coupling (by accounting
for the vehicle body slip) was negligible for an SUV at these crosswind conditions. Although
the discrepancy between the coupling methods was slight, the largest effects were seen during























































Figure 4.10: The vehicle motion response in terms of yaw velocity, ωz, and lateral acceleration,
ay, for the three gust profiles, comparing 1-way and 2-way coupled solutions.
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4.5.3 Parametric sensitivity analysis
The four parametric studies will follow.
Vehicle dynamic analysis
While keeping the aerodynamic parameters at constant nominal values, the 16 vehicle dynamic
parameters were analysed. Figure 4.11 shows the main effects of the significant parameters,
where only 8 of the 16 parameters proved to be significant for any of the aerodynamic load cases
(gust profiles). The longitudinal centre of gravity position (V4) had the highest main effect,
based on the chosen parameter intervals. The positive effect of 0.85 (profile 1) indicates that
increasing V4, i.e. moving the centre of gravity (CoG) rearwards, would increase the vehicle
motion response to the crosswind, and thus affect vehicle stability performance negatively.
This effect was expected and have been seen in other studies [19, 36, 39, 40]. In general, it
could be noted that the trend effect (sign) of each parameter was persistent regardless of
gust profile, although the magnitude and level of significance varied. To minimise the yaw
velocity response, increasing vehicle mass (V5) and yaw moment of inertia (V7) proved to
be beneficial. Figure 4.11 also demonstrates the importance of wheel base (V1), tire lateral
cornering stiffness (V8) and finally, the rear and front axle side force steer gradients (V10 and
V9) and the rear axle roll stiffness (V16). Even though V9, V10 and V16 had small main
effects, it was regarded as an interesting finding since it showed that suspension characteristics
have potential to influence stability when primary vehicle parameters cannot be altered.
Aerodynamic analysis
The second analysis focused on the nine aerodynamic parameters, while keeping the vehicle
dynamic parameters at nominal values. The significant main effects can be seen in Figure 4.12.
It is evident that the aerodynamic yaw moment coefficient gradient (A9) had an effect size
comparable to the vehicle dynamic effect V4, while the gradients of the side force (A1) and the
roll moment (A8) coefficients had very small effects. The driving stability in crosswinds can
thus be improved by reducing the gradient of the yaw moment coefficient (Cym), i.e. moving
centre of pressure (CP) rearwards (Figure 2.4).
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Figure 4.11: The main effects of the significant vehicle dynamic parameters. Positive values
indicate higher (worse) vehicle motion response when increasing the parameter.



















Figure 4.12: The main effects of the significant aerodynamic parameters.
Combined analysis
Figure 4.13 show the significant main effects out of all 25 parameters. Most significant
parameters from the vehicle dynamic analysis were also found significant in the combined
analysis, along with the aerodynamic yaw moment coefficient (A9), side force coefficient (A1)
and rear axle lift coefficient (A4) The effects were similar in size in the combined analysis, as
in the separate analyses, indicating low synergy between the most important parameters. The
combined analysis also showed new significant parameters for profile 3, namely the CoG height
(V3) and rear axle lift force (A4). Nevertheless, these parameters had small effects and the
general recommendations for decreasing crosswind sensitivity are to move CoG forwards and
reduce the aerodynamic yaw moment coefficient, if possible. Furthermore, it should be noted
that increasing the vehicle mass (V5), which is negative for many vehicle attributes, would
improve the straight-line driving stability performance during crosswinds.
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Figure 4.13: The main effects of the significant vehicle dynamic and aerodynamic parameters
combined.
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Figure 4.14: The main effects of the significant realistic vehicle dynamic parameters.
Tire and wheel suspension analysis
Since many attributes need to be taken into consideration when designing a passenger vehicle,
it might not be an alternative to alter the position of CoG, mass, wheel base or other primary
vehicle parameters. Therefore, a fourth parametric analysis was conducted only focusing
on suspension and tire parameters (V8-V16), while keeping the other vehicle dynamic and
aerodynamic parameters at constant nominal values. Four out of the seven parameters proved
to have significant main effects, see Figure 4.14. The tire lateral cornering stiffness (V8) had
the highest main effect where stiffer tires seemed to improve driving stability by lowering the
vehicle response to crosswinds. The side force steer gradients (V9 and V10) had significant
main effects, but also an interesting synergy between axles see Figure 4.15. The minimum
seen in the figure represents when the side force steering increases the axle understeering at
the rear and decreases it at the front. In summary, these results prove that it is possible
to improve crosswind driving stability at high speeds without altering the primary vehicle
dynamic parameters.




The purpose of this thesis has been twofold. First, to understand the dynamics of the coupled
aerodynamic/vehicle dynamic system during high speed driving in crosswind conditions, but
also to find virtual objective tools for assessing the driving stability performance of passenger
vehicles. This has been done both experimentally, during the on-track measurements, and
numerically using the crosswind simulation methodology developed in this thesis.
The experimental study at the high speed test track focused on correlating the drivers’ subjective
assessment of stability issues with certain wind loads and with certain motions of the vehicle
body. To conduct this correlation, the test vehicle was instrumented with a wind probe on
the roof, equipment for measuring the vehicle motion response and a subjective trigger button
in the cabin. The subjective trigger could be pressed by the drivers when stability issues
were experienced, which would generate a time stamp in the measured data. This setup
enabled the objective correlation between higher changes in crosswind and worse stability
performance, where the performance was affected already at crosswind changes of 5 m/s and
above. Furthermore, higher variations in lateral acceleration and yaw velocity of the vehicle
body did also correlate with increased frequency of trigger events of stability issues. Hence, it
could be concluded that these road-plane vehicle motions were, at least partly, the cause of
the subjective perception of poorer driving stability. These results were used to formulate an
objective proxy measure for driving stability, to be used in virtual assessments.
The objective measure could be used to evaluate the driving stability performance of vehicle
configurations in the numerical study. The numerical study aimed at developing a coupled
simulation methodology for driving stability under crosswinds and to gain insights on key vehicle
parameters affecting the dynamics of the system. Three crosswinds gust profiles (based on the
findings of the on-track measurements) were applied in the modelling of the aerodynamic forces.
A transient crosswind simulation strategy was compared with two quasi-steady approaches
of approximating the aerodynamic load, where one of them accounted for the phase delay of
the flow between the front and rear axle when driving into crosswind conditions. The results
showed that that the quasi-steady approach with axle delay (QSD) could mimic the response
seen when simulating the full transient gust event. Even the overshoots in the yaw moment seen
when rapidly changing flow angle were accurately modelled. Hence, it could be concluded that
the QSD approach could be used to approximate the aerodynamic load at the gust amplitudes
of ±5 m/s with the frequency corresponding to 16 vehicle lengths. The aerodynamic loads
were coupled with vehicle dynamic models, to estimate the vehicle motion responses to the
gusts and to determine the driving stability performance using the objective measure. Three
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vehicle dynamic models of varying fidelity (low, mid and high) were investigated. One of
them (mid-fidelity) was developed in the numerical study, with the intent of showing the
level of complexity needed to emulate the same response as the high-fidelity reference model.
This was achieved by adding roll dynamics, non-linear tire cornering stiffness and certain
suspension characteristics to the bicycle model. The mid-fidelity (enhanced) model was further
validated with the experimental on-track data, where the model accurately predicted the
measured vehicle motion response based on the measured wind and driver steering response.
The classical bicycle model (low-fidelity) was included to exemplify a lack of complexity for
approximating the vehicle response to crosswinds. The numerical study did also analyse the
effect and necessity of a 2-way coupled simulation methodology, between aerodynamics and
vehicle dynamics. It was concluded that the 2-way coupling had negligible effects compared
to the 1-way coupling, for an SUV in these crosswinds conditions. An extensive parametric
study was performed using the 1-way coupled QSD/enhanced model simulation methodology.
It was shown that the longitudinal position of the centre of gravity had the highest influence
on crosswind stability. By moving the centre of gravity forward, the driving stability could
be improved. The aerodynamic parameter with the highest influence was the gradient of the
yaw moment coefficient. As expected, reducing the gradient and thus moving the centre of
pressure rearwards improved stability. Other significant parameters were, e.g., the vehicle mass
and wheel base where higher values were found beneficial. However, these primary parameters
affect many other vehicle attributes and may not be realistic solutions for improving the driving
stability performance. Fortunately, the parametric study could also conclude that certain tire
and suspension characteristics could improve the stability performance at high speeds. The
balance of the side force steer gradient between the front and rear axle along with the tire
cornering stiffness had a significant effect on the vehicle response, although the effects were
much smaller than those of the centre of gravity and aerodynamic yaw moment.
5.1 Future work
So far, a general understanding has been formed about the interdisciplinary physics and how to
assess driving stability virtually using coupled simulation methodologies. This is essential for
the continued work of setting better engineering requirements and further improve the virtual
tools.
Future work is planned to utilise a state of the art motion platform driving simulator to
verify that high changes in lateral acceleration and yaw velocity are perceived as issues with
driving stability. The simulator may also be used as an intermediate tool for assessing stability,
between the on-track testing and the numerical simulations. The progress of autonomous
vehicles initiates additional interesting topics on driving stability and what the new customer
requirements are for trusting an autonomous system. It is generally believed that this will
increase the demands for high driving stability performance.
The present numerical investigation on aerodynamics included crosswinds of a single time
scale (and length scale). It would be of interest to extend the virtual tools by assessing the
aerodynamic admittance at a frequency spectrum and combining the response of the complete
system. This will require development of a suitable human-like driver model to be included
in the system. Furthermore, autonomous driver models can be interchange with the human
5.1. Future work 47
models to evaluate differences and improve the autonomous algorithms. Automatic/autonomous
steering can also lead to an additional set of design parameters (control algorithms and their







Quantitative High Speed Stability Assessment of a Sports Utility Vehicle and Classification of
Wind Gust Profiles
This paper is focused on finding realistic aerodynamic load cases for driving stability at high
speed. In addition, the study aimed at correlating the drivers’ subjective assessment of poorer
stability performance to quantitative objective measures of the vehicle body motion. The
experimental work was performed at the high speed track at Hällered Proving Ground using
a compact SUV. The vehicle was instrumented with a wind probe, equipment for measuring
the vehicle motion and trigger button for the drivers’ to note issues with the driving stability
performance. The correlation between the subjective perception of stability issues and the
change in lateral acceleration and yaw velocity is shown in the paper. Also, it is shown that
crosswinds seldom generate flow angles above 10 deg at high speed driving. Nevertheless,
already weaker crosswinds of ±5 m/s (±6.4 deg at 160 km/h) deteriorated the driving stability,
indicating the importance of studying crosswinds stability. The paper mathematically defines
a set of typical crosswind gusts.
6.2 Paper B
High Speed Driving Stability of Road Vehicles under Crosswinds: An aerodynamic and vehicle
dynamic parametric sensitivity analysis
This paper uses the findings of Paper A to develop a virtual assessment of driving stability
using coupled simulation tools. The crosswind gust profiles are used in the aerodynamic
modelling and the correlated vehicle motions are used in a proxy measure for driving stability.
By comparing three methods of modelling the aerodynamic response, it is shown that the
flow delay between the axles when driving into crosswinds is important. The paper presents a
quasi-steady model which accounts for this. Furthermore, the level of complexity needed to
assess crosswinds stability in the vehicle dynamic models is investigated. Finally, the paper
includes a parametric study of the coupled simulation model. The study primarily highlights the
importance of the longitudinal centre of gravity position and the gradient of the aerodynamic
yaw moment coefficient. Nevertheless, other parameters are also found significant including
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