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ABSTRACT
Context. Asymptotic giant branch (AGB) stars play a key role in the enrichment of galaxies with heavy elements. Due to their large
amplitude variability, the measurement of elemental abundances is a highly challenging task that has not been solved in a satisfactory
way yet.
Aims. Following our previous work we use hydrostatic and dynamical model atmospheres to simulate observed high-resolution near-
infrared spectra of 12 variable and non-variable red giants in the globular cluster 47 Tuc. The 47 Tuc red giants are independently
well-characterized in important parameters (mass, metallicity, luminosity). The principal aim was to compare synthetic spectra based
on the dynamical models with observational spectra of 47 Tuc variables. Assuming that the abundances are unchanged on the upper
giant branch in these low-mass stars, our goal is to estimate the impact of atmospheric dynamics on the abundance determination.
Methods. To estimate abundances, we measured the equivalent widths of selected features in observed spectra and compared the
results with predictions from a set of hydrostatic and dynamical model atmospheres resembling 47 Tuc AGB stars in their fundamental
parameters. Our study includes lines of 12CO, 13CO, OH, and Na. Furthermore, we investigated the variations in line intensities over
a pulsation cycle.
Results. We present new measurements of the C/O and 12C/13C ratio for 5 non-variable red giants in 47 Tuc. The equivalent widths
measured for our 7 variable stars strongly differ from the non-variable stars and cannot be reproduced by either hydrostatic or dynam-
ical model atmospheres. Nevertheless, the dynamical models fit the observed spectra of long-period variables much better than any
hydrostatic model. For some spectral features, the variations in the line intensities predicted by dynamical models over a pulsation
cycle give similar values as a sequence of hydrostatic models with varying temperature and constant surface gravity.
Conclusions. Our study of the dynamical effects on abundance determination visible in these well-characterized cluster stars prepares
the ground for the long-term goal of deriving abundances for variable AGB stars in general.
Key words. stars: late-type – stars: AGB and post-AGB – stars: atmospheres – stars: abundances – line-profiles
1. Introduction
The evolution of low- and intermediate-mass stars along the red
giant branch (RGB) and the asymptotic giant branch (AGB) is
accompanied by major mixing events that change the elemen-
tal abundance pattern derivable for the stellar atmosphere. The
surface abundances then allow a view into the nucleosynthesis
processes in the stellar interior and provide important clues to
the origin of the elements in the interstellar medium and ulti-
mately in ourselves. The main tool for studying the abundance
pattern is high-resolution spectroscopy. However, deducing the
element abundances from the spectra requires an understanding
of the physical conditions in the line-forming atmospheric lay-
ers. Two properties of red giants, in particular of those on the
AGB, complicate this procedure: very extended atmospheres and
dynamical effects due to radial pulsation. Several authors have
worked on this question in the past, in particular, Scholz (1992),
Bessell et al. (1996), and McSaveney et al. (2007).
In the first paper of this series (Lebzelter et al. 2010, Pa-
per I), we summarised the previous studies and presented a new
investigation of the dynamical effects on stellar abundance de-
terminations based on the dynamical model atmospheres by
Höfner et al. (2003). The observed changes in line depth over
a pulsation cycle cannot be reproduced by a simple sequence of
hydrostatic models of varying effective temperature or surface
gravity, because the pulsation leads to a clearly non-hydrostatic
atmospheric structure (e.g. Nowotny et al. 2010) producing very
different line depths. The well known phenomenon of line dou-
bling (e.g. Hinkle et al. 1982) adds further complication to this
matter. The changes in line strength over a light cycle produce a
loop in an equivalent width (EW) vs. (J − K) diagram; i.e., the
rising and descending branch of the light curve do not show the
same line strength at the same near-infrared (NIR) colours. This
result is also found qualitatively in the observational data of one
field mira analysed in Paper I.
The conclusion from Paper I is that only a dynamical model
atmosphere can properly describe the atmospheric structure and
temporal change in highly variable stars at the tip of the giant
branch. Therefore, it is timely to ask if state-of-the-art dynam-
ical models can be used to derive abundances for such stars.
The goal of the current paper is to explore this question by com-
paring independently well-characterized objects with dynamical
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model atmospheres for which the fundamental parameters (M,
L, [Fe/H], pulsation period, and Teff) were chosen to fit the ob-
served targets.
Cluster stars are an excellent testbed for such investigations.
Parameters, such as mass, metallicity, and luminosity, can be de-
termined on the basis of a large number of stars, without re-
lying on the giants. This is a major advantage since deriving
abundances for cool giants is a problem with many degrees of
freedom so that any constraints of parameters from independent
sources reduce the uncertainties significantly.
The study of changes in the intensity and profile of an atomic
or molecular line in cool giants is hampered by the large num-
ber of blending spectral features. To minimize the impact of line
blending, our strategy – previously presented in Paper I – is to
study NIR lines in metal-poor objects. With plenty of atomic and
several series of molecular lines available, the NIR is the pre-
ferred wavelength range to derive element abundances in cool
giants. In the present paper, we continue this strategy.
We decided to use NIR spectra of 47 Tuc red giants for our
study since they combine the advantages of (i) cluster member-
ship and (ii) reduced line blending. We constrain the abundances
of the variable stars in advance by deriving selected element
abundances for a sample of non-variable stars in that cluster with
the help of hydrostatic model atmospheres.
2. The 47 Tuc reference sample
2.1. Observations
47 Tuc is one of the closest globular clusters. It has a well pop-
ulated giant branch, and the AGB stars of that cluster have been
studied in several papers of our group (see Lebzelter et al. 2005,
2006). There we reviewed the cluster’s main parameters as found
in the literature. For the present study we use a distance modulus
(m−M) of 13.5 mag. Interstellar extinction and reddening is low
towards this cluster, we took a value of E(B − V)=0.024 and RV
=3.1 as in Lebzelter et al. (2005). We use a metallicity [Fe/H]=
−0.7. For modelling stars on the upper giant branch of 47 Tuc,
we set the current mass to 0.6 M⊙ following Lebzelter & Wood
(2005).
From the 42 known variable red giants in 47 Tuc
(Lebzelter & Wood 2005, see their Table 1), we selected a subset
of seven targets for our abundance study. The main characteris-
tics of these long period variables (LPVs; object identifications
V followed by a number) are listed in Table 1. Table 1 also con-
tains the corresponding data for our sample of non-variable RGB
stars in 47 Tuc (object identifications Lee followed by a number;
identified originally by Lee 1977). Two different data sets of ob-
servational spectroscopy were used in this work.
First, we obtained single-epoch high-resolution (R=50 000)
NIR spectra for the complete sample of stars using the Phoenix
spectrograph at Gemini South (Hinkle et al. 2003). Observations
were done on three consecutive nights in December 2002 using
two wavelength settings around 1.555 and 2.341µm (cf. Fig. 4).
Each setting covers a spectral range of approximately 100 Å.
These single-epoch spectra were used to derive general abun-
dance information in Sect. 4.1.
Second, we analysed a spectroscopic time series around
1.630µm (R=37 000; cf. Fig. 6) for a subsample of objects (V1,
V2, V3, V4, V11, and V18), obtained at Mount Stromlo Obser-
vatory in 2002. These spectra were previously used in a study
of the velocity variations of the 47 Tuc LPVs (Lebzelter et al.
2005), and we refer to that publication for further details on the
observations. The Mount Stromlo observations included all the
variables from the Gemini sample but not the RGB stars. These
time series of spectra were used to gather information on the
temporal variability of EWs in Sect. 4.2.
The observed spectra were reduced using standard tech-
niques for NIR spectra. Wavelength calibration was done with
spectra of K-type standard stars. The wavelength regions were
selected to include only a negligible (H-band) or low (K-band)
contamination by telluric lines which were removed. The spec-
tra were corrected for radial velocity shifts (stellar motion, atmo-
spheric kinematics) so that the line centres are at the laboratory
wavelengths. For line identification we used the NIR spectral
atlas of Arcturus provided by Hinkle et al. (1995). Instrumen-
tal distortion of the (pseudo)continuum was removed. For the
Mount Stromlo data we had a few cases where two spectra of
the same star were obtained on consecutive nights. These spec-
tra were not combined but analysed separately and used for con-
straining the measurement uncertainty.
2.2. Stellar parameters
The membership of our stellar sample in a globular cluster makes
determining some stellar parameters (e.g. L, M, [Fe/H]) sim-
pler and more reliable than for field stars. A notable exception,
however, is the effective temperature that we estimate from NIR
photometry. We did not obtain simultaneous NIR photometry.
For the Lee stars we used (J − K) values from Frogel et al.
(1981). For the small-amplitude variables V7, V11, and V18,
we used the values given in Lebzelter & Wood (2005). For the
large amplitude variables, V1, V2, V3, and V4, which show a
significant brightness amplitude also in the NIR, we first de-
rived the pulsation phase at the time of the observation using
light curve data presented in Lebzelter & Wood (2005). Based
on the photometric variability range in the NIR of our sam-
ple stars, compiled from various individual measurements and
short time series available in the literature (Glass & Feast 1973;
Frogel et al. 1981; Frogel 1983; Menzies & Whitelock 1985;
Frogel & Elias 1988; Lebzelter et al. 2005), we estimated in-
frared colours for the calculated pulsation phase at the time of
the Gemini observations. These are the values given in Table 1.
For the large-amplitude variables, we were able to determine the
colour change with good coverage of the whole light cycle (e.g.
Menzies & Whitelock 1985). However, even in those cases the
total range in (J−K) for any star does not exceed 0m.15, so that a
large error in our (J − K) values can be excluded. Phasing of the
Mount Stromlo measurements was done using the parallel light
curves given in Lebzelter et al. (2005) and Lebzelter & Wood
(2005). All photometry was transformed to the photometric sys-
tem of Bessell & Brett (1988) that was also used for calculating
our synthetic photometry.
For relating NIR colour and Teff, we used hydrostatic models
as outlined in detail in Sect. 3.2. With the distance and turn-off
mass of 47 Tuc, we can estimate the typical L, Teff, and log g
values for our cluster stars. Non-variable stars are found in the
temperature range between 3800 and 4200 K, and their surface
gravity log g is between 0.6 and 1.0. For the variable stars we
get temperatures between 3500 and 3750 K and log g values be-
tween −0.2 and 0.5. However, these estimates assume a hydro-
static structure and therefore have to be taken with some cau-
tion. The calculated stellar parameters for each star are given in
the final three columns of Table 1. Our temperatures are in good
agreement with the values derived by Lebzelter & Wood (2005),
but are somewhat higher than the earlier values given in Feast
(1996). Also listed in Table 1 are estimates for the luminosity L⋆
at the phase of observation given there.
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Table 1. Properties of the 47 Tuc stars (LPVs, non-variable RGB stars), all of which are assumed to have M⋆ = 0.6 M⊙ and [Fe/H]=−0.7 dex
(Paper I). The photometric data is described in Sect. 2. K and (J − K) are given for the corresponding pulsation phase φ. Periods are taken from
Lebzelter & Wood (2005) (uncertain values are marked with a colon). The photometric variations ∆V were adopted from Lebzelter et al. (2005),
while the estimates for Teff and log g are described in Sect. 3.2.
Object-ID K (J − K)0 Period Pulsation ∆V L⋆ Teff log g
[mag] [mag] [d] phase φ [mag] [L⊙] [K] log [cm s−2]
V1 6.20 1.24 221 0.90 4.8 4760 3410 −0.2
V2 6.28 1.14 203 0.35 4.5 4470 3620 −0.1
V3 6.26 1.18 192 0.18 3.5 4590 3540 −0.1
V4 6.68 1.19 165 0.80 2.5 3260 3520 0.1
V7 6.96 1.16 52 – 0.4 2450 3590 0.2
V11 6.70 1.15 160: – 0.2 3110 3600 0.1
V18 7.46 1.07 83: – 0.25 1550 3750 0.5
Lee 1505 8.53 0.96 – – – 710 4020 0.9
Lee 1510 8.77 0.91 – – – 610 4090 1.0
Lee 1603 7.95 1.07 – – – 1150 3800 0.6
Lee 2426 8.50 0.96 – – – 720 4020 0.9
Lee 4603 8.75 0.88 – – – 630 4170 1.0
Mass loss is a critical question when comparing models of
AGB stars with observations. However, measurement of mass
loss rates remains a very challenging task. Several studies have
dealt with the mass loss from the 47 Tuc AGB variables.
For our sample, the occurrence of dusty mass loss in V1 to
V4 and in V18 is confirmed both by an infrared excess (e.g.
Ramdani & Jorissen 2001; McDonald et al. 2011) and by mid-
infrared spectroscopy (Lebzelter et al. 2006). V7 seems to be
dust free (Lebzelter et al. 2006). Estimates of mass loss rates
found in the literature cluster around 10−6 to 10−5 M⊙yr−1 for
the stars on the upper AGB of this cluster (Frogel & Elias 1988;
Origlia et al. 1997; McDonald & van Loon 2007).
In Fig. 1 we show the location of our sample stars in a colour-
magnitude diagram (CMD) of the cluster. The CMD was com-
piled from 2MASS data within 4 arc minutes of the approximate
cluster centre. The 2MASS data were dereddened and trans-
ferred to the Bessell system. The brightness of the RGB tip is
marked according to Lebzelter & Wood (2005), the location of
the horizontal branch and the RGB bump are consistent with the
findings of Salaris et al. (2007). All our variables are located on
the uppermost part of the giant branch, and with the exception of
V18, they are all above the RGB tip, i.e. they are AGB stars. The
non-variable stars in our sample are either on the early AGB or
on the RGB.
3. Methods
We use the same approach as in Paper I to characterize both the
observed spectra of 47 Tuc stars and the synthetic ones computed
for hydrostatic and dynamical atmospheric structures, namely
the measurement of EWs, of selected atomic and molecular
lines, and of molecular band heads. The spectroscopic features
were selected to determine various aspects of the abundance pat-
tern in the 47 Tuc stars, namely (i) the C/O ratio, (ii) the isotopic
ratio of carbon 12C/13C, (iii) the ratio of two transitions of the
same species with different excitation of the ground level (ra-
dial atmospheric structure), and (iv) the abundance of an atomic
species (Na). For the study of (v) the feature variability over a
pulsation cycle, we selected the CO 4-1 P27 line, which is the
least blended line within the spectral range covered by the Mount
Stromlo observations.
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Fig. 1. Colour-magnitude diagram of 47 Tuc based on 2MASS data.
The location of our sample stars are shown, divided into variable stars
(red filled circles) and non-variable stars (blue open triangles). The pho-
tometry has been transferred to the Bessell system.
Standard methods within IRAF were used to measure EWs.
For selecting the appropriate measurement range around each
line centre, we considered the maximum feature width observed
in any of the analysed hydrostatic spectra (see also Sect. 3.3). In
the case of the measured band heads, the short wavelength limit
was set to the cut-off wavelength while the long-wards wave-
length limit was set at an arbitrary position within the band head.
All spectra were analysed with the same set of measurement lim-
its for the studied spectral features as listed in Table 2. Since we
had shifted the spectra so that the line cores always fall on the
same position in wavelength (averaged over the observed spec-
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Table 2. List of the features studied. Columns 3 and 4 give the borders
of the spectral ranges applied to determine equivalent widths (cf. Paper
I).
Species Transition λstart λend Note
OH blend 15568.6 Å 15572.1 Å 1
OH 2-0 P1e11.5 15572.1 Å 15574.8 Å 1
OH 2-0 P1f11.5 15574.9 Å 15578.6 Å 1
12CO 3-0 band head 15581.1 Å 15585.7 Å 1, 2
12CO 4-1 P27 16307.1 Å 16309.1 Å 5
Na 23383.6 Å 23387.4 Å 4
12CO 3-1 R18 23438.5 Å 23443.1 Å 3
12CO 3-1 R82 23443.1 Å 23445.6 Å 3
13CO 2-0 band head 23447.1 Å 23452.3 Å 2
Notes. The last column denotes the purpose of the individual features
using the following designations: 1 → C/O ratio; 2 → 12C/13C; 3 →
atmospheric structure; 4 → [Na/Fe]; 5 → temporal variation.
tral range), the measurement range could be kept constant and
independent of pulsation phase.
3.1. Model atmospheres and spectral synthesis
Two different types of atmospheric models were used to cal-
culate synthetic spectra and photometry in this work, the pa-
rameters of which were chosen to resemble the various 47 Tuc
objects introduced in Sect. 2 and Table 1. First, we produced a
grid of hydrostatic, dust-free COMARCS model atmospheres
(O-rich). Being representative of the non-variable RGB stars in
47 Tuc, these models also serve as the hydrostatic reference grid
for the subsequent illustration of dynamic effects. The models
were computed for the parameter range specified in Table 3 as
described in detail in Aringer et al. (2009).
Second, we used a small grid of O-rich dynamic model atmo-
spheres to investigate the effects of pulsation and mass loss on
the resulting spectra. The aim was to produce models resembling
the LPVs in 47 Tuc. The models combine time-dependent dy-
namics with frequency-dependent radiative transfer, allowing us
to take pulsation-induced shock waves and opacities from atoms,
molecules, and dust grains into account. Stellar pulsation is sim-
ulated by varying the gas velocity and the luminosity at the inner
boundary that is located below the stellar photosphere. The ba-
sic physical equations, assumptions, and methods used for com-
puting these models are described in Höfner et al. (2003), but
some adjustments were made compared to these earlier models
to accommodate the properties of the present stellar sample, in
particular regarding the driving mechanism of the stellar wind.
As discussed in Sect. 2, observations indicate both ongoing
mass loss and the presence of dust in the outflows of the 47 Tuc
LPVs. However, it is still a matter of debate as to what drives the
winds of O-rich AGB stars, in particular at low metallicity and
relatively high effective temperature, as in this sample. There-
fore, we used a parameterized description of the driving force of
the wind, suitable for mimicking radiation pressure on different
dust species or other wind mechanisms. More specifically, the
current approach is based on a parameterized treatment of dust
formation and grain opacities as described in Bladh & Höfner
(2012). Given the uncertainties regarding the driving mechanism
and relevant dust species, we computed models with two types
of forces: (i) radiation pressure due to true absorption by dust
grains (which also has significant effects on the resulting spectral
Table 3. Parameter ranges covered by the applied grid of hydrostatic
(COMARCS) model atmospheres. Similar to the approach followed
in Paper I, we kept the other parameters constant for all the models:
M⋆ = 1 M⊙, [Fe/H]=−0.7 dex, ξ = 2.5 km s−1.
Range: Stepwidth:
C/O 0.48 / 0.25
Teff [K] 2600 . . . 4500 ∆=100
log (g [cm/s2]) 0.0 . . . +2.5 ∆=0.5
Notes. The isotopic ratio 12C/13C was varied only for the spectral syn-
thesis.
energy distribution), and (ii) an acceleration due to pure scatter-
ing on dust grains (or another force, with a similar radial pro-
file), not causing significant circumstellar reddening. In terms of
the formulae given in Bladh & Höfner (2012, their Sect. 3.2),
these two cases correspond to fabs = 1 and fabs = 0, respectively,
where fabs defines the fraction of the dust opacity that is to be
considered as true dust absorption. For the other parameters we
assume κ0 = 3 cm2/g (scaling factor of the overall absorption),
p= 0 (i.e. no dependence on wavelength) and a condensation
temperature Tc = 1500 K.
Extending the set of two models presented in Paper I, we
varied the stellar parameters of the grid models (cf. Table 4) to
represent a characteristic 47 Tuc mira, for instance V3 (upper
row of the 2×2-table), or an LPV in this system with less pro-
nounced variations such as LW12 (lower row). In addition, we
chose two different values for the C/O ratio, namely 0.48 (solar)
and 0.25, as labelled in the main columns of Table 4. For each
combination of these fundamental parameters we computed dy-
namical models with different pulsation properties, parameter-
ized by the period, the piston velocity amplitude ∆up, and the
luminosity amplitude parameter fL (see Nowotny et al. 2010 for
a definition, and Eriksson et al. 2014 for a discussion). This re-
sulted in models for pulsating atmospheres (P), as well as models
that, in addition, develop a wind (PM).
The radial atmospheric structures (temperature-pressure) of
the hydrostatic and dynamic model atmospheres were used to
calculate synthetic spectra under the assumptions of chemical
equilibrium, as well as conditions of LTE following the approach
of Aringer et al. (2009). We adopted the values for solar compo-
sition provided by Anders & Grevesse (1989), except for C, N,
and O, which were taken from Grevesse & Sauval (1994). For
more details on our calculation of synthetic spectra and photom-
etry, we refer to the extensive description in Paper I.
3.2. Evaluation of the models
In Fig. 2 we illustrate the relation of (J − K) and Teff as derived
from our hydrostatic model atmospheres for two different values
of surface gravity. The shaded area indicates the (J−K) range of
the 47 Tuc giants studied in this paper (see Sect. 2). We note that
there is a turnaround of the relations in the range 3200 to 3400 K
resulting in bluer colours for cooler stars. This result of the mod-
elling has been seen already in Paper I. The figure shows a semi-
empirical relation derived by Worthey & Lee (2011), which does
not show this behaviour. We suspect that this difference is due to
the lack of dust in our hydrostatic models.
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Table 4. Characteristics of the nine dynamic model atmospheres used for the spectral synthesis listed in a 2×2 table for two different sets of stellar parameters (given in the leftmost column) and two
different C/O ratios (given in the top row). The following parameters are coded in the names of the models (e.g. L4C048AP): luminosity (L4), C/O ratio (0.48), the combination of the piston-velocity
amplitude ∆up and the luminosity-amplitude parameter fL (A), as well as a simplified mass-loss information (P= only pulsating, PM= pulsating and mass-losing).
C/O= 0.48 C/O= 0.25
L⋆ = 4000 L⊙ Model: L4C048AP L4C048CPM Model: L4C025AP L4C025CPM1 L4C025CPM2
M⋆ = 0.6 M⊙ ∆up [km s−1] 2 4 ∆up [km s−1] 2 4 4
T⋆ = 3500 K fL 4 3 fL 4 3 3
[Fe/H]=−0.7 dex ∆mbol [mag] 0.86 1.35 ∆mbol [mag] 0.86 1.35 1.35
log g= –0.26 κ0 [cm2 g−1] 0 3 κ0 [cm2 g−1] 0 3 3
fabs – 1 fabs – 1 0
P= 200 d 〈 ˙M〉 [M⊙ yr−1] – 2.0× 10−7 〈 ˙M〉 [M⊙ yr−1] – 1.5× 10−7 5.0× 10−7
〈u〉 [km s−1] – 13.0 〈u〉 [km s−1] – 13.8 14.5
L⋆ = 3000 L⊙ Model: L3C048AP L3C048BP Model: L3C025AP L3C025BP
M⋆ = 0.6 M⊙ ∆up [km s−1] 2 3 ∆up [km s−1] 2 3
T⋆ = 3550 K fL 4 4 fL 4 4
[Fe/H]=−0.7 dex ∆mbol [mag] 0.59 0.91 ∆mbol [mag] 0.59 0.91
log g= –0.11 κ0 [cm2 g−1] 0 3 κ0 [cm2 g−1] 0 3
fabs – 0 fabs – 0
P= 120 d 〈 ˙M〉 [M⊙ yr−1] – – 〈 ˙M〉 [M⊙ yr−1] – –
〈u〉 [km s−1] – – 〈u〉 [km s−1] – –
Notes. Notation adopted from previous works (Lebzelter et al. 2010; Nowotny et al. 2010, 2013). First column: parameters of the hydrostatic initial model (luminosity L⋆, mass M⋆, effective
temperature T⋆, metallicity [Fe/H]) together with the pulsation period P of the piston at the inner boundary. ∆up, fL: velocity amplitude and luminosity-amplitude parameter of the inner boundary
condition (piston) used to simulate the pulsating stellar interiors; ∆mbol: resulting bolometric amplitude; κ0: total dust opacity; fabs: fraction assumed to be true absorption (see Sect. 3.1); 〈 ˙M〉: mean
mass-loss rate; 〈u〉: mean outflow velocity at the outer boundary.
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Fig. 4. Comparison of the observed spectrum of the non-variable 47 Tuc star Lee 1505 with the best-fitting hydrostatic MARCS model (red
lines). The upper panel shows the H band spectrum, the lower panel the K band spectrum. Several prominent lines are identified. Grey-shaded
identifications mark those lines we used in our analysis (Table 2).
Fig. 2. Relation of near-infrared colour and effective temperature as
derived from our hydrostatic model grid (C/O= 0.25; solid lines).
The green dashed line shows the empirical relation of Worthey & Lee
(2011). The shaded region marks the colour range of our observed sam-
ple of 47 Tuc objects.
3.2.1. Constraints from photometry
Before dealing with the high-resolution spectroscopic data, we
compared the synthetic broad-band photometry derived from our
hydrostatic and dynamical model atmospheres with the observa-
tional data of the 47 Tuc stars. This is done in Fig. 3. Along with
the variables from our sample, we also included 47 Tuc clus-
ter giants taken from Lebzelter & Wood (2005). For the variable
stars, mean values are given. Unfortunately, IC photometry for
the Lee stars listed in Table 1 is not available, and they are not
plotted in Fig. 3. However, we can safely assume that the Lee
stars will be found in the same range as the other low-luminosity
cluster giants. The hydrostatic models for C/O= 0.25 are rep-
resented by two sequences for two different log g values. The
complete light cycle is shown for the dynamical models.
The synthetic photometry of our models is in very good
agreement with the colour range covered by the 47 Tuc stars ex-
cept for two models, L4C048CPM and L4C025CPM1, which
strongly deviate in (J − K). Out of the three models in our mini-
grid that develop winds, these two are the cases where the out-
flows are driven by radiation pressure due to true absorption
by dust grains ( fabs = 1, see Sect. 3.1). The third wind model
(L4C025CPM2) is, in contrast, based on the assumption that
the driving force is due to pure scattering ( fabs = 0, all other pa-
rameters identical to model L4C025CPM1), resulting in colours
that are in good agreement with observations. This is consis-
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Fig. 5. Same as Fig. 4 but for one of the 47 Tuc variable stars, namely V2, compared with the best-fitting dynamical model L3C025BP at pulsation
phase φ= 0.8.
tent with the results of Bladh et al. (2013), indicating again that
the circumstellar envelopes of O-rich AGB stars are rather trans-
parent at NIR wavelengths, which makes radiation pressure by
true absorption on dust grains an unlikely driving mechanism
for these stars.1 For illustrative purposes, we decided to keep
L4C025CPM1 in our analysis keeping in mind its limitations in
terms of the description of dust and its non-fitting NIR colours.
We also calculated photometric amplitudes from our mod-
els. In the K-band, L4C025AP, L3C025AP, and L3C025BP all
show a similar amplitude of 0.4–0.5 magnitudes. L4C025CPM1
produces a K amplitude of 0.9. V amplitudes of the 47 Tuc vari-
ables can be found in Lebzelter & Wood (2005), Table 2. The
K amplitude is approximately 20% of the visual amplitude (see
Lebzelter & Wood 2005). Therefore, we expect total K ampli-
tudes around 0.6 to 0.9 magnitude for V1 to V3 and 0.4 mag-
nitudes for V4. The calculated light amplitudes from our mod-
els are thus in reasonable agreement with the observed values,
but only the L4C025CPM1 model produces enough amplitude
to model the light amplitude of the brightest stars in our sample,
probably due to variations in the dust absorption. However, as
1 For solar metallicity, scattering of photons on Fe-free silicate grains
seems to be a viable alternative as demonstrated by Höfner (2008) and
Bladh et al. (2013). At the low metallicity and rather high effective tem-
peratures of the 47 Tuc stars, however, this option is also unlikely, leav-
ing the question about the driving mechanism open at present.
we saw in Fig. 3, this model results in an unrealistic variation in
(J − K).
3.2.2. Analysis of the high-resolution spectra
As a next step, we compared the observed and synthetic spectra
for the non-variable case (see Fig. 4 for an illustrative example).
The best-fitting hydrostatic model was chosen on the basis of
the (J − K) colour and the line strengths of the spectral features
listed in Table 2 and also marked in Fig. 4. For most spectral
lines, both in the H- and in the K-band region, the agreement
between observed and synthetic spectra is very good. In the H-
band the largest difference is found for the observed feature at
the location of the Ni line at 1.5544µm. Quite obviously there
is a blending feature that has not been identified yet. Since it is
quite broad, we suspect that it is either a mix of several blending
atomic lines or a structure resulting from a molecular species.
Besides that, we see minor differences in some of the CN lines.
This could indicate either that the low N abundance is too low
in our models or that there is inadequate line data. In the K-
band, no particular differences between observed and modelled
spectra were found except for a difference in the strengths of the
HF line. This is very likely due to an incorrect F abundance in
our models. The F abundance of 47 Tuc stars will be discussed
in a forthcoming paper (Hren et al., in preparation). In any case,
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Fig. 3. Colour-colour diagram for the 47 Tuc variables from
Lebzelter & Wood (2005), marked with asterisks. Overplotted are tem-
perature sequences of hydrostatic MARCS models for two different val-
ues of log g (black solid lines), and the phase-dependent photometry for
the dynamical model atmospheres.
Fig. 6. Comparison of one observed spectrum of the 47 Tuc variable
V1, compared with the corresponding synthetic spectrum of model
L4C025AP at minimum light during the light cycle (phase φ= 0.5). This
additional wavelength range contains the 12CO 4–1 P27 line, which was
used for investigating the EW variability in Sect. 4.2.
none of the deviations seen in the H-band has any effect on the
line strengths measurements in our study.
In Fig. 5 we give an illustrative example for a compari-
son between a variable star (V2) and a dynamical model. This
spectrum was selected because it shows the line doubling that
Lebzelter et al. (2005) previously observed in V1, V2, and V3.
In this case, the model and the specific phase for comparison
was selected by eye, with the aim of reproducing the men-
tioned line doubling at least in the K-band. However, V2 is in
its post-maximum phase, while the model plotted in Fig. 5 is pre-
maximum. The measured EWs of the 12CO and 13CO bandheads
differ by 0.2 and 0.1 Å, respectively. The observed (J − K) value
is approximately 0.04 mag lower than the corresponding model
value. Still the dynamical model fits the observation significantly
better than any of our hydrostatic models.
At this point, we excluded another model from our analysis,
namely L4C025CPM2. Although photometry derived from the
model is in good agreement with the colour range of the 47 Tuc
stars (Fig. 3), the model spectra show strong emission lines over
most of the pulsation cycle. The emission lines are not visible in
any of the observed spectra and prohibit a meaningful measure-
ment of line strengths within our analysis scheme.
3.3. Uncertainties of the EW measurements
In the case of the EWs measured in the spectra of the 47 Tuc stars
we note three possible sources of uncertainty: the observational
noise, the location of the continuum level, and the effect of vari-
ations in blending features and differential velocity fields in the
stellar atmosphere. For the Gemini data, the S/N of the spectra
of the cluster stars (both variables and non-variable stars) was
between 150 and 250 except for the H band spectrum of V18,
which had a S/N of 120. Due to the high quality of the spectra
and the low contamination by telluric lines, the influence of the
observational noise only plays a minor role in the error budget.
This is a bit different for the Mount Stromlo time series spectra
that have a S/N around 50.
Defining a continuum level is quite a challenging task, in
particular for the coolest objects in our sample owing to not hav-
ing enough continuum points. In setting the level of the pseudo-
continuum, we followed the strategy described in Paper I. Ob-
served and synthetic spectra were handled the same way; i.e.,
we measured line strengths in the synthetic spectra relative to
a local pseudo continuum and not the true continuum level to
allow for a comparison with the observations. We did some ex-
periments by changing the continuum level within an acceptable
range among the highest points in the spectra to estimate the er-
ror and found maximum values of ±0.02 Å in EW for individual
lines and about ±0.04 Å for the band heads studied.
Even at high spectral resolution in the NIR, the analysis of a
spectral line without any blending from neighbouring features is
almost impossible. Again, the problem is more pronounced for
the cool variables at the tip of the giant branch. This confusion is
unavoidable, but since the effect is expected to be the same in the
observed and synthetic spectra, it should not be a major problem
for our analysis. A more significant challenge is the variability
of the line profiles within a pulsation cycle. Problems here are
twofold. First, the line centre moves in wavelength according to
the variable atmospheric velocity field. As in Paper I we handle
this problem by shifting the spectra to laboratory wavelength. A
difficulty that arises for V1, V2, and V3 at some phases is that
the velocity shift is not necessarily the same for all atomic or
molecular transitions. This was taken into account when posi-
tioning the lower and upper limits for measuring the EWs. The
second problem in this context are the changes in the line width
once secondary components appear. All the limits for measuring
the EW were set to the maximum width possible without includ-
ing the next feature of high or moderate strengths. This selection
was done on the basis of the hydrostatic model spectra. How-
ever, in a few cases this width was not sufficient to include all
additional line components that emerge due to the velocity field
in the photosphere. An estimate of the size of this uncertainty is
not possible.
For the Mount Stromlo spectra, we occasionally have spectra
of the same star taken on two consecutive nights. Assuming that
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the spectral variations on that time scale will be negligible, we
used a direct comparison of these two spectra for estimating the
uncertainty of our measured equivalent width. We consistently
found uncertainties of ±0.03 Å for the results from this data set.
4. Results
4.1. Comparing models with single-epoch observations
The goals of our analysis are twofold. One is to investigate
the spectroscopic differences between hydrostatic and dynami-
cal models based on a larger grid of models than in Paper I. As
outlined there, we find some basic characteristics of the spectral
changes with pulsation phase, in particular the loop of line EW
against (J−K). The loops in line strength versus colour show that
the line-forming region has a different structure on the rising and
the descending branches. We could confirm this effect with our
extended set of dynamical model atmospheres. The second goal
is to compare the modelling results with observational data to es-
timate several basic stellar parameters for our sample of evolved
red giants in 47 Tuc. In the following, both goals will be pursued
in parallel. We use a fixed value for the metallicity of the 47 Tuc
stars based on the considerable number of measurements of this
quantity available in the literature, and we explore the sensitivity
of the chosen spectral features to fundamental stellar parameters.
4.1.1. Constraining the C/O ratios
In Fig. 7 we use two prominent features in the H-band spectrum,
namely an OH line and the 12CO 3-0 band head, to study the
dependence of the measured equivalent widths on the C/O ratio.
Plotting two feature strengths against each other instead of plot-
ting feature strength against (J − K) has the advantage of better
separating the effects of temperature Teff and log g. In this and all
the following plots, the full temperature range, 2600 to 4500 K,
is shown for the hydrostatic models. For the dynamical models,
we typically plot two consecutive light cycles.
For determining the C/O ratio we assume a scaled solar abun-
dance of oxygen. Since oxygen may be over- or under-abundant
in the cluster stars relative to the scaled solar value, our mea-
surement of the CO band head strengths nominally measures
only C*O. To explore this effect, we did some test calculations
by changing the oxygen abundance by +0.2 dex. The CO-band-
head strength depends on C/O, Teff , log g, and the oxygen abun-
dance. Increasing either C/O or O/H leads in both cases to an
increase in the feature strengths. The OH lines, in particular the
OH blend near 1.557µm, are sensitive to the same parameters2.
However, the dependency on C/O is going the opposite way; i.e.,
the lines are getting weaker for a higher C/O ratio. Using Teff
and log g values from Table 1, we can then constrain both C/O
and O/H by fitting the OH lines and the CO band head at the
same time. Since we are focussing on evolutionary abundance
changes in this paper, we made no attempt to derive an accurate
oxygen abundance for these stars. However, we can clearly con-
strain the oxygen abundance to be close to a scaled solar value
since the model presented in Fig. 4 obviously fits both features
nicely with the same set of abundances. We estimate the uncer-
tainty to be less than 0.1 dex. Keeping this small uncertainty in
mind and assuming that the oxygen abundance is not changing
along the giant branch of 47 Tuc, we derive a C/O ratio for our
sample stars in the following.
2 For the two strong OH lines next to the CO band head, the effect of
abundance changes on the line strengths is fairly weak
Fig. 7. Equivalent widths in [Å] of the OH line at 15573 Å versus
the strength of the 12CO band head. Black lines mark temperature se-
quences for log g= 0.0 and two different C/O ratios. The two coloured
lines show the behaviour of the dynamic models L4C048AP and
L4C025AP. Maximum and minimum phases are indicated (Φbol = 0.0
and 0.5, respectively). For all calculations a 12C/13C ratio of 10 was as-
sumed.
For a given log g value we get a very clear separation accord-
ing to the C/O ratio of 0.25 and 0.48. It is also obvious that the
dynamical models – we use here L4C025AP and L4C048AP as
representative examples – allow a clear distinction between two
different C/O ratios as well. The log g value of 0.0 chosen here
for the MARCS models brings the hydrostatic models closest to
the dynamical ones. It is interesting to note that the variability
during the pulsation cycle in the dynamical models produces ef-
fects that are rather similar to a sequence of hydrostatic models
with fixed log g and different effective temperatures.
Dynamical models with C/O=0.25 show similar or even
stronger 12CO band heads than hydrostatic models with a log g
value of 1.0 as shown in Fig. 8, where we added the 47 Tuc
stars to the plot. Dynamical models with C/O=0.48 have been
excluded from the plot since they are outside the range of the
observed EWs. For illustrative purposes we have also included
in Fig. 8 the range in EWs covered by the dynamical model
L4C025CPM1, which shows NIR colours that are far too red.
The non-variable 47 Tuc stars all show similar values in
Fig. 8 and are located close to the temperature sequence of the
hydrostatic models with log g= 1.0 and a C/O ratio of 0.25. On
the same sequence, we find the mildly variable star V7 and the
long-period variable V1. However, an inspection of the spectrum
of the latter reveals very strong differences from a hydrostatic
case, therefore the agreement has to be seen as a coincidence.
All the other variables are found in the upper right-hand part of
Fig. 8, clearly separated from the non-variable giants.
Figures 7 and 8 strongly suggest that the C/O ratio in the
47 Tuc stars is below 0.48. This is also expected from stellar evo-
lution theory considering their low mass. We therefore decided
to focus on the models with C/O=0.25 in the following, namely
L4C025AP, L3C025AP, and L3C025BP.
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Fig. 8. Equivalent widths in [Å] of the OH line at 15573 Å versus the
strength of the 12CO band head. The 47 Tuc stars (Table 1) are marked
with asterisks. Sequences of hydrostatic models (with varying Teff but
constant log g) are shown as black lines, the corresponding log g values
are labelled at the top of these lines. The small arrow indicates the trend
of decreasing temperature. Coloured lines mark the location of selected
dynamical models during the light cycles. For all models, the carbon
isotopic ratio 12C/13C was set to 7. The C/O ratio is 0.25 if not stated
otherwise.
For completeness we mention that in all cases a carbon iso-
topic ratio of 7 was used, but this parameter has only a weak
effect on the 12CO band-head strength. The other two OH fea-
tures measured (see Table 2) show identical behaviour.
4.1.2. Constraining the 12C/13C ratios
In Fig. 9 we compare the strengths of the 12CO and the 13CO
band heads. Hydrostatic temperature sequences are shown for
three different 12C/13C ratios and various log g values. The
three dynamical models selected in the previous step are plot-
ted as well. As can be seen from Fig. 9, the mass-losing model
L4C025CPM1 does not reproduce the observed strengths of the
band heads either. To explore the effect of a varying carbon iso-
topic ratio on the synthetic spectra of the dynamical models, we
calculated the corresponding values for 12C/13C ratios of 10 and
30 for model LC4C025AP, for all the other dynamical models
a value of 7 was used. The dynamical models cover an area in
this diagram that starts at somewhat stronger 12CO band heads
than the hydrostatic models for a given depth of the 13CO band
head and ends in the same area as the low-temperature and low-
surface gravity hydrostatic models.
All non-variable stars are found close to the hydrostatic
temperature sequences. As in Fig. 8 a log g value close to 1.0
seems appropriate which agrees with the value estimated from
the colour, brightness, and mass of these stars (Sect. 3.2). For
most stars, an isotopic ratio of 7 provides a good fit. Two stars,
Lee1510 and Lee1603, are fitted better by a slightly higher ra-
tio. Similar to our comparison of the EWs of the OH line and
the 12CO band head (Fig. 8), V1 and V7 are found near the hy-
drostatic sequences as well. V2, V11, and V18 are close to the
Fig. 10. Equivalent widths in [Å] of the high excitation CO 3-1 R82
line versus the low excitation CO 3-1 R18 line. Same symbols and line
styles as in Fig. 8.
low-temperature end of the hydrostatic log g = 0 sequence for
12C/13C= 10. It is possible that V4 could be brought into agree-
ment with a hydrostatic model with 12C/13C>10. We discuss this
aspect below. The uncertainty in the band strengths is typically
0.04 Å. Therefore the measurement error has a very weak effect
on the results. Finally, V3 is found separated from the other stars
but within the range in EWs covered by the dynamical models.
4.1.3. Investigation of different line-forming regions
In Fig. 10 we compare two CO 3-1 lines of different excitation
energies. In the extended atmospheres of red giants the R18 line
and the R82 line will be formed at quite different atmospheric
depths. The excitation energy of R18 is 2794.0743cm−1, while
the excitation energy of R82 is 14826.3718cm−1. This is, in par-
ticular, relevant for the variable stars where a study of the two
lines permits comparison of atmospheric structure and inherent
velocity fields with models. This approach has been applied to
AGB stars in various papers in the past (e.g. Hinkle et al. 1982;
Wallerstein 1985; Nowotny et al. 2005, 2010). All modelling re-
sults for this figure were calculated with a carbon isotopic ratio
of 7 and C/O= 0.25. However, neither parameter has a signifi-
cant effect on the results shown here.
Figure 10 is structured in a similar way to the previous ones.
The dynamical models are now closer to the hydrostatic rela-
tions, suggesting that dynamical effects are not that prominent
in these lines. For effective temperatures above 3600 K, the R82
line is obviously a good indicator for Teff, while the dependency
on log g is quite weak in this temperature regime. For lower tem-
peratures this parameter can be derived using the low excitation
R18 line. Lee 1505, Lee 1510, Lee 1603, and Lee 1505 behave
as in all the other diagrams. Lee 4603 is somewhat offset, but
the reason for this is not clear. The variables besides V7 are all
found in the upper right-hand part of the diagram. V4 has a re-
markably strong R82 line. Inspection of the line profile reveals a
significant broadening due to line doubling.
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Fig. 9. Equivalent widths in [Å] of the 13CO
band head versus the 12CO band head. 47 Tuc
stars are marked with asterisks. Black lines in-
dicate effective temperature sequences of hy-
drostatic MARCS models for various constant
log g values and three different values for the
carbon isotopic ratio 12C/13C (as labelled). The
temperature is decreasing in the direction of
the small arrow. Coloured lines again show the
location of the dynamical models with a car-
bon isotopic ratio of 7 assumed. In the case of
L4CO25AP, we show also the results for differ-
ing 12C/13C ratios of 10 and 30 (light blue).
Fig. 11. Equivalent widths in [Å] of the sodium line at 23383 Å versus
the EW of the 12CO 3-1 R18 line. Same symbols and line styles as
in Fig. 8. Hydrostatic models are plotted for [Na/Fe]=+0.4 and +0.7,
dynamical models for [Na/Fe]=+0.4, respectively.
4.1.4. Sodium as an example for atomic lines
The 2.3383 µm sodium (Na) line, located within the spectral
range covered by our K-band observation, was selected as rep-
resentative of an atomic line. Its line profile has little contamina-
tion by other spectral lines (at least in the hydrostatic case). The
EWs for this spectral line derived from observations, hydrostatic
and dynamical models are plotted in Fig. 11 against the 12CO 3-
1 R18 line strengths. These two line strengths are related almost
linearly to each other making this result simpler than sodium line
strengths against, for instance, the 13CO band head strength. In
either case, the derived conclusions are very similar.
Following published Na abundances we used an over-
abundance of Na relative to Fe in our model calculations.
Cordero et al. (2014) report [Na/Fe] values between 0.0 and 0.9
dex in 47 Tuc stars, with the majority of objects showing over-
abundances relative to iron between 0.2 and 0.9 dex. This agrees
with earlier results by other authors (e.g. Carretta et al. 2013).
Since the spectra of the non-variable giants suggest a clear en-
hancement of the sodium abundance in these stars, we decided
to compute two series of hydrostatic model spectra, one with
[Na/Fe]=+0.4 and one with [Na/Fe]=+0.7. The findings from
Cordero et al. (2014) suggest quite a large scatter in the sodium
overabundance from star to star, so that our usual assumption
on the similarity of abundances in our variable and non-variable
sample stars is not necessarily correct. The uncertainty in this
case is also illustrated by the difference observed between our
non-variable giants: Lee 1510, Lee 1603, and Lee 2426 are
nicely fitted with [Na/Fe]=+0.7 (for log g= 1.0), while for the
other Lee stars a value slightly below [Na/Fe]=+0.4 seems to be
more appropriate.
The variable stars V4 and V7 are found near the hydro-
static temperature sequence for log g= 0.0 and [Na/Fe]=+0.4.
The other variables all show a weaker sodium line, which would
require [Na/Fe] values around 0.0 (V18) or clearly subsolar (V1,
V2, V3, V11). The results of Cordero et al. (2014) make such
low values extremely unlikely. We therefore conclude that the
Na line is weakened in these variables by dynamical effects. We
calculated synthetic spectra for the four dynamical models also
used in the previous comparisons with [Na/Fe]=+0.4. The in-
crease in EW for [Na/Fe]=+0.7 can be estimated from the cor-
responding difference seen in the hydrostatic models.
An obvious difference in the behaviour of the dynamical
models shown in Fig. 11 compared with those shown in Fig. 9
is that the loops are not as smooth in this diagram. We think this
is due to the appearance of emission in the blue wing of the 12CO
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3-1 R18 line at some phases. The effect is also visible in Fig. 10.
The Na line does not show similar emission in the model spec-
tra. The models L3C025AP and L4C025AP, i.e. the ones with
the smallest piston amplitude, are found very close to the hydro-
static series with log g= 0.0 and [Na/Fe]=+0.4 throughout the
whole pulsation cycle. Model L3C025BP with a slightly larger
piston amplitude exhibits a rather horizontal change in the dia-
gram over a large portion of the light cycle. In fact, the EW of
the Na line hardly changes between Φ =0.9 and 0.4, while the
12CO 3-1 R18 line shows a sinusoidal variation with phase. As
a result of this difference, this dynamical model cannot be ap-
proximated by a temperature sequence of hydrostatic models at
constant surface gravity. Finally, model L4C025CPM1 is clearly
offset from the hydrostatic ones towards low EW values. Weak
line strengths, also compared to the other dynamical models, are
also found for the 12CO 3-1 R82 line and the 12CO 3-1 R18 line
as can be seen in Fig. 10. Emission components appearing in the
line profiles as mentioned above could be one cause but since the
Na line does not show obvious emission components in the dy-
namical models, it seems to be more appropriate to describe this
as a line weakening, a well known phenomenon in LPVs (e.g.
Crowe & Garrison 1988).
4.2. Variability of EW over a pulsation cycle
The high S/N single-epoch observations used in the previous sec-
tion do not permit a direct evaluation of the variations with phase
seen in the model spectra. We therefore made use of an addi-
tional time series of spectra for our 47 Tuc variables, which was
obtained for an earlier project (Lebzelter et al. 2005). Owing to
the lower resolution and the lower S/N, we decided to focus on a
single line that seemed to be least affected by neighbouring fea-
tures, namely the 12CO 4-1 P27 line (cf. Fig. 6). The strongest
variations in EW were found in V1, V2, and V3, the stars with
the largest pulsation amplitudes. The results are plotted against
pulsation phase in the left-hand panel of Fig. 12. This plot com-
bines data from more than one light cycle, so that cycle-to-cycle
variations have to be considered as a source of additional scat-
ter. The other 47 Tuc variables investigated – V4, V11, and V18
– show variations with an amplitude of typically 0.1 Å with a
similar dependency on the pulsation phase, i.e. maximum line
strength near light minimum (φ≈ 0.5).
The same trend can be observed for the dynamical models,
most clearly expressed in L4C025AP, which is also shown in
Fig. 12. However, the amplitude of the dynamical model is some-
what less than what is observed in V1 to V3. Still, this variation
corresponds to a substantial change in temperature when com-
pared with the hydrostatic models. Such a comparison can be
done with the help of the right-hand panel of Fig. 12. This sup-
ports the finding from Paper I that the dynamical model atmo-
spheres can qualitatively reproduce the observed variations in
line strength. Model L4C025CPM1, the model with the largest
bolometric amplitude, gives the same amplitude for the change
in EW.
5. Discussion
5.1. C/O and 12C/13C ratios of red giants in 47 Tuc
For the five non-variable cluster giants studied in this paper
(the Lee stars), the hydrostatic models provide fits to the ob-
served spectra sufficient to derive elemental abundances. As
noted above, the metallicity was set to a fixed value taken from
the literature.
We start our analysis by constraining the C/O ratio using the
relations plotted in Fig. 8. In the following we make the assump-
tion that the five giants will have similar abundances; i.e., the
star-to-star scatter is small, although it is of course clearly visible
in the figures presented in the previous section. We also assume
that the log g value derived from independent measurements is
adequate. A value of C/O= 0.25 seems to give a reasonably good
fit for the observations. Within the uncertainties of the measure-
ment, the calculated Teff values of the Lee stars (Table 1) are con-
sistent with the temperatures of the best-fitting models in Fig. 8.
Even allowing an uncertainty of 0.5 in the value for the surface
gravity, the error of the C/O ratio would be limited to 0.1. The
measured subsolar C/O ratio is consistent with a reduction of car-
bon on the surface by the first dredge-up, as well as the oxygen
overabundance and carbon underabundance in pre-RGB stars in
47 Tuc measured by Carretta et al. (2005).
Next we determine the 12C/13C ratio with the help of the
quantities plotted in Fig. 9. The combination of the 12CO and
13CO band heads has the convenient property that a change in
C/O shifts the relation between the two feature strengths along
the path for a constant isotopic ratio; i.e., it has no effect on the
determination of the latter quantity. The carbon isotopic ratio can
therefore be determined with an accuracy of ±1 (for the range
given here). For Lee 1505, Lee 2426, and Lee 4603, we find a ra-
tio of 7, and for Lee 1510 and Lee 1603 a ratio of 10. For dwarfs
in this cluster, Carretta et al. (2005) find isotopic ratios clearly
above 10, while their sample of subgiants shows 12C/13C values
between 9 and 12. Attributing this reduction to first dredge up
suggests that the main sequence value was lower than the so-
lar isotopic ratio, a consequence of primordial pollution with
CN burning products in the cluster. The values for the sub-
giants are only slightly higher than the values we found for our
RGB stars. This is consistent with the finding of Shetrone (2003)
that the isotopic ratio of carbon stays nearly constant above the
RGB bump. However, the mild reduction we see is likely due to
extra-mixing on the RGB (e.g. Nollett et al. 2003; Eggleton et al.
2008; Lederer et al. 2009, and references therein).
5.2. Abundance determination in LPVs
The low stellar masses of the 47 Tuc AGB stars mean we can
safely assume that the surface abundance is not altered by third
dredge up (e.g. Straniero et al. 2003). Combined with the small
scatter of the abundances found for our five red giants, we ex-
pect to find abundances similar to the red giants for the AGB
stars. This allows us to study the effect of the dynamics on the
abundance determination.
We compare different observed spectroscopic features with
results of hydrostatic models, identifying discrepancies and/or
inconsistencies. The fundamental stellar parameters, i.e. mass,
luminosity, and Teff , derived for the LPVs in the 47 Tuc sample
suggest log g values between −0.2 and 0.5 as appropriate. For
each spectroscopic feature we explore how the feature strength
compares with the prediction from the model.
We start with the OH 15573 line versus the 12CO band head,
used for determining C/O (Fig. 8). V1 and V7 are found close to
a temperature sequence of hydrostatic models with log g= 1.0;
i.e., the 12CO band head comes out too weak or the OH line is
too strong to place them on a sequence corresponding to an ap-
propriate log g. Surface gravities derived from mass, colour, and
luminosity, as done here, therefore indicate a C/O ratio of sig-
nificantly less than 0.25 in both cases (to shift a temperature se-
quence with a given log g to the left in Fig. 8). This is, however,
unrealistic, indicating that the lines are affected by dynamics. In
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Fig. 12. Left: Variation in the equivalent
widths in [Å] of the 12CO 4-1 P27 line over
the light cycle for the three 47 Tuc LPVs with
the largest photometric amplitudes (V1, V2,
V3, colour coded). Also shown is the cor-
responding variation with pulsation phase as
derived for the dynamical model L4C025AP.
Right: Line-strength variation of the same line
for one Teff–sequence of hydrostatic models
with log g= 0.0. The dotted lines mark the to-
tal range of equivalent widths measured for V1.
this context it is interesting to recall that the dynamical model
L4CO25CPM1 predicts a change over the pulsation cycle reach-
ing from the area of hydrostatic models with log g = 0 to those
with log g = 1.0. In this sense, a difference between the observed
EW and the expected log g value might be reproducible by dy-
namical models.
V11 and V18 are located within the expected log g range, so
a hydrostatic model would lead to a consistent C/O ratio of 0.25.
For V2, V3, and V4 we measure very strong OH lines, most
likely due to line doubling as outlined below. All three stars are
found beyond the end of our model sequences. From the stellar
parameters derived in Sect. 2, the log g value of V4 is expected
to be closer to 0, so the star is somewhat offset to the left of the
corresponding hydrostatic sequence. The CO band-head strength
of V2 and V3 is consistent with the estimated surface gravities
around log g=−0.2 and a C/O ratio of 0.25 for these two stars. A
C/O ratio of 0.48 (indicated in Fig. 8 by the dash-dotted line for
log g= 1.0) is only possible if the surface gravity of the two vari-
ables is significantly higher than expected. However, since the
concept of determining stellar parameters for long-period vari-
ables has to be seen with caution, the C/O ratio determined in
this way comes with some uncertainty. Nevertheless, we note
the consistency of the findings with the assumption of a rather
constant C/O for all objects on the upper giant branch of 47 Tuc.
It is interesting to compare this result with the pulsation
phases at the time of observation. Since the light curves of V7,
V11, and V18 are not regular enough to allow for determining
a reliable pulsation phase, we restrict ourselves to V1, V2, V3,
and V4. We found that V2 and V3 show line strength that is very
comparable to a hydrostatic model of similar log g. Their pulsa-
tion phases are 0.35 and 0.18, respectively. V1 and V4, which
both show an offset, were observed at phases 0.9 and 0.8, re-
spectively. The dynamical model L4C025CPM1 shows a similar
offset at some phases. However, the model reaches the maxi-
mum offset near light minimum, i.e. phase 0.5. Up to this point
we have focussed on the log g value in our comparison. How-
ever, we also have to take a closer look at the temperature, even
though the concept of defining a Teff value is questionable for
the highly extended atmospheres of AGB variables. Still we im-
mediately note that stars like V1, V2, V3, or V4 are found close
to the low-temperature end of our hydrostatic sequences, cor-
responding to temperatures of 2600 K or even less. Observed
NIR colours, however, suggest a significantly higher tempera-
ture at the time of the observations (see Table 1). The difference
of 900 K is also far more than what would be expected at any
time during the light cycle. Furthermore, no spectra of the four
stars were obtained near minimum light where we would expect
the star to be reddest. Therefore, while the log g values seem
to be consistent with the observed EWs, the temperature values
we estimate from NIR photometry are not. The reason for this
can be easily seen in the upper panel of Fig. 5. The OH line at
15573 Å we study here is clearly broadened in V2 by a second
component; i.e., we see a case of beginning line doubling. This
leads to an increased EW of the line.
In summary, for this feature we find that C/O ratios derived
from the two-feature-strength plot presented in Fig. 8 under the
assumption of a given log g value are either as expected or lower.
Our observations suggest a dependency of this offset on phase.
The feature strengths are inconsistent with an effective tempera-
ture derived under hydrostatic assumptions.
In the case of the comparison between the 12CO and 13CO
band head (Fig. 9), V1 and V7 show similar behaviour to the
previous two features studied; i.e., the measured EWs corre-
spond to a log g value significantly higher than expected. We
note the bending of the hydrostatic temperature sequences at the
low-temperature end. V1 is indeed at the end of the log g =1.0
sequence for an isotopic ratio 12C/13C=7, not on the 12C/13C=10
sequence. Therefore, this is completely consistent with the find-
ings from Fig. 8 regarding the log g value. The same is true for
V4, which is again found somewhat above the low-temperature
end of the log g =0.5, 12C/13C=7 sequence. V2, V11, and V18
give band strengths similar to the predictions of a hydrostatic
model with log g =0.0. The only variable with a different be-
haviour is V3, which probably has too weak a 13CO band head.
The most trivial explanation that the star has a higher carbon iso-
topic ratio would require either a dredge up of 12C on the AGB,
which is very unlikely in these stars and which would also mani-
fest itself in a different C/O ratio, or the absence of extra-mixing
on the first giant branch, which poses the question why this sin-
gle star has undergone a different evolution or had a different
primordial isotopic ratio. While possible, we find also a deviat-
ing behaviour of V3 in another spectral feature as discussed be-
low. For the comparison of the two band heads we end up with
the same and consistent conclusion as for the comparison of the
12CO band head and the OH line. Again, an effective tempera-
ture consistent with the measured EWs is inconsistent with the
colours of these stars.
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Table 5. Qualitative description of the line shapes of the 12CO 3-1 lines
R18 and R82.
Object-ID R18 R82
V1 doubled, red weak slightly broadened
V2 doubled, similar strength broadened
V3 doubled, blue weak slightly broadened
V4 single, broadened broadened
V7 single single
V11 single, slightly broadened
slightly broadened
V18 single single
5.3. Atmospheric structure and dynamics of LPVs
Comparison of the EWs of the two 12CO 3-1 lines we plotted
in Fig. 10 provides insight into the stellar atmospheric structure
since both lines are affected by abundance changes in a very sim-
ilar way. In particular, the differential velocity fields in the stel-
lar atmosphere resulting from the pulsation significantly change
the line profile of these moderate excitation CO lines as illus-
trated by the line doubling visible in the lower panel of Fig. 5 (cf.
Hinkle et al. 1982). Inspection of these two lines in the K-band
spectra of our seven variables reveals a variety of line profiles
which we summarize in Table 5.
We first discuss the stars showing neither line doubling nor
strong line broadening, i.e. V7, V11, and V18. V7, a star be-
having very consistently in all other features discussed, shows a
value that places it close to the hydrostatic log g = 1.5 sequence;
i.e., for our hydrostatic approach either its R82 line is too weak
or both lines are too weak. Considering its typical location along
the temperature sequence in the other diagrams, the latter case is
more likely. This finding is very interesting since it indicates that
even stars that are thought to be quasi-hydrostatic owing to their
small pulsation amplitude still can exhibit clear signatures of a
non-hydrostatic atmospheric structure. In this context we also
have to note the slight broadening of these lines in V11 com-
pared to a hydrostatic case. However, the line strengths in the
spectrum of V11, and also in V18, are not outstanding and are
consistent with the results from the other features where these
stars show no strong deviation from the hydrostatic models.
In the spectral features discussed above the occurrence of
line doubling led to a location in our two-feature diagrams con-
sistent with our derived log g value but inconsistent with the
colour temperature. In the case of the two CO lines, this is true
for V2, but not for V3 and V4, both deviating strongly from
the hydrostatic log g = 0 sequence. At this point, the limitations
of fitting dynamical stars with hydrostatic models are clearly il-
lustrated. However, none of our dynamical models studied here
reaches the line strengths observed in the large amplitude 47 Tuc
variables. For completeness we note that V1, which shows indi-
cations of line doubling in both CO lines, behaves consistently
with what we found for the other spectral features.
Since the primordial scatter of the Na abundance is quite
large in 47 Tuc, the Na line in our spectra is only of limited use
in estimating the dynamical effects on the abundance determi-
nation. However, the strong offset of V1, V2, and V3 from the
other giants in Fig. 11 suggests that the Na line is weaker in the
dynamical case than in hydrostatic models of similar stellar pa-
rameters. The behaviour of the dynamical models suggest that
there might be phases where the sodium line strengths approach
the hydrostatic case, but to check this spectroscopic time series
covering a whole light cycle for at least one of the large ampli-
tude variables would be needed.
5.4. Behaviour of the dynamical models
While the limited set of dynamical models used in this study led
to some qualitative improvements compared to hydrostatic mod-
els, it did not provide satisfactory quantitative fits for all investi-
gated features of the long-period variables of 47 Tuc. However,
the four different sets of parameters for the models analysed in
detail in Sect. 4.1 permit a study of the effects of these param-
eters on the EWs of the synthetic spectral features. We noted
above that for some spectral features temporal variations of the
dynamical models closely resemble a hydrostatic temperature
sequence at constant log g, while in other features they strongly
deviate from the hydrostatic models. The deviation from the hy-
drostatic case is more obvious for the band heads studied – see
in particular Figure 9 – than for individual atomic or molecular
lines. The spectra of V3 and V4 support the possibility that such
deviations in the 13CO band head strength from the hydrostatic
case occur in real LPVs.
A main result of Paper I was the discovery of an asymme-
try in the variation of the feature strengths between the rising
and the descending branch of the light curve. As a result, the
models – and also observed miras – produce a loop in a dia-
gram showing feature strength vs. colour. In the present paper
we show that these loops are found also in diagrams relating two
feature strengths with one another. The loops are reminiscent of
loops in colour-colour diagrams due to phase-shifted variations
of molecular features originating in different layers (Bladh et al.
2013). Although one can recognize some differences in the loca-
tion and extension of such loops our limited set of models does
not permit the identification of systematic dependencies with any
model parameter.
In dynamical models abundance differences not only lead
to an overall shift of the curves (as found for the hydrostatic
models) describing EW change over a pulsation cycle but can
also affect the shape of that loop. This is clearly seen for model
L4C025AP in Fig. 9 for curves of carbon isotopic ratios 7 (dark
blue), 10, and 30 (light blue). The shape of the loop changes for
an isotopic ratio of 30 producing a double loop structure. Since
all these three calculations are based on the very same atmo-
spheric structure, this demonstrates the strong effect of shifting
the line forming region in geometrical distance depending on the
adopted isotopic ratio in the case of dynamical atmospheres. A
similar change is seen for the C/O ratio in Fig. 8.
6. Conclusions
In this paper we derived abundances for a small sample of red,
non-variable giants in the globular cluster 47 Tuc. Assuming
no abundance changes due to third dredge up or other mixing
processes in the cluster’s low mass AGB stars we tested vari-
ous options for deriving elemental abundances for long period
variables. Our high-resolution spectra of the AGB variables in
47 Tuc reveal that the objects with the largest variability ampli-
tudes show effects on the line profiles due to atmospheric veloc-
ity fields that cannot be reproduced by hydrostatic models. As
illustrated in Fig. 5, dynamical model atmospheres can in prin-
ciple produce similar line components (see also Nowotny et al.
2005). However, none of the nine configurations of the dynam-
ical models tested here (Table 4) gave a good fit to the entire
observed high-resolution spectra. Nevertheless, the dynamical
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model fits the observed spectrum of the large-amplitude vari-
able V2 much better than any hydrostatic model, thereby indicat-
ing the potential of dynamical model analysis of high-resolution
LPV spectra.
In our analysis, we concentrated on comparing observed and
modeled equivalent widths of selected spectral features. While
the range of values covered by hydrostatic and dynamical mod-
els shows some overlap with the observed values, neither hydro-
static nor dynamical models were able to provide a consistent
fit for any of the four most variable stars, V1, V2, V3, and V4.
Some success for a fit with a single hydrostatic model could be
achieved for the mildly pulsating stars V11 and V18, although –
as for the other variables – the corresponding temperature of a
hydrostatic model with the same equivalent widths and the same
log g value is much lower than what would be expected from the
stars’ colours. The fitting of V18 by a single hydrostatic model
is remarkable since the star shows significant dust mass loss, and
therefore one would expect an atmospheric structure that shows
clear signs of stellar pulsation3. For the third small amplitude
LPV in our sample, V7, a model producing good fits was not
found.
We can compare our findings with the work by
McSaveney et al. (2007), who made a similar attempt to
derive element abundances from NIR spectra of some LMC
AGB stars. They identify the time around visual light minimum
as the best one for this task, while spectra obtained close to
light maximum could not be fitted with synthetic spectra. In
the intermediate mass stars studied in their paper, the shock
enters the atmosphere around phase 0.7 to 0.8 and leaves it
again near phase 0.4. The spectroscopic time series of the 47
Tuc variables V1 to V3 presented in Lebzelter et al. (2005)
suggest the presence of line doubling, hence of a shock in the
atmosphere, between phases 0.75 and 0.2, i.e. very similar to
the intermediate mass stars. Unfortunately, we do not have
any Phoenix observations obtained near light minimum, there-
fore we cannot directly test the finding of McSaveney et al.
(2007) that the minimum is the best phase to measure element
abundances. Our coverage of a complete pulsation cycle in
the 12CO 4-1 P27 line (Figure 12) does not favour a particular
pulsation phase in terms of a better model fit. The range of
measured equivalent widths of that line in the 47 Tuc variables
agrees with the range covered by the hydrostatic models for
log g= 0, although it again requires that quite low temperatures
are reached by the variables, temperatures too low to have a
counterpart in the near-infrared colours.
The dynamical models tested here did not properly repro-
duce the equivalent widths for the 47 Tuc variables. One diffi-
culty lies in the selection of the parameters of the starting model
based on observational quantities. We showed that agreement in
luminosity, colour indices, and metallicity, and an approximate
agreement in the K amplitude is not sufficient to obtain a model
that satisfactorily fits the strengths of observed spectral features.
It is not clear whether this indicates a problem in the model struc-
ture or the need to improve the model selection by including
further stellar parameters. An obvious problem is a realistic de-
scription of the mass loss in these stars. Some of the 47 Tuc stars
clearly show a dusty mass loss, but none of the three dynamical
models that develop winds produces realistic spectra. The two
models where the outflows are driven by true absorption on dust
3 We note that the dust signatures of this star could be the result
of a higher mass loss rate in the past, so the current mass loss rate
could be lower. See the discussion on the evolutionary status of V18
in Lebzelter et al. (2006).
grains do not reproduce the observed near-infrared colours. The
remaining model, if assuming pure scattering on dust grains as
a driving force, shows problematic emission features. It is rea-
sonable to assume that also under the conditions in the 47 Tuc
AGB stars dust formation in the stellar atmosphere will affect
the atmospheric structure and extension. This, again, would in-
fluence the line strengths in the spectra. To tackle this problem,
a better understanding of mass loss and dust formation in these
low-luminosity and low-metallicity AGB stars is clearly neces-
sary.
Keeping in mind the variety we see in the observations and
the uncertainties in the dynamic models regarding the funda-
mental parameters and the wind mechanism, it is clear that the
study presented in this paper and in Paper I is a limited first ef-
fort on the highly complex topic of determining element abun-
dances and isotopic ratios for large-amplitude variable stars. Hy-
drostatic models of low log g and an effective temperature lower
than what is consistent with photometry can be useful for ex-
tracting the stellar composition from the high-resolution spectra
of AGB variables, but the results come with considerable un-
certainties that are far beyond observational errors. In general,
selecting stars with smaller light amplitudes eases the fitting pro-
cess. However, our study also shows that even mildly pulsating
stars can have spectral line strengths that cannot consistently be
fit with hydrostatic models.
Abundance offsets between values derived from hydrostatic
models and the corresponding variable star observations need to
be validated by further investigations. The path followed here –
using AGB variables for which the abundances can be predicted
from other, non-variable sources – seems to be a good choice for
this validation process. But also for the next step, deriving abun-
dances directly from AGB variables, ensembles of such objects
in stellar clusters could be the preferred target since the expected
similarity of the abundance pattern can be used to average out
the dynamical effects acting in individual stars.
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