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This article discusses how concepts and methods of complex networks can be applied to real-
time imaging and computer vision. After a brief introduction of complex networks basic concepts,
their use as means to represent and characterize images, as well as for modeling visual saliency, are
briefly described. The possibility to apply complex networks in order to model and simulate the
performance of parallel and distributed computing systems for performance of visual methods is
also proposed.
PACS numbers:
I. INTRODUCTION
To a large extent, scientific advances have been con-
strained by the increasing complexity of the data and
dynamics under analysis. Having initially tamed the
simplest systems by using linear systems or linear ap-
proximations (and as a consequence missing the most in-
teresting dynamics), science and engineering progressed
inexorably towards the so-called complex systems and
structures. Driven by challenging applications in areas
such as biology and neurosciences, the developments in
image processing and computer vision have been no ex-
ception to this rule. Along the last decades, not only
has the availability of high resolution images increased
substantially, but the problems under analysis have also
became more and more intricate as implied by the under-
lying non-linear dynamics and spatial complexity. For
instance, advances in biotechnology and image acquisi-
tion have allowed the capture of 4D images (3D plus
time) identifying gene expression in presence of anatomi-
cal structures (e.g. [1]). High complexity visual data has
also been continuously produced as results of simulations.
While the capture and storage of such data implies their
own technological demands, the concepts and method-
ologies required for the analysis and modeling of such
results impose major challenges not only on the theoret-
ical side, but also on developing computational resources
capable to cope with the complexity of both data and
algorithms. The latter is particularly critical because of
the recent slow down of Moore’s law. In this text we
briefly overview how the area of Complex Networks, by
incorporating many flexible and powerful concepts and
tools, can provide the means for significant advances in
real-time imaging science and technology.
II. COMPLEX NETWORKS
Complex networks and graph theory are closely in-
tertwined areas. However, while the latter concentrates
on combinatorics and mathematical theoretical formal-
ism, the former emphasizes dynamics, statistics, statis-
tical physics, and applications. Yet, the eventual differ-
ences between these two areas should be considered for
their potential to complement one another, and not as
a divisive barrier. While random networks have been
around for a long time (e.g. [2]), their applicability has
been constrained by the fact that few structures and phe-
nomena in nature seem to follow uniformly random orga-
nization [23]. It was mainly through the studies of small
world properties of social networks (e.g. [3]), jointly with
the more recent characterization of power law (or scale
free) networks (e.g. [4]), that the area of complex net-
works gained momentum to become one of the most ex-
citing modern fields of research. The success of complex
networks stems from several factors, especially: (i) the
generality of networks (and graphs) to model virtually
any discrete structure; (ii) the fact that natural struc-
tures often present small world or scale free connectivity;
and (iii) the possibility to relate the network topology
and dynamics. Although relatively young, the applica-
tions of complex networks already extend from genetics
to scientific citations. Complex networks have been re-
viewed in comprehensive surveys (e.g. [4, 5, 6, 7]) and
books (e.g. [3, 8, 9]).
Of particular interest to imaging and vision are the spe-
cial category of networks known by the name of spatial or
geographical. Such networks are characterized by the fact
that each constituent node has a specific, well-defined po-
sition within an embedding space. Examples of spatial
networks include highways, air routes between airports,
power distribution systems, among many others. Net-
work representation of images are inherently spatial, as
the position of pixels, regions or objects associated to the
networks will have well-defined coordinates. A particu-
larly interesting possibility is to consider spatial networks
where the positions of the nodes vary along time, as is the
case with mobile communications or video. In addition
to their connectivity, spatial networks are also character-
ized by the spatial distribution of the nodes along space.
Because of the adjacency imposed by the most immediate
neighbors, spatial networks tend not to exhibit the small
world property, unless long range connections are incor-
2porated. At the same time, the strength of the intercon-
nection between pairs of nodes usually tend to decrease
with the distance between those points. A particularly
interesting concept for analysis of the spatial structure of
such networks is the Voronoi diagram (e.g. [10]).
III. COMPLEX NETWORKS FOR IMAGE
REPRESENTATION
Image analysis and recognition involve the integration
of information and clues from local properties of the pix-
els (e.g. gray-level, color) to neighborhoods, objects and
scenes (e.g. [11]). In other words, the integration of
the visual information takes place along several scales
of space and time, from micro to macro, and vice-versa
(e.g. [12]). While many shape and image analysis meth-
ods have relied on the use of pixels as basic elements
(e.g. [11]), the representation of an image as a complex
network allows the short, medium and long range rela-
tionships between pixels as objects to be explicitly rep-
resented and taken into account. Therefore, it would be
interesting to conceive algorithms taking into account not
only the raw image, but also its enhanced representation
as a complex network.
There are several possibilities for transforming an im-
age into a complex network. In this article we restrict
our attention to the two following methodologies. In
the first, each pixel is associated to a node, while edges
are defined in terms of the similarities between the lo-
cal properties of pixels [13, 14]. For instance, it is pos-
sible to associate every pair of pixels through an edge
whose weight is inversely proportional to the difference
between the respective gray-levels. Other local features
such as gradient magnitude and orientation, local dis-
persion, and color, can also be considered for defining
the similarities and weights. In order to simplify the oth-
erwise densely networks obtained by such a methodology,
it is often useful to establish a threshold for connections
(i.e. only the most similar pixels are connected) and to
consider for connections only those pixels lying within
a fixed distance from the reference node (e.g. [15, 16]).
The second methodology for converting an image into a
graph involves the determination of tangent (or normal)
fields along the image contours and interconnecting all
pixels falling under the straight lines determined by such
fields [17] (more detail in Section V).
IV. COMPLEX NETWORKS FOR IMAGE
CHARACTERIZATION AND ANALYSIS
Once an image is represented as a complex network,
it becomes possible to devise more comprehensive algo-
rithms for its characterization and analysis which rely
not only on local properties (i.e. pixels and respective
neighborhoods), but also on medium to long range rela-
tionships. For instance, the node degree [24], as well as
many other measurements associated to individual nodes
(e.g. clustering coefficient [4] and hierarchical measure-
ments [18, 19, 20]) can be used as subsidy for identifi-
cation of textures [13, 16] and even objects. Another
example of a typical image analysis situation where com-
plex networks presents promising performance is image
segmentation, i.e. the task of identifying the parts of
the image corresponding to the existing objects in the
image. Of particular interest is the application of com-
munity finding algorithms. Loosely speaking, a commu-
nity (e.g. [21]) is a portion of the network (a subnetwork)
whose nodes are more intensely related one another than
with the rest of the network. The problem of identify-
ing communities in networks is challenging and closely
related to problems in pattern recognition [11], sharing
methodologies and limitations. Such algorithms can be
applied to images represented as networks so that each
community will, in principle, correspond to a segmented
region [14]. Because the network representation typically
supplies more information than just the pixels and their
immediate neighborhood, it is expected that such algo-
rithms may lead to enhanced performance when com-
pared to traditional image segmentation methodologies.
V. COMPLEX NETWORKS FOR VISUAL
SALIENCY DETECTION
In this section we illustrate the possibility of integrat-
ing the topological and dynamical properties of an im-
age represented as a complex network [17]. First, the
image is transformed into a complex network by repre-
senting the edge elements in the images as nodes and
defining the network links as follows. For each high con-
trast pixels p (i.e. an edge) of the image, its orientation
α (e.g. direction of the gradient at p) is estimated and
used to define a straight line L throughout the image
which passes through p and has orientation α. All other
edge elements of the image which fall under the line L
are connected bidirectionally to p. Now, a random walk
is performed on the obtained network which proceeds as
follows: being currently at node p, the next movement
is determined at random between the edges emanating
from p. The steady state solution of such a dynamics
can be conveniently obtained in terms of the eigenvector
equation ~q = W~q, where W is the stochastic matrix as-
sociated to the Markov chain driven by the random walk
and ~q is the state occupancy at equilibrium. It has been
shown [17] that the nodes with highest values of occu-
pancy ratio tend to correspond to points of high saliency
in the image. Actually, such a basic framework can be im-
mediately extended to treat other situations in saliency
detection such as those involving elementary, pre-defined,
saliency indices associated to each object or point [17].
This example also illustrates how complex networks can
be defined with nodes associated not to pixels, but to
pre-defined regions or objects at larger spatial scales.
3VI. COMPLEX NETWORKS FOR MODELING
AND QUANTIFICATION OF PERFORMANCE
Another area where complex networks can provide
valuable help for those working on real-time image pro-
cessing and analysis concerns the characterization, mod-
eling and simulation of the performance of real-time dis-
tributed systems. Distributed systems can be immedi-
ately mapped as complex networks – each processor as
a node, with respective interconnections – and the effect
of different interconnections models (e.g. random, small
world, scale free, regular lattices) over the respective per-
formance quantified through simulations. Such a possi-
bility has been preliminary addressed regarding the per-
formance of grid computing systems [22], where the per-
formance while distributing computer tasks was quanti-
fied in terms of speed-up measurements. We are currently
applying a similar methodology for investigating the per-
formance of distributed systems interconnected through
different network models while processing a stream of
real-time video frames.
VII. CONCLUDING REMARKS
This article has overviewed the perspectives of the new
area of complex networks for coping with the demands
being imposed onto imaging and real-time processing as
a consequence of ever increasing complex data and algo-
rithms. It has been argued that, because of their gen-
erality for representation of discrete structures and em-
phasis on statistics and dynamics, complex networks can
greatly contribute to advances in areas including image
characterization and segmentation as well as the analy-
sis of performance of real-time parallel and distributed
systems. Illustrations of the potential of such a method-
ology have been provided with respect to several typi-
cal problems in real-time image processing and analysis,
including image segmentation, texture characterization,
saliency detection at varying spatial scales, and quan-
tification and modeling of distributed systems for video
processing. Because of the incipiency of such applica-
tions, there is plenty of room for related developments
and investigations.
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