This paper studies a discrete-time single-server queue with two independent inputs and service interruptions. One of the inputs to the queue is an independent and identically distributed process. The other is a much more general process and it is not required to be Markov nor is it required to be stationary. The service interruption process is also general and it is not required to be Markov or to be stationary. This paper shows that a stochastic decomposition property for the virtual waiting-time process holds in the discrete-time single-server queue with service interruptions. To the best of the author's knowledge, no stochastic decomposition results for virtual waiting-time processes in nonwork-conserving queues, such as queues with service interruptions, have been obtained before and only work-conserving queues have been studied in the literature.
Introduction
Ott [5] has studied an M/GI/1 queue with additional inputs. The input to the queue consists of the sum of two independent stochastic processes which are called the X-process and the Y -process. The X-process is an 'M/GI'-type input process. On the other hand, the Y -process is a much more general stochastic process and it is not required to be a Markov process with independent increments or to be stationary. It has been shown that a stochastic decomposition property for the virtual waiting-time process holds in the setting where the virtual waiting-time process has existed since 'time = −∞'(this setting is made to approach the stationary situations as closely as possible). The stochastic decomposition property is explained as follows: the virtual waiting-time process in the queue is decomposed (in the sense 'in distribution') into two independent components, one of which is the stationary virtual waiting time in the M/GI/1 queue where the input is the X-process, and the other is a stochastic process denoted by V 2 (t) (for the definition of the process V 2 (t), see [5] ). A special case where the Y -process is a 'GI/GI'-type input process was considered in [6] . In the special case, the stochastic decomposition property is interpreted as follows: the virtual waiting-time process in the queue is decomposed (in the sense 'in distribution') into two independent components, one of which is the stationary virtual waiting time in the M/GI/1 queue where the input is the X-process, and the other is a quantity which is related to the virtual waiting-time process in the special GI/GI/1 queue where the arrival process is the same as that of the original GI/GI-type input but the service-time distribution is Decomposition property in a discrete-time queue 525 different and it is expressed through both the service-time distribution of the GI/GI-type input and the busy-period distribution in the M/GI/1 queue. Takine and Hasegawa [8] considered another special case where the Y -process is a stationary MAP (Markovian arrival process) with state-dependent service-time distributions, and they focused only on the stationary virtual waiting-time process. They showed that, in the stationary setting, a stochastic decomposition property holds for the conditional virtual waiting-time process. Ishizaki et al. [4] studied a stochastic decomposition property in a discrete-time queue, where the X-process is a BBP (batch Bernoulli process) and the Y -process is a discrete-time 'GI/GI'-type input process. They focused only on the stationary virtual waiting-time process and they showed that, in the stationary setting, a decomposition property for the virtual waiting-time process holds. This paper shows that a stochastic decomposition property for the virtual waiting-time process holds in a discrete-time single-server queue with service interruptions. To the best of the author's knowledge, no stochastic decomposition results for the virtual waiting-time process in non-work-conserving queues, such as queues with service interruptions, have been obtained before and only work-conserving queues have been considered in the literature. The most significant contribution of this paper is then to first show that a stochastic decomposition property holds in queues with service interruptions. In a general setting, we study a conditional stochastic decomposition property in this paper. The setting for the inputs is similar to that in [5] . In this paper, the two inputs are called the A-process and the B-process, which correspond to the Y -process and the X-process in [5] respectively. The service-interruption process, which is called the δ-process, is also general and it is not required to be Markov nor is it required to be stationary. In addition, the δ-process and the A-process may depend upon each other. Another unique feature of the queue considered in this paper is the setting of the initial state. We assume that the virtual waiting-time process starts at 'time = 0' with a random initial state, and we allow a dependency among the δ-process, the A-process and the initial state. The conditional decomposition property (Theorem 1 and Corollary 1 below) which will be established in this setting is interpreted as follows: the virtual waiting-time process in the queue is decomposed (in the sense 'in distribution conditioned by the history of the A-process and the δ-process') into two independent components, one of which is the stationary virtual waiting time in the queue where the input is the B-process and the server is work conserving, and the other is a quantity which is related to the virtual waiting-time process in the special queue where the service-interruption process is the same as that in the original queue and the amount of work brought in a time slot is expressed through the amount of work brought by the A-process in the original queue in the time slot, the availability of the server and the busy period distribution in the queue where the input is the B-process.
The remainder of this paper is organized as follows. Section 2 describes the queues considered in this paper. Section 3 shows our main result. Concluding remarks are drawn in Section 4.
Model
In this section, we consider three discrete-time queues which are called the original queue, the stationary queue with i.i.d. (independent and identically distributed) input stream and the special queue. Each queue consists of a single server and a buffer where the buffer capacity is infinite. Time is divided into unit-time intervals called slots (for variations and notational conventions of discrete-time queues, refer to e.g. [2] , [7] ).
The original queue has two input streams which are represented by the A-and B-processes. The server in the original queue is subject to breakdown and the availability of the server in the 526 F. ISHIZAKI original queue is determined by a stochastic process which is called the δ-process. The stationary queue with i.i.d. input stream has only one input stream, which is stochastically identical to the B-process. The server in the stationary queue with i.i.d. input stream is always available. The special queue has only one input stream, which is represented by theÂ-process constructed from the A-and δ-processes and the distribution of a delayed busy period in the stationary queue with i.i.d. input stream. The server in the special queue is also subject to breakdown and the availability of the server in the special queue is also determined by the δ-process. We focus on the virtual waiting-time process in the original queue, that in the stationary queue with i.i.d. input stream and that in the special queue, which are denoted by {X n } n∈Z + , {U n } n∈Z + and {X n } n∈Z + respectively. In the next section, we will show that the virtual waiting time in each slot in the original queue is (in the sense 'in conditional distribution') decomposed into two independent terms: the virtual waiting time in the stationary queue with i.i.d. input stream and a quantity which is closely related to the virtual waiting time in the slot in the special queue.
In what follows, we give a detailed description of the three virtual waiting-time processes. We assume that all stochastic processes and random variables are defined on a common probability space ( , F , P). Also, we assume that all random variables defined in this section are P-integrable.
First, we describe the virtual waiting-time process in the original queue. The original queue has two independent input streams. The server is subject to breakdown and the availability of the server is stochastically determined. To describe the two input streams, we introduce two stochastic processes, {A n } n∈Z + on Z + and {B n } n∈Z + on Z + , which represent the amounts of work brought into the original queue in each slot. The processes {A n } and {B n } are called the A-process and the B-process respectively (they correspond to the Y -process and the Xprocess in [5] respectively). To describe the availability of the server, we also introduce a stochastic process {δ n } n∈Z + on {0, 1}, called the δ-process. Let X n (n ∈ Z + ) denote a random variable on Z + representing the virtual waiting time in the original queue in the nth slot. The virtual waiting-time process evolves from the random initial state X 0 according to the following recursion for n ∈ Z + :
where x + = max(x, 0). To establish a decomposition property for the virtual waiting-time process in the original queue, we need some assumptions for the B-process. On the other hand, for the A-and δ-processes, there is no restriction. The A-and the δ-processes are not required to be Markov. Also, they are not required to be stationary nor to be ergodic. Any dependency between the A-process and the δ-process is allowed. For example, A n may depend on {δ l } l≤n due to some control mechanisms. For notational convenience, we define an increasing sequence of sub-σ -field {F n } n∈Z + and a sub-σ -field F ∞ of F by
respectively, where σ (A 0 , . . . , A n , δ 0 , . . . , δ n ) and σ ({(A n , δ n )} n∈Z + ) denote the σ -field generated by {A 0 , . . . , A n , δ 0 , . . . , δ n } and the σ -field generated by {(A n , δ n )} n∈Z + respectively. We put the following restriction on the B-process. Assumption 1 means that the B-process is an i.i.d. sequence which is independent of X 0 and the A-and δ-processes. Furthermore, the traffic intensity of the B-process is less than 1.
We here introduce some generating functions. For n ∈ Z + and any sub-σ -field G ⊂ F , we define a generating function X * n (· | G) associated with the virtual waiting-time process in the original queue by
Also, we define a generating function B * (·) associated with the B-process by
Next, we describe the virtual waiting-time process in the stationary queue with i.i.d. input stream. The stationary queue with i.i.d. input stream has only one i.i.d. input stream, which is stochastically identical to the B-process, and the server is always available. Let U n (n ∈ Z + ) denote a random variable on Z + representing the virtual waiting time in the stationary queue with i.i.d. input stream in the nth slot. The process {U n } n∈Z + evolves according to the following recursion for n ∈ Z + :
It is known that, under the stability condition ρ B < 1, {U n } has a unique stationary distribution. We then assume that {U n } is stationary. Let U * (·) denote the generating function of the stationary virtual waiting time U n in the stationary queue with i.i.d. input stream:
We easily see that U * (·) is given by
(see e.g. [2] , [4] , [7] ). Finally, we describe the virtual waiting-time process in the special queue. The server in the special queue is subject to breakdown and the availability of the server is determined by the δ-process in the same manner as in the original queue. The special queue has only one input stream, which is represented by theÂ-process specified below. We describe the virtual waiting-time process in the special queue. LetX n (n ∈ Z + ) denote a random variable on Z + representing the virtual waiting time in the queue in the nth slot. The process {X n } evolves from the random initial stateX 0 according to the following recursion for n ∈ Z + :
For n ∈ Z + and any sub-σ -field G ⊂ F , we define a generating functionX * n (· | G) associated with the virtual waiting-time process in the special queue bŷ
Also, for n ∈ Z + and any sub-σ -field G ⊂ F , we define a generating functionÂ * n (· | G) associated with theÂ-process byÂ * n (z | G) = E zÂ n G .
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We will specify theÂ-process in the special queue. For this purpose, we introduce a generic random variable and its generating function. Letθ denote a generic random variable representing a delayed busy period in the stationary queue with i.i.d. input stream. We then define the generating function ofθ as
We can readily show (see [4] ) that θ * (·) satisfies
We are now ready to specify theÂ-process in the special queue. For notational convenience, we denote a sub-σ -field σ (A n , δ n ) by
for n ∈ Z + , where σ (A n , δ n ) denotes the σ -field generated by A n and δ n .
Assumption 2.
Given A n and δ n ,Â n (n ∈ Z + ) is conditionally independent of all other random elements. Furthermore, for n ∈ Z + ,
Assumption 2 implies that, given A n and δ n , the conditional distribution ofÂ n (n ∈ Z + ) is determined by the distribution of a delayed busy period in the stationary queue with i.i.d. input stream. More specifically, Assumption 2 means the following: when the server is available in the nth slot,Â n is given (in the sense 'in distribution conditioned by G n ') by the length of a delay cycle in the stationary queue with i.i.d. input stream, given that the delay cycle starts with the initial delay A n ; on the other hand, when the server is not available in the nth slot,Â n is given (in the sense 'in distribution conditioned by G n ') by the length of a delay cycle in the stationary queue with i.i.d. input stream, given that the delay cycle starts with the initial delay A n + B n (recall here that (4) holds).
Note that, from (4), we can see that (5) is equivalent to (6) . Also note that, when A n = 0 and δ n = 0, the distribution ofÂ n is identical to that of the length of a delay cycle in the stationary queue with i.i.d. input stream. Thus, when A n = 0 and δ n = 0,Â n can take a positive value. In this sense, when the server (in the special queue or in the original queue) is not available, the arrival process in the special queue may be different from the arrival process in the original queue. On the other hand, when the server (in the special queue or in the original queue) is available, the arrival process in the special queue is identical to that in the original queue in the sense thatÂ n > 0 if and only if A n > 0 (but the service process in the special queue is different from that in the original queue).
Before ending this section, we state that theÂ-process satisfying Assumption 2 can be easily constructed. To construct theÂ-process, we first introduce an auxiliary i.i.d. stochastic sequence {θ n,l } n,l∈Z + , where eachθ n,l has the same distribution asθ (i.e. the distribution of a delayed busy period in the stationary queue with i.i.d. input stream). For each n ∈ Z + , we take {θ n,l } in such a way that {θ n,l } l∈Z + is independent of all other random elements. Then, for n ∈ Z + ,Â n is constructed as follows:
Proposition 1. The processÂ n constructed according to (7) satisfies (5).
Proof. Recall the assumption that {θ n,l } l∈Z + is independent of all other random elements for each n ∈ Z + . Also recall the assumption that {θ n,l } n,l∈Z + is an i.i.d. sequence. From these assumptions we obtain that, for n ∈ Z + ,
where we used (7) in the first equality, the fact that δ n is G n -measurable in the second equality and, in the third equality, and the fact that, for n ∈ Z + , {θ n,l } l∈Z + is independent of all other random elements and {θ n,l } l∈Z + is an i.i.d. sequence.
Main result
In this section, we provide our main result. To establish this result, in addition to Assumptions 1 and 2, we need the following assumption, which links the conditional distribution of the initial virtual waiting time in the special queue to that in the original queue.
Assumption 3. There exists a nonnegative integer m such that
or, equivalently,
Assumption 3 imposes a dependence between the conditional distribution of the initial virtual waiting time in the original queue and that in the special queue in the following manner: the length of a delay cycle starting with X 0 (i.e. the initial virtual waiting time in the original queue) in the stationary queue with i.i.d. input stream is equal (in the sense 'in distribution conditioned by F m ') to the sum of two independent components, one of which is the length of a delay cycle starting with U 0 (i.e. the virtual waiting time in the stationary queue with i.i.d. input stream) in the stationary queue with i.i.d. input stream, and the other of which isX 0 (i.e. the initial virtual waiting time in the special queue).
We are now ready to state our main result. The following theorem establishes a stochastic decomposition property for the virtual waiting time in the original queue. 
Proof. First, under Assumption 1, we rewrite (1) by using the generating functions defined in Section 2. For notational convenience, we define a sub-σ -field F B n by F B n = σ (B 0 , . . . , B n ) for n ∈ Z + and F B −1 = {∅, }. Note that, since X n is a function of (X 0 , A 0 , . . . , A n−1 ,  δ 0 , . . . , δ n−1 , B 0 , . . . , B n−1 ) for n ∈ Z, (X n − δ n ) + + A n is a function of (X 0 , A 0 , . . . , A n ,  δ 0 , . . . , δ n , B 0 , . . . , B n−1 ) for n ∈ Z. Thus, for n ∈ Z + with n ≤ m, (X n are independent for n ∈ Z + . Thus, for n ∈ Z + with n ≤ m,
On the other hand, for n ∈ Z + with n ≤ m, since (A n , δ n ) is F m -measurable,
From (11) and (12) we therefore obtain that, for n ∈ Z + with n ≤ m,
Next, under Assumption 2, we rewrite (3) by using the generating functions defined in Section 2. For notational convenience, we define an increasing sequence of sub-σ -fields {FÂ n } n∈Z + of F by FÂ n = σ (Â 0 , . . . ,Â n ) for n ∈ Z + and FÂ −1 = {∅, }. Note that, for n ∈ Z, (X n − δ n ) + is a function of (X 0 , δ 0 , . . . , δ n ,Â 0 , . . . ,Â n−1 ). This implies that, for n ∈ Z + , (X n − δ n ) + is σ (X 0 ) ∨ F n ∨ FÂ n−1 -measurable. Therefore, for n ∈ Z + with n ≤ m, noting that F n ⊂ F m , we obtain that
