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ABSTRACT 
Let ($jr=,, be a family of manic polynomials that are orthogonal with respect to 
an inner product on the unit circle. The polynomials 4j arise in time series analysis 
and are often referred to as SzegG polynomials or Levinson polynomials. Knowledge 
about the location of their zeros is important for frequency analysis of time series and 
for filter implementation. We present fast algorithms for computing the zeros of the 
polynomials 4, based on the observation that the zeros are eigenvalues of a rank-one 
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modification of a unitary upper Hessenberg matrix H,,(O) of order n. The algorithms 
first determine the spectrum of H,(O) by one of several available schemes that require 
only 0(n2) arithmetic operations. The eigenvalues of the rank-one perturbation are 
then determined from the eigenvalues of H,,(O) by a continuation method. The 
computation of the n zeros of I#+ in this manner typically requires only 0(n2) 
arithmetic operations. The algorithms have a structure that lends itself well to parallel 
computation. The latter is of significance in real-time applications. 0 Else&r 
Science Inc., 1996 
1. INTRODUCTION 
tit a(t) be a distribution function with infinitely many points of increase 
in the interval [ - 7r, ~1, and assume that the moments associated with o(t), 
1 ?I 
pj=G _,” / -+da(t), j = 0, * 1, f 2,. . . , (1.1) 
exist, where i = n. Then th ere is a family of manic polynomials <4r_e, 
with deg( c#J~) = j, that are orthogonal with respect to the inner product 
where the bar denotes complex conjugation. The $rj are known as Szeg6 
polynomials. Some of their properties are discussed in [23]. 
Of particular importance is the fact that the manic Szegt; polynomials 
satisfy a recursion relation of the form 
4,( 2) = +ow = 1, 
4j+l(Z) = z4j(z) + Yj+lJj(')> j = 0,1,2 . . . , 
$j+,(Z) = rj+,z4j(z> + 4j(')* 
The recursion coefficients rj, 1 E @ are determined by 
q+l = -(l, z4j)/Pj, j = 0,1,2 >*.., 
uj+l = (1 - lbj+112)1’2’ 
(1.3) 
(1.4) 2 Pj+l = ffj+l PjY PO = PO; 
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see [23]. It can be verified by induction that the auxiliary polynomials &j 
satisfy 
l$j( Z) = z’,,( l/Z). (1.5) 
The recursion coefficients yj are referred to in the literature as reflection 
coefficients, partial correlation coejkients, or Schur parameters, the choice 
of name depending on the application in which the $j are used. The 
assumption that o(t) has infinitely many points of increase implies that (1) 
l-y,1 < 1 for all j, (2) the equations (1.3)-(1.4) hold for all j, and (3) the zeros 
of each 3 are of modulus less than one; see [39, Chapter 111 or [23]. 
Szeg6 polynomials arise in applications such as signal processing and time 
series analysis because of their connection with stationary time series. In 
these applications the Szegi; polynomials are sometimes referred to as Levin- 
son polynomials. 
The present paper considers the computation of the zeros of Szeg6 
polynomials. Knowledge of the location of the zeros is important in time 
series analysis and in the design and implementation of digital filters. A few 
applications of zeros of Szeg6 polynomials are described in Section 2. Some 
of these applications require real-time computation, and it is therefore 
important that an algorithm be available that has a low count of arithmetic 
operations and that can be implemented efficiently on a parallel computer. 
The most straightforward approach to computing the zeros of the polyno- 
mials 4, is to use a polynomial root finder; see [38, Sections 5.5-5.101 for a 
description of a few methods. For several of these methods it is important 
that the zeros be determined in an appropriate order; otherwise severe loss of 
accuracy in the computed roots may result. Moreover, in order to obtain 
globally and quickly converging methods, several iterative techniques may 
have to be employed. These considerations can make software for reliable 
and quickly converging root finders fairly complicated. Therefore the prob- 
lem of finding zeros of a polynomial should be replaced by the problem of 
computing eigenvalues of a matrix when possible; see, e.g., the discussion in 
[38, p. 2701. 
If 4,, is represented in terms of the power basis, then the polynomial 
root-finding problem can be replaced by determining the eigenvalues of the 
companion matrix associated with the polynomial. The companion matrix is a 
Hessenberg matrix and its eigenvalues can be computed by the QR algorithm 
in O(n3> arithmetic operations; see [18, Chapter 71. Experimental results 
reported by Goedecker [17] h s ow that this approach performs favorably in 
several respects compared with polynomial root-finding algorithms in some 
commercially available software libraries. See also Toh and Trefethen [40] for 
related discussions. 
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We use the recursion relations (1.3) to construct an upper Hessenberg 
matrix whose eigenvalues are the zeros of c$,,. Let 
H, = G,(Y,)G,(Y,) --* Gn-,(~n-l)bn)~ (l-6) 
where *j- 1 
Gj(rj> = 
-Yj 9 I I ? Tj E cnx”, 1 <j < n, (1.7) 'n-j-1 
is a unitary transformation in the (j, j + 1) coordinate plane defined by the 
recursion coefficient yj, and uj is defined by (1.4). Here Zk denotes the 
k X k identity matrix. Further, 
c&J = [*n-1 _y”]. (l-8) 
We refer to the matrices (1.7) as Givens matrices, and the matrix (1.8) as a 
truncated Givens matrix. 
The connection between upper Hessenberg matrices of the form (1.6) 
and SzegG polynomials was established by Gragg [N], who showed that 
c#aj( z) = det( zZj - ZZj), j z 1. 
A short induction proof of this identity is presented in Section 3. 
The computation of the eigenvalues of H,, by the QR algorithm for 
nonsymmetric matrices would require 0(n3> arithmetic operations; see, e.g., 
Golub and Van Loan [lS]. It is the p u rp ose of this paper to present a new 
algorithm that requires only 0(n2> arithmetic operations and moreover has a 
structure that lends itself well to parallel computation. Our method is based 
on the observation that the matrix H, is a rank-one modification of a unitary 
upper Hessenberg matrix. Since the Givens matrices Gj<-yj) are unitary, we 
obtain that 
H,*H,, =
t-1 
[ 1 lY"12 '
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where * denotes transposition and complex conjugation. Thus, if y,, were 
unimodular, then H, would be unitary. 
Introduce the one-parameter family of matrices 
H,(t) = G,(Y,)%(Y,) ... G,-,(~n-,)~,,(~(t))~ 0 <t =G 1, (1.9) 
where w(t) is a complex-valued differentiable function such that w(O) = 
r,/lr,,l and u;(l) = y,. Then H, = H,(l), and H,(O) is a closest unitary 
matrix to H,; see Section 3 for details. Let {h&t>& 1 denote the eigenvalues 
of H,(t). Since the unitary upper Hessenberg matrix H,(O) has positive 
subdiagonal elements, cri, us, . . . , a,, _ 1, its eigenvalues {Aj(O>>j”= 1 are uni- 
modular and pairwise distinct. There are several algorithms available for 
computing the spectrum of H,(O) in O(n’) arithmetic operations; see [5, 8, 9, 
11, 20-221. Having determined the eigenvalues { Aj(0))j”= r, we apply continua- 
tion methods, presented in Section 3, to track the eigenvalues of H,,(t) as t 
increases from 0 to 1, in order to determine the spectrum of H,(l). 
For fixed t, 0 < t < 1, let 
f( z, t) = det[ zZ,, - H(t)] 
denote the characteristic polynomial of H(t), so that 4,(z) = f(z, 1). Then 
(1.3) yields that, for 0 < t < 1, 
(1.10) 
The continuation methods we consider are based on the identity 
f(A,(t),t) =det[$(t)Z, -H,(t)] =O, O<t<l, l<j<n. 
(1.11) 
We obtain from (1.11) and (1.10) that, for 1 <j < n, 
q(t) 
0 = i.f(Aj(t)a t) =fz(Aj(t), t)t - $“-,(Aj(t))W’(t). (1.12) 
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If all eigenvalues (Aj(t)& i of H,,(t) are simple, then (1.12) yields the 
differential equations 
$“l(t) = w’(t) L( AjW) 
fzpj(t), t) ’ l QJ G 72. (1.13) 
The continuation methods described in Section 3 are prediction-correc- 
tion schemes, in which the predictor is Euler’s method applied to a modifica- 
tion of the differential equations (1.13), and the corrector is Newton’s method 
applied to the equations (1.11). The computed examples of Section 5 show 
that the continuation methods rarely fail to determine all zeros of a Szege 
polynomial +,, of moderate degree. Section 4 describes a deflation technique 
applicable when the continuation methods fail to determine all zeros. Defla- 
tion removes the known factors from 4, and gives an upper Hessenberg 
matrix associated with the remainder. 
Assuming that the number of arithmetic operations required to determine 
Aj(l) from A&O) for each j grows only linearly with R, the spectrum of H, 
can be computed in only O(n’> arithmetic operations. Computed examples 
presented in Section 5 support this assumption. Note that, in general, 
continuation methods allow each eigenvalue Aj(l) to be determined from 
hj(0) independently of the other eigenvalues. This makes continuation meth- 
ods well suited for parallel computation. 
Recently several continuation methods have been proposed for the com- 
putation of eigenvalues of symmetric and nonsymmetric matrices; see [ 15, 30, 
31, 321 and references therein. These methods can be competitive when 
implemented on sequential as well as on parallel computers. They are usually 
based on a split-and-merge technique, in which the eigenvalues of certain 
subproblems are computed and used as starting points for a continuation 
method for computing the eigenvalues of the larger eigenproblem. Our 
approach to computing the zeros of +,, can be combined with any of these 
continuation methods, using the eigenvalues of the unitary matrix as starting 
points. 
Results on the distribution of zeros of Szegi; polynomials are presented in 
[25, 26, 343, where it is shown that, under suitable conditions on the 
distribution function (Y, many of the zeros have nearly equidistant arguments. 
Plots of zeros of Szegii polynomials that arise from linear predictive coding of 
speech are shown by Brumme [lo]. These plots indicate that many of the 
Szegi; polynomials that arise in this application have their zeros close to the 
unit circle. They should therefore be quite easy to determine with the 
algorithms of the present paper. Some computational aspects of Szegi; 
polynomials are considered in [7, 241. 
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2. SZEG6 POLYNOMIALS IN 
SIGNAL-PROCESSING APPLICATIONS 
In this section we review some fundamental concepts of time series 
analysis, and describe how Szeg6 polynomials arise naturally in some impor- 
tant time series and signal processing applications. For more details and 
precise statements of the results mentioned, we refer to the signal processing 
literature, e.g., Cadzow [12], Kailath [27, 281, and Lim [331. 
A real discrete-time signal, or time series, is a sequence of real random 
variables { xk}y= _-lo ordered by a discrete time variable n. The time series is 
often assumed to have certain statistical properties. A signal operator is a 
systematic procedure that converts an input signal or excitation { x~};+_~ to 
an output signal or response { yk}y= _-m. A linear time-invariant (LTI) opera- 
tor can be expressed as a convolution, 
yk = f hjxk-j. j= _-m (2-l) 
Thus, the dynamics of an LTI operator are completely determined by the 
sequence {hjyE _ m, which is known as the impulse response of the operator. 
An LTI operator is said to be causal if hj = 0 for all j < 0. We will only 
consider causal LTI operators. They can be studied by mapping the signal 
{xk}T= em to a function of a complex variable by the z-transform. The 
z-transform of { rk}I= _ m is defined as 
k= --a 
27 E a,, (2.2) 
where fl, c @ denotes the region of convergence of the right-hand side of 
(2.2). Let az), y(z) and Hz) be th e z-transforms of {rk}y= _-co, { yklT= _=, 
and {h,}T= O, respectively. Then (2.1) is equivalent to 
The function &I z) is called the transfer function of the operator. 
A time series { rk}y= _Io is said to be wide-sense stationary &VSS) if (1) all 
xk have the same expected value E[x,l, (2) the autocorrelation of the signal 
is stationary, 
pj-k = E[ xjxk], (2.4 
132 G. S. AMMAR, D. CALVETTI, AND L. REICHEL 
i.e., E[xjxk] depends only on the difference of the indices j and k, and (3) 
the variance p,, - (E[ x0])” of each xk is finite. Note that 
/Lj = pj. (2.5) 
Signals that are WSS are simpler to analyze than those that are not. 
Therefore one often seeks to manipulate a signal so that it can he effectively 
treated as if it were WSS, even when the given signal is not. For instance, 
speech signals are not WSS. However, after a speech signal is divided into 
short subsequences, each one corresponding to a few milliseconds of “speech,” 
the subsequences can be treated as if they were WSS. 
A key property of WSS signals is that for some coefficients { crj& 1, we 
have 
wk = xk + E ajyjxk_j, 
.j= 1 
(2.6) 
where {wk}F= _-m denotes a white-noise signal. The number of terms in (2.6) 
may be infinite. The operator defined by (2.6) converts the input signal 
{ xk)T= _-m to white noise, and can be thought of as a filter that captures all 
interesting statistical properties of the signal. 
A linear predictor of order n predicts the next signal element by forming 
a linear combination of the n most recent signal elements. Assume for the 
moment that m in (2.6) is finite, and that all coefficients oj are known. 
Define the linear predictor of order m, 
LI 
xk = - E ffjxk_j. 
j=l 
The prediction error ??k = xk - 2, is then the white-noise signal. In general, 
neither the value m nor the coefficients { aj)jm_ 1 in (2.6) are explicitly known. 
When determining a linear predictor filter, one therefore typically first selects 
its order rr, and then seeks to find coefficients { crj>j”= 1 that minimize the 
mean square of the predictor error, given by 
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where we have defined ~ya = 1. The last equality of (2.7) follows from the 
assumption that {x,};= _-r is WSS. Requiring that the partial derivatives of 
the expression (2.7) with respect to the coefficients oj to vanish yields the 
linear system of equations 
n 
c pk-jffj = -pk, l<k<n, (2.8) 
j=l 
for the coefficients crj. This system is known as the Yule-Walker equations. 
Consider the Toeplitz matrix 
T n+l = 
PO PI *** ... ... CL, 
P-1 PO Pl 
P-1 *._ . . . 
. . 
Pl 
b_,, . . . . . . ..: . 
l--l PO 
(2.9) 
defined by the autocorrelation lags pj in (2.8). The matrix T, + 1 is symmetric 
and, in general, nonnegative definite. For ease of discussion, we will assume 
that T,,, 1 is positive definite. The entries { pjl$ _n can be thought of as 
moments associated with a distribution function a(t) on the unit circle, as 
defined by (1.1). In fact, the moments { pjyZ in define a piecewise constant 
distribution function on the unit circle with at most n points of increase; see 
[23, Chapter 41. Th is distribution function is unique up to an arbitrary 
rotation on the unit circle. It defines an inner product on the set of all 
polynomials of degree at most n by (1.2). We can define a family of manic 
orthogonal polynomials { 4j& o with respect to this inner product. These 
polynomials are uniquely determined by the moments { pj)jn_ _“. 
Several fast algorithms are available for the solution of the Yule-Walker 
equations, such as Levinson’s algorithm, Schur’s algorithm, and super-fast 
Toeplitz solvers; see [3, 4, 12, 18, 27, 281 and references therein. These 
algorithms provide not only the solution { rrj>j”= i of the Yule-Walker equa- 
tions, but also the recursion coefficients {r&= I and auxiliary coefficients 
{~.)j”= i for the Szegd polyn omials associated with the moments { /-A& _-fl 
defined by (2.4). We illustrate this with the Levinson algorithm. In view of 
(2.5) only moments with nonnegative index are required as input. 
134 G. S. AMMAR, D. CALVE’ITI, AND L. REICHEL 
ALGORITHM 2.1 [Levinson’s algorithm for the solution of (2.811. 
Input: { /+Lj)jn_o; Output: Iaj)jn_l, <rjy=,, tcrj)jn=1; 
a0 
:= 1, p. := /Jo; 
for m := 1,2,. . . , n do 
LL ‘k= :“1,2, . . . , m - 1 do 
lk := @k + ym%-k 
end k; 
for k := 1,2,. . . , m - 1 do ak := lk end k 
end m 
The mean squared predictor error E[lek1’] of the filter determined by 
Algorithm 2.1 is p,. The coefficients { oj>j”= 1 determined by the algorithm not 
only solve the Yule-Walker equations (2,8), but also are coefficients in the 
power basis of the auxiliary polynomials c$” given by (1.5), i.e., 
4”(Z) = 1 + 5 cujZ$ 
j=l 
see, e.g., [3, 271 for details. 
Assume for the moment that m = n in (2.6). Then the transfer function 
associated with the operator (2.6) is given by 
_qz) = i + 5 aj2-j. 
j=l 
Often one is interested in the transfer function associated with the inverse of 
the operator (2.6). It is given by 
(2.10) 
where the last equality follows from (1.5). Thus, the poles of &Iz) are the 
zeros of the Szegd polynomial 4”. The positive definiteness of the matrix 
(2.9) implies th t 11 a a zeros of &, are strictly inside the unit circle. Operators 
associated with such transfer functions are stable, and are often used in 
applications where forecasting is of interest, e.g., in economics, seismology, 
and control. 
ZEROS OF SZEGd POLYNOMIALS 135 
The location of the poles of the transfer function of a stable linear system 
determines the frequency response of the associated operator. Explicit knowl- 
edge of the poles is helpful both when manipulating Zand when implement- 
ing filters. For instance, the implementation of the filter associated with Z’in 
cascade form requires the denominator of (2.10) in factored form. This 
implementation enables parallel processing. Moreover, in order to simplify a 
filter, one may wish to remove factors of the denominator of (2.10) corre- 
sponding to zeros that are not close to the unit circle. Finally, the inverse 
z-transform of&z) of filters can be easily computed from the partial fraction 
representation of Z%? The computation of the partial fraction representation of 
Z requires knowledge of the poles of transfer function, i.e., of the zeros of 
4,. The discussion of the present section extends in a straightforward manner 
to complex time series. 
3. CONTINUATION METHODS 
This section presents continuation methods for the computation of zeros 
of Szegc polynomials &,, or equivalently, for the computation of eigenvalues 
of n X R matrices H, of the form (1.6). The first step in these methods is to 
approximate H, by an R X n unitary upper Hessenberg matrix H,(O) and 
determine its spectrum {A,(O));n= 1. Any n X n unitary upper Hessenberg 
matrix with positive subdiagonal elements can be written in the factored form 
(1.9) with t = 0, i.e., as a product of n - 1 Givens matrices and a truncated 
unitary Givens matrix. In the examples of Section 5, we compute the 
spectrum of H,(O) by the divide-and-conquer algorithm described in [21, 22, 
81, because software is available [9]. This algorithm requires 0(n2) arithmetic 
operations and is well suited for implementation on a parallel computer. 
The matrix H, can be approximated by a unitary upper Hessenberg 
matrix in many ways. Our choice of approximant H,(O) defined by (1.9) is 
motivated by the following result. 
THEOREM 3.1. Let H, be an upper Hessenberg matrix of the form (1.61, 
and let U denote the set of all unitary upper Hessenberg matrices of order n. 
Then the matrix H,(O) defined by (1.9) satisfies 
?;;IlHn - HII =\IH, - H,,(O)ll, (3.1) 
where 1) . II denotes any unitarily invariant matrix norm. The solution of the 
minimization problem (3.1) is unique if y,, # 0. Moreover, II H, - H,(O)112 = 
1 - I y, 1, where II * 112 denotes the spectral norm. 
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The result follows from [16, Theorem I]; see [36] for details. 
The eigenvalues { Aj(t)vS i of H,(t) are continuous functions of t. More- 
over, each Aj(t) is a piecewise analytic function of t, for 0 < t Q 1, whose 
only singularities are algebraic; see Kato 129, Chapter 21. A discussion on 
properties of the map t + Aj(t) is also presented by Li and Zeng [31]. The 
purpose of the continuation methods is to track the eigenvalue paths 
{Aj(t)> O < t < l}> l<j<n, 
in order to determine the eigenvalues A&l) of H, = H,(l) from the eigenval- 
ues Aj(0) of H,(O). 
EXAMPLE 3.1. Let rj = 0 for 1 <j < n. Then 4n,(z> = z”, and the 
associated matrix H, is the downshift matrix, 
H, = 
Define the family of matrices 
H,(t) = Cl(O)C,(O) 
1 
*a- Gn_l(0)C?n(t - l), o<tt1. 
Then H,(l) = H, and H,,(O) is unitary. The eigenvalues of H,(t) are given 
bY 
Aj( t) = (1 - t)1/ns2rKj- 1)/n, l<j<n, O<ttl. 
Thus, z = 0 is a bifurcation point of all eigenvalue paths at t = 1. We note 
that the geometric multiplicity of the eigenvalues hi(t) may change with t. In 
the present example, H,(l) h as only one linearly independent eigenvector, 
while the unitary matrix H,(O) has n orthogonal eigenvectors. 
Tracking the eigenvalue paths is easy for many matrices H,(t), in the 
sense that eigenvalues Aj(t) only have to be determined for a few values of t 
in order to compute Aj(l). However, for some matrices H,(t) it is a 
numerically challenging task to follow the eigenvalue paths, and sophisticated 
software for the handling of bifurcation points and the determination of 
certain eigenvalues 5(t) for increasing values of t may be required. We 
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remark that the use of sophisticated software for path following might not 
always yield satisfactory speedups on parallel computers, due to interproces- 
sor communication necessary close to bifurcation points. These difficulties 
suggest two approaches to writing reliable software for computing the spec- 
trum of H, based on path following: Compute the spectrum of H,(O) by a 
fast algorithm, and then apply: 
(i) A sophisticated continuation method with step-size control that can 
track eigenvalue paths with large and small curvature and that can handle 
bifurcation points. 
(ii> A simple continuation method that is easy to implement efficiently on 
a variety of computers and that rarely fails to determine all the eigenvalues 
{ Ajljt 1 of H, = H,(l) accurately. Check the accuracy of the computed 
eigenvalues, e.g., by evaluating 4, at the computed eigenvalues. Assume that 
k eigenvalues are not accurate enough. Determine these k eigenvalues by 
applying the QR algorithm to a certain k X k nonsymmetric Hessenberg 
matrix. 
Approach (ii) is an application of a paradigm for the development of 
parallel algorithms formulated by Demmel[13, p. 501. Algorithms 3.1 and 3.2 
below are based on this approach. 
Surveys of continuation methods have recently been presented by Allgo- 
wer and Georg [l, 21. We apply a scheme described by Deuflhard and 
Hohmann [14, Section 4.4.21, which uses Euler’s method as a predictor and 
Newton’s method as a corrector. 
Assume for the moment that A,(t) is a simple eigenvalue of H,(t) for 
0 < t < 1, and let Aj(tk) be explicitly known for the parameter value 
t, E [O, 1). We would like to determine Aj(tk+ ,) for some t,, ,, t, < t, + I < 1. 
First we choose tk+ 1 and compute an approximation A:” of A1(tk+ ,>, called 
the prediction, by Euler’s method in the following manner. Consider the 
path being followed as a curve (Aj(t), t). Introduce the arc-length parameter 
s of this curve. Then 
lil” + t2 = 1, t > 0, (3.21 
where A and t denote the derivatives of A and t with respect to the arc 
length s. The analogue of the differential equation (I.121 is given by 
f;h +ftt = 0. (3.3) 
Apply one step of Euler’s method to the differential equation (3.3) with 
positive step size h < 1. The functions ft and fi are easily evaluated by using 
the Szeg6.recursions as described in Algorithm 3.3 below. In view of (3.21, 
the pair (A, t) is then obtained by normalizing the vector [ -ft/fi, l] to have 
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unit length, with positive last component. We then set h := min{h, (1 - 
tk)/i), t,, 1 := tk + hi, and the prediction at t,, 1 is taken to be A~) := 
A&tk) + hi. 
Having computed a prediction Ay’ for A&t, + 1), a sequence of improved 
approximations A?‘, A?), . . . of h&t,+ 1) is obtained by applying Newton’s 
method to the equation f( z, t k+ ,) = 0 with starting point .z = Aj”. This is 
the correction phase of the algorithm. 
The choice of the step size h for Euler’s method can dramatically affect 
the performance of a continuation algorithm. If h is too large, the continua- 
tion algorithm may fail to track the desired path, producing a terminal point 
that is actually the terminal point of another path. On the other hand, if h is 
too small, then the algorithm will require an unnecessarily large number of 
integration steps in order to reach the terminal point. Furthermore, different 
eigenvalue paths in the same problem may call for different step sizes. It is 
clear that adaptive control of the step size h is desirable. 
A simple approach to step-size control is to monitor the sizes of the 
Newton steps performed during the correction phase. The degree of strin- 
gency applied to this process is controlled by a positive parameter K. 
Following Deuflhard and Hohmann [14], we consider the current step size h 
for Euler’s method to be small enough if the Newton corrections 
(0 
, Ttk+l h’” = f+, 
(0 
z , >tk+l 
satisfy 
Klh(‘+l)l < lhC2’l, 1 > 1. (3.4) 
If the condition (3.4) is violated for some value of 2 > 1, then h is reduced 
according to 
and we perform another prediction-correction step at A(tk) with the reduced 
step size h. Observe that if K = 0, then the step size will never be decreased. 
A common choice is K = 2. We use this value in the computed examples of 
Section 5. 
We increase the current step size h when (3.4) is satisfied for all Newton 
corrections computed, and in addition, 
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In this case, having determined A(tk+ 1), we increase, if possible, the step size 
h by a factor Z1j2 according to 
h := min{21/2h, 1 - t,, ,} 
and begin a new prediction-correction step at Act,, 1) with the new step size. 
We summarize the above discussion with the following algorithm. 
ALGORITHM 3.1 (Simple continuation method). 
Input: See Table 1; Output: { A$ 1 (spectrum of H,); 
Compute the spectrum {A~~)&!= 1 of H,(O) by a fast algorithm; 
for j := 1,2,. . . , n do 
k := 0; t, := 0; h := h,; L := 0; A,&) := A?); 
a := y”/(y&J; w’ := y, - a; 
(*) 1 := 0; Ajo’ := Aj(tk); L := 1, + 1; 
-d$_ 1( A?‘) 
r:= fi(A$?t,) 
; t := (I712 + 1)-W; /i := t.q 
h := min{h, (1 - tk)/i}; A:” := A:?) + hi; tk+ , := t, + hi; 
while \A(!+‘) - A:“‘1 > E and 1 < maxit do 
c? :=‘Z + 1; h”’ :=f(A$“, tk+&‘fz(A;‘), tk+]); 
if 1 > 2 and Klh”)l > Ih”p”I then 
h := 2-‘Ph. 
if h > h,,,, then got0 ( * ) else got0 no -convergence endif; 
endif; 
A(,‘+ 1) := $1’ _ h”‘. 
J j 
endwhile; 
if L > maxit then got0 no-convergence endif; 
Aj(tk+ ,) := A;‘+ I); k := k + 1; 
if 1 < 1 or 8lh’“‘l < Ih( then h := 2”“h endif; 
if It, - 11 > e then got0 (*) endif; 
Aj := A;‘+ l). 
end j; 
Algorithm 3.1 adheres to approach (ii) for designing a continuation 
method: the algorithm is fairly simple and is able to determine all the zeros of 
many SzegB polynomials. Failure to find all the zeros generally occurs 
because the initial step size h, was chosen too large, or the step-size control 
parameter K was chosen too small, so that computed points for two eigen- 
value paths, beginning at A,(O) and A,(O), converge to the same terminal 
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TABLE 1 
Variable 
INPUT FOR ALGORITHMS 3.1 AND 3.2 
Description 
n 
hmin 
K 
maxit 
E 
s 
Degree of Szegii polynomial 4, 
Reflection coefficients defining $J, 
Initial step size 
Minimum step size permitted 
Step-size control parameter 
Maximum number of predictor-corrector steps for each eigenvalue 
and maximum number of Newton iterations for one eigenvalue 
Tolerance 
Tolerance for Algorithm 3.2 only 
point; i.e., the computed A,(l) = A,(l). In this case, we can perform a retry: 
paths j and k are refollowed, with h, := ha/5 and K := max{2,2 K}. Algo- 
rithm 3.1, together with this retry mechanism, successfully finds all the zeros 
of the Szeg6 polynomials in our experiments with randomly generated 
complex Schur parameters. 
The algorithm may experience difficulty in computing all the zeros of the 
Szeg6 polynomial +n,(~> =f(~, 1) if one of the matrices H,(t), 0 Q t =G 1, 
has multiple eigenvalues. In this case, bifurcations exist among the eigenvalue 
paths. For generic choices of complex reflection coefficients {~~>j”= i, there are 
no bifurcations of eigenvalue paths. However, if all reflection coefficients are 
real, then the intermediate matrices H,(t), 0 < t < 1, are also real, and one 
cannot rule out the generic possibility that complex conjugate eigenvalue 
paths bifurcate on the real axis. Two real eigenvalue paths may also bifurcate 
into a complex conjugate pair. In these situations, Algorithm 3.1 will generally 
fail to find all the eigenvalues. We must therefore modify the algorithm to 
accommodate bifurcations for the real problem. 
In order to extend the simple continuation method of Algorithm 3.1 to 
the case that all reflection coefficients are real, we propose a modification 
that is capable of handling most bifurcations occurring on the real axis. First, 
the eigenvalues of the orthogonal Hessenberg matrix H,(O) are computed 
and sorted to identify the real and complex conjugate starting points for the 
continuation method. Those paths with initial points having nonnegative 
imaginary parts are then followed as in Algorithm 3.1 [i.e., with w(t) E R] 
until a possible bifurcation is detected. For a path beginning at h&O) e R, a 
bifurcation is detected if a computed Aj(tk) is too close to the real axis. A 
bifurcation on a path beginning at + 1 is detected if it cannot be followed to 
termination. 
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If the path beginning at Aj(0) is suspected of bifurcating, we attempt to 
follow a new path beginning at Aj(0), where the last Schur parameter w(t) 
varies along a parabolic arc in the complex plane. If Aj(0) G R, then we also 
follow the path beginning at hj(0) with complex perturbations of the last 
Schur parameter as well. By introducing complex perturbations in this 
manner, we can usually avoid the bifurcation present in the real problem. In 
our experiments, the last reflection coefficient follows the arc belonging to 
the parabola intersecting the real axis at y,,(O) = CY and y,,(l) = -y,, with 
vertex at y,, + p/2 + i] p l/2, where (Y = r,,/]r,l, p = (Y - ‘y,,, and i 
=i=i. 
We also introduce complex perturbations in the retry mechanism. If two 
paths have a common termination point, and this point is not a multiple 
eigenvalue of H(l), we then refollow the two paths in question using complex 
perturbations in the same manner. 
Computed examples indicate that this scheme is almost always successful 
in computing all eigenvalues of H,. In a few cases, however, bifurcation 
occurs at such an early stage that the described complex perturbation of the 
last reflection coefficient does not successfully separate the eigenvalue paths. 
When this happens, we apply the deflation scheme described in Section 4, in 
order to produce a smaller upper Hessenberg matrix H, whose spectrum 
comprises the eigenvalues of H, that remain to be determined. The eigenval- 
ues of H, are then computed using the QR algorithm for nonsymmetric 
Hessenberg matrices described in [18]. We summarize the discussion above 
with the following algorithm. 
ALGORITHM 3.2 (A continuation method for the real problem). 
Input: See Table 1; Output: { hj>;= 1 (spectrum of H,,); 
Compute the spectrum {A?)& 1 of H,(O) by a fast algorithm; 
Sort { A~“‘}~= 1 so that if Im A(ko) > 0, then Ai”$ I := %f); 
for j := 1,2,. . . , n do vi := 1 -t sign(Im AJ”‘); end j; 
for j := 1,2,. . . , n do 
if vj = 0 then 
if v~_~ = 2 then - 
else 
Aj := Aj_i; goto (* * *) 
Vj := - 1; 
endif; 
endif; 
(* *) k := 0; to := 0; h := h,,; L := 0; hj(to) := A?); 
if vj = - 1 then qbif := 1; else qbif := 0; endif; 
a := yJI’y,I; p = “/, - ff; w = a; w’ := p + 94 PIi; 
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(*> 1 := 0. L := L + 1. /p) := Aj(Q. ’ I ‘-wk&_ l( A?‘) 
5-Z= f,(AjQ) 
; t := (ITI2 + 1)-W; i := t7. 
h := min{h,(l - tk)/i); A;‘) := A?) + hi; tk+l := t, + hi; 
’ ‘= p + qbif(l - 2tk+1)l PIi; W ‘= (Y + Ptk+l + qbiftk+l(l - 
Y+,,I Pi; 
while Ihj’+ ‘) - AjQl > E and 1 < maxit do 
1 := I + 1; h”’ :=f(hj”, tk+J/fi(Aj~), tk+l); 
if 1 > 2 and K Ih( > I h(‘- ‘)I then 
/, := 2-‘/2h. 
if h > hmin then goto (*) endif; 
if vj = 1 then vj := - 1; got0 (* *) endif; 
got0 no_convergence; 
endif; 
A(!+ 1) := A(l) _ h’“’ 
3 I 
endwhile; 
ifv.=2andImAj’+‘)<6then I 
Bifurcation likely. Restart with complex perturbation of y,,; 
vj := -1; go to (* *> 
endif; 
if L > maxit then got0 no_convergence endif; 
if Z < 1 or 81h’2’) < Ih( then h := g112h endif; 
Aj(tk+ 1) := A;‘+ ‘); k := k + 1; 
if It, - II > E then got0 (*) endif; 
Aj := A(,‘+‘) 
J 
(* * *) continue; 
end j; 
The variables vj indicate the type of path being followed. If vi > 0, then 
w(t) is varied radially, as in Algorithm 3.1. If vj = 2, then v~+~ = 0, and we 
take Aj+ ,(t> = hj(t). When a possible bifurcation is detected, then vj is set 
to - 1, and the last Schur parameter w(t) is varied along a parabolic arc. 
We remark that the computations inside the j loops of Algorithm 3.1 and 
Algorithm 3.2 can be carried out in parallel for different values of j. Since we 
are not interested in the eigenvalue paths themselves, but only in their 
endpoints, it is natural to choose the initial step size h, = 1 for both 
algorithms. 
Actions taken when the exit no_convergence is used in Algorithms 3.1 
and 3.2 have not been specified, in order to keep the description of the 
algorithms simple. We remark that in the computed examples of Section 5 
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when Algorithm 3.1 was applied to complex matrices H,, the exit no_ 
convergence was never used. 
After each path has been followed, we check for common terminal points. 
We then perform a retry, with decreased initial step size and increased 
step-size control parameter, for all paths that have common termination 
points, as well as for the conjugates of those paths, and also for any paths that 
did not successfully terminate in the first try. Complex perturbations are used 
in all retries for Algorithm 3.2. In the experiments reported in Section 5, we 
perform a maximum of four retries. Let qfC,,,nd denote the number of 
eigenvalues determined by Algorithm 3.2 together with the retry mechanism. 
If (I/~(,,,,,~ < n, then we employ a deflation procedure, described in Section 4, 
to H, in order to obtain a (small) upper Hessenberg matrix H, of order 
k = n - qf,,&. The eigenvalues of H, are the k eigenvalues of H that have 
not been determined sufficiently accurately. 
If Algorithm 3.1 or Algorithm 3.2 yields a numerically multiple eigenvalue 
of H,, say Aj, of multiplicity m,, then either H, has m, eigenvalues very 
close to Aj, or the algorithm has failed to track the n eigenvalue paths. These 
cases can be distinguished by evaluating 
$+n(Aj), k=O,l,..., mj-1. (3.<5) 
If the polynomial and its derivatives at Aj in (3.5) vanish, then 4, has a zero 
at Aj of multiplicity mj. 
Both Algorithm 3.1 and Algorithm 3.2 require the evaluation of +,, +A, 
and +,,_ 1 at various points in the closed unit disk. The following scheme for 
this purpose can be obtained by differentiating the recursion formulas (1.3). 
ALGORITHM 3.3 (Evaluation of polynomials). 
Input: ( rjyrl’, z , w(t); Output: f<z, t),f,(=., t), in-,(d 
& := & := 1; 4; := 6; := 0; 
for j = 1,2,. - . . , n 1 do 
7 := 4j_l + ZC$_,; $I; ‘, 7 + Y,$;_,; &ii= yjT + 6;- 1 
4 := ZC$j_ 1 + rj+j- 1; +j ‘= 3;Z+j- 1 + 4j- 1; 
e_“d j; 
Algorithm 3.3 can easily be extended to the evaluation of higher-order 
derivatives which may be required in (3.5). 
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We conclude this section with a simple proof of the representation (1.6) 
of the matrix H, defining the Szeg6 polynomial 4,. 
THEOREM 3.2. Let {yjvz 1 be a sequence of complex numbers of modulus 
less than unity, and let +,, be the monk SzegG polynomial of degree n defined 
by the recursion formula (1.3). Then c$,, is the characteristic polynomial of the 
matrix H, defined by (1.6). 
Proof. This result has been shown by Gragg [19]. We present a simple 
induction proof. Observe that the matrix H, defined by (1.6) has the form 
-Y1 -a172 -a,a,y, *** -ala2 *.. a;,-,% 
Ul -%Y2 -Y1U2Y3 *** -Y1u2 *** %-1Yn 
H,= 0 U2 -3/2Y3 *** -Y2u3 *** %-1X . 
0 . . . 0’ U n-l -%1Y, 
Consequently, the characteristic polynomial 4*,(z) of H, satisfies 
t$,,( z) = det( .zZ - H,) = 
.zZ - H,_, 
= e%-,(z) + Ynx"-,(~)~ 
where 
X,-I(Z) = 
zZ - H,_, 
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By expanding the determinant (3.7) along the bottom row, and using the fact 
that lr,12 + q2 = 1 for 1 <j < n, we obtain 
= xn-2 + YL,(dLl - x-1 X,-2)> 
which, together with (3.6) with n replaced by n - 1, yields 
X,-lb) = a-,+“-,(~> + xnp2G). (3.8) 
Define 4&z) = x0(z) = 1. Then (3.6) h o s Id f or n = 1, and therefore for all 
n > 1, with x,_ i given recursively by (3.8) for II > 1. 
Let &(.z) denote the auxiliary polynomials defined by (1.5). Then (3.8) 
shows that the & satisfy the same recurrence relation as the x,,. Since 
&(,z) = x0(z) = 1, we obtain x,, = 4, for n > 0. Thus, (3.6) shows that the 
characteristic polynomial of H, is the manic Szeg6 polynomial 4, given by 
(1.3). ??
4. DEFLATION 
The simple procedure for handling bifurcations for real problems imple- 
mented by Algorithm 3.2 works well on a large majority of the examples we 
considered. However, for some matrices H,, the algorithm fails to find one 
or two eigenvalues. It may be possible to determine all eigenvalues by using 
more sophisticated, and more complicated, strategies for handling bifurcation 
on the real axis; see, e.g., Li and Zeng [31] f or a discussion of such methods. 
Another possibility for finding any remaining eigenvalues is to develop an 
efficient deflation procedure. In this section we show that the unitary 
Hessenberg QR algorithm of Gragg [20] can be used to efficiently perform 
deflation on H,. 
Assume the path-following procedure outlined in Algorithm 3.2 produces 
only n - k accurate eigenvalues of H,, where k Q n. In the computed 
examples of Section 5, where the order n ranges from 4 to 18, k is never 
larger than 2. We can then perform defutinn to remove the n - k accurate 
eigenvalues of the matrix H,. This yields a Hessenberg matrix H, of order k, 
whose spectrum consists of the eigenvalues of H, that have not been 
determined sufficiently accurately yet. 
Deflation can be performed by applying the QR algorithm to H, using 
the accurately computed eigenvalues as shifts. These will be referred to as 
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ultimate shifts. In exact arithmetic, one step of the QR algorithm with an 
ultimate shift produces a new Hessenberg matrix whose (n, n - 1) entry is 
zero. However, in finite-precision arithmetic, the (n, n - 1) entry might be 
of magnitude considerably larger than zero. One can repeat deflation, i.e., 
application of the ultimate shift by the QR algorithm, until the (n, n - 1) 
element of H, is of “tiny” magnitude. In this manner we obtain a matrix 
H,_ 1 of order n - 1, whose spectrum does not contain the deflated eigen- 
value. This process is repeated for all accurately computed eigenvalues of H, 
to yield of k x k Hessenberg matrix H,. If k < 2, then the spectrum of H, 
can be computed analytically. When k > 2, the eigenvalues of H, can be 
determined by any standard algorithm for the computation of eigenvalues of a 
nonsymmetric matrix, such as the QR algorithm. 
One step of the QR algorithm with ultimate shift requires O(n’) arith- 
metic operations when implemented in terms of the matrix elements, so the 
direct application would be too slow for our purposes: its use would defeat 
the efficiency of the continuation method. However, one can attempt to use 
the representation of H,, in product form (1.6) to reduce the number of 
arithmetic operations necessary to O(n). Such a procedure is known for the 
case that H, is a unitary Hessenberg matrix. One QR ztep on the unitary 
matrix H,, produces another unitary Hessenberg matrix H,, and the transfor- 
mation can be made in such a way that the intermediate Hessenberg matrices 
generated are also unitary. The transformation then can be implemented in 
terms of Schur parameters using only O(n) arithmetic operations per QR 
step. This idea is fundamental to Gragg’s unitary Hessenberg QR (UHQR) 
algorithm [2O], h’ h w IC is applied with ultimate shifts in [6] to deflate unitary 
Hessenberg matrices, and to downdate discrete least-squares trigonometric 
approximants and discrete Fourier transforms. 
Our matrix H,, in product form (1.61, is not unitary. Since ]‘y,,] < 1, the 
matrix obtained by applying one step of the QR algorithm to H, is an upper 
Hessenberg matrix E?, that is not representable in product form (1.6). 
Consequently, the UHQR algorithm cannot be applied to our matrix H,. We 
elaborate ,on this below, and show that in the special case that the (n - 1,, n) 
entry of H, vanishes, the leading principal submatrix of order n - 1 of H, is 
representable in product form. 
PROPOSITION 4.1. Let H, be an upper Hessenberg matrix with nonnega- 
tive subdiagonal elements. Then H,, is representable in the form (1.6) with 
each 1 y,l < 1 if and only if 
H,*H, = (4.1) 
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where 0 < K < 1. Zf H, satisfies (4.1) then the representation (1.6) is 
unique, and K = 1x1. 
Proof. Clearly, any matrix of the form (1.6) satisfies (4.1). Conversely, 
assume (4.1) is satisfied, and let H, = QR be the unique QR factorization of 
H”, where the diagonal elements of R are nonnegative. Then R = 
diagj.1, 1, . . . , 1, K 1. Since Q is a unitary upper Hessenberg matrix with 
nonnegative subdiagon+ elements, it has the unique representation Q = 
G,(y,) ... G,_,(y,,_,)G,,(?,,), h w ere /?“I = 1. Thus, H, is in the form (1.6) 
with y, = Kj$ ??
From this characterization it is easy to see why the QR algorithm does not 
preserve the form (1.6) when 1 y,,I < 1. One QR step applied to H, produces 
a matrix 
where Q = G&a,) *a. 
A 
G,, _ 1( (Y, _ ,)G,,( cy,) is unitary. From this representa- 
tion of Q, we have 
ti,*ti, = Q* L-1 0 
[ 1 0* IYJ Q 
= L-2 0 
[ 1 o* x’ 
where 
x= 
[ 
la,_112 + &lY"12 q-1 #%P"(l - lY”12) 
a,_l P”&“(l - lrn12) P,"-1 + I%-J2h"12 1 ' 
@h &_l = (1 - Ic+I~)~‘~ and lo,,1 = 1. Clearly, if K = I’y,,I < 1, then 
H, will not be representable in the form (1.6) unless Io,_l/ = 1 (and 
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p,_ i = 0). But this cannot happen in exact arithmetic when the original 
matrix H, is an irreducible Hessenberg matrix, since in this case Q is also 
irreducible, and hence p,_ i # 0. 
On the other hand,>t us assume that, after applying one QR step to H,, 
we obtain the matrix H, with & _ i = 0 (i.e., an exact deflation). Then 
ti,*zin = 
[ 
&_,ti”_, E-i,*_lY,-1 
Yn*-Al 1 YLY”4 + 4n ’ 
and moreover, 
tii,*_,z?_, = Z n-2 0 
[ 1 ()* 22’ 
where ri2 = lo,_i12 + &K2. We therefore have the following result. 
THEOREM 4.1. Let H, be given in productform (1.61, where l-y,1 < 1 for 
1 < j Q n, and assume that one step of the OR algorithm with shij? applied to 
H, resultsfiin the upper Hessenberg matrix H,, give? in (4.2). Zf the (n, n - 1) 
entry of H,, is zero, then the deflated submutrix H, _ 1 can be represented in 
product form. Moreover, this representation can be obtained by applying the 
UHQR algorithm to H,,. 
Thus, if a QR step with ultimate shift provides deflation to desired 
accuracy, we can apply the recursion among the reflection coefficients from 
the UHQR algorithm to remove a known eigenvalue from H,, using O(n) 
operations. If we successfully deflate all n - k known eigenvalues of H, in 
this manner, we obtain the desired matrix H, in the form (1.6) in O(n2) 
arithmetic operations. Our experiments indicate that the application of ulti- 
mate shifts works well for small to moderate-sized problems. For large 
problems, such as finding the zeros of a Szegij polynomial with real reflection 
coefficients of degree 100, deflation can result in loss of accuracy. Further 
investigation of the deflation process is necessary before it can safely be 
applied to large problems. The related problem of using ultimate shifts on 
symmetric tridiagonal matrices is discussed by Parlett and Le [35]. 
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5. COMPUTED EXAMPLES 
In this section we present the results of several computed examples which 
illustrate the performance of our continuation methods. The computer pro- 
grams used were all written in FORTRAN 77, and the numerical experiments 
were carried out on an IBM RISC 6000/550 workstation and a Sun Sparc- 
Station 5 in single-precision arithmetic, i.e., with approximately 7 significant 
decimal digits. 
We obtain our test problems by randomly generating the reflection 
coefficients that define the Hessenberg matrix H,. We compute the eigenval- 
ues of the closest unitary Hessenberg matrix H,(O) with the unitary divide- 
and-conquer code described in [8, 91. The eigenvalues of the unitary Hessen- 
berg matrix H,(O) are the starting points of the eigenvalue paths. As the last 
reflection coefficient is moved away from the unit circle, i.e., as the parame- 
ter t in (1.9) is increased from 0 to 1, the eigenvalues of the intermediate 
matrices H,(t) move from the unit circle to the eigenvalues of the Hessen- 
berg matrix H,, = H,(l). We use the continuation methods implemented by 
Algorithms 3.1 and 3.2 to track the eigenvalue paths as the last reflection 
coefficient moves from ?,,/I -yn] to my,. To check that the continuation methods 
find the correct eigenvalues, we compare the endpoints of the eigenvalue 
paths with the eigenvalues of the original Hessenberg matrix obtained from 
the EISPACK subroutine COMQR or HQR. 
In general, when the reflection coefficients are complex numbers, the 
eigenvalues of the associated matrices or, equivalently, the zeros of the 
corresponding SzegB polynomials are complex numbers inside the unit circle 
in generic positions. In this case we expect the simple continuation scheme 
based on a radial perturbation of the last reflection coefficient to be adequate 
for determining the eigenvalues of the Hessenberg matrix H,. Indeed, 
Algorithm 3.1 never failed to yield the correct eigenvalues in our experiments 
when the reflection coefficients were generic complex numbers. Table 2 
displays the results of 1000 runs on problems of order II = 10,20,. . . , 100, 
with initial step size h, = 1 and step-size control parameter K = 1. The table 
displays the total number of retries performed during the 1000 runs, the 
average number of iterations, and the average CPU time of Algorithm 3.1 and 
of the EISPACK subroutine COMQR on a SparcStation 5. Note that the number 
of retries increases linearly with II in these experiments. 
Figures 1 and 2 show the paths followed by the eigenvalues of two 
families of matrices H,(t), defined by complex reflection coefficients, on 
increasing t from 0 to 1. It is interesting to see that, while in Figure 1 no 
eigenvalue moves very far from the unit circle, this is no longer the case for 
the eigenvalues in Figure 2. This is because the modulus of the last reflection 
coefficient used to generate the matrix H, for Figure 2 is very small. 
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TABLE 2 
RESULTS FOR ALGORITHM 3.1: h, := 1, K := 1. 
Average iterations CPU seconds 
n Retries per kgenvalue Algorithm 3.1 COMQR 
10 11 3.67 
20 27 2.91 
30 23 2.62 
40 30 2.49 
50 33 2.40 
60 42 2.34 
70 43 2.29 
80 59 2.29 
90 81 2.25 
100 95 2.24 
o.%E - 01 
0.833 - 01 
0.17E + 00 
0.26~ + 00 
0.37E + 00 
0.49E + 00 
0.63~ + 00 
0.75E + 00 
0.9lE + 00 
O.llE + 01 
0.23~ - 01 
0.153 + 00 
0.473 + 00 
O.llE + 01 
0.203 + 01 
0.34E + 01 
0.54E + 01 
0.793 + 01 
O.llE + 02 
0.153 + 02 
When the reflection coefficients are all real, the zeros of the correspond- 
ing Szegt; polynomials either are real or occur in complex conjugate pairs, 
and bifurcations occur when complex eigenvalue paths touch the real axis, or 
when two real eigenvalue paths meet and bifurcate into a complex conjugate 
pair. The second column of Table 3 indicates that the likelihood of having 
bifurcations increases with the size of the problem. However, even for 
problems of small size, e.g., 4 or 6, we observed that a bifurcation of a pair of 
eigenvalue paths occurs, on the average, in approximately 20% of the 
problems. When a bifurcation on the real axis occurs, we track again the 
FIG. 1. Complex reflection coefficients, n = 8, 1~~1 = 0.50. 
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FIG. 2. Complex reflection coefficients, n = 8, I-y,J = 0.050. 
paths of the eigenvalues which bifurcated from their initial points on the unit 
circle, and we make the last reflection coefficient move along a parabolic arc 
in the complex plane. Figure 3 shows the paths traveled by the eigenvalues in 
the case of real reflection coefficients when the last reflection coefficient is 
moved along a real line segment. Notice that two of the complex conjugate 
eigenvalue paths meet on the real line and bifurcate. Figure 4 shows how 
bifurcation of the eigenvalue paths can be avoided by moving the last 
reflection coefficient along a parabolic arc in the complex plane. 
When, in spite of the complex perturbation of the last reflection coeffi- 
cient, we were unable to compute all eigenvalues accurately by the continua- 
tion method, the deflation scheme of Section 4 delivered the remaining 
eigenvalues. 
TABLE 3 
RESULTS FOR ALGORITHM 3.2 
n 
4 
6 
8 
10 
12 
14 
16 
18 
Distinct eigenvahes 
1000 
1000 
1000 
998 
1000 
995 
997 
997 
Bifurcations 
191 
266 
322 
398 
452 
533 
547 
571 
Iterations/eigenvalue 
6.69 
6.28 
6.07 
6.53 
6.02 
6.38 
6.07 
5.87 
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FIG. 3. Real reflection coefficients, n = 8, */n associated with H,, of magnitude 
0.16, y,, moved along real line segment. 
Table 3 summarizes our experience using the continuation scheme for 
real reflection coefficients for computing the zeros of 1000 Szegi; polynomials 
of even degree between 4 and 18. The degree of the Szegi; polynomials, n, is 
listed in the first column. For each n we consider the upper Hessenberg 
matrix H, defined by n reflection coefficients randomly generated from the 
uniform [ - 1, 11 distribution. We compute the eigenvalues of the unitary 
matrix H,(O), obtained by changing the last reflection coefficients to - 1 or 1, 
by the unitary divide-and-conquer code described in [B, 91. Starting from each 
FIG. 4. Real reflection coefficients, n = 8, -y” associated with H,, of magnitude 
0.16, +y” moved along parabolic arc in the complex plane. 
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eigenvalue of H,(O), we track the eigenvalue paths using Algorithm 3.2 until 
either the endpoints of the paths are reached, or the algorithm stops after 
reaching the maximum number of iterations. Column 2 of Table 3 shows how 
many times out of 1000 runs the algorithm reached the endpoint of all 
continuation paths and determined n distinct eigenvalues for the matrix H,. 
The numbers listed in column 2 show that the continuation algorithm for real 
reflection coefficients almost always computes all eigenvalues correctly. The 
third column of Table 3, labeled “Bifurcations,” gives the total number of 
bifurcations which occurred in the course of the 1000 experiments, i.e., in the 
computation of lOOOn eigenvalues. We remark that, while often only one 
bifurcation occurred, several problems display two or even three bifurcations. 
As we would expect, the number of bifurcations increases with the degree of 
the SzegG polynomial. The last column of Table 3, labeled “Iterations/eigen- 
value,” reports the average number of Newton steps needed for the computa- 
tion of each eigenvalue. We remark that the value reported is the average 
over the computation of lOOOn eigenvalues. We observed that for some 
problems the number of iterations per eigenvalue can be as low as 2 or higher 
than 20. The table suggests that the average number of iterations per 
eigenvalue does not increase with the size of the problem. 
6. CONCLUSION 
Two algorithms are described for the computation of zeros of SzegG 
polynomials. They require generally only O(n”> arithmetic operations to 
determine the zeros of a SzegG polynomial of degree n. The structure of the 
algorithms makes them easy to implement on a parallel computer. This may 
be important for real-time signal processing application. 
We would like to thank Carl Jagels for a careful reading of the paper. 
L. R. would like to thank Wolf Hofmann for Reference [lo]. G. A. would like 
to thank Layne Watson for helpful discussions. 
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