The simplification of the pump-probe spectrum of excitons by pure-phase-polarization pulse shaping is investigated by a simulation study. The state of light is manipulated by varying the phases of two perpendicular polarization components of the pump, holding its total spectral and temporal intensity profiles fixed. Genetic and iterative Fourier transform algorithms are used to search for pulse phase functions that optimize the ratio of the signal at two frequencies. New features are extracted from the congested pump-probe spectrum of a helical pentamer by selecting a combination of Liouville space pathways. Tensor components which dominate the optimized spectra are identified.
I. INTRODUCTION
Multiple sequences of optical pulses with variable delays provide direct probes for electronic and vibrational motions.
1-3 Dynamical information may be extracted from the nonlinear signals of complex systems by displaying them in multiple dimensions. 4, 5 An important challenge in the interpretation of four-wave mixing ͑FWM͒ signals is the isolation of spectral features corresponding to a given pathway of the density-matrix trajectory ͑Liouville space pathway͒. In molecules with well-resolved spectra, this can be accomplished by simply tuning the frequencies. More elaborate pulse-shaping techniques are required for highly congested spectra with overlapping lines.
Coherent-control techniques combined with laser pulse shaping have been used to drive quantum systems into a desired state. [6] [7] [8] [9] [10] These techniques may be applied to manipulate excitons in multidimensional spectroscopy. [11] [12] [13] [14] Shaping the polarization state of the electric field provides a new dimension of control parameters. 15 This has been demonstrated by Gerber and co-workers 10, 16, 17 who introduced a polarization pulse shaper to control the amplitude, phase, and polarization state of different frequency components of complex pulse shapes. The huge parameter space available for pulse shaping includes the amplitude and phase of the electric fields and the polarization state of light ͑the degree of ellipticity and the orientation of the ellipses͒. Oron et al. had used the technique to eliminate the nonresonant background and selectively excite closely lying Raman modes in coherent anti-Stokes Raman spectroscopy ͑CARS͒. 18 Multipolarization optimal control ͓two-dimensional ͑2D͒ and threedimensional ͑3D͔͒ has recently been applied to optimize the yield and access otherwise unattainable excited states. 19 The influence of the elliptical polarization of the pump field on the evolution of electronic wave-packets and high-harmonic emission 20, 21 was used in polarization pulse shaping for the generation of attosecond pulses. 22 First attempts have been made towards shaping of attosecond pulses and their use in the control of strong-field atomic and molecular processes. 23 Adaptive control has been recently used for the generation of coherent soft x-rays. 24 FWM signals are associated with the third-order polarization which can be expressed using the time-dependent third-order response function S ͑3͒ . 1 The system interacts with a sequence of laser pulses ͑Fig. 1͒, whose electric field is given by where A j ͑ − j ͒ is the slowly varying envelope function of pulse j polarized along the direction = x , y , z and centered at time j with carrier frequency j , wave vector k j , and temporal phase function j ͑ − j ͒. where B j ͑͒exp͑i j ͑͒͒ is the Fourier transform of the complex envelope function A j ͑͒exp͑−i j ͑͒͒. Both A and are real functions. Three incident optical fields j = 1, 2, 3 mix through their coupling with the system to generate a signal field with a carrier frequency s , wave vector k s , and polarization ␦, in one of the possible wave vectors k s = ±k 1 ± k 2 ± k 3 . In the heterodyne detection mode a fourth laser pulse with k 4 = k s is mixed with the generated field, and the signal is finally given by
where ␣ , ␤ , ␥ , ␦ = x , y , z denote the polarizations of the electric field E ͑r , ͒. j are the interaction times at spatial points r. The third-order response function S ␦␥␤␣
͑3͒
contains various contributions leading to the induced polarization in each of the eight possible phase-matched directions k s = ±k 1 ± k 2 ± k 3 with the corresponding frequencies s = ± 1 ± 2 ± 3 . These represent different spectroscopic techniques. Only the resonant terms in the response function are retained in the rotating wave approximation ͑RWA͒ where highly oscillatory nonresonant terms are neglected ͑see Fig. 2͒ .
Generally, S ͑3͒ has 8 ϫ 81 terms ͑8 Liouville space pathways and 81 tensor components͒. Each term further involves a fourfold summation over molecular eigenstates, and the nonlinear response has strong interferences among these numerous contributions. Another type of interference arises from the multiple integrations over pulse envelopes E ͑r , ͒ in Eq. ͑3͒. W ␦ ͑k s ͒ is a coherent superposition of the various tensor components.
The effects of electric-field polarization on third-order measurements in isotropic quantum dot ensembles have been investigated by Scholes, 27 who demonstrated the control of various contributions by a combination of linearly and circularly polarized pulses. By switching the relative helicity of 
The level scheme is shown in the top right panel. ͉eϾ and ͉fϾ denote the single-and the two-exciton manifolds, respectively. ␣ , ␤ , ␥, and ␦ are the polarization components of the electric field. The following diagrams contribute to the sequential pumpprobe spectrum ͓Eq. ͑29͔͒: ͑c͒ and ͑f͒ contribute to excited-state absorption ͑ESA͒, ͑b͒ and ͑d͒ to stimulated emission ͑SE͒, and ͑a͒ and ͑e͒ to ground-state bleaching ͑GSB͒.
the pump and probe pulses the ratios of the excited-state absorption ͑ESA͒ to the ground-state bleaching/stimulated emission ͑GSB/SE͒ were varied by a factor of 6. It is the goal of this paper to show how to simplify the coherent nonlinear signals of complex aggregates by controlling these interferences through shaping the electric-field envelopes of various polarizations. Optimal control theory ͑OCT͒ searches for the desired electric-field pulse shapes E ͑r , ͒ by solving nonlinear functional equations. 6 It has recently been applied to control the exciton dynamics in the Fenna-Matthews-Olson ͑FMO͒ complex ͑heptamer͒ of the photosynthetic antenna system of green bacteria, 12 and in a larger 96 chromophore system, the photosystem 1 ͑PS1͒ of S. Elongatus. 13 The excitation energy was localized on one of the sites in the aggregate by varying the spectral and temporal profiles of linearly polarized laser pulses. Linearly polarized pulses and simple form of the spectral phase function were recently applied towards the control of the energy flow in the light-harvesting complex LH2. 14 We study the influence of pure-phase-polarization pulse shaping, where we hold both the spectral and temporal intensity profiles fixed, on pump-probe spectra of a helical pentamer. The pump-probe ͑transient absorption͒ signal can be viewed as a self-heterodyne FWM. We simplify the spectra and control the composition of exciton wave packets by manipulating the contributions of Liouville space pathways with specific polarization directions. Coherent control with polarization pulse shaping is described in Sec. II. In Sec. III we introduce the exciton model and review the cumulant expansion of Gaussian fluctuation ͑CGF͒ expressions for the nonlinear-response functions for FWM. Simulations of sequential pump-probe spectra with well-separated pulses and the effect of phase-only polarization pulse shaping are presented in Sec. IV. The results are discussed in Sec. V.
II. ADAPTIVE PHASE CONTROL WITH POLARIZATION PULSE SHAPING
Polarization pulse shaping will be described in the slowly varying envelope approximation following the approach of Brixner et al. 16 The time evolution of the electricfield vector within one optical cycle around time t may be represented by an ellipse ͑Fig. 3͒. A complete characterization of polarization-shaped laser pulses is provided by the quasi-3D representation based on specifying the temporal intensity I j ͑t͒, total phase j ͑t͒, orientation of the ellipse j ͑t͒, and ellipticity j ͑t͒. We assume an electric field propagating along z ͓Eq. ͑1͔͒ with two polarization components = x and y.
We define an angle j ͑t͒ ͓0, /2͔ as the ratio of the amplitudes A j ͑t͒:
and a second angle ␦ j ͑t͒ ͓− , ͔ is the difference between the temporal phase modulations:
͑5͒
j ͑t͒ ͓− /4, /4͔ is a third angle,
͑6͒
The orientation angle of the ellipse j ͑t͒ ͓− /2, /2͔ is then given by
·
The ellipticity angle j ͑t͒ ͓− /4, /4͔ is
͑7͒
Finally, the total phase j ͑t͒ of the laser-field oscillation with respect to the perihelion of the momentary light ellipse is defined as
The instantaneous pulse frequency j ͑t͒ is given by the time derivative of j ͑t͒,
The elliptical electric-field parameters j ͑t͒ and j ͑t͒ defined above can be displayed in a quasi-3D representation which provides a complete characterization of the complex polarization-shaped pulse. A set of instantaneous light ellipses is plotted at different times along the propagation axis of the electric field. The ellipse size represents the intensity and their shapes provide instantaneous snapshots of the polarization state. The shadows represent the intensities of individual electric-field components. The variation of the total phase ͑chirp͒ is shown by color. The temporal and spectral amplitude profiles of the laser pulses are the primary features which determine the response. Using spectral phase shaping, Brixner et al. found that highly complex temporal field profiles were necessary for the optimization of the photodissociation of CpFe͑CO͒ 2 Cl. 10 In this paper we hold the total temporal and spectral amplitude profiles fixed and focus on the more subtle effects related to the polarization state of the pulse, which can have profound effects in chiral systems. The spectral amplitudes of both electric-field components B j ͑͒ and I j ͑͒ϵB jx 2 ͑͒ + B jy 2 ͑͒ are kept fixed. We vary the temporal components A jx ͑t͒ and A jy ͑t͒ holding the total temporal intensity profile I j ͑t͒ϵA jx 2 ͑t͒ + A jy 2 ͑t͒ fixed. The temporal ͓ j ͑t͔͒ and spectral ͓ j ͔͑͒ phases were calculated using the iterative Fourier transform algorithm ͑IFT͒. 29 This algorithm requires the initial spectral phase j,0 ͑͒, the fixed B j ͑͒, and the desired A j ͑t͒ amplitude profiles as an input. First an inverse Fourier transform is applied to the field E j,0 ͑͒ = B j ͑͒exp͑−i j,0 ͑͒͒:
Then the amplitude a j ͑t͒ is replaced by the target amplitude A j ͑t͒ ͑time domain constraint͒ keeping the phase j ͑t͒ unchanged:
completing the first IFT loop. We integrated the areas under A j ͑t͒ and used the integrals to rescale B j ͑͒. As a result the initial spectral phase j,0 ͑͒ is modified. b j ͑͒ is then replaced by B j ͑͒, and the procedure is repeated iteratively until convergence is achieved where a j ͑t͒ is equal to A j ͑t͒.
Using IFT we can hold the total intensity profiles I j ͑t͒ and I j ͑͒ constant during the optimization process and vary only the temporal and spectral phases. To obtain A j ͑t͒ we varied the auxiliary angle j ͑t͒ ͑Fig. 3͒. Using Eq. ͑1͒ together with the constraints in Eq. ͑4͒ and keeping I j ͑t͒ fixed we then obtained the envelopes A j ͑t͒.
Our search for the optimal parameters used the same genetic learning algorithm previously applied to multidimensional femtosecond spectroscopy of excitons. 11, 30 Briefly, it consists of several successive steps which, adopting evolution theory terminology, are labeled as population creation, selection, crossing, and mutation. 31 In the populationcreation step the first population of N laser pulses is created each with its own set of the initially predefined values of the optimization space parameters. In the selection step the cost function is calculated which represents the spectroscopic target of the coherent control. Then the selection of the best part of the population is made based on the parameters of the algorithm and the rest of the population is replenished by means of crossing. In order to explore the new points of the parameter space, mutation ͑noise͒ is added to all parameters of the newly created population.
The optimization process involves repeating the selection, crossing, and mutation sequence finally leading to an optimized population. To narrow down the range of populations in the optimal solution, the noise is reduced ͑or increased͒ depending on the average cost of the population on the previous step. The population is evaluated by defining the cost threshold W max and the number of population members N bad with the cost below ͑for maximization͒ or above ͑for minimization͒ W max . The decision is then made depending on the ratio = N bad / N. If ഛ 0.5 ͑population is "good"͒ the cost threshold is increased ͑reduced͒ by a factor of 2 ͑and the noise parameter mut is increased by a factor of ⑀ to escape possible local minima͒. For Ͼ 0.5 the noise parameter mut is reduced by the same factor ⑀, allowing to narrow the population distribution around the global minima.
III. FOUR-WAVE MIXING IN AGGREGATES
We describe an aggregate made of N interacting twolevel molecules linearly coupled to a harmonic phonon bath by the Frenkel-exciton Hamiltonian:
The three terms represent the isolated aggregate, the interaction with the optical field, and the interaction with a phonon bath, respectively. Exciton creation and annihilation operators of an excitation on the mth chromophore are given by B m † and B m and satisfy the Pauli commutation relations:
The system Hamiltonian is
where ⍀ m is the excitation frequency of chromophore m and J mn is the resonant nearest-neighbor exciton coupling in the Heitler-London approximation. The eigenstates relevant for the third-order response form three manifolds ͑Fig. 2͒: the ground state g, the N single excitons e and eЈ, and the N͑N −1͒ / 2 two-exciton states f. The dipole interaction with the optical field E͑r , ͒ within the RWA is
where E j ͑͒ϵA j ͑͒exp͑−i j ͑͒͒, and m is the th component of the transition dipole moment of the mth molecule.
is the system-bath interaction where ⍀ n, denote the coupling to the collective bath coordinate q . 32 Only g to e and e to f transitions are allowed by Eq. ͑12͒. These eigenstates an are obtained by diagonalizing the one-and two-exciton blocks of the system Hamiltonian. 33 Ĥ SB introduces fluctuations into the Hamiltonian through the following collective coordinates defined in the eigenstate basis:
where the sum runs over all molecules m and n and bath modes . We assume only diagonal interactions with the bath ͑Q aa ͒.
The linear absorption of this model is given by
where ⌫ is the electronic dephasing rate and is the transition dipole moment from the ground to the one-exciton state with transition frequency ⍀ . These are obtained by diagonalizing Ĥ S . The third-order response functions were obtained using the Cumulant expansion of Gaussian fluctuations ͑CGF͒ approach. 32 The total response function S ␦␥␤␣ ͑3͒ ͑ 4 , 3 , 2 , 1 ͒ which relates the third-order nonlinear polarization to the electric field ͓Eq. ͑3͔͒ is given by a sum of eight Liouville space pathways:
Here
is the four-point correlation function of the polarization operator with P = ͚ m m ͑B m † + B m ͒ and
For our model, the correlation function may be separated into two terms,
and
These correlation functions may be evaluated using the second-order cumulant expansion. 32 F only involves oneexciton states and is given by
FЈ contains two-exciton states and is given by
with
where ij = i − j . ⍀ ab and ab are transition frequencies and transition dipoles between states a and b.
The line-broadening functions g ab ͑t͒ are given by
where the collective coordinates Q aa were defined in Eq.
͑14͒.
The possible FWM signals for our model are generated in the following three directions: k I =−k 1 + k 2 + k 3 , k II = k 1 − k 2 + k 3 , and k III = k 1 + k 2 − k 3 . Within the RWA the contributions to these techniques are represented by the double-sided Feynman diagrams ͑DFDs͒ shown in Fig. 2. Diagrams a , b , and c represent the three terms in Eq. ͑26͒, respectively. d , e, and f represent the three terms in Eq. ͑27͒, and g and h give the two terms in Eq. ͑28͒.
͑28͒
Equations ͑26͒-͑28͒ were used in our simulations.
IV. OPTIMIZED SEQUENTIAL PUMP-PROBE SPECTRA OF A HELICAL PENTAMER WITH POLARIZATION-SHAPED PULSES
Pump-probe is a self-heterodyne FWM technique. The system interacts with two light pulses, the pump and the probe, with wave vectors k 1 and k 2 and frequencies 1 and 2 , respectively. The signal is given by the difference of the probe absorption in the presence and in the absence of the pump and is observed in the direction k s = k 1 − k 1 + k 2 = k 2 . The general expressions for heterodyne signals may be used by setting k 1 = k 2 for the pump and k 3 = k s for the probe. When the two pulses are temporally well separated, the system interacts first with the pump, and the resulting sequential pump-probe signal can be obtained from Eq. ͑3͒, where ij = i − j and S k I and S k II are given by Eqs. ͑26͒ and ͑27͒. Only six Feynman diagrams ͑Fig. 2͒ contribute to the pump-probe technique. These represent ESA ͓͑c͒ and ͑f͔͒, SE ͓͑b͒ and ͑d͔͒, and GSB ͓͑a͒ and ͑e͔͒.
Calculation of the pump-probe spectrum for shaped laser pulses of finite duration requires fourfold time integrations. Equation ͑29͒ may be recast in terms of the variables t 1 , t 2 , and t 3 ͑Fig. 2͒ which represent the time intervals between successive interactions: 
͑30͒
For the simulation of isotropic ensembles we performed rotational averagings of the products of transition dipoles with respect to a laboratory frame using Eqs. ͑38͒ and ͑41͒ of Ref. 34 . The only tensor components of the response function in an isotropic system are S xxxx , S xyxy , S xxyy , and S xyyx ͑+ identical terms where x and y are interchanged͒.
Circular molecular aggregates such as LH2, 35 helical aggregates, 36 and polypeptides [37] [38] [39] are suitable candidates for polarization-sensitive optimization. Linear absorption of helical systems shows two absorption bands, 40 ,41 a longitudinal band, polarized along the helical axis, and a transverse band ͑a combination of the degenerate transitions͒. In circular dichroism ͑CD͒ these bands have equal amplitudes and opposite signs. The ratio of the amplitudes of these bands varies with aggregate geometry. 35, 38 Electronic and vibrational spectroscopic techniques have been widely applied to study structural fingerprints in the spectrum of helical peptides. Vibrational amide bands ͑C v O stretches͒ in IR ͑Ref. 42-44͒ and − * with n − * transitions in UV ͑Ref. 45͒ are well resolved and sensitive to the peptide backbone configuration. The Frenkel exciton model is usually applied to such systems. A coupled three-level oscillator model is used for vibrational excitons, and a two-level oscillator model is used for electronic transitions.
We have applied phase-controlled polarization pulse shaping to the optical excitations of the helical pentamer shown in Fig. 4 ͑top͒. We assumed nearest-neighbor interactions J = 200 cm −1 between monomers along the helix backbone. The transition dipole moments in the molecular local basis ͑ x , y , z ͒ are 1 = ͑1,0,0͒, 2 = ͑cos , sin , 1͒, 3 = ͑cos 2 , sin 2 , 2͒, 4 = ͑cos 3 , sin 3 ,3͒, and 5 = ͑cos 4 , sin 4 , 4͒ with the angle = 2.513 rad.
In all calculations we used the Lorenzian model of the line-broadening function g ab ͑t͒ = ⌫ ab t, where ⌫ ab = ⌫ = 100 cm −1 is the same homogeneous dephasing rate of all transitions. Figure 4 ͑bottom͒ shows the linear absorption ͑dashed line͒. Shown also is a spectrum with ⌫ =10 cm −1
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Voronine, Abramavicius, and Mukamel J. Chem. Phys. 124, 034104 ͑2006͒ ͑solid line͒. ⌬ = − 0 is the detuning from the transition energy of the monomer. The spectrum shows stronger blueand weaker redshifted transitions. The transition energies of the five one-exciton states and the corresponding normalized transition dipole moments are given in Table I . Transitions from the ground state to all five exciton states are allowed with the following order of the oscillator strengths: 5 Ͼ 4 Ͼ 2 Ͼ 1 Ͼ 3. The system thus behaves like an H aggregate. The pump-probe spectra were calculated using Eq. ͑30͒ for = 1.5 ps and dephasing time ⌫ −1 = 167 fm. Pulse shaping was only applied to the pump. The probe was kept linearly polarized and was given by a sum of Gaussian x and y components with equal amplitudes. The quartuple time integrations were performed using the method of rectangles with the integration grid of 50 points in each dimension. The spectral profile of the pump had a Gaussian envelope
where the carrier frequency = 0 ͑and = 0 + 500 cm −1 ͒ and the spectral width G = 311 cm −1 were chosen to excite a wave packet of all the five one-exciton states. The temporal Gaussian profiles had a full width at half maximum ͑FWHM͒ = 117 fs obtained by applying a quadratic j ͑͒ with IFT.
The calculated spectra for linearly and circularly polarized laser pulses are shown in Figs. 5 and 6. The linearly polarized spectra were identical when the pump polarization was parallel or perpendicular to the probe. Circularly polarized electric field is obtained by the application of the /2 TABLE I. Exciton energies and transition dipoles for the helical pentamer shown in Fig. 4 . 1 = ͑ x , y , z ͒ = ͑1,0,0͒ is the transition dipole moment of monomer 1 in the local basis set. Pump-probe spectra of the helical pentamer for = 1.5 ps: ͑top͒-linearly polarized 117 fs FWHM pump laser pulse with ⌬ 1 = 0 with the polarization of the pump either parallel or perpendicular to that of the probe ͑both curves are equal and shown as a dashed line͒, and the similar spectrum induced by the circularly polarized pump and linearly polarized probe ͑solid line͒; ͑bottom͒-spectra taken with the same parameters as above but with ⌬ 1 = 500 cm −1 , the spectrum obtained with linearly polarized pulses ͑dashed line͒ and with the circularly polarized pump ͑solid line͒. Linear ground-state absorption ͑dotted line͒ and the pump laser spectrum ͑dot-dashed line͒.
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Coherent control of helical structures J. Chem. Phys. 124, 034104 ͑2006͒ constant phase shift to the x component of the pump. The tensor components contributing to the circularly polarized spectra are shown in Fig. 6 . Our pump polarization shaping optimization started with both E x and E y components initially equal and with a Gaussian envelope E G ͑͒ = exp͑− 2 /2 G 2 ͒ with FWHM= 117 fs. We employed the genetic algorithm for the optimization of different spectral pump-probe features using 76 parameters of the search space grid with equally spaced points of the auxiliary angle 1 ͑t͒ ͓see Eq. ͑4͔͒. The initial Gaussian profiles were modeled in a range of 600 fs using a 76-point grid. The distortion of the resulting pulse shapes due to numerical error of IFT was small and we were able to fit the total amplitude profile to a Gaussian to within a few percent.
We denote the detuning of pulse j with respect to ⍀ m = 0 by ⌬ j = j − 0 . Three cost functions were minimized, each controlling the ratio of the signal at two frequencies. ͑1͒ W 1 = W PP ͑⌬ 2 = −150͒ / W PP ͑⌬ 2 = 200͒ with ⌬ 1 = 0. This maximizes the negative absorption peak at ⌬ = 200 cm −1 . ͑2͒ W 2 = W PP ͑⌬ 2 = −150͒ / W PP ͑⌬ 2 = −400͒ with ⌬ 1 =0 to maximize the unresolved peak at ⌬ 2 = −400 cm −1 . ͑3͒ W 3 = W PP ͑⌬ 2 = −150͒ / W PP ͑⌬ 2 = 200͒ with ⌬ 1 = 500 cm −1 to maximize the peak at ⌬ 2 = 200 cm −1 . We shall denote the corresponding optimal pulses as P 1 , P 2 , and P 3 . The optimization trajectories of the cost functions are shown in Fig. 7 . The average of the cost function distribution is an indication for convergence. At the end of the optimization, most points converge to the same value; however, there are points with large deviations which can be attributed to the limited precision of the IFT procedure. In all cases the convergence of the cost function was fast and took 10-20 generations. Optimal pulses were found already at the early stages of the optimization. This may be due to the low sensitivity of phase-only shaping or due to the existence of a large number of optimal or near-optimal pulses. W 1 was optimized by a factor of 1.2, and W 2 and W 3 by a factor of 2 compared to the Gaussian pulses.
The optimal pump-probe spectra for W 1 , W 2 , and W 3 are shown in Figs. 8͑a͒-8͑c͒ , respectively. The corresponding pump-probe tensor elements ⌬A ␣␤␥␦ ͓Eq. ͑29͔͒ are given in Fig. 9 . The quasi-three-dimensional representations of the optimized pulse shapes are displayed in Figs. 10 ͑P 1 ͒, 11 ͑P 2 ͒, and 12 ͑P 3 ͒. These pulses correspond to the minimum cost values of the last generation of the optimization ͑gen-erations 19, 25, and 15 for P 1 , P 2 , and P 3 , respectively͒. Elliptical parameters of these pulses ͑the temporal phases of the electric-field components 1 ͒ and parameters of the polarization state ͑the angles of the orientation of the ellipse 1 and ellipticity 1 ͒ are shown in Fig. 13 . The phases determine the outcome of the convolution of the field polarization components with the relevant tensor components of the response function. The time-dependent phases of the polarization-shaped pulses are given in Fig. 14. This provides an alternative representation for the optimized laser pulses. Its time derivative yields the instantaneous pulse frequency presented in Figs. 10-12 using color scheme where the monomer transition frequency is centered in blue with higher ͑lower͒ frequencies shown in violet ͑red͒.
The control target W 1 aims at isolating the blueshifted peak corresponding to the highest exciton state, minimizing the input of the lowest states ͓Fig. 8͑a͔͒. The total pumpprobe signal is given by a sum of several tensor elements ͓Eq. ͑29͔͒. These come from interactions with specific sequences of polarizations of the shaped electric-field components and represent contributions of different Liouville space pathways. Figure 9 ͑top͒ shows the component ⌬A xyyx with a new bleaching feature which can be attributed to the SE/GSB of the initially unresolved n = 3 exciton state.
The optimized W 2 spectrum shown in Fig. 8͑b͒ reveals a new redshifted peak ͑solid line͒. This is a combined contribution of GSB and SE from the lowest n = 1 exciton state. The tensor elements for P 2 are shown in Fig. 9 ͑middle͒. Tensor components contributing to the pump-probe spectra for the optimized polarization-shaped laser pulses P 1 , P 2 , and P 3 ͑top to bottom͒: ͑top͒-tensor components ⌬A xyxy ϫ 2 ͑dashed line͒, ⌬A xxyy ͑solid line͒, and ⌬A xyyx ϫ 2 ͑dotted line͒; ͑middle͒-tensor components ⌬A xyxy ͑dashed line͒, ⌬A xxyy ͑solid line͒, and ⌬A xyyx ͑dotted line͒; ͑bottom͒-tensor components ⌬A xyxy ϫ 3 ͑dashed line͒, ⌬A xxyy ϫ 3 ͑solid line͒, and ⌬A xyyx ͑dotted line͒.
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⌬A xxyy is dominant. ⌬A xyyx contains a similar redshifted bleaching feature but also shows an ESA contribution. The optimized W 3 spectrum ͓Fig. 8͑c͔͒ shows that the spectral shift of the pump carrier frequency leads to the partial removal of the lowest one-exciton states from the exciton wave packet. A new tensor element appears which contains the larger contribution from higher exciton states. The positive absorption peak at ⌬ 2 = −600 cm −1 can be assigned to the one-to two-exciton transition with the inter-ring character based on the analogy with the recent results on cylindrical aggregates. 46 The corresponding tensors are given in Fig. 9 
͑bottom͒.
The new peak in Fig. 8͑b͒ is related to the SE/ESA contributions dominated by the ⌬A xxyy component ͓Fig. 9 ͑middle͔͒. Thus two successive interactions with either the x or y component of the pump are responsible for this effect. The corresponding phase variations of these components shown in Fig. 13 ͑P 2 ͒ can provide more information than the total phase profiles of Fig. 14 . Our simulations were carried out on rotationally averaged ensembles and thus both the ⌬A xxyy = ⌬A yyxx components contain the contributions of xand y-polarized electric fields. It may be possible to further disentangle these contributions by using oriented ensembles. 47 As can be seen in Fig. 9 ͑bottom͒ ⌬A xyyx mainly includes the contributions from the SE and GSB from state n = 4 and 11 . ͑Color͒ Quasi-three-dimensional electric-field representation of the laser pulse P 2 in Fig. 8͑b͒ ͑solid line͒ with the same parameters as in Fig. 10.   FIG. 12. ͑Color͒ Quasi-three-dimensional electric-field representation of the laser pulse P 3 in Fig. 8͑c͒ ͑solid line͒ with the same parameters as in Fig. 10 .
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Voronine, Abramavicius, and Mukamel J. Chem. Phys. 124, 034104 ͑2006͒ the ESA from n =5 ͑Fig. 2͒. Modulations of the phases of the electric-field components 1x and 1y induce almost complete cancellation of the response from diagrams ͑b͒, ͑c͒, ͑d͒, and ͑f͒ for the state n = 4 with diagrams ͑a͒ and ͑e͒ for n =5 accompanied by the slight narrowing of the remaining absorption and bleaching peaks. The three-dimensional pulse shapes are shown in Figs. 10-12. P 2 and P 3 show significant modulations of the instantaneous frequency in the middle and at the end of the pulse duration. P 1 , on the other hand, is characterized by fast changes in the orientation angle and the degree of ellipticity.
V. DISCUSSION
We have demonstrated the effect of polarization-shaped laser pulses on the ratios of two peaks in the pump-probe spectrum of excitons in a helical pentamer. The optimized electric fields select different Liouville space pathways of the tensor components of the response functions, highlighting several pump-probe tensor elements with distinct features. All tensor elements add coherently and interfere to obtain the pump-probe signal. A genetic algorithm was used to search for the optimized polarization-shaped laser pulses by modulating the E x and E y electric-field components. New peaks can be resolved and some peaks are suppressed in an otherwise poorly resolved spectrum.
Our calculations were made in the dipole approximation where there are only three linearly independent components for isotropic systems: xxyy , xyxy, and xyyx ͑xxxx is a linear combination of these components͒. 48 The signal propagation direction is determined by phase matching. These components have been used for improving of spectral resolution in 2D IR spectroscopies. [49] [50] [51] [52] [53] Polarization shaping generates combinations of the three tensor components which amplify specific spectral features. Additional six chirally sensitive tensor components appear when the respose function is expanded to first order in wave vector. 34 Further control of the spectroscopic targets may be achieved by varying other parameters such as the spectral and temporal laser envelopes. FIG. 13 . Left: optimized timedependent phase profiles x ͑t͒ ͑dashed line͒, y ͑t͒ ͑dotted line͒. Right: optimized elliptical parameters ͑t͒ ͑dot-ted line͒, ͑t͒ ͑dashed line͒ for P 1 , P 2 , and P 3 .
FIG. 14. Time dependence of the total phase ͑t͒ ͓Eq. ͑8͔͒ of the optimized laser pulses for P 1 , P 2 , and P 3 .
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Combination of different polarization components is utilized in CD, a linear technique, which measures the difference in absorption of left-and right-handed circularly polarized light. 45, [54] [55] [56] This is the simplest example of a wavevector-induced signal and is related to the S xy ͑1͒ elements of the linear-response tensor ͑when the field propagates along z͒. The technique is widely used for protein structure determination both in the UV ͑180-220 nm͒ and the IR ͑1000-3500 cm −1 ͒. [57] [58] [59] [60] [61] Pattern-recognition and decomposition algorithms have been used to distinguish between ␣-helical and ␤-sheet formations using electronic [62] [63] [64] and vibrational CD. 65 We have recently showed that tensor components of the third-order response tensor expanded to first order in wave vector ͑beyond the dipole approximation͒ are induced by molecular chirality ͑have opposite signs for the mirror image of structure͒ and therefore are very promising in the studies of polarization-controlled spectroscopy. 34 Their dependence on the four optical wave vectors brings additional 12 parameters. The control of these parameters for chiral systems such as helical structures is an interesting direction for a future study.
