Topic modeling has become a popular method used for data analysis in various domains including text documents. Previous topic model approaches, such as probabilistic Latent Semantic Analysis (pLSA) and Latent Dirichlet Allocation (LDA), have shown impressive success in discovering low-rank hidden structures for modeling text documents. These approaches, however do not take into account the manifold structure of the data, which is generally informative for nonlinear dimensionality reduction mapping. More recent topic model approaches, Laplacian PLSI (LapPLSI) and Locally-consistent Topic Model (LTM), have incorporated the local manifold structure into topic models and have shown resulting benefits. But they fall short of achieving full discriminating power of manifold learning as they only enhance the proximity between the low-rank representations of neighboring pairs without any consideration for non-neighboring pairs. In this article, we propose a new approach, Discriminative Topic Model (DTM), which separates non-neighboring pairs from each other in addition to bringing neighboring pairs closer together, thereby preserving the global manifold structure as well as improving local consistency. We also present a novel model-fitting algorithm based on the generalized EM algorithm and the concept of Pareto improvement. We empirically demonstrate the success of DTM in terms of unsupervised clustering and semisupervised classification accuracies on text corpora and robustness to parameters compared to state-of-the-art techniques.
INTRODUCTION
Topic models are based on the notion that each data component (e.g., a document) can be represented by a mixture of basic components (or topics) . In text analysis, topic models typically adopt the bag-of-words assumption, which ignores information regarding the ordering of words. Each document in a given corpus thus has a representation in the form of a histogram containing the occurrence of words. The form of this histogram comes from a distribution over a certain number of topics, each of which is a distribution over words in the vocabulary. By learning the distributions, we can create a corresponding low-rank representation of the high-dimensional histogram for each document. Topic models, such as probabilistic Latent Semantic Analysis (pLSA) [Hofmann 1999] and Latent Dirichlet Allocation (LDA) [Blei et al. 2003 ] have shown impressive empirical success by improving classification accuracy through the discovery of low-rank hidden structures. In addition, these models provide probabilistic interpretations of the generative process of data.
Recently, several topic models, namely, Laplacian Probabilistic Latent Semantic Indexing (LapPLSI) [Cai et al. 2008] and Locally-consistent Topic Modeling (LTM) [Cai et al. 2009] , were developed by additionally considering the manifold structure of data. Since data from texts or images are often found to be placed on a low-rank nonlinear manifold within the high-dimensional space of the original data, learning the manifold structure can provide better dimensionality reduction mapping and visualization [Belkin and Niyogi 2001; Roweis and Saul 2000; Tenenbaum et al. 2000] . Both the topic models increase the proximity between the probability distributions of the data pairs with favorable relationships (i.e., within-class pairs or neighbors in manifolds) by adding proximity as a regularization term to the log-likelihood function of pLSA. As a result, these models obtain probabilistic distributions concentrated around the manifold and show higher accuracy than pLSA and LDA for text clustering and classification tasks. However, LapPLSI and LTM fall short of achieving the full discriminating power of manifold learning because the global manifold structure is often not well preserved by only enhancing the proximity between favorable pairs. To achieve the full benefit, they would also need to consider unfavorable relationships (i.e., between-class pairs or non-neighbors in manifolds) between data pairs.
In this work, we propose a new topic model to focus more on discriminating power, which we refer to as Discriminative Topic Model (DTM). In order to address clustering or classification problems in an unsupervised or semisupervised setting, i.e., using no, or a small amount, of labeled data with a large amount of unlabeled data, DTM maintains the local consistency of data by increasing the proximity between the probability distributions of the data pairs with favorable relationships, as do LapPLSI and LTM. In addition, in contrast to the previous models, DTM explicitly aims to increase the separability between those of the data pairs with unfavorable relationships. Due to the effectiveness of this more complete manifold learning formulation, DTM also preserves the global manifold structure, showing better performance in document clustering and classification tasks than the previous approaches. We also present an efficient algorithm to solve the proposed regularized log-likelihood maximization problem based on a generalized Expectation-Maximization algorithm [Dempster et al. 1977 ] and the concept of Pareto improvement [Barr 2004] . Our model-fitting algorithm does not require a regularization parameter to which the clustering and classification performance can be sensitive. We offer empirical evidence on three real-world text corpora (20 newsgroups, Yahoo! News K-series, and Reuters-21578) and demonstrate the superiority of DTM to state-of-the-art techniques.
It is worth mentioning that this work is an enlarged version of the paper with the same title, which appeared in the proceeding of ACM Special Interest Group on Knowledge Discovery and Data Mining (SIGKDD) [Huh and Fienberg 2010] . In this extended version: (1) the formulation of DTM is generalized to adopt any userdefined unfavorable relationships; (2) the reestimation equations for the parameter set representing topic distributions are presented in complete matrix form; (3) an effective binary search replaces a typical line search when a Pareto optimum is explored; (4) a dynamic weighting scheme on unfavorable relationships is newly proposed; and (5) the clustering performance is reported in addition to the classification performance.
The remainder of this article is organized as follows. Section 2 provides the background and notation. Section 3 gives an overview of the previous work. In Section 4, we formulate DTM and describe how to fit the proposed model. We present the experimental setup and discuss the experimental results in Sections 5 and 6, respectively, followed by conclusions in Section 7. 
BACKGROUND AND NOTATION
We begin by describing the two basic components of our method: probabilistic Latent Semantic Analysis (pLSA) [Hofmann 1999 ] as a topic model and Laplacian Eigenmaps [Belkin and Niyogi 2001] or graph embedding [Yan et al. 2007 ] as a manifold learning algorithm.
Probabilistic Latent Semantic Analysis
Probabilistic Latent Semantic Analysis (pLSA) [Hofmann 1999 ] evolved from Latent Semantic Indexing (LSA) [Deerwester et al. 1990] , and defines a proper generative model based on a solid statistical foundation.
Suppose that we have a corpus that consists of N documents {d 1 , d 2 , · · · , d N } with words from a vocabulary containing M words {w 1 , w 2 , · · · , w M }. In pLSA, we associate the occurrence of a word w in a particular document d with one of K unobserved topic variables {z 1 , z 2 , · · · , z K }. More formally, we can define pLSA by the following generative process:
-select a document d with probability P(d); -pick a latent class z with probability P(z|d); -generate a word w with probability P(w|z).
By summing out the latent variable z, we can compute the joint probability of an observed pair (d, w) as
Based on this joint probability, we can calculate the log-likelihood as
where n(d, w) denotes the number of times word w occurred in document d. Following the likelihood principle, we can determine P(w|z) and P(z|d) by maximizing the relevant part of Eq. (1)
Laplacian Eigenmaps and Graph Embedding
Traditional manifold learning algorithms [Belkin and Niyogi 2001; Hinton and Roweis 2002; Roweis and Saul 2000; Tenenbaum et al. 2000] have given way to graph-based semisupervised learning algorithms [Belkin et al. 2006; Zhou et al. 2003; Zhu et al. 2003 ]. The goal of manifold learning is to recover the structure of a given dataset by a non-linear mapping into a low-dimensional space. One such manifold learning algorithm, Laplacian Eigenmaps [Belkin and Niyogi 2001] , utilizes spectral graph theory [Chung 1997 ].
Suppose that we have N data points {u 1 , u 2 , · · · , u N }, each of which is an M × 1 vector. From the nearest neighbor graph of these data points, a local similarity matrix W is defined to contain favorable pair-wise relationships among them, e.g.,
where N r (u) is the set of the r nearest neighbors of u. Let x i , which is a K × 1 vector, be a low-rank representation of u i on the manifold (K M). Intuitively, if two data points u i and u j are close to each other in the original space, the corresponding low-rank representations x i and x j should also lie near each other. From this intuition, Laplacian Eigenmaps solve the following optimization problem.
where X is the matrix the ith column of which is x i , and D is a diagonal matrix such that D ii = N j=1 W ij . The constraint in Eq. (4) plays a role in avoiding all x to converge to 0 as well as leading to a generalized eigenvalue problem. (Note that without the constraint, the objective function decreases only by scale reduction.) To avoid a trivial solution, which is x 1 = x 2 = · · · = x N = c, where c is a nonzero constant vector, the eigenvectors corresponding to a zero eigenvalue are ignored and the ones corresponding to the smallest nonzero eigenvalues are selected among the eigenvalue solutions [Belkin and Niyogi 2001] .
The idea of Laplacian Eigenmaps can be generalized with the idea of graph embedding [Yan et al. 2007 ], a general framework for dimensionality reduction, as follows.
where B is either a diagonal matrix for scale normalization (as in Laplacian Eigenmaps) or the Laplacian matrix of a graph representing unfavorable relationships between data points. From these notations, we can conclude that to control favorable relationships is not sufficient for learning manifold structure. Cai et al. [2008] recently proposed two topic models, Laplacian pLSI (LapPLSI) and Locally-consistent Topic Modeling (LTM) [Cai et al. 2009 ], which use manifold structure information based on pLSA. These models are formalized by regularizing the original log-likelihood of pLSA with the proximity between low-dimensional probability distributions of data pairs that are likely to be closely located on the manifold.
PREVIOUS WORK
LapPLSI adopts the objective of Laplacian Eigenmaps for the measure
where λ is the regularization parameter and W is an N × N matrix measuring the local similarity of document pairs based on word occurrences.
LTM uses the Kullback-Leibler divergence (KL divergence) instead of the squared Euclidean distance
where the KL divergence of probability distributions P(z|d i ) and P(z|d j ) is
By discovering the local neighborhood structure, these two models show higher discriminating power than pLSA and LDA on document clustering and classification tasks. Both models, however, fall short of the full discriminating power of manifold learning because the global manifold structure is often not well preserved by only enhancing the proximity between favorable pairs without maintaining or increasing the separability between unfavorable pairs. In addition, these models are limited in that their performance depends on the choice of the regularization parameter λ. It is unclear how to appropriately determine the value of λ, particularly when no labeled data is available.
DISCRIMINATIVE TOPIC MODEL
Here, we formalize our proposed model, named Discriminative Topic Model (DTM). We also present an algorithm to solve the proposed regularized log-likelihood maximization problem based on the generalized Expectation Maximization (EM) algorithm [Dempster et al. 1977] and the concept of Pareto improvement [Barr 2004 ].
Regularized Model
When increasing the local consistency in manifold learning, we also need to maintain or increase the separability of the low-rank representations of the data that are not likely to be placed close to each other. To do this, we define two matrices, W and W: W measures the local similarity of document pairs based on word occurrences; on the other hand, W measures the local or global dissimilarity of document pairs. We will introduce the definitions of W and W adopted for our experiments in the following section. We constrain these two matrices to have only nonnegative elements.
The proximity of favorable pairs can then be expressed by the weighted sum of the squared Euclidean distances between the low-rank probability distributions
Similarly, the separability of unfavorable pairs can be expressed as
To minimize the proximity while maintaining or maximizing the separability, we combine these two objectives as a fraction form and maximize the following objective function:
Our model is regularized with this term to learn the manifold structure of data, in addition to adopting the generative process of pLSA. The log-likelihood of our model is thus as follows:
where λ is a regularization parameter. Although our model includes the regularization parameter, we do not need to consider it directly; it is handled implicitly by the nature of our model-fitting algorithm, as we elaborate in the following subsection.
Model-Fitting
When a probabilistic model involves unobserved latent variables, the EM algorithm offers a general approach for the maximum likelihood estimation of the model. Here we use the generalized EM algorithm, which finds parameters that improve the expected value of the log-likelihood function in the M-step rather than maximizing it. For further details, see Dempster et al. [1977] .
, which are parameters of DTM. Thus, we need to estimate MK + K N parameters, the same as for pLSA. E-step. The E-step of DTM is exactly the same as that of pLSA [Hofmann 1999] . By applying Bayes' formula, we compute posterior probabilities
M-step. In the M-step of DTM, we improve the expected value of the log-likelihood function which is
The M-step reestimation equation for φ is exactly the same as those for pLSA because the regularization term of DTM does not include P(w j |z k ); the M-step reestimation equation is as follows: Before describing the M-step reestimation algorithm for θ , we introduce the concept of Pareto improvement [Barr 2004 ], based on which, we propose our algorithm. Pareto improvement is the change from one status to another that can improve at least one objective without worsening any other objectives. More formally, in our problem, an update θ (t) → θ (t+1) is a Pareto improvement if either of the following two conditions holds.
(
Based on the concepts of generalized EM and Pareto improvement, we re-estimate θ by (1) increasing Q(φ, θ) rather than maximizing it, and (2) increasing at least one of Q 1 (φ, θ) and Q 2 (θ ) without decreasing the other.
Among many possible Pareto improvements, we choose the one that has the greatest improvement of Q 2 (θ ) at each iteration, because Q 2 (θ ), which is optimized to reveal manifold structure, is more critical to the discriminative power of the model. One advantage of this strategy is that Q(φ, θ) is improved regardless of the regularization parameter λ whose value affects the performance of previous models, and yet is hard to determine appropriately.
Reestimation of θ for each of
In order to present a reestimating algorithm for θ to increase Q(φ, θ) based on Pareto improvement, we first propose reestimation equations to increase each of Q 1 (φ, θ) and Q 2 (θ ) in the following theorems.
by applying the following reestimation equation
then Q 1 (φ, θ) monotonically increases when θ moves from θ (t) to θ (t+1) along the line with fixed φ.
PROOF. Q 1 (φ, θ) is the expected value of the log-likelihood function of pLSA and Eq. (16) is the reestimation equation for P(z k |d i ) of pLSA; thus, θ (t+1) maximizes Q 1 (φ, θ) when φ is fixed. Since Q 1 (φ, θ) is a concave function of θ and θ (t+1) is the maximum solution of Q 1 (φ, θ), Q 1 (φ, θ) monotonically increases when θ moves from θ (t) to θ (t+1) along the line.
THEOREM 4.2. Let α be the estimated value of the regularization term under the current estimates of the parameters with nonnegative matrices W and W
and we define β pi for topic id p and document id i as
where D and D are diagonal matrices such that
Then, Q 2 (θ ) is nondecreasing by the following reestimation equation for
PROOF. See Appendix A.
In Eq. (18), the minimum operator is used to ensure that
is a probability distribution after reestimation. It can be easily verified that K k=1 P(z k |d i ) = 1 and ∀k, P(z k |d i ) ≥ 0 after the reestimation, when P(z p |d i ) = 0. If P(z p |d i ) = 0, we replace P(z p |d i ) with a tiny value to avoid a division by zero.
Reestimation Equation of
The reestimation equation in Theorem 4.2 can be converted into a matrix form and thus the computation of the equations can be parallelized as follows. Let P be a matrix such that P ki = P(z k |d i ).
First, we compute the numerator of α in Eq. (17) as
where L = D − W, which is the graph Laplacian of the similarity graph. In the same way, we compute the denominator of α in Eq. (17) as
where L = D − W, which is the graph Laplacian of the dissimilarity graph. Therefore, from Equations (21) and (22), we compute α in Eq. (17) as
Second, we re-express β pi for topic id p and document id i in Eq. (18) in matrix form
Considering all documents and all topic ids together, we define a matrix B whose
where 1 K×N is the K × N matrix with all ones and the min operation and divisions are element-wise.
To convert the reestimation equation in Eq. (20) to a matrix form, we reformalize the equation. The reestimation equation is equivalent to the following two-step update.
Step 1. Update P(z p |d i ) with the following equation with β pi .
Step 2. Normalize P(z 1 |d i ), P(z 2 |d i ), · · · , P(z K |d i ) to be summed to 1.
Finally, applying this transformed update to all topics and documents yields a two-step matrix form reestimation for {P(z k |d i )}:
Step 1.
Step 2.
where ⊗ denotes element-wise multiplication and the divisions are also element-wise.
Reestimation Algorithm for θ.
Based on Theorems 4.1 and 4.2, we propose a reestimating algorithm for θ . Let the current parameter set θ be θ 0 . We first compute θ 1 by applying Eqs. (23) through (29) to θ 0 . Theorem 4.2 guarantees that Q 2 (θ 1 ) ≥ Q 2 (θ 0 ). θ 2 is then computed from θ 1 by applying the pLSA M-step in Eq. (16). Theorem 4.1 ensures that Q 1 (φ, θ) monotonically increases when θ moves from θ 1 to θ 2 along the line.
On the line segment between θ 1 and θ 2 , we find a Pareto optimum between Q 1 and Q 2 . Among the possible Pareto optima, we are interested in the Pareto optimum that maximizes Q 2 since Q 2 is decisive for the discriminating power of the model, and Q 1 for the generative process. To find the Pareto optimum, we perform a binary search between θ 1 and θ 2 as follows. Let ρ be the center point between θ 1 and θ 2 . If Q 1 (φ, ρ) < Q 1 (φ, θ 0 ), we exclude the interval between θ 1 and ρ from further consideration because Theorem 4.1 ensures that Q 1 is not improved and thus there exists no Pareto optimum in the interval. Otherwise, we compute the directional derivative of Q 2 at ρ along the direction θ 2 − θ 1
where vec denotes the operation of vectorization with the same order of elements as θ 1 (or θ 2 ), and mat is its inverse operation.
If this derivative is positive, Q 2 (θ ) increases as θ moves towards θ 2 ; thus, we exclude the interval between θ 1 and ρ from further consideration. In the same way, if the derivative is negative, we exclude the interval between ρ and θ 2 . Then, by regarding the remaining interval as [θ 1 , θ 2 ], we perform the next iteration of the binary search until the derivative is equal to zero or the length of the remaining interval is sufficiently short. As a result, we obtain a local optimum of Q 2 that also improves Q 1 on the line segment between θ 1 and θ 2 .
After obtaining the result, denoted by ρ * , we examine whether it yields a Pareto optimum between Q 1 and Q 2 , i.e., Q 1 (φ, ρ * ) ≥ Q 1 (φ, θ 0 ) and Q 2 (ρ * ) > Q 2 (θ 0 ) or Q 1 (φ, ρ * ) > Q 1 (φ, θ 0 ) and Q 2 (ρ * ) ≥ Q 2 (θ 0 ) . If this is true,, we reestimate θ with θ = ρ * . Otherwise, we keep θ as θ 0 without updating in the M-step and continue to the next E-step.
In our model, we iteratively repeat the E-step and M-step until both the parameters φ and θ converge. This convergence is typically evaluated by examining whether the change of the parameters is less than a small threshold. In our experiments, our model required approximately 100 to 300 iterations to achieve convergence.
Algorithm 1 summarizes our model-fitting algorithm. As described in lines 6 through 8, we selectively give weights on the elements of W for every, or a certain number, of interations, which often improves the discriminative power of the model. The weights can be given based on the low-dimensional representation in order to prioritize the pairs not sufficiently separated from each other. The weighting scheme used in our experiments will be presented in the following section.
EXPERIMENTS
We tested DTM using three widely used text corpora (20 newsgroups, Yahoo! News K-series, and Reuters-21578) and compared it with other topic models and dimensionality reduction methods. In this section, we describe our experimental setup and implementation details.
Datasets and Experimental Setup
The 20 newsgroups corpus is a collection of approximately 20,000 newsgroup documents, partitioned almost evenly across 20 different newsgroups. 1 We downloaded the preprocessed version from R. F. Corrêa's Web page, 2 which includes 18821 documents with 8156 distinct words. Among the documents, we randomly selected 100 documents from each category for each test run; as a result, in total 2000 documents were used for test. Yahoo! News K-series is a collection of 2340 news articles belonging to one of 20 different categories, which includes documents of varying sizes ranging from 494 to 9 [Boley 1998 ]. We downloaded the preprocessed version including 8104 distinct words from D. L. Boley's Web page.
3 For every test run, we used all the 2340 documents. Reuters-21578 is a corpus of newswire stories made available by Reuters, Ltd., and corrected by D. D. Lewis. 4 The entire Reuters-21578 corpora consists of documents in 135 categories. Among the documents, we extracted the 10 largest categories with unique category labels, the sizes of which are unbalanced, ranging from 3923 to 112. We downloaded a preprocessed version of Reuters-21578 from R. F. Corrêa's Web page, which includes 5180 distinct words. For each test run, we randomly selected Optional step:
Give weights on W based on θ.
8:
Recompute D and L.
9:
E-step:
10:
Compute P(z k |d i , w j ) using φ and θ as in Eq. (13).
11:

M-step:
12:
Reestimate φ as in Eq. (15).
13:
Compute θ 1 from θ by applying Eqs. (23), (25), (28), and (29).
14:
Compute θ 2 from θ 1 by applying Eq. (16).
15:
while high − low > where is a tiny value greater than 0 do 
θ ← ρ * 37:
end if
38:
iter ← iter + 1. 39: until (φ and θ converge) or (iter ≥ MaxIter) 100 documents from each category; as a result, in total 1000 documents were used for testing.
We evaluated the performance of DTM and provide comparison with previous topic models, including LapPLSI and LTM, and other traditional dimension reduction algorithms:
-Locally-Consistent Topic Modeling (LTM) [Cai et al. 2009 ]; -Laplacian Probabilistic Latent Semantic Indexing (LapPLSI) [Cai et al. 2008] ; -Latent Dirichlet Allocation (LDA) [Blei et al. 2003 ]; -Probabilistic Latent Semantic Analysis (pLSA) [Hofmann 1999 ]; -Principal Component Analysis (PCA) [Jolliffe 2002 ]; -Non-Negative Matrix Factorization (NMF) [Lee and Seung 2000 ].
Additionally, we tested the approach using word histograms with the tf-idf weight scheme [Salton and Buckley 1988] and L1-normalization but without any dimension reduction.
Implementation Details
Given the word occurrences of each document in a text corpus, we applied the tf-idf weight scheme [Salton and Buckley 1988] and subsequently L1-normalization. This preprocessing is optional, but we found that it generally improves overall clustering and classification performance. We then computed the histogram intersection to measure the similarity of two documents. More formally, we calculated the histogram intersection of two documents d i and d j as
where n(d, w) is the occurrence of word w in document d, which is obtained by applying the tf-idf weight scheme and L1-normalization to the original word occurrence. We found that this histogram intersection is more effective than the Euclidean distance or cosine distance in discovering the nearest neighbors in documents. Based on this similarity measure, we define a local similarity matrix W as
where 
In other words, if two documents that are not directly neighboring each other are connected through another document, the two documents are linked in the local dissimilarity graph. We can reexpress Eq. (33) in matrix form:
We give weights on the elements of this dissimilarity matrix during model-fitting, based on the current topic distributions of documents, which are the low-dimensional representation of the documents, in order to more focus on relatively less separated pairs as follows:
where σ is a small positive value for avoiding a division by zero. We set σ to be 0.1 in our experiment. The locally-defined dissimilarity matrix and weighting scheme are effective in separating unfavorable data pairs in a global manner, as we will empirically show in the following result section. Although we used the same definitions of W and W and weight scheme for all three text corpora in our experiments, we could find more effective definitions for each of the data based on their intrinsic properties or experimental results.
It is worth mentioning that class label information can be additionally used for construction of similarity matrix W, as described in the previous work [Cai et al. 2009 ]. More specifically, after an r-nearest neighbor graph is generated in an unsupervised manner, edges can be added between documents belonging to the same category and removed between documents belonging to different categories. This scheme can be extended to the construction of dissimilarity matrix W in the opposite way: after constructing a dissimilarity graph, edges can be removed between documents belonging to the same category and added between documents belonging to different categories. We did not apply this scheme in our implementation because the performance gain is marginal due to the lack of labeled documents in our setting.
For performance comparison, we implemented the other approaches as follows. For pLSA, we downloaded the source codes from Peter Gehler's code and dataset page.
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For LDA, we used Matlab Topic Modeling Toolbox 1.3.2. 6 For LapPLSI and LTM, we downloaded the source codes from the author's Web page. 7 We directly implemented the other two methods: PCA and NMF. For pLSA and LDA, we did not apply the tfidf scheme and L1-normalization; higher performances were achieved without these schemes in our experiments.
In LTM and LapPLSI, the regularization parameter needs to be determined. Instead of tuning the parameter, we tested four values (1, 10, 100, and 1000) and selected the best one based on the average performance. Although we found the best parameter by referring to the results, this parameter can be tuned through a typical validation scheme if more than one labeled document is given per category. However, if no, or only one, labeled document is available, it is unclear how to tune the parameter. We will discuss the performance variation of LTM and LapPLSI due to this choice of regularization parameter in the following section. For LTM and LapPLSI, the same W is used as DTM. To determine r, which is the number of the nearest neighbors, we tested two values, 10 and 20, and selected the better one based on the performance.
Source codes of DTM are available online. 
RESULTS AND DISCUSSIONS
In this section, we provide qualitative and quantitative evaluations of DTM, showing that DTM produces discriminative topics and is thus superior to other topic models and dimensionality reduction methods in document clustering and classification tasks.
Topic-Modeling
First we study the topic-modeling capability of DTM on 20 newsgroups. Table I lists 50 topics produced by DTM, where the most frequent five words are reported. Table II shows the three major topics for each newsgroup with the largest proportions among the 50 topics. The proportion of topic z for newsgroup c is computed by averaging P(z|d) over all documents d belonging to newsgroup c. These results show that the discriminative learning idea of DTM does not damage the statistical structure of the generative topic modeling. For example, topics 4, 15, 19, 26, 29, 41, 43 , and 48 obviously represent sale, the middle east, car, gun, cryptography, motorcycle, medical treatment, and space development, respectively. Therefore, it is consequent that these topics are the first major topics of newsgroups misc.forsale, talk.politics.mideast, rec.autos, talk.politics.guns, sci.crypt, rec.motorcycles, sci.med, and sci.space. Topics 3, 9, 38, and 47 are related to religion and the major topics of newsgroups alt.atheism, soc.religion.christian, and talk.religion.misc. Topics 2, 6, 7, 14, 34, 39, and 40 contain computer terminologies and are associated with computer related newsgroups. Figure 1 demonstrates topic distributions of five documents from each of categories misc.forsale and sci.electronics generated by DTM, LTM, and pLSA. In the results of DTM, not only do documents in the same category show similar topic distributions, but also topic distributions in the different categories are distinguishable from one For each category and a given topic z, the topic proportion is computed by averaging P(z|d) over all documents in the category. another. In contrast, in the results of LTM, although topic distributions in the same category are similar as in DTM, topic distributions in the different categories are not quite separable. This phenomenon often happens when different categories share major topics because LTM does not explicitly take into account the separability of different categories. pLSA does not consider manifold structure at all so that even the documents in the same category often do not show similar topic distributions.
Clustering
For clustering, after performing topic modeling or dimensionality reduction, we applied K-means clustering to the low-dimensional representations (P(z k |d i ) for topic models).
For each approach, we explored several numbers of topics or dimensionalities of the Fig. 2 . Clustering performance of the K-means algorithm after various topic models and dimensionality reduction methods are applied on three text corpora: 20 newsgroups (left), Yahoo! News K-series (center), and Reuters-21578 (right) (best viewed in color). "Words" indicates that no dimensionality reduction is applied; word histograms weighted by the td-idf weight scheme and subsequently normalized by L1-normalization are used as features.
embedding space (10, 20, 30, 40, and 50) . We evaluated the clustering results by referring to the labels in terms of clustering accuracy [Xu et al. 2003 ], defined as clustering accuracy = max
where P π is a C × C permutation matrix (C is the number of categories), P π ( j, k) is the ( j, k) element of P π , y i is the original label of document i, and c i is the cluster id of document i as a result of K-means clustering; both of y i and c i are one of {1, 2, · · · , C}. We used the Hungarian method [Kuhn 1955 ] to find the best permutation matrix that maximizes
We report the average of the clustering accuracies after 20 test runs. Figure 2 demonstrates that DTM outperforms the other approaches, including LapPLSI and LTM, in the document clustering task. On all the three corpora, DTM achieves approximately 5 to 10% higher performance than the subsequent methods. From these results, we can conclude that DTM is more successful in exposing the manifold structures inherent in the text corpora. On the other hand, LapPLSI and LTM are not as effective as DTM because unfavorable pairs are not taken into account in discovering the manifold structures. Figure 3 illustrates the distributions of low-dimensional representations of 20 newsgroup documents generated by DTM, LTM, and pLSA, where each dot represents a document and each marker indicates a category. To produce 2D embeddings, we applied t-Distributed Stochastic Neighbor Embedding (t-SNE) [van der Maaten and Hilton 2008] using Matlab Toolbox for Dimensionality Reduction.
9 When both favorable and unfavorable relationships are taken into account (DTM), documents belonging to the same category tend to be more separately grouped from those in the other categories. On the other hand, if only favorable relationships are considered (LTM), documents in different categories often overlap one another, resulting in less effective separation of categories. When neither of the relationships are considered (pLSA), documents in the same category are often divided into several groups and those in different categories are jumbled together, which leads to the worst clustering performance among the three models. 
Classification
For classification, in order to address real-world problems in a semisupervised setting, we randomly selected a small number of documents (one of 1, 3, and 5) from each category as labeled data and considered the remainder to be unlabeled. After we obtained low-dimensional representations through topic modeling or dimensionality reduction, we applied 1-nearest neighbor (1-NN) and linear-kernel Support Vector Machine (SVM) to the low-dimensional representations (P(z k |d i ) for topic models) for classification. We tuned the slack parameter of the SVM through leave-one-out-perclass cross validation when more than one document per category is labeled; when only one labeled document is available per category, we used the default parameter. We report the average of the classification accuracies after 20 test runs.
Figures 4 and 5 show that DTM outperforms the other approaches in terms of document classification accuracy. Among previous approaches, LapPLSI and LTM generally show higher performance than the other methods, as we expected. Although LapPLSI and LTM do not reach the full discriminating power of manifold learning, they can still find a low-rank nonlinear embedding space to which documents are mapped. On the other hand, pLSA and LDA, which do not adopt any regularization for manifold learning, cannot find such a nonlinear embedding space. PCA and NMF also do not consider manifold structure and thus are not effective for discovering discriminative low-dimensional representation. The performance of pLSA decreases as the number of topics increases beyond a certain point; it is well known that pLSA is prone to overfitting due to the large number of parameters, which grows proportionally with data size. PCA and NMF also demonstrate similar tendencies in our experiments.
Discussion
The time complexity of DTM is as follows. As defined previously, let K, M, and N be the number of topics, the size of the vocabulary, and the number of documents, respectively. The E-step, reestimation of φ, and the update of the log-likelihood of pLSA (Q 1 ) in DTM are the same as the process of pLSA. Since, as known, the worstcase time complexity of pLSA is O(K MN), the time complexity of these components of DTM is O(K MN). The update of the regularization term (Q 2 ) can be conducted by the matrix computation in Eqs. (23), (25), (28), and (29). Hence, the time complexity of this update is O(K N 2 ). The number of binary search steps is bounded by a constant because the search is performed in the range [0, 1] (more precisely, between θ 1 +0·δ and θ 1 +1· δ, where δ = θ 2 − θ 1 ) and the precision is constant. Therefore, the time complexity of reestimation θ after the updates of Q 1 and Q 2 is O(K N 2 ) due to computation of the Fig. 4 . Classification performance of the 1-Nearest Neighbor (1-NN) classifier after various topic models and dimensionality reduction methods are applied on three text corpora: 20 newsgroups (top), Yahoo! News K-series (middle), and Reuters-21578 (bottom) (best viewed in color). We selected a small number of documents among one (left), three (center), and five (right) from each category as labeled data for training. In each subplot, x-axis represents the number of topics or reduced dimensionality, and y-axis represents classification accuracy. "Words" indicates that no dimensionality reduction is applied; word histograms weighted by the td-idf weight scheme and subsequently normalized by L1-normalization are used as features.
directional derivative. By summing up all these time complexities, we arrive at the time complexity of DTM as O(K MN + K N 2 ). In our experiments, the parameters of DTM converge in 300 iterations and clustering/classification accuracies reach their peaks in 30 to 50 iterations. The practical running time of DTM is comparable to that of LTM or LapPLSI.
DTM iteratively finds the Pareto improvement between Q 1 and Q 2 . In the early iterations, Q 1 and Q 2 tend to move together because discovering a generative process of Fig. 5 . Classification performance of the Support Vector Machine (SVM) classifier after topic models and dimensionality reduction methods are applied on three text corpora: 20 newsgroups (top), Yahoo! News K-series (middle), and Reuters-21578 (bottom) (best viewed in color). We selected a small number of documents among one (left), three (center), and five (right) from each category as labeled data for training. In each subplot, x-axis represents the number of topics or reduced dimensionality, and y-axis represents classification accuracy. "Words" indicates that no dimensionality reduction is applied; word histograms weighted by the td-idf weight scheme and subsequently normalized by L1-normalization are used as features. data contributes to categorizing them. As the iteration increases, discriminative power is decoupled from generative power so that the improvement on Q 1 is restricted by the regularization effect of Q 2 . As a result, DTM avoids modeling the details of the generative process of data that undermine discriminative power. This Pareto optimization strategy is different from general regularization schemes in that the optimization of Q 1 and Q 2 is constrained by current Q 1 and Q 2 at each iteration. In other words, the improvement on Q 1 or Q 2 is irreversible. DTM does not involve the tuning of the regularization parameter that balances between Q 1 and Q 2 because the updates are conducted to maximize Q 2 among Pareto improvements between Q 1 and Q 2 , which implies maximizing discriminative power without sacrificing generative power already obtained. Therefore, the balance between Q 1 and Q 2 is not fixed, but is determined by current Q 1 and Q 2 at each iteration. On the other hand, LapPLSI and LTM require setting the parameter before optimization, but it is not clear how to perform the tuning particularly with little label information available, e.g., unsupervised clustering or classification with one label per class. Figure 6 shows the clustering and classification performance of LTM and LapPLSI with four different regularization parameters compared to the performance of DTM, which does not vary due to the irrelevance of the parameter. As can be seen, the performance changes of LTM and LapPLSI due to the parameter are sometimes not negligible and the best parameter is not constant but varies according to the text corpus, the amount of labels, and the number of topics or reduced dimensionality.
Out-of-sample data can be handled in two ways as with other semisupervised learning methods: inclusive and exclusive approaches [Trosset et al. 2008] . The former approach reconstructs similarity and dissimilarity matrices with new data in addition to in-sample data. Based on the matrices, a new model is then trained. Since this approach repeats the entire modeling process, it is inefficient, but it is effective when the distribution of out-of-sample data is not consistent with that of in-sample data. The latter approach maintains the model trained with in-sample data and extrapolates the topic distribution for all new data. One way to perform extrapolation is to apply the formalized out-of-sample extension for spectral clustering presented in Bengio et al. [2004] and normalize the result.
The name of our model, discriminant topic model (DTM), may bring attention to other topic models whose names imply a similar idea, e.g., supervised LDA (sLDA) [Blei and McAuliffe 2008] , discriminatively trained LDA (DiscLDA) [LacosteJulien et al. 2008] , maximum entropy discrimination LDA (MedLDA) [Zhu et al. 2009 ]. DTM essentially differs from these supervised models in that it does not require label information. In other words, DTM is an unsupervised topic model developed for clustering or semisupervised classification, while the others are supervised topic models for supervised classification or regression.
CONCLUSIONS
In this article, we have proposed a topic model that incorporates the information from the manifold structure of data by considering unfavorable relationships in addition to favorable ones; the former have been ignored in previous work. We have also presented an efficient model-fitting algorithm, based on generalized EM and Pareto improvement, which enables reliable discovery of the low-rank hidden structures by minimizing the sensitivity to parameters. We empirically demonstrated that our approach outperforms previous topic models in terms of unsupervised clustering and semisupervised classification accuracies on three popularly used text corpora. We envision other applications of the approach in this article when we combine text with other data elements and structures, such as references or links.
APPENDIX
In this appendix, we provide the proof of Theorem 2.
A. Proof of Theorem 2
We reintroduce the concept of auxiliary function [Lee and Seung 2000; Sha et al. 2003 ].
Definition A.1. G(x, x ) is an auxiliary function for F(x) if the two following conditions are satisfied.
G(x, x ) ≤ F(x), G(x, x) = F(x)
This definition is useful with the following Lemma. 
PROOF. Let F(τ ) be the value of R(θ ) at θ =θ (t+1) that is obtained by applying the update in Eq. (41) to the current parameters θ (t) = {P(z|d)}. Then, the first order derivative of F(τ ) is
Since k = p P(z k |d) = 1 − P(z p |d),
Putting Eq. (43) 
We define G as an auxiliary function of F(τ ) by replacing the second order derivative in the Taylor series expansion of F(τ ) at τ = 1. 
Therefore,
