In the paper, we answer the following two questions. Given e(k) = p
that H and F are isomorphic. Below, we briefly discuss the main results on an asymptotical behaviour of X n (although we focus on constant p, we try to state all known results in most general settings).
The first related result describes an asymptotical behaviour of the independence number (the maximum size of an independent set) and the clique number (the maximum size of a clique) of G(n, p) [6, 16, 17] . It states that, for arbitrary constant p ∈ (0, 1), there exists f (n) such that asymptotically almost surely (a.a.s.) the clique number of G(n, p) belongs to {f (n), f (n) + 1} (below, in such situations we say that there is a 2-point concentration). By symmetry reasons, the same is true for the independence number. For the latter parameter, the same techniques work when p = p(n) is large enough (p ≥ n −ε for small enough constant ε > 0). By symmetry reasons, the same (but for small enough p -e.g., for p ≤ 1 − n −ε ) is true for the clique number. Certain improvements and generalizations of these results can be found in [14, 19] .
Clearly, the above concentration results are special cases of the considered general problem. Indeed, X n is the independence number (the clique number), if each F k contains only the empty (complete) graph.
A natural question to ask is, what about other 'common' graph sequences, such as paths, cycles, etc.? Let, for k ∈ N, F k = {F k }. In [7] , 2-point concentration results are obtained for F k = P k (simple path on k vertices) and F k = C k (simple cycle on k vertices). Both results hold when p ≥ n −1/2 (ln n) 2 . Let us turn to larger graph families F k . The following families were considered by several researchers: trees, regular graphs, complete bipartite graphs and complete multipartite graphs. Unfortunately, for all these families, it is still unknown, if there is a 2-point concentration, or even an m-point concentration for some fixed number m. In 1983, Erdős and Palka [10] proved that, for trees (i.e., F k consists of all trees on k vertices),
as n → ∞ (hereinafter, P → denotes the convergence in probability). In 1987, Ruciński [21] obtained a similar law of large numbers type general result for a respectively wide class of graph families F k . In particular, from his result follows that: if F k are sets of ck(1 + o(1))-regular graphs, then as n → ∞. For several families of complete bipartite and multipartite graphs, similar results were obtained in [18, 21] .
In [13] , families of graphs having different edge conditions are considered. More formally, given a sequence e = e(k), F k = F k (e) is a set of all graphs on k vertices having at most e(k) edges. The main result of [13] states, in particular, the following. Let n −1/3+ε < p < 1 − ε for some ε ∈ (0, 1/3). Let e = e(k) = o( pk ln k ln ln k ) be a sequence of non-negative integers. Then there is a function f (n) such that a.a.s. X n ∈ {f (n), f (n) + 1}.
It is easy to show, using the so-called second moment method, that a similar result holds for families of graphs having exactly e edges: if 0 ≤ e(k) = O(k) (for sure, this bound can be improved, but there is no point to be very precise here), F k = F k (e) is the set of all graphs on k vertices with exactly e(k) edges, then there is a 2-point concentration of X n . For the sake of convenience, let us denote this random variable X n by X n [e].
One of the main goals of our study is to find a natural sequence of graph families such that, for the respective X n , there is no sequence f (n) and fixed number m such that a.a.s. X n ∈ [f (n), f (n) + m] (in such cases, we say that X n is not tightly concentrated). In particular, we want to find a sequence e = e(k) such that X n [e] is not tightly concentrated. It is quite natural to check, if the 'average' number of edges e(k) = p
is appropriate (since the number of edges is integer, the right side should be integer as well -this is why O(1) appears). In other words, how many vertices should we remove from the random graph to make the number of edges equal to the expected number? Is this number of vertices tightly concentrated? We give the following answer for both questions for a much wider class of functions e(k).
(i) There exists t > 0 such that, for c > t and C > 2c + t, we have 0 < lim inf n→∞ P n − C n ln n < X n (e) < n − c n ln n ≤ lim sup n→∞ P n − C n ln n < X n (e) < n − c n ln n < 1.
(ii) Let, for a sequence m k = O( k/ ln k) of non-negative integers, the following smoothness condition hold:
Remark. The first part of Theorem 1 implies that X n (e) is not tightly concentrated.
Moreover, the size of the concentration set is O( ln n n ), and this asymptotical bound is best possible. The smoothness condition in (ii) holds for all e(k) =
This result is closely related to a study of possible sizes (i.e., number of edges) of subgraphs of the random graph that was started by Alon and Kostochka [1] . Let us ask the following question. What is the maximum µ = µ(k), k ∈ N, such that a.a.s., for every k, the set of sizes of k-vertex induced subgraphs of G(n, p) contains a full interval of length µ(k)? In [1] it is proved that, for k ≤ 10 −3 n and p = 1/2, µ = Ω(k 3/2 ). This result is motivated by the following conjecture of Erdős, Faudree and Sós (see [8, 9] ): for every constant c > 0, there exists a constant b = b(c) > 0 so that if G is a c-Ramsey graph on n vertices, then the number of distinct pairs (|V (H)|, |E(H)|), as H ranges over all induced subgraphs of G, is at least bn 5/2 (an n-vertex graph is c-Ramsey, if both its independence number and clique number are at most c ln n; V (H) and E(H) denotes the set of vertices and the set of edges of H respectively). The result of [1] immediately implies that the conjecture is true for almost all graphs. Recently, the conjecture was proved by Kwan and Sudakov [15] .
Extending results of [1] , we get asymptotically close upper and lower bounds (that differ in a constant multiplicative factor) on µ for k > εn.
(i) There exists q > 0 such that a.a.s., for every k ∈ {⌊εn⌋, . . . , n − 1}, the set of sizes of induced k-vertex subgraphs of G(n, p) contains a full interval of length at least qm(k). Moreover, a.a.s., for every k ∈ {1, . . . , ⌊εn⌋ − 1}, the set of sizes of induced k-vertex subgraphs of G(n, p) contains a full interval of length at least qk 3/2 .
(ii) There exists Q > 0 such that a.a.s., for every k ∈ {1, . . . , n − 1}, the set of sizes of induced k-vertex subgraphs of G(n, p) does not contain any full interval of length at least Qm(k).
for some constants q, Q. The latter lower bound (µ ≥ qk 3/2 ) follows immediately from the result of [1] since their proof works for arbitrary constant p. However, our result is of the most interest when k = n − o(n) and m(k) becomes much smaller than k 3/2 . Notice that, for all k < (2−δ) max{ln(1/p),ln(1/(1−p))} ln n, the exact value of µ(k) is known: µ(k) = k 2 + 1 since a.a.s., for every such k and every graph F on k vertices, there is an induced subgraph in G(n, p) isomorphic to F (this is a simple exercise that can be solved using the second moment method; for p = 1/2, it appears as exercise 1 in [2] ).
Preliminaries
Given a graph Γ and a set U ⊂ V (Γ), we call the number of edges of Γ having vertices in U the degree of U and denote it δ(U) (i.e., δ(U) = |{{u, v} ∈ E(Γ) : either u ∈ U, or v ∈ U}|).
We also use notations v(Γ) and e(Γ) for the number of vertices and the number of edges in Γ respectively; ∆[Γ] denotes the maximum degree of Γ.
As usual, the vertex set of G(n, p) is {1, . . . , n} and we denote it by V n . We will use the following fact: a.a.s. the maximum degree of G(n, p) is at most pn + 2p(1 − p)n ln n [5] .
Consider a binomial random variable ξ with parameters N and p. Then, by DeMoivre-Laplace theorem (see, e.g., [3] and [11] ), for h = o(N 1/6 ),
as N → ∞. In our proofs, we multiple times use the following relation:
(see relation (1 ′ ) in [3] ).
3 Proof of Theorem 1
Below in the proof, we assume that Q ∈ R is such that
The proof is divided into three parts. In Section 3.1, we consider several bounds on the number of edges in G(n, p) that are true with positive asymptotical probabilities. That is, we consider two intervals I 1 n , I 2 n and a set I n (ε) such that the left bound a 2 + Q of I 2 n is bigger than the right bound b 1 − Q of I 1 n , and the difference between them is bigger than 2Q. All intervals are of sizes O(n), the asymptotical probability that the number of edges is inside I j n , j ∈ {1, 2}, is positive, and the probability of the same event but for I n (ε) is bigger than 1 − ε.
In Section 3.2, we obtain upper bounds on X n [e]. First, we assume that e(G(n, p)) ∈ I i n and obtain upper bounds B i = n − c i n/ ln n. Second, we assume that e(G(n, p)) ∈ I n (ε), and obtain an upper bound B(ε) = n − c n/ ln n.
In Section 3.3, we obtain lower bounds on X. First, we assume that e(G(n, p)) ∈ I i n and obtain lower bounds A i = n − C i n/ ln n. Second, we assume that e(G(n, p)) ∈ I n (ε) and obtain a lower bound A(ε) = n − C √ n ln n. Combining the second and the third part, we obtain that, first, the lower bound A 2 is bigger than the upper bound B 1 whenever a 2 > 2b 1 . This finishes the proof of Theorem 1.(i). Second, since both bounds A(ε) and B(ε) are true with asymptotical probabilities at least 1 − ε, we get Theorem 1.(ii).
Bounds on the number of edges
Consider the sets
Let γ > 0 be such that, for n large enough,
Such γ exists since e(G(n, p)) ∼Bin( n 2 , p), see Section 2. Moreover, for every ε > 0, consider a = a(ε) and b = b(ε) such that, for n large enough,
Upper bounds on
+ m(n − m) the maximum possible degree of an m-set. Then, for a fixed m-set, the expected value of its degree equals pM. Consider the random variable
is the maximum degree of G(n, p). Since Y 1 < pn+ 2p(1 − p)n ln n holds a.a.s. (see Section 2), we immediately get that, a.a.s.
A.a.s. Y m < Mp + cn + o(n). Under the assumption that e(G(n, p)) > p n 2 + (a i + Q)n, we should "kill" at least a i n extra edges to obtain at most Qn edges more than the average value. Thus, if c < a i , a.a.s. we cannot reach the desired number of edges by removing an m-set. Therefore, for every δ > 0, from (4), we get that
for all large enough n and i ∈ {1, 2}.
, in the same way, from (5), we get that
for all large enough n.
Lower bounds on X n (e)
This part of the proof is divided into five parts. The overall idea is to use a small set of vertices (we extract it in Section 3.3.1) to make the number of edges precisely e(k). This small set appears helpful after the major part of extra edges is destroyed. More precisely, having (b + Q)n edges more than the average, we can easily destroy extra bn edges by removing a set of O( n/ ln n) vertices. We do that in Section 3.3.2. But this is far from what we need since f may differ a lot from its bound Q. In Section 3.3.3, we show how to reduce the number of extra edges up to O( √ n ln n). We use the supplementary small set in Sections 3.3.4 and 3.3.5 where we get the precise number of edges in two steps exploiting two equal parts of the set.
Extracting a supplementary part
Let n 0 = √ n ln n ,ñ = n − 2n 0 . Consider the partition V n = {1, . . . , 2n 0 } ⊔Ṽñ, wherẽ Vñ = {2n 0 + 1, . . . , n}. Divide the supplementary set {1, . . . , 2n 0 } into two disjoint parts of equal sizes V 1 = {1, . . . , n 0 } and V 2 = {n 0 + 1, . . . , 2n 0 }. Denote by Gñ the subgraph of G(n, p) induced byṼñ.
For A ∈ R, let ζ(A) be the number of vertices in Gñ with degrees greater thañ
Estimating from above the number of vertices we need to remove
Fix c > 0. Let us estimate the probability
By (1) and (3), the expectation Eζ of ζ := ζ 1 2
is equal to
and the variance is
So, by the Chebyshev's inequality,
Therefore, a.a.s. there are more than m c := c n π ln n vertices having degrees bigger than
Roughly speaking, in order to remove extra Cn edges, we need to remove at most C 2n p(1−p) ln n vertices. We do that in the next section.
Removing a major part of extra edges
Moreover, let Eñ := e(Gñ) − ñ 2 p. From (4), P(Eñ ∈ ((a i + Q)ñ, (b i − Q)ñ)) > γ for n large enough and i ∈ {1, 2}.
Let us describe an algorithm of constructing a set of m = O( n/ ln n) vertices U ⊂Ṽñ such that Gñ|Ṽñ \U has
then the algorithm terminates, and U = U 0 := ∅.
Assume that, at step i ≥ 1, we have a set U i of i vertices. If the algorithm still works, then consider the set U i+1 = U i ∪ {v i+1 } of i + 1 vertices having maximum degrees in Gñ. If
then the algorithm terminates, and U = U i .
By results from Section 3.3.2, for n large enough, with probability at least γ, the algorithm terminates in time O( n/ ln n).
Let us prove that the algorithm gives a set of verticesṼñ \ U inducing a graph with the desired amount of edges but O( √ n ln n).
Obviously, it cannot be bigger than ∆[Gñ] − p(ñ − i − 1). But the latter is bigger than 2 np(1 − p) ln n + O( √ n) with probability O( 1 n ). Indeed, by (1) and (3),
Therefore, for every δ > 0, for n large enough, with probability at least γ, using the described algorithm, for some m ≤ (b i + δ)
, we can find an m-set U ⊂Ṽñ such that the subgraph induced on the remaining set of verticesṼñ \ U has
edges, where f 0 (n) ∈ (3, 6) (note that f 0 is random).
Exploiting the first part of the supplementary set
Here, we assume that the above algorithm constructs the desired set U (this happens with a probability at least γ) of size m, and all the below events are conditioned by this event.
Since all the below events are defined by edges chosen independently of G(n, p)|Ṽñ, we are still working with independent Bernoulli random variables.
is the number of neighbors of v iñ Vñ \ U. Here, we find a subset V 0 1 ⊂ V 1 of a constant size such that its recovering corrects the deviation from the desired number of edges up to o( √ n). For doing this, we consider the following algorithm. For a subset U 0 ⊆ V 1 and a positive integer h, let p h (U 0 ) (p h (U 0 )) be the probability that all but at most h − 1 (all) vertices of U 0 have more (1) and (3),
Surely, there exists the minimum h ≤ 7 such that the probability p h (V 1 ) approaches 0. Fix such h. Since
, there exists β ∈ (0,
. . , ⌊n β ⌋} (e.g., any β < 9/98 is appropriate). Fix such β.
Start from V Clearly, the probability that the algorithms terminates at the first step is at most 1 − p h (U 0 ) → 0 as n → ∞. It remains to prove that a.a.s., whatever the last κ is,
1 is the set of h vertices with minimum number of neighbors inṼñ \ U.
Clearly, the sets u κ and u κ−1 have at least h − 1 vertices in the intersection. Let u 1 , . . . , u h+1 be the vertices of V κ 1 having minimum number of neighbors inṼñ \ U, and (1)), where
Then, for every κ ∈ {1, . . . , n 0 − ⌊n β ⌋ + 1}, with probability 1 − o
(1 + o(1)) and EZ κ (x) = e 4 √ ln n . From Chernoff inequality, for some β > 0,
Finally, from (8), (9), we get that a.a.s., for every κ,
Let the algorithm terminate at step κ. DefineŨ = (Ṽñ \ U) ⊔ {u κ 1 , . . . , u κ h }.
Exploiting the second part of the supplementary set
Here, we exploit the set V 2 and finish the construction of the induced graph with exactly e X edges. Let 0 ≤ ϕ = o( √ n). Below, we prove that, a.a.s. for every non-negative γ = γ(n) Indeed, the graph G(n, p)|Ũ ∪{w 1 ,w 2 ,w 3 } has
ln n vertices and exactly e k edges.
Finally, we get that, for every δ > 0,
for both i ∈ {1, 2}. First, let i = 1. Both (6) and (10) are obtained from (4) (i.e., both events are intersections of one common event having a probability bigger than γ with events that hold a.a.s.). Therefore,
Second, let i = 2. Since a 2 > 2b 1 , from (6) and (10), we get that
, we finish the proof of Theorem 1.(i).
In the same way, from (5), we get that
Together with (7), this finishes the proof of Theorem 1.(ii).
Proof of Theorem 2 4.1 Proof of Theorem 2.(ii)
First, let k ∈ {⌊εn⌋, . . . , n − 1}, Q = 3 √ p and µ = Qm(k).
Let U be a k-vertex subset of V n . Then, by the Chernoff inequality, the number of edges e U in G(n, p) having at least one vertex outside U does not belong to the interval
with probability at most 2e
The expected number of k-vertex sets U having so many edges is at most n k 2e
Therefore, the probability that there exist k ≥ ⌊εn⌋ and a k-vertex subset U of V n such that e U / ∈ I k is at most
Second, let k ∈ 1 p ln n , . . . , ⌊εn⌋ − 1 , Q = 3 √ p and µ = Qm(k) as well.
Let U be a k-vertex subset of V n . Then, by the Chernoff inequality, the number of edges e U in the induced subgraph G(n, p)| U does not belong to the interval
The expected number of k-vertex sets U having so many edges is at most e (1)) . Therefore, the probability that there exist k ≥ ⌊εn⌋ and a k-vertex subset U of V n such that e U / ∈ J k is at most
Finally, for k ∈ 1, . . . ,
. Then, the number of edges of a k-vertex graph should belong to the interval {0, 1, . . . , k 2 } of the length smaller than
for n large enough. The latter expression equals Qm(k), and this finishes the proof.
Proof of Theorem 2.(i)
Let us remind, that, for ǫ > 0 small enough, the case k < εn was already considered in [1] . Fix such an ε < . Since, for every ε * ∈ (ε, 1), and every k ∈ [εn, ε
Here, we consider three cases separately: 1) k < n−n 1/4 ln 2 n, 2) n−n 1/4 ln 2 n ≤ k ≤ n−2 and 3) k = n − 1.
εn
Divide the set {1, . . . , n − k − 14} into three 'almost equal' parts V 1 , V 2 , V 3 (such that ||V i | − |V j || ≤ 1 for i, j ∈ {1, 2, 3}). Setñ = k + 14 and let V * n = {n −ñ + 1, . . . , n}. Let Gñ be the induced subgraph of G(n, p) on V * n .
We start with two technical statements.
Claim 1 A.a.s., for every integer
vertices having degrees greater than ζ k (1/2), where
Proof. Fix k and let Y k be the number of vertices in Gñ having degrees greater than ζ k (2). Then, by (1) and (3), for n large enough,
and
Conditioning on n ∼ n − 1 (here, ∼ denotes the adjacency relation) n ≁ n − 1, we get
By (2),
Therefore,
By the Chebyshev's inequality,
Let k * ∈ {k + 1, . . . , 2k} and k
Let v 1 , . . . , v ν be the vertices of Gñ having degrees greater that ζ k (2). Every vertex v i has at least p(ñ * −ñ) neighbors among n −ñ * + 1, . . . , n −ñ with probability 1/2 + o(1). Then, by the Chernoff inequality, with a probability at most e − ν 48 (1+o(1)) , the number of vertices v i having so many neighbors is less than 1 3 ν. So, under the condition {ν > ε(n−k) 5 }, with a probability at least 1 − e −Θ(n−k) , we get
. Summing up, we have proved that, for every k ∈ [εn, 1 2 (n − n 1/4 ln 2 n)), with a proba-
. Therefore, with a probability 1 − O( 1 n 1/4 ln n ), the latter inequality holds for all k * ∈ [εn, (n − n 1/4 ln 2 n)).
Claim 2 A.a.s., for every integer
Proof. Fix k and let Z k be the number of vertices in Gñ having degrees at leastñp + 6ñp(1 − p) lnñ. Then, by (1) and (3), for n large enough,
Then, the desired property holds with a probability at least 1 − k∈[εn,n−n 1/4 ln 2 n) 1
Finding every O( √ n ln n)-subgraph in the interval
Let us describe an algorithm of finding τ ∈ N and constructing sequences of subsets
and, for every i ∈ {1, . . . , τ }, |U i | = |U˜i| = i,
where
It would mean that, up to an (2 + √ 6) ñp(1 − p) lnñ-error, every value from
is admissible by the number of edges in an inducedñ-vertex subgraph of G(n, p). Note that, having sequences of sets (12) , the inequality (11) becomes true once τ ≥ qm
Below, we show that our algorithm works at least
steps, and this immediately implies the inequality (14) : for n large enough,
At step 1, U 1 = {v 1 }, where v 1 is a vertex having maximum degree in Gñ. Consider the set A 1 ⊂ V 1 of vertices having at most (ñ − 1)p and at least
edges going to V * n \ {U 1 }. Letṽ 1 ∈ A 1 (if A 1 is non-empty; otherwise, the algorithm terminates), andŨ 1 = {ṽ 1 }.
Since a vertex from V 1 has at most (ñ − 1)p and at least (15) neighbors in V * n \ U 1 with probability 1/2 + o(1) (see Section 2), the set A 1 is non-empty with probability at least 1 − (1/2 + o(1) )
Assume that, at step 1 ≤ i <
, we construct the target sets U i ,Ũ i having i vertices. At step i + 1, take a set U i+1 = U i ∪ {v i+1 } of i + 1 vertices having maximum degrees in Gñ. Consider the set A i+1 ⊂ V 1 \Ũ i of vertices having at most (ñ−1)p and at least (15) edges going to (V *
Let us prove that, with high probability, the set A i+1 is non-empty. Given an (ñ − 1)-set, the probability that an outside vertex has at most (ñ − 1)p and at least (15) neighbors in this set, equals 1/2 + o(1) (see Section 2) . By the Chernoff inequality, the probability that there exists an i-setŨ in V 1 such that every vertex in V 1 \Ũ has either at least (ñ − 1)p or at most (15) 
(1+o (1)) < e ) and ln 18 − .
Summing up, with a probability at least 1 − e −Ω(n) , for every k ∈ [εn, n − n 1/4 ln 2 n), the described algorithm works at least ⌈ 
Finding all the remaining subgraphs
Now, let us prove that, a.a.s., for any real f 0 ∈ (3, 7), we may find a set of h ≤ 10 vertices in
. It would mean that, up to an o( √ n)-error, every value from (13) is admissible (since
For a subset U 0 ⊆ V 2 and a positive integer h, let
• p h (U 0 ) be the probability that all but at most h − 1 vertices of U 0 have more thañ np −
•p h (U 0 ) be the probability that all vertices of U 0 have more thanñp
For κ := |U 0 |, by (1) and (3).
Surely, there exists the minimum h ≤ 10 such that the probability p h (V 2 ) approaches 0. Fix such h. Let us assume, without loss of generality, that V 2 = {1, . . . , ⌊(n − k − 14)/3⌋}. Set β = 10 −2 . Clearly,p 10 (U 0 ) → 1 (and, therefore, the same is true forp h (U 0 ) for all h ≤ 10) for U 0 := {1, . . . , ⌊n β ⌋}.
The algorithm of constructing the desired set of h vertices is described in Section 3.3.4: we start from V 1 2 = U 0 ; at every step j ≥ 1, we find a set U j ⊂ V 
. It is straightforward to check the same is true for |V 2 | = ⌊(n−k−14)/3⌋, |V * n [i]| = k+14 for all εn ≤ k < n−n 1/4 ln 2 n. The problem is that we can not immediately move the quantification over k after the probability since n ≫ e Ω( 4 √ ln n) . But we can easily solve it in the following way. Recall that the bound on the probability follows from the fact that there exists a vertex in V j 2 having at most
with a probability at most e − 4 √ ln n(1+o(1)) . We can improve this bound by dividing the set V 2 into ln n almost equal parts, and observing that the algorithm with the same probability bounds can be running on each of the sets of the partition. Then, the probability that, in every set from the partition, there exists a vertex having at mostñp
Therefore, there exists a such that a.a.s., for k ∈ [εn, n − n 1/4 ln 2 n), i ∈ {1, . . . , ⌈ ε(n−k) 5 ⌉} and any real f 0 ∈ (3, 7), there exists j such that, at step j, the algorithm outputs with a set U j ⊂ V 2 of h ≤ 10 vertices having phñ − f 0 ñp(
Finally, consider the set V 3 .
Proof. Let Gñ be the subgraph of G(n, p) induced on {1, . . . ,ñ},ñ = ⌊n − n 1/5 ln 2 n⌋. Let I be the maximum subset of I such that min I = minĨ, and every two consequtive elements ofĨ are at the distance ⌊n 1/10 ln n⌋. Fix d ∈Ĩ. The probability that a fixed vertex in Gñ has degree d is P(ξñ −1,p = d), where ξñ −1,p is a binomial random variable with parametersñ − 1 and p. Then, by (2),
Let X be the number of vertices in Gñ having degree d.
Then, by the Chebyshev's inequality,
Let ξ 1 , . . . , ξ X be the vertices of Gñ having degree d. Let d 0 ∈ [0, n 1/10 ln n] be a real number. Then, by (2), for every i ∈ {1, . . . , X}, the probability p 0 that ξ i has exactly ⌊(n −ñ)p + d 0 ⌋ neighbors among the vertices n −ñ + 1, . . . , n equals Ω 1 n 1/10 ln n . Let Y be the number of vertices i ∈ {1, . . . , X} having exactly ⌊(n −ñ)p + d 0 ⌋ neighbors among the vertices n −ñ + 1, . . . , n. We get EY = Xp 0 . By the Chernoff inequality, P(Y ≤ happens with a probability bounded from below (uniformly) by 1 − O(n −2/5 ). Then, the probability of the target event is 1 − O(1/ √ ln n).
+ s(n − s))p be the difference between δ(U) and its expected value.
Claim 4 Let, in a graph G on V n , for every d ∈ I, there are at least n 3/10 / ln 2 n vertices having degree d. Then, there exists a sequence
Proof. Since n − k − 1 < n 3/10 / ln 2 n, we can find n − k − 1 vertices v 1 , . . . , v n−k−1 having degrees equal to
Clearly, for the set U * of these vertices and large enough n, the following holds: Clearly, at every step, the value of δ 0 is changed on at most n − k − 2 < n 1/4 ln 2 n.
It remains to prove the following.
Claim 5 A.a.s., for every integer k ∈ [n−n 1/4 ln 2 n, n−2], every non-negative d ≤ n 1/4 ln 2 n such that pk + d is integer and every (n − k − 1)-set U ⊂ V n , there exists a vertex z ∈ V n \ U having exactly pk + d neighbors in V n \ U.
Proof. Fix an integer k ∈ [n − n 1/4 ln 2 n, n − 2] and a non-negative d ≤ n 1/4 ln 2 n such that pk + d is integer. Let U ⊂ V n be an (n − k − 1)-set. Without loss of generality, assume that V n \ U = {1, . . . , k + 1}. For ℓ ∈ {1, . . . , k + 1}, let A ℓ = A ℓ (d) be the event that the vertex v ℓ has exactly pk + d neighbors in V n \ U. We should estimate P(A 1 ∩ . . . ∩ A k+1 ).
Divide the set {1, . . . , k + 1} into K := (1)) .
Then, the probability that there exists an integer k ∈ [n−n 1/4 ln 2 n, n−2], a non-negative d ≤ n 1/4 ln 2 n such that pk + d is integer and an (n − k − 1)-set U ⊂ V n such that every vertex z ∈ V n \ U does not have exactly pk + d neighbors in V n \ U is at most . We should prove that a.a.s. the set of sizes of (n − 1)-vertex subgraphs of G(n, p) contains a full interval of length q √ n ln n, or, equivalently, the set of degrees of G(n, p) contains a full interval of the same size. But this follows from Claim 3.
