Remaining useful life (RUL) is the premise and basis of the equipment health management plan. As accurate as possible life prediction is of great significance to reliability and economy of equipment maintenance. In this paper, a data-driven improved particle filter (PF) RUL prediction method is proposed. A health indicator extraction method based on multi-feature fusion is introduced for the RUL prediction, which can visually show the degradation trend of the healthy state of the equipment. The degradation model and observation model of equipment health indicators are established, and the PF algorithm is used to track parameters of the model. A quantum genetic algorithm is employed to improve the problem of particle degradation in PF. On the basis of filter tracking, long short term memory (LSTM) network is used to predict the trend of model coefficients, which further improves the accuracy of RUL prediction. The experiment using the C-MAPSS data set shows the proposed method has a better prediction accuracy than other methods.
I. INTRODUCTION
It is a key link for prognostics and health management to predict remaining useful life (RUL). The life prediction method based on data-driven can real-time reflect the health status of equipment. With the development of dynamic tracking and deep learning algorithms, it has become a hotspot in the research of condition-based maintenance (CBM). The first step of equipment life prediction often requires the extraction of indicators that can reflect the health of the equipment.
The first step to predicting the RUL of equipment is extracting features which can reflect the health of the equipment. The common feature types are time-domain feature, frequency-domain feature and time-frequency domain feature [1] . For example, wavelet packet [2] and root mean square [3] are commonly used features. Considering that single or few features extracted from sensor data may lose effective information, many researchers proposed multi-feature fusion methods. A health-weighted feature is constructed in literature [4] and [5] , which integrates the mutual information of various features and has a good correlation with the degradation process of machinery. In addition, image feature extraction is also introduced into RUL prediction. A new fault
The associate editor coordinating the review of this manuscript and approving it for publication was Alberto Cano . diagnosis method for planetary gear based on image feature extraction and bag-of-words model is proposed in the literature [6] . Mishra and Huhtala [7] realized the fault detection accuracy of more than 90% of the elevator by extracting the depth features of sensor signals.
Based on feature extraction, the next step of RUL prediction is to track the changing trend of equipment health status. The main methods are as follows. (1) Mathematical fitting model. Jahani et al. [8] propose a B-spline based modeling method for non-parametric degenerate signals. Wang et al. [9] propose an improved RUL prediction wiener process model, both drift and diffusion parameters of the model can adapt to the updating of monitoring data. Bayesian methods are also often used to predict RUL. A two-stage degradation model is proposed in the literature [10] , and the Bayesian method is used to estimate the model parameters. In addition to these, Cox proportional hazard model [11] , nonlinear Wiener process model [12] and fractional Brownian motion model [13] have also been introduced into RUL prediction.
(2) Dynamic tracking filter. Particle filter (PF) has been used by many researchers as a method of RUL prediction, which greatly improves the accuracy of life prediction. A genetic PF method is proposed for predicting the life of lithium-ion batteries [14] . Lei et al. [4] use the PF algorithm to predict the rolling bearing RUL. Because of the particle degradation in the PF algorithm, many improved methods are proposed. An improved particle filter algorithm is proposed in the literature [15] . An improved method of unscented particle filtering (UPF) based on Markov chain Monte Carlo (MCMC) is proposed in literature [16] . Cui et al. [17] and Son et al. [18] propose a new switching noiseless Kalman filter algorithm respectively. A Wiener-Process-Model-Based Method is proposed for RUL Prediction Considering Unit-to-Unit Variability, and PF is used to update the model parameters [19] . An RUL prediction method based on the exponential model and PF is proposed to overcome the problem of nonlinear and non-gaussian characteristics in lithium-ion batteries capacity degradation [20] . Aiming at the nonlinear and non-gaussian characteristics of the system, a combination method of unscented Kalman filter and PF is proposed in the literature [21] . (3) Machine learning method. Machine learning is a method proposed in the field of speech recognition and image recognition in recent years. Due to its excellent self-learning function, it has also been introduced into the RUL prediction by many researchers, one of the most is the deep learning methods. A double convolutional neural network architecture is presented to predicted RUL in literature [22] . This method does not need any feature extractor, only needs to input the original vibration signal, and can predict RUL with high accuracy. A method for rapidly evaluating the reliability and predicting remaining useful life using a two-dimensional convolutional neural network with signal conversion is proposed in the literature [23] . An automatic two-stage estimation method of bearing robustness using deep neural networks (DNNs) is proposed in the literature [1] . A long short-term memory (LSTM) structure is proposed for predicting the robustness of short sequence monitoring with random initial wear [24] . A data-driven prediction method based on Elman neural network is proposed by Yang et al. [25] . A method that uses deep learning tools and curve matching technology is proposed to estimate the robustness of the system [26] . A framework for estimating the RUL of mechanical systems is proposed, which is composed of the multi-layer perceptron and multilayer perceptron and evolutionary algorithm for optimizing parameters [27] . Besides, there are many other machine learning algorithms, such as neural networks [28] - [30] , capsule neural networks [31] , dynamic Bayesian networks [32] and so on.
Although the PF algorithm has a good trend tracking advantage, particle degradation is an inevitable phenomenon in the PF algorithm. Resampling attenuates the degradation of the particle, but the degradation still exists, and resampling also presents the problem of particle depletion and the operation of the restriction algorithm. Although there are many improved PF algorithms, they are basically at the cost of running time of the algorithm. A deep learning method can automatically extract effective information in signals, but in many cases, the signals contain a lot of noise. To achieve the ideal prediction effect, the number of layers of learning networks needs to be increased and a lot of computing time needs to be consumed. Therefore, in this paper, an improved PF algorithm based on quantum genetic algorithm is proposed to track the trend of equipment degradation, and the LSTM algorithm is employed into RUL prediction to improve the efficiency and accuracy of RUL prediction. The innovation of this paper is as follows. (1) An improved PF algorithm based on a quantum genetic algorithm is proposed, which shortens the running time of the algorithm and improves the tracking accuracy. (2) LSTM algorithm is combined with the proposed improved PF algorithm employed for RUL prediction. Compared with using a filter algorithm or LSTM algorithm alone to predict RUL, the prediction accuracy of the proposed method is higher. The rest of this paper is arranged as follows. Section 2 presents the methodology used in this paper, including the PF algorithm, quantum genetic algorithm and improved PF algorithm based on quantum genetic algorithm. Section 3 includes the experimental verification and analysis. The proposed is applied to the C-MAPSS data set for units RUL prediction. Section 4 is the conclusion of this paper.
II. METHODOLOGY A. PF MODELS
PF is widely used in the field of visual tracking, signal processing, robotics, image processing, financial economy, as well as target positioning navigation, tracking, and other fields. In this paper, the PF model is applied to the RUL prediction of aeroengine. Let the state equation of the system be shown in equation (1).
where X k denotes the state of the system at time k, f (·) denotes the mapping function, W k denotes system process noise. Assume that W k obeys a Gaussian distribution with a mean of 0 and a variance of Q, i.e. W k ∼ N (0,Q). Let the state observation equation of the system be shown in equation (2).
where Z k denotes the measurement results of system state features at time k, h (·) denotes the mapping function, and V k denotes the measurement noise. The specific steps of PF algorithm are as follows:
(1) Initialization, k = 0, according to the prior density p (x 0 ) of the system state, collect particle sets x i 0 , ω i 0 , i = 1, 2, . . . , N.
(2) Importance sampling. for i = 1, 2, · · · ,N , Cextract N particles from the proposal distribution
(4) Normalization of important weights.
(5) Resampling. The new particles were resampled based on the weight of importance, with a mean weight of 1 N .
(6) State estimation. The estimated state is obtained by the weighted sum of weights and extracted particles.
Particle degradation is an inevitable phenomenon in the PF algorithm. Resampling attenuates particle degradation, but the degradation still exists, and resampling also presents the problem of particle depletion and the parallel operation of the restriction algorithm.
B. QUANTUM GENETIC ALGORITHM
Quantum genetic algorithm (QGA) is an algorithm combining the concepts of quantum computing with the genetic algorithm, which can maintain good population diversity. It applies the probability amplitude representation of quantum bits to the coding of chromosomes so that one chromosome can express the superposition of multiple states and realize the chromosome update operation by using the quantum revolving gate and quantum non-gate, to realize the optimization of population.
The population of QGA consists of quantum chromosomes encoded in quantum bits. Quantum bit is the smallest information unit in QGA. Different from the classical bit, it can not only be in the state 0 or 1, but also represent any superposition state of the two. Therefore, QGA has a lot of diversity compared with GA. For a population containing n individuals, the length of a quantum chromosome m is expressed as
where p t j is an individual in generation t.α i and β i are both complex numbers, called probability amplitudes, denoting the probability amplitudes of state 0 and state 1 respectively, and satisfying the normalization condition that α 2 + β 2 = 1. And t is the number of generations.
Quantum gate is the executor of the ultimate evolutionary operation in QGA. One of the keys of QGA is to construct a suitable quantum gate. The update of the quantum bit is realized through the quantum rotation gate. The specific formula is as follow:
where U i = cosθ i −sinθ i sinθ i cosθ i is the quantum rotation gate, α i β i is the i-th quantum bit in the updated chromosome, α i β i is the i-th quantum bit in the chromosome before the update, and θ i is the rotation angle of the quantum gate.
In order to reduce the particle degradation of the PF algorithm, QGA is introduced into PF in this paper. Each particle produced by PF is regarded as a chromosome, and the sample set is optimized by QGA, and the sample set x i k , ω i k , i = 1, 2, . . . ,N consisting of the best samples with weights can be obtained. At last, an estimated value of the state can be obtained using E (X k 
C. IMPROVED PF BASED ON QGA
(1) Initialize the population. Regard each particle in the sample set importance sampled by PF as an individual, code them into chromosomes by a quantum code with length m, and they form the initial population Q (t).
(2) Construct P (t). According to the probability amplitude α T i 2 and β T i
(3) Evaluate the quality of the particles using fitness function, and retain the optimal individual in the generation. The fitness function is as:
where x i is the i-th individual of the population,x is the mean value of all the individuals in the population, and N is the number of individuals in the population. (4) Measure each individual in the population Q (t), and calculate the fitness value of Q (t).
(5) update the population Q (t) to the offspring population Q (t + 1) using the quantum rotation gate.
(6) Record the best individual and its fitness value. (7) If meet the end condition, stop the optimization of the population, otherwise, jump to step (4) to continue the optimization of the population.
D. LSTM PREDICTION METHOD
LSTM is a special recurrent neural network (RNN). For a given sequence x = (x 1 , x 2 , . . . ,x n ), a prediction sequence y = (y 1 , y 2 , . . . ,y n ) can be iterative calculated by equation (10) and (11) .
where h = (h 1 , h 2 , . . . ,h n ) is the hidden layer sequence, W xh denotes the weight coefficient matrix from the input layer to the hidden layer, W hy denotes the weight coefficient matrix from the hidden layer to the output layer, b h denotes the offset vector of the hidden layer, b y denotes the bias vector of the output layer, f denotes the activation function, which is generally non-linear, such as tanh or ReLU function. The simple RNN is equivalent to the multilayer DNN expanded on the time series. This model is easy to appear gradient disappear or gradient explosion problem [33] . LSTM model can learn long-term dependence information while avoiding the gradient disappearance problem [34] . LSTM adds a memory unit in the neural node of the RNN hidden layer to record historical information, and three gates (input, forget and output) are added to control the use of historical information.
Let i, f , c, o denote input gate, forget gate, unit state and output gate respectively. W is the corresponding weight coefficient matrix, and b is the offset vector. σ and tanh denote sigmoid and hyperbolic tangent activation function respectively. The forward calculation formula is as follows:
A detailed introduction of LSTM can be found in reference [35] .
III. EXPERIMENT AND ANALYSIS A. EXPERIMENTAL DATA INTRODUCTION
C-MAPSS data set is used to verify the RUL prediction method proposed in this paper. C-MAPSS data set is the data generated by the simulation model developed by NASA based on MATLAB/Simulink. The data set contains 4 sub-datasets, composed of time series variables obtained from 21 sensors. Each sub-data set contains the training data set and the test data set. The training data set contains the life-span data of each engine unit running to failure. It should be noted that the initial state of each unit is different but can be considered a healthy state. The working conditions and failure modes of each sub-data set are different. The 4 sub-datasets are respectively denoted as FD001, FD002, FD003, and FD004. The specific information is shown in table 1.
In this paper, the training set of FD001 is the verification object of the proposed method. The data set consists of information collected by 21 sensors. Considering that the information of some sensors has almost no change during the whole life of the engine, which is of no value to the prediction of engine life. After comparison, 14 sensors data are selected from 21 sensors as the features of the engine. The numbers of the 14 sensors are [2, 3, 4, 7, 8, 9, 11, 12, 13, 14, 15, 17, 20, 21] .
B. FEATURE FUSION
To describe the performance degradation trend of the aeroengines, the establishment method of health indicator (HI) is adopted from the literature [36] . The features vector of unit I at time k is denoted as X i k = x i k,1 , x i k,2 , · · · ,x i k, 14 . The HI of unit i at time k can be calculated using a linear weighted model, as shown in equation (17) .
where λ = (λ 0 , λ 1 , . . . ,λ 14 ) denotes the weight vector. To make the HI have a significant degeneration trend, the value of HI is defined as shown in equation (18) .
where T i is the lifetime of unit i. It can be seen that the range of HI value of unit during the whole life is [0,1]. When the unit is new, HI = 0. As the unit's service time increases, the HI value increases, until the unit fails, HI = 1. From the 100 units, select the first 40 units as training samples and the remaining 60 units as test samples. The features and collection time of each training sample are substituted into equation (17) and (18) . An equation set about λ is formed by combining 40 training samples, and the value of λ can be calculated using the least square method. The HI of each test sample can be calculated by substituting the λ value and the collected data of 60 test samples into equation (17) . The HI values of the 60 training units are shown in Figure 1 . 
C. OBSERVATIONAL EQUATION
In this paper, the exponential distribution is selected as the distribution model of the HI indicator, as shown in equation (19) .
where n is the number of cycles. HI, a, b, c, d contain Gaussian white noise, the mean is 0, and the variance is unknown. The state of the prediction model is denoted as equation (20) . The state update equation can be expressed as equation (21) .
The observation equation is shown in equation (22) .
where v (n) is the measured noise, which is the gaussian white noise whose mean is 0 and variance is σ v . i.e. v (n) ∼ N (0,σ v ).
D. HI TRACKING
In this paper, the 54th unit is selected to test the tracking effect of the PF algorithm and the proposed method, and the results are shown in figure 2. Before the state tracking, 40 training samples are substituted into equation (19) for numerical fitting, and 40 groups of a, b, c, d can be obtained, and the mean values of a, b, c, d are calculated. To improve the tracking effect, the mean values of a, b, c, d are set as the initial values to track the unit state indicators. From figure 2, at the beginning of tracking, PF and QGA-PF both have large tracking errors. This is because of the initialization problem of a, b, c, d. The error of QGA-PF is smaller relatively. The root mean square (RMSE) of error between the tracing result and the measured value is adopted to specifically compare the tracking accuracy of the two methods, and the computational formula is shown as equation (23) .
The experimental hardware is a desktop computer (Intel Core i7-8700 processor, 16G memory), and the experimental software environment is MATLAB 2018b. The particle number of PF is 100, the maximum iteration algebra of QGA is It can be seen that the running speed and tracking error of QGA-PF are both better than PF.
E. RUL PREDICTION
The classic RUL prediction method is to substitute the last tracked a, b, c, d values into equation (19) to predict the trend of unit HI. When HI reaches the predetermined threshold, the elapsed time is RUL. The dynamic tracking result curve of a, b, c, d in the state tracking process of unit 54 is shown in figure 3 .
As can be seen from figure 3, a, b, c, d are almost changing over time. If only the values of a, b, c, d at the last time point are used to predict the RUL of the unit, there may be a larger error. Therefore, in this paper, LSTM is employed to firstly predict the a, b, c, d values of future time, and then the predicted values of a, b, c, d are substituted into equation (19) to predict the RUL of the unit. The specific prediction process is shown in figure 4 .
The specific steps are as follows:
(1) Input the training sample set and use equation (19) for data fitting to obtain the coefficients of each sample, i.e. the values of a, b, c, d.
(2) Input test samples, take the mean values of a, b, c, d obtained in step (1) as initial values, and use QGA-PF to track the HI of the unit and get the sequences of coefficients.
(3) Input the coefficient sequences obtained into LSTM for prediction.
(4) Input the predicted coefficients into equation (19) to calculate the HI of the unit. Judge whether the HI has reached the threshold value. If it is greater than or equal to the threshold value, the RUL of the unit is equal to the current time minus the prediction start time. Otherwise, add the prediction coefficients into the tracking sequences and turn to step (3) .
To test the prediction effect of the method proposed in this paper, the observation time of HI = 0.5 is set as the beginning time of prediction, the observation time of HI = 0.8 is set as the end time of prediction, The time interval from the beginning to the end is the RUL. The unit samples with the maximum HI≥0.8 are selected from 60 test samples for the experiment. There are 52 units accords with the condition. The 52 units are ranked in order of their actual RUL. PF, PF-LSTM, LSTM, QGAPF, and QGAPF-LSTM are used to respectively predict the RUL of each unit, and the results are shown in figure 5 . The method of PF prediction is to use the coefficients obtained from the last tracking of PF and substitute them into equation (19) for prediction. The approaches of PF-LSTM and QGAPF-LSTM are to input the coefficients after PF and QGAPF tracking into the LSTM network for prediction respectively and calculate the corresponding HI by substituting them into equation (19) . The approach of LSTM is to directly input the HI sequence before the prediction beginning of each unit into the LSTM network for prediction. It should be said that the parameters of all the LSTM networks in this paper are set the same. The number of hidden units is 100, and the maximum number of iterations is 100. The RMSEs of the above prediction methods are shown in table 3. As can be seen from figure 5 and table 3 , the prediction accuracy of QGAPF is higher than PF, and the prediction method combined with QGAPF and LSTM has a better prediction accuracy.
IV. CONCLUSION
In this paper, A HI extraction method based on multifeature fusion is introduced for the RUL prediction. QGA is employed to improve the problem of particle degradation in PF. On the basis of filter tracking, LSTM is used to predict the trend of model coefficients, which further improves the accuracy of RUL prediction. The experiment using the C-MAPSS data set shows the proposed method has a better prediction accuracy than other methods. Of course, there are still some shortcomings in this paper that need further research and improvement. For example, the computing speed of LSTM is relatively slow, which requires further research on the computing speed.
