ABSTRACT: Photoinitiated proton-coupled electron transfer (PCET) kinetics has been investigated in a series of four modified tyrosines linked to a ruthenium photosensitizer in acetonitrile, with each tyrosine bearing an internal hydrogen bond to a covalently linked pyridine or benzimidazole base. After correcting for differences in driving force, it is found that the intrinsic PCET rate constant still varies by 2 orders of magnitude. The differences in rates, as well as the magnitude of the kinetic isotope effect (KIE = k H /k D ), both generally correlate with DFT calculated proton donor−acceptor distances. An Arrhenius analysis of temperature dependent data shows that the difference in reactivity arises primarily from differences in activation energies. We use this kinetic data to evaluate a commonly employed theoretical model for proton tunneling which includes a harmonic distribution of proton donor−acceptor distances due to vibrational motions of the molecule. Applying this model to the experimental data yields the conclusion that donor−acceptor compression is more facile in the compounds with shorter PT distance; however, this is contrary to independent calculations for the same compounds. This discrepancy is likely because the assumption in the model of Morse-shaped proton potential energy surfaces is inappropriate for (strongly) hydrogenbonded systems. These results question the general applicability of this model. The results also suggest that a correlation of rate vs proton tunneling distance for the series of compounds is complicated by a concomitant variation of other relevant parameters.
■ INTRODUCTION
Concerted electron−proton transfer (CEPT)the transfer of electrons and protons in a single kinetic stepis recognized as a potential mechanistic pathway in a number of enzymatic systems and artificial catalytic systems. 1−5 These processes are a subset of hydrogen transfer reactions (i.e., proton transfer, hydrogen atom transfer, hydride transfer) 6 which have intrigued chemists for decades, in part because of the role of nuclear tunneling. Renewed interest in these processes has come from the push to develop catalytic systems for the generation of "solar fuels", e.g., the splitting of water into O 2 and H 2 (eq 1a), which will necessarily involve a number of proton coupled electron transfers. This is also true for the key biological water splitting equivalent (eq 1b), photosystem II, for which important recent progress has been made in unraveling the mechanistic details. 
Model systems have been useful for understanding of the key parameters defining CEPT reactivity. Phenols have been of particular interest in that regard because of the prevalence of tyrosine residues in electron transfer pathways in radical enzymes. A number of groups have investigated phenol oxidations in model systems to probe the key parameters which define CEPT reactivity. 10−24 One parameter in particular that has received attention is the proton transfer distance. The increased mass of the proton relative to that of an electron makes proton tunneling much more strongly dependent on the distance. This strong distance dependence also means that molecular vibrations and motions accessible at room temperature can have significant effects on tunneling rates by modulating the proton transfer distance. Such motions are implicated in enzymatic catalysis. 25−34 Modeling these reactions is challenging in part due to the extreme sensitivity to dynamic fluctuations in geometry on both the reactant and product electronic surfaces. One approach is computational modeling of reaction rates using a semiclassical vibronic treatment. 5, 35 In this work, we will use a model based on work by Kuznetsov and Ulstrup, which is a special case of the more general semiclassical vibronic treatment, and which will be described in the next section. We apply this to model experimental temperaturedependent rates and kinetic isotope effects for a series of synthetic complexes. The modeling is robust, in the sense that it includes only a few free model parameters while using an extensive set of experimentally determined parameters. It includes nuclear quantum effects in a tractable manner using assumptions about the proton's chemical environment and the motions which modulate the proton transfer distance. One goal of our work is to test this theoretical treatment of CEPT reactivity and its assumptions, and to thereby shed light onto the relative importance of various parameters. The present work follows on a preliminary report of photoinitiated CEPT in a series of compounds, 1−4 ( Figure 1 ), where electron transfer from the modified tyrosine to photogenerated Ru III occurs with concomitant intramolecular proton transfer to the attached pyridyl or imidazolyl base. Previous studies have established, on the basis of thermodynamic−kinetic arguments, that the proton and electron are transferred in a single concerted kinetic step via CEPT. 12 The CEPT reaction can safely be assumed to be nonadiabatic, as the electronic coupling for long-range electron transfer through saturated bonds is expected to be small (V ET < 25 cm −1 ). 35 This is also supported by our modeling results below. The role of proton transfer distance on CEPT has been discussed in a number of studies of model phenol systems, with widely differing conclusions. A detailed computational study found that decreased distance was a key factor in favoring proton transfer to phosphate buffer over bulk water in a rhenium− tyrosine system. 36−38 In a series of papers by Mayer and coworkers, a simple correlation of rates and distance was, in general, not observed. 39−43 For example, in a report from 2006, 39 three phenols bearing either an amino, pyridine, or imidazole basic substituent were found to react with rates which vary by a factor of ca. 10 2 after extrapolation to similar driving forces, but these rates do not correlate with the crystallographic proton donor− acceptor distance, d ON . Instead, it was noted that compounds with stronger hydrogen bonding interactions displayed higher rate constants. This was supported by a follow-up study of two phenol-pyridines (analogues of 3 and 4) where it was found that the presence of a methylene spacer between the phenol and a pyridine base resulted in a much longer d ON but similar CEPT reactivity as observed in an amino analogue. 40 A related study from some of us compared two analogous phenol-carboxylates, which also differed by the presence of a methylene unit. 18 In these carboxylates, the proton donor−acceptor distance was quite similar, but the effect on kinetics was nevertheless comparable to that observed in the pyridines, and the key effect was determined to be differences in the motions which modulate the proton transfer distance (see below). In contrast, a later study from Mayer and co-workers found that an amino-phenol in which d ON is ca. 0.15 Å longer resulted in rates that were much more similar, differing only by a factor of ca. 3−10. 43 Further, the differences in rates were dependent on ΔG°, and there was a counterintuitive decrease in the kinetic isotope effect (k H /k D , KIE) with an increase in d ON . In contrast, a first communication of the PCET reactions of compounds 1−4 showed the more intuitively satisfying result of a strong decrease in PCET rate with increasing distance. 18 The present work adds to this discussion and describes in more detail the CEPT kinetics of compounds 1−4 in acetonitrile, including the temperature dependence of the KIE. We use the data to evaluate the model of Kuznetsov and Ulstrup, described in detail below, in the hopes of gaining further insights into the relative importance of proton transfer distance, tunneling, proton donor−acceptor motions, and hydrogen bonding on CEPT kinetics.
Introduction to the Theoretical Model. CEPT kinetics can be described by a model resembling that of Marcus theory for outer-sphere electron transfer eq 2, which relates the rate constant k CEPT to the thermodynamic driving force for the CEPT process ΔG°, reorganization energies for solute and solvent λ, and a term which describes the coupling between product and reactant surfaces at the transition state, V CEPT . 44 Given the quantum nature of the transferring proton, vibrationally excited states must be considered for the reactants and products (μ and ν, respectively) (eq 3). The energies of the proton vibrational states, given by eq 5 for a quantum Morse oscillator, will affect k CEPT via the population of the reactant state, P μ , and by modulating the driving force, ΔE vib,μν . However, the vibrational states of the proton will also affect the coupling terms V μν , given by eq 6, 45 where V ET is the electronic coupling term and the bracketed term, V PT , is the spatial overlap between the reactant and product wave functions. This overlap should decrease exponentially as the tunneling distance, r x , is increased around a reference distance, r 0 (eq 7). 24, 46, 58 V CEPT will also be dependent on isotope as more massive isotopes will have more localized wave functions; however, the energies of more diffuse vibrational excited states become more accessible with heavier isotopes. The Journal of Physical Chemistry B
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Here, we employ a modification of the model of Kuznetsov and Ulstrup, 47 previously implemented by Knapp et al., 48 Meyer et al., 49 Johannissen et al., 30 and Hay et al. 31 This is a thermal averaging procedure for a nonadiabatic vibronic rate constant expression, resulting in eqs 7 and 8 below. A key simplifying assumption in this approach is that the hydrogen bond potential energy surface is modeled as a Morse potential, which allows for the proton wave functions to be calculated analytically. Vibrations which modulate the proton donor−acceptor distance (d ON ) will also change the tunneling distance r x (Figure 2 ).
These motions are included as a classical harmonic oscillator, with force constant κ x , and the energy required to distort from the equilibrium distance, r 0 , is
With the assumption of a Boltzmann distribution of r x , the nuclear wave function overlap at temperature T is then the integral of the overlap terms for all possible values of Δr, weighted by their respective population:
Combining eqs 3, 6, and 7 gives the full rate expression 
With the further assumptions that λ and V ET remain constant for all vibrational levels and Δr values, there are only three variable parameters in the model which are modified during the fitting, while there are four independent experimental observables to which the model is fitted. These observables are the driving force (ΔH°and ΔS°), k CEPT , E a , ΔE a (the difference in activation energy between the two isotopes), and the kinetic isotope effect (k H /k D ) at 298 K, while the independent model parameters are V ET , λ, and κ x . Additional parameters that define the wave functions for the transferring proton/deuteron (ν XH and D e of the hydrogen bond potential) and the equilibrium tunneling distance r 0 are determined using DFT and are not modified to fit the data.
The fitting procedure is as follows: (i) The force constant for the donor−acceptor vibrations, κ x , is modified to fit the experimental KIE at 298 K. (ii) The Marcus reorganization energy, λ, is modified to fit the experimental E a . (iii) The electronic coupling, V ET , is modified to fit k H at 298 K. photosensitizer have been prepared as PF 6 salts, as described in the Supporting Information of ref 19 . The saturated linkage between the modified tyrosine residue and ruthenium-bipyridine units makes their structures and electronics fairly independent; therefore, analogous phenol-base compounds, lacking the photosensitizer and instead bearing tert-butyl groups ortho and para to the phenolic oxygen (compounds 1′−4′, see the Supporting Information), serve as useful reference systems.
The proton transfer distance and hydrogen bond geometry are expected to be important parameters for the evaluation of CEPT reactivity. Crystallographic structures have been previously reported for 1′, 41, 50, 51 3′, 39 and 4′, 16, 40 and a structure for 2′ was reported in the preliminary communication on this work. 19 In all four compounds, there exists an OH···N intramolecular hydrogen bond. However, the hydrogen bond geometry, e.g., the distance between the proton donor (phenolic oxygen) and acceptor (basic nitrogen) (d ON , Table 1 ), can be strongly affected by crystal packing forces. This point is illustrated in compound 1′ for which two structures with otherwise similar hydrogen bonding have been reported with a total of four independent molecules. 41 51 These bifurcated hydrogen bonds in the crystal structures are not likely relevant to the situation in dilute MeCN solution, where the solvent can act as a hydrogen bond acceptor but not as a donor. This situation is analogous to a structure obtained by Wenger and co-workers for an analogue of 4′ which displayed intermolecular phenol−pyridine hydrogen bonded chains in the crystal (and, therefore, an extremely long intramolecular d ON = 4.396(2) Å, cf. intermolecular hydrogen bond distance d ON = 2.740(2) Å); however, in solution, it was concluded that the intramolecularly hydrogen bonded conformation was dominant via 1 H NMR studies. 16 DFT calculated geometries avoid complications that arise from crystal packing forces. Geometries have been optimized for analogues of 1−4, in which the amino acid tethered Ru photosensitizer has been truncated to a methyl group para to the phenolic oxygen. Unless otherwise specified, the geometries reported have been calculated using B3LYP/6-311++G(d,p) and a polarizable continuum model (PCM) of acetonitrile as implemented in Gaussian 09. 52 For compounds 1−4, use of a smaller basis set, e.g., 6-31G(d,p), produced only minor quantitative differences in geometries and relative energies (see, for example, Table S5 ); however, diffuse functions are necessary for the anionic phenol-carboxylate systems. These calculations predict d ON which span 0.156 Å, from 2.561 Å (3) to 2.717 Å (2). The DFT structures generally have slightly longer d ON compared to the experimental structures, with the exception of 2 where the bifurcated hydrogen bonding in the crystal of 2′ likely leads to an increased d ON . While crystallographic values of d ON yield the trend 3′ ∼ 1′ < 4′ < 2′, the DFT values are 3 < 1 < 4 ∼ 2. Inclusion of an explicit MeCN solvent molecule hydrogenbonded to the imidazole N−H of 1 and 2 yields d ON values which are only slightly shorter (by ≲0.01 Å). The DFT calculations also allow for more detailed information on the location of the phenolic proton than is available from crystallographic structures. As noted previously, 40 the seven-membered rings in 2 and 4 allow for a more linear hydrogen bond (θ R = 11°for both 2′ and 4′ vs 20 and 19°for 1′ and 3′). These structures offer an interesting comparison to an analogous pair of tyrosinecarboxylates which also differ by a methylene between the phenol and base. 17, 18 DFT structures have been reported for those two compounds, and while the compound with the methylene again allows for a more linear hydrogen bond, the proton donor− acceptor distances are more similar to each other: d OO = 2.52 and 2.59 Å and θ R = 16.8 and 8.3°for the conjugated salicylic acid derivative (SA) and the nonconjugated 2-hydroxyphenylacetic acid (PA), respectively.
18 This is likely due to the fact that the negative charge on the basic carboxylate in each compound is more important than any conjugation effect.
53,54
Estimations of the Hydrogen Bond Strength. DFT calculations also allow for the direct estimation of the hydrogen bond strength. One computational measure of H-bond strength is the difference in energy between H-bonded and non-H-bonded conformations when the hydroxyl group is rotated, with all other atoms fixed at the hydrogen bonded structure. At the PCM-B3LYP/6-31G(d,p) level, this yields H-bond strengths of 58−66 kJ mol −1 following the trend 2 = 4 < 1 < 3 (see Table S2 for values). There is a much smaller difference between 1 and 2 compared to 3 and 4, as was also seen for the computed vibrational wavenumbers, ν OH ; see below. Alternatively, the hydrogen bond strength can be calculated as the energy difference between fully optimized "open" and "closed" forms (with the hydroxyl group pointed away from, or toward, the base). This treatment has the advantage of being a direct calculation of the thermodynamic strength of the hydrogen bond (ΔH HB ), although the non-hydrogen-bonded species is not present in sufficient concentrations to be observed experimentally (e.g., by solution IR spectra 39, 40 ). This treatment yields values of ΔH HB which span a greater range (from 21 to 44 kJ mol −1 ), and the trend is somewhat different, 2 < 4 < 1 ∼ 3.
The variation in hydrogen bonding also manifests itself in spectral changes. It was noted previously for 3′ and 4′ that the presence of the CH 2 spacer leads to a large effect on the O−H stretching mode, ν OH , in the IR spectra 40 ascribed to resonanceassisted hydrogen bonding (RAHB). 53, 54 This is seen also at this level of theory (Table 1) , with ν OH of 3 (3003 cm −1 ) being 130 cm −1 lower than that of 4 (3134 cm
). However, the calculated ν OH values for 1 and 2 are both higher, and more similar to each other (3161 and 3188 cm −1 ). RAHB has been criticized, with the argument that the "resonance assistance" is actually a consequence of the H-bond donor and acceptor being forced closer together as a result of the rigid π system. 55 The present results may support those claims in that the difference in ν OH is less dramatic in 1 and 2 vs 3 and 4. Perhaps this is an effect of the The Journal of Physical Chemistry B Article five-membered ring of the imidazole, which directs the basic lone pair of the nitrogen away from the hydroxyl group.
1 H NMR provides a convenient experimental probe for the chemical environment of the transferring proton under conditions similar to those of the kinetic experiments (spectra were collected in CD 3 CN). Chemical shifts of the phenolic protons are shifted downfield, as is known for hydrogen bonded systems. The chemical shift (δ OH ) in CD 3 CN varies from 10.19 to 14.13 ppm following the trend 2 < 4 < 1 < 3, Table 1 , following approximately the trend of calculated hydrogen bond strengths above. The chemical shifts for 1−4 are shifted somewhat upfield (by 0.44−0.7 ppm) from those reported previously for 1′, 3′, and 4′ which bear bulky di-tert-butyl groups on the phenol ring.
Kinetics Measurements. The PCET rate constants were obtained in acetonitrile using a flash-quench method with transient absorption detection described previously. 17 The first quenching reaction step (9a) was monitored by the emission decay of *Ru II at 600 nm and by the buildup of transient absorption signals at 390 and 600 nm, as a signature of MV +• . The subsequent intramolecular PCET reaction from the TyrOH···B unit to Ru III (9b) was monitored by the recovery of the Ru II signal at 450 nm. Examples of kinetic traces and fits are given in Figure S1 . When the PCET reaction was sufficiently rapid to ignore recombination of MV +• with Ru III (9c), the traces were fitted with a single exponential function, with rate constant k PCET . When recombination was non-negligible on the PCET time scale, kinetic data were fitted with eq 10, where the second order recombination rate constant (k rec ; eq 9c) was determined independently from the 600 nm decay traces of the MV •+ (see the Supporting Information for a derivation of eq 10).
The room temperature flash-quench experiments reported in ref 19 yield rates for CEPT which vary by a factor of 6.8 from 0.93 to 6.30 × 10 4 s −1 ; however, ΔG°, determined via electrochemical measurements, 19 varies such that K eq spans ca. 4 orders of magnitude (Table 2) . When ln k H is plotted vs ln K eq (Figure 4a ), we see a strong but shallow correlation, with more downhill reactions displaying lower rate constants, in direct contrast to the prediction of eq 2. This dependence of rates upon driving force is opposite to that predicted from eq 2 and eq 8 in the so-called Marcus normal region of relatively mild driving forces, when −ΔG°< λ, 44 as is the case here. The apparent contradiction can be explained by the fact that the compounds with the shorter proton transfer distance (1 and 3) have the lower driving force. However, using Marcus theory to extrapolate the rates in the various systems to ΔG°= 0 (in the limit where ΔG°≪ λ 57 ) gives ln k H + ΔG°/2RT, which we here denote as ln k 0 . This allows for comparisons of reactivity among 1−4 at the same driving force, assuming that the variation of the activation energy and reaction free energy, ΔΔG*/ΔΔG°or α, is predicted to be 1 / 2 . This treatment has been used previously for similar reactions. 13, 19, 42 Trends in Experimental Kinetic Data. Before we model our data, we examine some trends. Various parameters change across this series of compounds such as the electrochemical potential and pK a of the phenol and base, the geometry and rigidity of the hydrogen bond, and the chemical environment of the transferring proton, and further complications arise because these parameters may be correlated to one another to different degrees. However, with these factors in mind, here we focus on the proton transfer distance, and examine whether its effect on the rate is dominating over that of variation in other parameters. The trend in ln k 0 , 2 < 4 < 1 ∼ 3, closely mirrors the trends in crystallographic d ON , and a plot of ln k 0 versus the crystallo- ; this is somewhat larger than the value of 27 Å −1 reported in ref 16 due to the revised average d ON for 1′ (see above). Using d ON as a proxy for the proton tunneling distance, and with the assumption that λ stays constant across the series, eq 2 can be rewritten as eq 11, when the driving force is small compared to λ. Therefore, the slope of the best fit line in Figure 4b gives β, and this value is similar to that predicted from relatively simple proton tunneling models. 24,58−60 However, this correlation depends heavily on the structure for 2′ with the bifurcated hydrogen bond. .
It is interesting to note that if kinetic data from the analogous ruthenium-linked tyrosine-carboxylate compounds, 18 which also differ by a methylene unit between the phenol and the basic moiety, are included in this analysis, the correlation falls roughly in line with the data for 1−4 (Figure 4c and d) . This is in spite of the fact that that study was carried out in water as solvent. The computation of ln k 0 for these two compounds (ln k 0 = 14 and 10) is less certain due to uncertainties in ΔG°; however, the kinetic effect of the methylene unit is very similar to that observed in the two imidazoles and pyridines. Plots of ln k 0 vs DFT calculated proton donor−acceptor distance yield a strong correlation with β = 46 (R 2 = 0.85) when the two tyrosinecarboxylate complexes from ref 18 are also included (denoted SA and PA in Figure 4c and d). Plotting ln k 0 vs r 0 gives β = 24 (R 2 = 0.56) (or a very good correlation with β = 36, R 2 = 0.87, excluding the data point for 1). However, again, significant scatter is apparent; e.g., the difference in k 0 between the two tyrosine-carboxylates where r 0 differs by only 0.01 Å is greater than that between 3 and 4, which have r 0 which differ by 0.084 Å.
Kinetics were also determined for 1−4 as a function of temperature, T = 283−313 K, to determine Arrhenius parameters ( Figure 5 , Table 2 ). Parameters obtained from computations and simulations of the experimental data, as described below, are given in the adjacent Tables 3−4 to facilitate comparison of relevant trends. The trend in activation energy (E a ) values roughly follows the trend in d ON , 1 < 3 < 4 < 2, and likewise, although the values for the prefactor A for 1, 3, and 4 are within experimental uncertainty of each other (A = ca. 10 10.5 ), the value is largest for compound 2 (A = 10 11.7 ), which has the longest d ON and lowest ln k 0 of the series. This is perhaps surprising because it is expected that an increased A factor corresponds to increased tunneling from reactant to product surfaces and should decrease with increased proton-tunneling distance. However, because the reaction likely involves thermal motions which modulate this distance and possibly vibrationally excited reactant states (see above), the tunneling terms are expected to be temperature dependent (eq 8), and the reaction may no longer be tunneling-limited in the limit of high temperature. It is noteworthy that E a values are higher for compounds 2 and 4, despite the fact that CEPT is more downhill in those compounds. These results clearly indicate that the variation in reactivity in this series is manifested in differences in energetic terms (E a ), whether they arise from proton donor−acceptor motions (κ x ) and excited proton vibronic states as included in the Ulstrup−Kuznetsov model or from classical reorganization energies (λ), and not from temperature independent electronic and proton coupling terms.
The phenolic proton is readily exchanged with deuterium in the presence of D 2 O; therefore, kinetic isotope effects were obtained from flash−quench experiments performed using 0.75% D 2 O in acetonitrile which is a large excess relative to Ru-linked tyrosine (ca. 10 μM). Control experiments were carried out in the presence of the same amount of H 2 O, and the ratio of these rates (H 2 O/D 2 O) yields the kinetic isotope effect (k H /k D ). These range from 1.42 to 4.02 following the trend 1 < 3 < 2 = 4, Table 2 . These primary kinetic isotope effects, together with kinetic and thermodynamic arguments, 19 are key indications of the CEPT mechanism in these systems. The difference in KIE between 3 and 4 is comparable to, if somewhat less than, what was reported by Markle and Mayer in bimolecular Table S1 .
The 3 ] 3+ (which were 2.5 ± 0.6 and 5.9 ± 0.8). 39, 40 Plotting ln k 0,D vs measurements of distance produces similar trends as those observed for the proteo reactions but with steeper slopes; e.g., ln k 0,D vs d ON (DFT) yields β D = 40 Å −1 (compared to 33 Å −1 for H). The KIE was determined as a function of temperature, and Arrhenius analysis gives ΔE a (E a,D − E a,H ) values which range from 0.1 ± 1.7 to 8.6 ± 5.3 kJ mol −1 ( Figure 5 , Table 2 ). For 1−3, the activation energy is larger (ΔE a > 0) and the prefactor is higher (ln(A H /A D ) < 0) for the deuterated analogue. This is consistent with vibrationally assisted PCET in the Ulstrup− Kuznetsov model, where the vibrational energy of the effective mode that modulates the proton donor−acceptor distance d ON is moderately smaller than the thermal energy, hv < kT, but not so much smaller that the semiclassical limit is reached, where the reaction occurs without tunneling.
47, 48 Compound 4, with the longest d ON , shows instead Arrhenius parameters which fall within the limits that can be described with semiclassical theory. 61 This may be an indication that the reactions of 4 is in a temperature regime where tunneling contribution is less significant, 62 or involve an increased role of vibrationally excited reactant states. 63 This will be discussed further below after modeling of the data. However, we note here that the parameters for 4 are very susceptible to experimental uncertainty, due to the limited range in temperature and rate constants. For example, if the data points taken at 288 K are neglected, the ΔE a value for 4 increases to 2.0 ± 1.2 kJ mol On the other hand, small values of ΔE a , comparable to that determined for 4, have been reported for bimolecular CEPT reactions of phenol-amines. 43 Modeling of Kinetic Data. Computational Inputs. Along with the experimentally determined kinetic parameters (k H and k D at 298 K, E a and ΔE a ) and thermodynamic driving force, several parameters required for fitting the data for compounds 1−4 to eq 8 are derived from DFT calculations. The equilibrium proton tunneling distance, r 0 , discussed above, is one of these parameters.
The proton donor−acceptor distance, d ON , is only a proxy for the parameter which should actually influence CEPT reactivity, which is the proton tunneling distance, r, i.e., the reactant− product well separation at the Marcus transition state. Given the quantum nature of the proton, this distance may be difficult to rigorously define, and it is complicated by the fact that the tunneling distance requires knowledge of the proton position in both reactant and product species, before and after the double tunneling CEPT event. While the majority of the CEPT reactivity in solution occurs from transition state conformations that are distorted from the equilibrium geometry as indicated by the significant energetic barriers observed, the proton tunneling distance at the optimized geometry, r 0 (Figure 6 ), should give insight into relative proton tunneling distances. In order to estimate r 0 , some consideration of the geometry of the oxidized species is necessary. DFT calculated d ON values in the oxidized products d ON (P) are somewhat longer than the neutral reactants d ON (P) (2.600(3)−2.771(2) Å) but follow a similar trend: 3 < 1 < 4 < 2 ( Table 1) . DFT also predicts the hydrogen bond in the cation product to be more bent compared to the corresponding neutral species. However, the trend in the linearity of the H-bond (θ P = ∠ HNO ) is different: 4 < 3 ∼ 2 < 1, with the two pyridine compounds having more linear hydrogen bonds than the The Journal of Physical Chemistry B Article benzimidazoles. Using the DFT calculated structures, the equilibrium proton transfer distance r 0 has been estimated following a previous report, 18 using d ON for the reactant species, and θ R and θ P ( Figure 6 , Table 1 ). The 0.21 Å range in r 0 values is somewhat larger than the span of d ON values. However, because of the variation in the hydrogen bond angles in the series, d ON and r 0 are not well correlated. r 0 values follow the trend 3 < 4 < 1 ∼ 2 with the two benzimidazole compounds, which differ in d ON by 0.11 Å having essentially the same r 0 (within 0.01 Å). Also, comparing the conjugated benzimidazole and pyridine compounds 1 and 3 where the d ON values differ by 0.05 Å, the r 0 values differ more than 0.2 Å. This is primarily due to the hydrogen bond angle in the oxidized species: θ P = 36.2°(1) vs 25.2° (3) .
In addition, parameters are needed to describe the shape of the H-bond potential. The H-bond is modeled as the Morse potential. This is a significant simplification in these hydrogen bonded systems, as will be discussed below, but allows for the analytic solution of the anharmonic proton vibrational wave functions for reactant (OH bound phenol) and product (NH bound phenoxyl radical) species. The Morse potentials are defined by the frequency, ν XH , here derived from DFT normalmode analysis, and the dissociation energy, D e , taken from potential energy surface scans along d XH for the reduced (OH) and oxidized (NH) forms (Table 3) .
Results from Numerical Modeling. In this section, we discuss the parameters which come out of the numerical modeling of the temperature-dependent kinetic data in Figure 4 , κ x , λ, V ET , and ΔE a ; the values are summarized in Table 4 (cf. eqs 2−7). A number of similarities are observed between the results for 1−4 compared to the previous results of the tyrosine-carboxylates. 18 The presence of the methylene spacer in 2 and 4 compared to 1 and 3 results in an increase in λ and a higher force constant for donor−acceptor vibrations, both of which contribute to the decreased k 0 and increased KIE. However, 2 and 4 also show an increase in V ET relative to 1 and 3. The increase in k 0 caused by changes in V ET essentially cancels out the effect of the increase in λ; e.g., comparing compounds 2 and 3 which have the lowest and highest values of k 0 , λ for compound 2 is 25 kJ mol −1 higher than that of 3, which corresponds to a decrease in k 0 by a factor of ca. 12 at room temperature. However, the corresponding increase in V ET leads to an increase in k 0 by nearly the same amount (V ET (2) 2 /V ET (3) 2 ∼ 14). In fact, for compound 1 where the combined effect of λ and V ET is largest, these terms only contribute to a decrease by a factor of ca. 3 compared to 2−4.
The trends in λ and V ET in general seem to be reasonable. The values of λ, the total reorganization energy, obtained from the modeling studies range from 60 to 85 kJ mol −1 and follow the trend 3 < 1 ∼ 4 < 2. Inner-sphere reorganization energies have also been calculated for the phenolic moiety in 1−4 independently using Nelsen's four-point method adapted to include the proton transfer in CEPT 18,23,64−66 
i,DFT R(P) R P(R) P (12) where E R and E P are the potential energies of the reactant and product at their respective optimized structures. E R(P) is the energy of the reactant with all nontransferring atoms fixed at the position optimized for the product; likewise, E P(R) is the energy of the oxidized product with all atoms except the transferring proton in the reactant conformation. These calculations utilize gas phase B3LYP/ Figure S3 ), it seems that variations in inner sphere reorganization calculated in this fashion are only a minor contribution to the variations in CEPT rates seen experimentally; when the λ i,DFT values are converted into relative rates (assuming all other parameters are constant, Δln k = −Δλ/4RT) and these ln k rel values are plotted vs experimental ln k 0 values, the slope is only 0.12, indicating that these λ i values would only account for ca. 12% of the variation in ln k 0 ( Figure S3) .
The values of the electronic coupling, V ET , obtained from the modeling study vary from 1.8 to 6.5 cm −1 (which corresponds to a factor of ca. 10 in rate constant), and follow a similar trend as observed in λ: 1 = 3 < 4 < 2; the trends in V ET and λ have opposite and nearly canceling effects on the rate constants, as discussed above. The decrease of V ET in 1 and 3 relative to 2 and 4 could be the result of the donor phenolic HOMO being more delocalized onto the basic heterocycle, away from the Ru moiety. However, the values for V ET and λ which come from this analysis are strongly affected by the variation of ΔG°with temperature (ΔS°a nd ΔH°). Hupp et al. have reported ΔS ET°= 115 J mol
3+/2+ couple in MeCN, 68 while ΔS°for CEPT oxidations of related phenol-base compounds has been determined to be much smaller both by electrochemistry [10] [11] [12] 39 and by chemical equilibration studies. 43 Given the instability of the phenoxyl radical oxidation product, an experimentally determined ΔS°is problematic, but the variation of the electrochemistry results with temperature for 1−4 is consistent with literature values for analogues of the [Ru(bpy) 3 ] and tyrosinebase units (see the Supporting Information). Various estimates of ΔS°were used in simulation, and all yielded qualitatively similar relative results of λ and V ET , and only very small effects on the absolute values of κ x and ΔE a , within the series of compounds (see the Supporting Information); therefore, possible reaction entropies do not affect the conclusions of this study.
The numerical modeling scheme also allows for isolation of parameters which are difficult or impossible to achieve experimentally. For example, while changes in proton transfer distance are necessarily correlated to changes in other hydrogen bond parameters, we can use modeling to assess the influence of distance when all other parameters are kept constant. This gives an estimate of the contribution of changes in r 0 to the differences in CEPT kinetics. Keeping all other parameters equal, such as κ x , the model predicts −∂ln(k)/∂r 0 of 15−22 (Table 4) which is on the order of, although smaller than, the β H values predicted from plots of ln(k 0 ) vs d ON or r 0 in Figure 4 . Compound 1 with the very low value of κ x (see below) is an outlier here, with −∂ln(k)/∂r 0 = 7. When all other parameters are kept constant, this model predicts that the decreased CEPT rate with proton transfer distance will be marked by a higher E a as a result of the interplay of increased thermal donor−acceptor motions required to compensate for decreased proton tunneling at the equilibrium distance. This trend is indeed observed for the E a values in Table 2 . The prefactor A is expected to decrease with distance, and the ratio A H /A D to increase, unless the frequency (ν) of the The Journal of Physical Chemistry B Article donor−acceptor effective vibration is low enough that hν ≪ kT; then, the tunneling at high temperature is so efficient that little reduction of A should occur. At intermediate values of hν (hν/kT ≈ 0.5), A H /A D can even be <1. 48 The data in Table 2 agrees to some extent with this case: 1, 3, and 4 have essentially equal prefactor values in spite of a large variation in equilibrium tunneling distance, and 1−3 show A H /A D < 1. However, there are two noticeable exceptions: A for 2, with the largest distance, is higher than that for the other compounds, and for 4, A H /A D > 1. The effect of reactant excited states (ΣP μ in eq 3) on A and E a are expected to be small within this model with a Morse potential for the proton and ν OH ∼ 3000 cm −1 (see below). Taken in sum, this model predicts that the difference in rates (estimated at ΔG 0 = 0 eV) in 1−4 is due primarily to changes in the proton transfer distance, with some contribution from the differences in κ x . However, the values of κ x derived from this model, and therefore these conclusions, seem to be problematic, as discussed in the remainder of this section.
The ΔE a values obtained from the modeling (Table 4) do not agree within experimental uncertainty with experimental E D − E H values (Table 2) , although the trend is quite well described. For compounds 1−3, ΔE a is consistently underestimated by 3.3−4.4 kJ mol
. This is illustrated by the insets of Figure 5 , where the model KIEs (dashed line) show a smaller temperature dependence than the experimental data (solid line). For 4 instead, the simulated value is 5.1 kJ mol
, while the experimental KIE is essentially independent of temperature, in contrast with bimolecular studies on the analogue 4′, mentioned above. The low modeled values of ΔE a for 1−3 are one indication that the magnitude of κ x values obtained from the modeling are underestimated; this results in an overestimation of the tunneling distances that can be sampled at a given temperature, which favors tunneling for the deutero analogue relative to the proteo and therefore results in a decreased ΔE a .
Values for κ x from the modeling studies range from 3.9 to 21.2 J m −2 (Table 4 ) and follow the trend 1 ≪ 3 < 2 < 4. This effective value of κ x derived from the numerical modeling of the experimental kinetic data is most likely a sum of contributions from several normal modes projected on the donor−acceptor vector. For 1, κ x is very low, a result of the low KIE and relatively long r 0 . These values of κ x give an indication of the importance of proton donor−acceptor motions on CEPT reactivity. However, it appears that the absolute values of κ x are severely underestimated here. The values of κ x derived from modeling result in the prediction that CEP occurs primarily at configurations where r is compressed by ca. 0.41−0.56 Å (compound 1 is again an outlier with 0.75 Å); see the Supporting Information. However, DFT calculations predict that distortions of that magnitude would result in energetic barriers of ca. 40−100 kJ mol −1 for 2−4, much higher than experimental E a values; this is an indication that the fitted κ x values are unreasonably low. Some possible reasons for this discrepancy will be discussed below; however, we will generally focus on the trends within the series because of the various assumptions in the model, e.g., constant hydrogen bond potentials that are independent of proton donor−acceptor motions.
The values of κ x are predicted to be higher for the nonconjugated species, as also noted for the previously studied phenol-carboxylates. 18 However, in previous studies of 3′ and 4′ and related compounds, it has been noted that κ x , as determined from potential energy scans of d ON , followed a trend of higher values of κ x being observed with shorter d ON . 69, 43 Such potential energy scans should report on the energy-weighted contributions of proton donor−acceptor motions through the various contributing normal modes when the motions of all nuclei are adiabatic. 23 When similar scans of the O···N coordinate were performed for 1−4, it was found that the nonconjugated compounds, with longer d ON and higher KIE, have lower values of κ x . Note that calculations performed using a range of basis sets and levels of theory (e.g., in the presence of additional diffuse or polarization functions in the basis set, B3LYP and BPEBPE density functionals, with and without explicit solvent molecule or PCM solvent model, Hartree−Fock-based MP2 method, and semiempirical PM3) all predict the same trend for 3 and 4; see the Supporting Information. Further, there is a strong linear correlation between the DFT-derived values of κ x and d ON among the oxidized and reduced forms of 1−4 ( Figure 7 ).
An inverse relation between κ x and r 0 has also been suggested in some pressure-dependent kinetic studies of enzymatic systems. 31, 70, 71 In order to probe whether the O···N potential energy scans fail to include key motions that are important in the CEPT reactivity in 1−4, molecular dynamics simulations were performed using the GAMESS software package. 72, 73 These simulations used the semiempirical PM3 level of theory. While this is a relatively low level of theory which is not optimized for hydrogen bonding interactions, PM3 potential energy scans yielded the same trends in κ x as higher level DFT and MP2 calculations, and should therefore suffice to validate the methodology. Further, this method was used to provide qualitative support of trends in donor−acceptor motions in a related study. 18 Following that study, 40 ps constant energy simulations were run following 3 ps of thermal equilibration. This equilibration was confirmed to be sufficient, as analysis of the first and second 20 ps of the simulations independently gave identical results. The simulations reported here were performed at 100 K. The distribution of d ON throughout the MD simulations is plotted in Figure 8 . When fitting the compressed d ON values to a harmonic oscillator, the resulting force constants follow the trend 2 ∼ 4 < 3 < 1 (Table S6) , indicating general agreement between MD simulations and PES scans. Spectral densities of proton donor− acceptor motions have been calculated from the MD simulations following ref 18 and can be found in the Supporting Information. These show that donor−acceptor compression in the nonconjugated analogues requires lower energy, compared to the conjugated compounds. In conclusion, the computational results contradict the trend in κ x suggested by the kinetic modeling.
To summarize the results of kinetic modeling, the dependence of CEPT rates on proton transfer distance is qualitatively predicted by the relatively simple Kuznetsov−Ulstrup model. However, the model appears to have trouble describing the experimental KIE values for the present series of compounds, because the trends for the donor−acceptor vibrations, κ x , appear to be too low and, more importantly, the trend in κ x is opposite to that predicted independently by various computational methodologies. This difficulty, together with the fact that the modeled changes in the other two fitted parameters, λ and V ET , essentially cancel each other out, limits the amount of further insights into the trends in reactivity displayed in Figure 4 . Several possible origins of these problems are described in the next section.
Possible Origins of Shortcomings of the Kuznetsov− Ulstrup Model in the Present Case. The computation of r 0 is a key input to the modeling and has a strong dependence on the angle of the hydrogen bond in the oxidized, radical product. It is possible that DFT does a poor job of predicting the hydrogen bond geometries of these radical cation species. Alternatively, the differences in equilibrium hydrogen bond angle in the product state may in fact not be an important parameter through the course of donor−acceptor motions that distort the hydrogen bond to the configurations where the tunneling occurs. In order to probe whether these geometrical effects on r 0 are the cause of significant artifacts, the analysis was repeated using a proton tunneling distance which scales with d ON . The assumption of a linear hydrogen bond with typical OH and NH bond lengths of 0.97 and 1.03 Å, respectively, 74 leads to a crude estimation of an equilibrium proton tunneling distance of d ON − 2.00 Å, which ranges from 0.549 to 0.707 Å. While this is obviously a poor description of the equilibrated proton transfer distance, it might be a reasonable starting point for an effective tunneling distance in this model, if the hydrogen bond becomes significantly more linear via donor−acceptor vibrations. The details of this treatment can be found in the Supporting Information. In sum, it leads to an increase in the magnitude of κ x across the series (although in 1 the increase is only from 3.9 to 6.4 J m −2 ); however, the overall trends in κ x across the series remain unchanged. Agreement with experimental ΔE a values also does not improve.
Variations in k H or KIE with ΔG°could also be a source of error in the fitted parameters. The driving force for CEPT in 1−4 varies, and the systems with the more downhill ΔG°have slower rates and higher KIE. The model used here predicts the same variation of rates with driving force as was used to calculate k 0 , i.e., α = 1/2; however, variations in α have been observed in related phenol oxidations from ca. 0.6 11 to 0.3. 43 The model also predicts that KIE should be relatively independent from ΔG°for these compounds. There are some indications in the literature that KIE for PCET reactions may have an unusual dependence on driving force. Semiclassical and more advanced models predict that KIE should reach a maximum near ΔG°= 0 for hydrogen transfer reactions, 58, 59, 75, 76 as has been observed in a number of systems. 77, 78 However, increases in KIE with more downhill reactions have been observed elsewhere. 43, 79, 80 Because the range in KIE here is fairly small, subtle differences in, e.g., vibrational excited states not accounted for in this treatment could yield spurious fitted parameters.
Another possible source of error which might lead to the discrepancy in the trends of κ x as well as the apparent underestimation of the absolute values in this series of compounds is the variation of the hydrogen bond potentials with changes in d ON . This model assumes that product and reactant hydrogen bond potentials remain constant as the proton donor−acceptor distance fluctuates. However, the strength of the hydrogen bonding interaction, and therefore the hydrogen bond potential, should be strongly affected by changes in d ON ; specifically, decreases in d ON should result in decreases in both ν XH and D e . These changes should result in higher fitted values of κ x , as less distortion is required to achieve the necessary overlap. This effect The Journal of Physical Chemistry B Article was probed computationally, and the variation of the hydrogen bond potential with d ON was included in the numerical modeling. The details of this treatment can be found in the Supporting Information; however, to summarize, the magnitude of ΔE a and κ x values are consistently increased by including this effect, yielding results more in line with experiment, but the trend in the κ x values is not changed.
Finally, another possible source of error that could contribute to the discrepancy in the trends in κ x lies in the assumption of a Morse potential for the hydrogen bond. The plots in Figure 9 compare the Morse potential derived from rigid scans of d XH at ca. ±0.1 Å around the optimized value with the partially relaxed proton transfer potential energy surface (PT-PES) from points calculated across the entire H-bond distance optimizing the proton position within the optimized (and fixed) heavy-atom framework. While the Morse potential and the PT-PES agree quite well near the minimum, there are significant deviations at proton positions far from the equilibrium position leading to double well potentials. These highly anharmonic, non-Morse and/or double well potentials will lead to energetically accessible vibrationally excited states that have significant density far away from the equilibrium position. This is significant, especially for the product states, because it is in this region where the Franck− Condon overlap of reactant and product proton wave functions will be most efficient. In a number of previous computational studies of CEPT where proton potential energy surfaces are treated explicitly, it has been found that pathways from the ground state to vibrationally excited states were significant contributors to CEPT reactivity, particularly in the deuterium case and at longer PT transfer distances. 23,24,63,69,81−83 In contrast, while the Kuznetsov− Ulstrup model used here formally includes all accessible excited states for both the reactant and product, it predicts that these excited states are very minor contributors to CEPT reactivity (<ca. 10% in all systems). It appears that the use of Morse hydrogen bond potentials leads to an underestimation of excited state contributions, and hence the problems fitting the experimental trends in KIE. For example, in Figure 9 , the O−H bound form of oxidized 1-(P) is ca. 20 kJ mol −1 lower than that of 2-(P). This would favor pathways to vibrationally excited states. Further, each of the treatments pictured in Figure 9 reduces the transferring proton to a one-dimensional X−H stretching surface (although the partially relaxed PT-PES surfaces include some bending motions). Recently, Liu et al. have reported a theoretical study of CEPT reactions of 3′, using 2-D hydrogen bond potentials that include C−X−H bending within the plane of conjugated rings. 83 They found that low-lying vibrational excited states corresponding to O−H bending are involved in CEPT reactivity; however, their effect on the rates and KIE were not large. Also, bending motions are likely less important in 2 and 4 which have more linear hydrogen bonds. In sum, the assumption of a Morse hydrogen bond potential likely leads to an underestimation of the influence of vibrational excited states, particularly for the conjugated 1 and 3. This could lead to increased k 0 and decreased KIE for 1 vs 2. Most importantly, it may also be an explanation for the discrepancies in the trend of κ x , as well as the absolute values, which is fit to the experimental KIE.
In summary, there are a number of uncertainties and assumptions in the model as implemented. These include the correct determination of the equilibrium proton transfer distance, as well as X−H stretch frequencies and hydrogen bond potentials; also, the reduction of the PT coordinate to a single dimension. A number of them will be explored in greater detail, in particular the assumption of the Morse potentials.
■ CONCLUSIONS
In this series of related ruthenium-linked tyrosine-base compounds1 −4, CEPT rates decrease with more favorable ΔG°, which is contrary to what is expected for moderate driving forces. However, when the rates are extrapolated to ΔG°= 0, it becomes evident that other factors are at play. These driving force corrected rates, k 0 , generally correlate with proton transfer distance. First, however, it should be noted that, even in these small, relatively well-defined intramolecularly hydrogen bonded systems, precise determination of the relevant proton transfer distance via crystallographic or DFT determined d ON values, or estimated equilibrium proton tunneling distance, r 0 , can be problematic. Second, while the magnitude of the dependence of k 0 upon d ON (β) is on the order of that predicted by simple tunneling models, this treatment (eq 11) assumes that all other parameters remain constant, which is likely not the case. In this series of compounds, d ON is also correlated with other parameters reporting on variations of the hydrogen bond, in large part due to the differences arising from the rigid π system in the conjugated compounds 1 and 3 vs the more flexible sevenmembered ring in 2 and 4.
The experimental data indicates that, in this series, the KIE increases with increased proton transfer distance, and while this is what is expected when only the distance is varied, this result is not general. The opposite trenda decrease in KIE with increased PT distancehas been observed in other systems 43, 69 and ascribed to changes in the force constant for proton donor− acceptor motions and anharmonicity of the hydrogen bond potential that varies with proton donor−acceptor distance. 43, 76 From the temperature dependence of the kinetics for 1−4, it is evident that the variation in reactivity is primarily a consequence of temperature-dependent energetic terms (Arrhenius E a ). This highlights the interplay of energetic donor−acceptor motions, thermal population of proton vibrational excited states, and the otherwise temperature independent proton tunneling probabilites. Proton tunneling is indicated by the temperature dependence of KIE; however, closer examination of the data, specifically fitting the kinetic data to the tunneling model of Kuznetsov and Ulstrup (with inclusion of proton donor−acceptor motions), reveals that this model appears inadequate to capture the factors which are influencing reactivity. This model predicts that the increased KIE in compounds with longer d ON is a result of higher effective force constant for proton donor−acceptor motions (κ x ). However, the opposite trendthat κ x decreases with d ON is found when κ x is directly probed computationally via either potential energy scans or MD simulations. This discrepancy suggests that the model is missing a key feature in the reactivity of these compounds. We tentatively suggest that a Morse potential treatment for the proton potential of strongly hydrogen-bonded systems is inadequate in many cases and could be the cause of the apparent qualitative discrepancies obtained here. Modeling with more accurate proton potentials is more cumbersome but may be required to properly analyze differences in reactivity between related compounds; see, e.g., refs 23, 24, 63, 69, and 81−83. This finding for the small synthetic compounds 1−4 should be considered also for larger and more complex systems, such as proteins.
■ EXPERIMENTAL SECTION
Compounds 1−4 were available from a previous study. 19 All samples were prepared in spectroscopic grade acetonitrile (0.75% H 2 O or D 2 O) with 20−50 mM methylviologen (MV(PF 6 ) 2 ). 19 Kinetic experiments were performed with an Applied Photophysics LKS80 spectrometer and a nanosecond YAG-laser/OPO combination (Quantel Brilliant B/OPOTEK), as described before. 17, 18, 37, 56 Briefly, the sample was excited with ∼10 ns, 10 mJ laser flashes at 460−480 nm. The transient absorption kinetics was monitored with a pulsed Xe lamp, a monochromator, and PMT detector, feeding a digital oscilloscope. The data was converted to transient absorption and fitted using the LKS80 software, or fitted by Origin software. Each kinetic trace is an average of 4−16 shots. The instrumental response function has a fwhm <15 ns. The temperature was controlled by circulating water from a heater/chiller in the sample holder, and monitored by a standard thermometer.
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