This study develops a least squares support vector machines (LS-SVM) 
Introduction
In many industries, complex products manufacturing in particular, statistical process control (SPC) is a widely used tool of quality diagnosis, which is applied to monitor process abnormalities and minimize process variations. According to Shewhart's SPC theory, there are two kinds of process variations, common cause variations and special cause variations. Common cause variations are considered to be induced by the inherent nature of normal process. Special cause variations are defined as abnormal variations of process, which are induced by assignable causes. Traditional univariate SPC Control charts are the most widely used tools to reveal abnormal variations of monitored process. Abnormal variations should be identified and signaled as soon as possible to the effect that the quality practitioners can eliminate them in time and bring the abnormal process back to the normal state.
In many cases, the manufacturing process of complex products may have more than two correlated quality characteristics and a suitable method is needed to monitor and identify all these characteristics simultaneously. For the purpose of monitoring the multivariate process, a natural solution is to maintain a univariate chart for each of the process characteristics separately. However, this method could result in higher fault abnormalities alarms when the process characteristics are highly correlated [1] (Loredo, 2002) . This situation has brought about the extensive research performed in the field of multivariate quality control since the 1940s, when Hotelling introduced that the quality Mason et al. 1997 ) and CUSUM control charts [5] (Crosier, 1988) . Those MSPC techniques can be used to monitor the process shifts of mean vector. In a manufacturing environment, Hotelling's T 2 statistic is the optimal test statistic for finding a general shift in the process mean vectors for multivariate process; it is not optimal for shifts that occur for some subset of variables. The advantage of MEWMA control charts over the Hotelling T 2 control charts is that their average run length (ARL) is smaller for small shifts in the process mean. The properties of MCUSUM control charts are quite similar to those of the MEWMA charts. In order to improve the performance of detecting small shifts in multivariate processes, Prabhu and Runger (1997) [6] gave some suggestions in the selection of the parameters of a MEWMA control chart. There exist some other techniques for controlling multivariate processes, such as multi-way PCA [7] (Louwerse and Smilde, 2000) and multi-way PLS [8] (Nomikos and MacGregor, 1995) , the application of them is to reducing the dimensionality of the variable space for a multivariate process. For a review of multivariate control charts, readers are referred to the literature [9] (Bersimis, Psarakis, and Panaretos, 2007). Traditional MSPC techniques evaluate the normal or abnormal state of a process based upon an overall statistic, this leads to a persistent problem in multivariate control charts, namely the interpretation of a signal that often discourages practitioners in applying them [10] (Alt,1985) . When traditional MSPC charts alarm that a process is out of control, they do not provide information on which variable or group of variables is out of control, that is to say, they can not tell the quality practitioners the answer to the question "What component(s) of the mean vector are the cause(s) of the alarm signal?". For monitoring process mean shifts, some researchers tried to determine which of the process variables (or which subset of them) is responsible for the process abnormal signal by using the decomposition method [11, 12] (Mason & Young, 1999; Runger, Alt and Montgomery, 1996) . However, little work has been done on identifying the sources of process abnormality.
In the last decades, various artificial neural networks (ANN) techniques have been applied into the abnormalities detection of process. ANN techniques require no hypothesis on statistical distribution of the monitored process observations. This significant attribute makes ANN useful and effective tools that can be used to improve data analysis in process quality diagnosis applications. Especially in recent years, a lot of research has focused on the effective application of ANN to detect process abnormalities or to identify the source(s) of a process abnormality in multivariate processes. Ho and Chang (1999) [13] presented an ANN model for monitoring the process mean and variance shifts simultaneously and classifying the types of shifts. Noorossana (2003) [14] presented an ANN model to effectively detect and identify the source(s) of a process abnormality in auto-correlated processes. Niaki (2005) [15] successfully trained a multi-layer perceptron (MLP) network to detect shifts in mean when Hotelling T 2 control charts alarmed a abnormal process signal, and this network could also locate and identify the abnormal variable(s). Guh（2007） [16] and Yu（2009） [17] developed a back-propagation network model to identify and quantify the mean shifts in bivariate processes. The proposed model outperforms the traditional multivariate control charts in terms of ARL, and can accurately estimate the magnitude of the shift of each of the shifted variables. The major results of those cited ANN-based methods indicate that ANN models are useful and effective methods for abnormal variable(s) identification and cause-selection problems. But ANN models have common issues of selecting the structure of a neural network (for instance, the number of layers and the corresponding number of neurons in every layer) and the adjusting of the parameters of ANN algorithm (for instance, learning rate). Researchers usually have to solve those problems according to their personal experiences and can not achieve good effects. In addition, under the modern market environment of competition, customers have high and diversified demands for complex products manufacturing systems, modern manufacturing processes accordingly have the feature of small batch production [18] (Lin et al,1997) . For example, the famous flexible manufacturing systems (FMS) and just-in-time (JIT) production systems are characterized by small batch sizes. In such cases, it is very difficult to get mass test data from process with high testing cost.
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The objective conditions of today ask quality practitioners to identify and locate the causes of process abnormity under the condition of small sample size. But traditional MSPC methodology is based on the large sample statistical theory, the validity of the process diagnosis can only be guaranteed on the basis of large sample size. Moreover, traditional MSPC techniques demand that the process observations conform to normality assumption, and this is very difficult to fulfill strictly in many manufacturing processes. Since ANN techniques need large amounts of training sample data when they are used for multivariate process monitoring, ANN techniques can not be applied to diagnose the process abnormalities under the condition of small batch production. At the same time, almost all the manufacturing enterprises are unwilling to afford excessive cost for obtaining large amounts of test data anyway. To solve the above-mentioned problems which exist in process diagnosis, this work proposes a bivariate process diagnosis model to locate and identify the abnormal variable(s) of the process mean shifts. Mean shifts are regarded as sudden shifts in mean vector that present an abrupt change in levels within a series of observations. In this bivariate process diagnosis model, the problem about abnormal variable(s) identification and location is converted into the problem about abnormal pattern recognition of process mean vector. Least square support vector machine (LS-SVM) technique is a kind of machine learning algorithm based on statistical learning theory, it is powerful in machine learning to solve pattern classification problems with limited number of samples. This model employs LS-SVM technique to construct pattern recognizer of bivariate processes mean vector, and the function of this model is to locate and identify the abnormal mean shift variable(s) of bivariate process under the circumstance of small sample size. Although this abnormal variable(s) identification model for bivariate processes is the particular application presented here, the proposed model and methodology can be potentially applied to multivariate SPC in general. As an application, we present a real world case to illustrate the usage of the proposed SVM-based pattern recognition model for identifying the abnormal variable(s) of bivariate process mean shifts. The performance of the model is evaluated by performance index of identification rates of abnormal mean shifts variable(s) in this case. The results indicate that the proposed model performs efficiently for a bivariate process to identify the mean shifts.
The rest of this paper is structured as follows. Following the introduction, Section 2 proposes a LS-SVM-based model for locating and identifying the abnormal mean shifts variable(s) in bivariate process. Section 3 briefly reviews the theory of Hotelling's T 2 control charts. Section 4 introduces LS-SVM technique used for recognizing the normal/abnormal patterns of bivariate process mean shifts. Section 5 describes the way to generate the training data and testing data for the diagnosis model, studies a real world case through numerical experiments and exposes the obtained results. Finally, Section 6 presents a concluding summary and suggests some directions for future research.
LS-SVM Based Model to Recognizing the Mean Shifts Patterns in Bivariate Process
In order to identify and locate the abnormal variable(s) for the bivariate process mean vector under the condition of small sample size, this research proposes to construct a bivariate process diagnosis model based on Hotelling T 2 and LS-SVM pattern recognizer, and the model structure is schematically shown in Figure 1 . This model include two sections, the first section employ Hotelling T 2 statistic to detect the overall out-of-control signal for the bivariate process. When Hotelling T 2 statistic signal a alarm, the LS-SVM pattern recognizer in the second section may model the cause-selecting problem as a pattern classification problem, namely, the abnormal signal can be classified into several classes of patterns. As for the bivariate case with mean vector ( , , , )
X can be constructed in the following manner:
which, when multiplied by the constant 
In particular, if the process parameters (i.e.,  and  ) are already known, then 
LS-SVM Pattern Recognizer
Support vector machine (SVM) [20, 21] (Vapnik 1995; Nello 2005) is a kind of machine learning method based on statistical learning theory, which mainly researches the learning of limited samples. As a new and promising classification and regression technique, the structure of SVM model is only determined by the so-called "support vectors", so SVM has strong ability of data classification under the condition of small sample size. Least squares support vector machines (LS-SVM) [22] (Suykens, 1999) is extended model of standard SVM. SVM are trained by solving a quadratic optimization problem, while LS-SVM is trained by solving a set of linear equations, so LS-SVM method has faster computational speed. In this research, the LS-SVM method is applied to construct the pattern recognizer for the bivariate mean vector. A simple description of LS-SVM method is provided below, for more details please refer to literature [23] (Suykens et al.，2002). 
LS-SVM Principle
where ( )   is a nonlinear mapping function. And the above optimization problem can be finally transformed into the problem of solving the following linear equation,
where 
In this research, we chose Gaussian kernel function as , so the expression of  is expressed as following,
Finally, the resulting LS-SVM model for function estimation becomes [24] ,
And the final decision function becomes sgn[
As for the situation in this work, the mean vector of the involved process can be used as the input 
Design of Multi-class LS-SVM Pattern Recognizer

Model Application-An Industrial Case Study
In this research, we focus on using the proposed model to monitor and diagnose abnormal variable(s) occurred in bivariate process. Among various abnormal conditions, this study is concerned with mean shifts. In this section, we use a case of bivariate process to illustrate the way that the proposed model works.
Method of Generating Training Datasets
The function of the proposed model is to identify the abnormal variable(s) of the process mean vector by the way of pattern recognition when the T 2 statistic issues an alarm. In this study, the traditional T 2 statistic will work as an abnormal mean shift detector and we formulate the interpretation of abnormal signal as a pattern recognition problem. The representation of the training datasets has a strong influence on the performance of the LS-SVM pattern recognizer. Only when the LS-SVM pattern recognizer is trained through suitable training datasets can it acquires the abilities to recognize the patterns of process mean vector. The best way to get training datasets is to collect various data from real-world manufacturing systems, but it costs too much. In this regard, simulation is an effective and useful alternative to investigate into the potential problems associated with the normal/abnormal patterns in a multivariate manufacturing system [26] . We hereby take bivariate process as an example to illustrate the method of generating proper training datasets through simulation. In this research, the sample size of training datasets of each pattern is equal. statistic is also used as a constraint to guarantee that the generated M data make the process in abnormal state.
Step3 ： Employ formula
generate M/2 mean vectors as the training datasets respectively, all of them correspond to the abnormal process pattern of (1,0) class. 11 2 K  and 12 2 K  both denote the variations coming from the stochastic disturbance when the process is in the state of normality; Meanwhile, 21 1 K  and 22 1 K  both denote the abnormal variation of the process mean vector. And T 2 statistic is also used as a constraint to guarantee that the generated M data make the process in abnormal state.
Step4 ： Employ formula
, and 1
to generate M/4 mean vectors as the training datasets respectively, all of them correspond to the abnormal process pattern of (1,1) class. And T 2 statistic is also used as a constraint to guarantee that the generated M data make the process in abnormal state.
At each step of the procedure, the T 2 statistic is used as a constraint to guarantee that the generated data meet the demand of the corresponding patterns of the process mean vector. At the end of the subsequent experiment, we need to test the performance of the designed pattern recognizer. The same procedure is employed to generate the test datasets.
Case Analysis and Discussion
Training Dataset
In this research, a bivariate industrial case derived from Montgomery (1991) [27] is provided to explain how the proposed LS-SVM pattern recognition model works. This case was also studied by four defined patterns of the training datasets can be correctly classified by the optimal separating hyper plane in the high dimensional feature space. From statistics, when the T 2 restrict condition is employed to generate the four patterns, the data that belongs to the normal pattern is inside of a elliptical area on the distribution map, and meanwhile the data that belongs to the three abnormal patterns is outside of the elliptical area on the distribution map. We can see this clearly from Figure 2 especially when the sample size M is bigger.
Results and Discussion
After generating of training datasets, the following experiment process included two parts: Using the above training datasets and the "one against one" algorithm, we firstly obtained a well-trained LS-SVM pattern recognizer for the bivariate process mean vector; and then, we tested the performance of the LS-SVM-based diagnosis model using the test datasets, which were also generated in the same procedure described in section 5.1 with different parameters (K 1 , K 2 , and K 3 ). In the experiment, 1000
is chosen as the sample size of each of the test datasets. Therefore, 1000 test data were generated for each of the three abnormal patterns of the bivariate process, altogether 3×1000 test data were utilized for evaluating the performance of the diagnosis model in each run of the experiments.
According to the above experimental method, simulation experiment was conducted. In the process of the experiment, the cross-validation method was chosen to determine the values of parameters  and  to improve the performance of the LS-SVM pattern recognizer, and finally 0.15
The cross-validation method is a simple and convenient way to select parameters for the LS-SVM pattern recognizer. Simulation results obtained in this study are presented in Table 2 . Table 2 and Table 3 (i.e., accuracy rate, false rate, and missing rate) to evaluate the diagnosis model as a whole. We note that the difference between Table 2 and Table 3 Table 2 ; While, we indicate bigger common cause variation coming from the stochastic disturbance of the process with K 1 =0.6 in the third column of Table 3 .
From Table 2 , Table 3 2) Effect of stochastic disturbance on the performance of the diagnosis model: first, when the stochastic disturbance in the training datasets is increased (i.e., the K 1 value of the training datasets is changed from 0.3 to 0.6, with other experiment parameters held unchanged), we can obtain almost the same performance of accuracy rate. Second, when the stochastic disturbance in the test datasets is increased (i.e., the K 1 value of the test datasets is changed from 0.3 to 0.6, with other experiment parameters held unchanged), the accuracy rates of each of the abnormal patterns just decrease a little, the effect of the stochastic disturbance in test datasets can be neglected. So the diagnosis model possesses good capability of disturbance-resistance.
3) The two parameters (  , ) have significant effect on the performance of the LS-SVM pattern recognizer, and they must be chosen reasonably. The cross-validation method is simply employed to choose the two parameters in the experiment. In order to further improve the performance of the accuracy rate, especially under the condition of small training sample size, some intelligent algorithm can be introduced in this research to optimize the two parameters.
We can notice an additional phenomenon in the experiment, that is, the accuracy rate of (1,1) pattern is always smaller than that of (0,1) or (1,0) pattern under the same experimental conditions.
Comparison
Jackson (1991) [29] also studied this industrial case, and further pointed out that the four perfect and comprehensive enough, we consider that the proposed diagnosis model in this research is able to provide more information about the causes of the process abnormality.
6.Conclusions and Recommendations for Future Work
In today's multivariate manufacturing scenario, identifying source(s) of abnormal signals has been a challenging task for traditional MSPC techniques. Lots of artificial intelligence techniques （e.g., ANN ， SVM) have been suggested as alternatives to MSPC charts because of their superior performance. This research presented a new LS-SVM based model to classify and identify the abnormal variable(s) of the process mean in the bivariate process. In the proposed model, T 2 statistic (or other multivariate control charts) are used as the detector of the overall process abnormality, and a LS-SVM ensemble approach is developed for identifying the abnormal variable (s) of abnormal signals in bivariate processes. As a result of LS-SVM technique, another feature of this model is that the model can meet the above requirements under the condition of small sample size.
The performance of the model for classification and identification rates of abnormal mean shifts that appear in bivariate process is evaluated through the use of a numerical example from chemical industry. The experiment on bivariate process demonstrates the effectiveness of the proposed model, and the results of the model implementation are inspiring and promising. We believe that the proposed LS-SVM based diagnosis model is a good and strong method used for identifying the abnormal variable(s) in bivariate quality control.
In the process of the experiment, we note that the parameters of LS-SVM have significant effect on the performance of LS-SVM based diagnosis model. In order to improve the performance of the diagnosis model, especially on the condition of the small sample size of the training datasets, We suggest introducing intelligent evolutionary algorithm (e.g., Particle Swarm Optimization, PSO) to optimize the parameters of LS-SVM recognizer in the future work. Although this research mainly considers the situation of the bivariate process, the proposed approach can be employed in other aspects, especially to determine the magnitude of a shift, or potentially to be extended to multivariate SPC in general.
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