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1. INTRODUCTION 
This paper is concerned with the asymptotic behavior of solutions of the 
self-adjoint linear differential equation 
(J5) (r(f) x’(t))’ + q(t) x(t) =o, 
where r, q are positive continuous function on the interval [0, + co). 
By solution we always mean a continuously differentiable function such 
that r(t) x’(t) has a continuous derivative satisfying (E,). When the func- 
tion r is continuous but does not have a continuous derivative, (E,) can be 
interpreted as the first order system 
for the vector (x, y) = (x, rx’). 
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As usual a solution of (E,) is said to be oscillatory or nonoscillatory 
according to whether it does or does not have arbitrarily large zeros. 
Because of the Sturm separation theorem, if (E,) has an oscillatory solu- 
tion, then all solutions of (E,) are oscillatory. Thus (E,) is said to be 
oscillatory [nonoscillatory] if one (and/or every) solution is oscillatory 
[nonoscillatory]. 
Although there is an extensive -literature on the topic of oscillation 
criteria for (E,) no completely satisfactory answer has yet been obtained 
because, as far as we know, necessary and sufficient conditions ensuring 
that (E,) is oscillatory, in which only the functions r and 4 are involved, 
do not appear in the literature. Among the numerous papers dealing with 
this subject, we refer in particular to the surveys of Rab [19] and 
Willett [22] and the books of Cesari [3] and Swanson 1211. 
The investigation of the oscillation of (E,) may be done following many 
directions: among these, an often considered way is to determine “integral 
tests” involving functions r and q in order to obtain oscillation criteria. An 
example is the following well-known result of Leigthon (see, e.g. [21, 
Chap. 2, Sect. 6)): 
THEKIREM A. If 
s 
+m 1 
-@=+a [ 
+CZ 
q(z) dz = f cc, 
0 0 
then every solution of (E i ) is oscillatory. 
However, as Euler’s equation 
x”+k(r+ 1))Zx=o (k constant) (1) 
shows, the convergence of the integrals of the functions l/r and q seems not 
to be a good device in order to obtain necessary and sufficient conditions 
for oscillation. In fact, it is well known that Eq. (1) is nonoscillatory if k < $ 
and oscillatory if k > f 
On the other hand if (E,) is nonoscillatory, an approach based on 
integral criteria appears to be extremely powerful in the study of the 
asymptotic behavior of solutions of (E,). For example, Potter [18], 
extending the quoted result of Leighton, obtained the following criteria for 
the bo~dedness of solutions of (E, ): 
THEOREM B. Zf (E,) is nonoscillatory then a necessary and sufficient 
condition in order that (E, ) have all of its solutions bounded is that 
5 
faJ 1 
-dm< fco. 
0 r(r) 
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By the same argument given in the proof of Theorem B one can also 
obtain the following result (see, e.g. [21, Theorems 2.39-2.407): 
THEOREM C. If 
-+cc 1 
J 
-d7= +a, 
0 r(z) 
then all nonoscillatory solutions of (E,) are eventually either positive 
monotone increasing or negative monotone decreasirzg; if 
I 
+OZ 
q(T)dr= +OG, 
0 
then all nonoscillatory solutions of (E,) are eventually either positive 
monotone decreasing or negative monotone increasing. 
The investigation of the asymptotic behavior of the solutions of (E,) is 
often done by dividing the space of all the solutions into particular classes. 
For instance, when (E,) is nonoscillatory, Leighton and Morse (see, e.g. 
[6, Chap. XI, 61) introduced a classification of solutions using the 
following notion of principal solution: a solution xl of (E, ) is said to be a 
principal solution if 
s 
+oO dt 
r(t) -G(t) 
= +cc, 
which is equivalent to the condition that 
lim x1(t)-() 
t--r to2 -q(t) 
for any solution x2 of (E,) linearly independent of x1. Further, a principal 
solution is determined up to a constant factor. Such a notion is very useful 
in the study of the qualitative behavior of nonoscillatory solutions. 
When the function q is eventually negative, other authors [2, 14, 151 
have divided the space of all the solutions of (E,) into the following two 
classes: 
M’-I-(E,)= {xsolutionof(E,):3t,>O:x(t)x’(tj>O for t> t,] 
m/o-(E,)=(xsblutionof(E,):3t,>O:x(t)x’(t)<O for tat,). 
By the above definitions it turns out that solutions in M +(E,) and 
M -(E,) are nonoscillatory, solutions in M +(E,) are eventually either 
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positive increasing or negative decreasing, and finally solutions in the class 
M -(E,) are eventually either positive decreasing or negative increasing. 
Using a different approach, Kulenovic [IO] divided the nonoscillatory 
solutions of (E,) into solutions of extremal type and solutions of non- 
extremal type provided that suitable a priori bounds are fulfilled. On the 
other hand, when (E,) is oscillatory, an interesting classification of solu- 
tions, which is somewhat suggested by Bessel’s equation, is given in a 
recent paper [4]. 
The above classifications have been extended in several directions to 
higher order equations. We just recall Refs. [ 1, 5, 7, 121 in the linear case, 
Ref. [S] in the nonlinear one, and finally Refs. [13, 17,203 for equations 
with deviating arguments. 
In the present paper we divide all the solutions of (E,) into several 
classes with respect o their asymptotic behavior. Such a classi.Iication plays 
an impor~nt role in the study of the qualitative behavior of (E,). In par- 
ticular, we obtain necessary and sufficient conditions which fully charac- 
terize the above classes. All the conditions are presented as integral criteria 
and involve only the functions Y and 4. Furthermore, necessary and suf- 
ficient conditions are given in order that (E, ) have solutions with a 
specified asymptotic behavior as t + + M and in particular solutions in Lp. 
Finally we study the case of linear systems using a suitable transformation 
and a “duality principle.” 
When (E,) is nonoscillatory, we obtain extensions of results in 
[M, 18, 191. 
When 4 is eventually negative, a qualitative analysis of (E, ) based on 
integral criteria may be found in [2, 151. In this situation (E,) is always 
nonosciliatory and in the above quoted papers a classification of solutions 
is given together with their complete characterization. Results in [ 151 have 
been extended to higher order linear equations in [ll]. 
This paper studies the case in which the function q is eventually positive 
and hence also completes the above mentioned results in [2, 151. 
In this way a complete investigation of (E,) is obtained when the 
function q eventually has a constant sign. 
2. PRELIMINARY RESULTS AND DUALITY PRINCIPLE 
At first we observe that every solution of (E,) is either oscillatory or 
eventually strictly monotone, as the following lemma shows: 
LEMMA 1. Consider a no~osc~llat~ry solution x of (E, ). Then the function 
X’ cannot have arbitrarily large zeros. 
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ProoJ: Let x be a nonoscillatory solution of (E,). Suppose that there 
exists a sequence { tk}, tk -+ + cc as k -+ + co, of consecutive zeros of x’. 
Consider the function F(t) = r(t) x(t) x’(t). With x being nonoscillatory, the 
points t, are consecutive zeros even for F. On the other hand, from 
F’(tk) = -q(tk) x2(tk) < 0 we get that in such zeros F’ is negative, which is 
a contradiction. 1 
Then with respect o their asymptotic behavior, all the solutions of (E r ) 
may be a priori divided into the following classes: 
O(E,)=fxsolutionof(E,):!l{t,), t,+ +m:x(t,)=O} 
ML(E,)= {xEM+(E,): lim /x(t)l= +a} 
I- +m 
MII,+(E~)=(xEM+(E,): lim Ix(t)l=L,< +m) !-+a 
Ml;(E,)= {xEM-(E,): lim x(t)=L,ZO) 
I- +m 
Ml;(E,)= {xEM-(E,): lim x(t)=O). 
I--, +a2 
By the above definitions it turns out that if there are unbounded non- 
oscillatory solutions, such solutions must be in Ml 2 (E,), and if there are 
nonoscillatory solutions which tend to zero as f -+ + co, such solutions 
must be in Ml; (E,). 
Now consider 
+O” 1 
I, = f 0 rod77 
The following holds: 
LEMMA 2. (i)ZfZ,= +co, then Zrq= +oo. 
(ii) ZfZ,= +m, then Z,,= +GO. 
(iii) ZfZ,< +oo undZ,< +oo, then Zqr-c +m andI,,< +co. 
Proof. The assertion follows immediately from the fact that for a>0 
fixed and t > a we have 
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From this Lemma we get that the mutual behavior of the four integral 
Z,, Z,, Zq,,, Zr, is completely described by the following six cases: 
(C,) zq=zr=zqr=zrq= +cc 
(Cd A< +a, z, = zrq = zqr = + co 
(C,> zq< +mo, zqr< +a, I, = z,, = + a3 
(Cd z,< +a, z, = zqr = zrs = + 00 
(CA I,< +a, I,, < + m, zq = z,, = + co 
(Cd I,< +a, z,< +a, Is,< +a, zr4 < + a3 
Let x be a solution of (E,) : one can easily see that z(t) = Y(C) x’(t) is 
solution of the dual equation 
W ($fW)‘+-&=O~ 
which comes from (E,) when q takes place of l/r and vice versa. Clearly 
(E,) is oscillatory if and only if (E2) is oscillatory. Such a property has 
been used in [lS] in order to obtain oscillation criteria for Eq. (E,). 
However, Eq. (E2) appears to be useful even for the investigation of 
the qualitative behavior of the solutions in the nonoscillatory case. In fact 
let 2 
be the operator defined in the following way: 
(~x)(t)=r(t)x’(t). 
Such an operator transforms functions of Ml + (E,) into functions of 
M -(E2) and vice versa, as the following result shows: 
LEMMA 3 (Duality Principle). (i) =!Y(M +(E,)) = M -(E2). 
(ii) 2?(M-(E,))= Ml/O+(E,). 
(iii) IfI,< +CG, then Y(M~(E,))=M,f(E,). 
(iv) Q-Z,= +cc, then 2(Mlm,(E,))cM~(E,). 
(v) IfI,.= +co, then Y(M,+(E,))cM;(E,). 
Proof. Let x be a solution of (E,) and let z(t) = r(t) x’(t). Clearly z is 
solution of (E,) and from 
z(tj z’(t) = r(t) ~ytj(~(t) X’(C))’ = 3-(t) q(t) x(t) x’(t) 
statements (i) and (ii) follow immediately. 
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(iii) Let Mjn(E,f=@; f rom (ii) we get tM +(E2) = 0 and hence 
Mn,‘(E,)=M. Let IWI-(E,)#@ and let XERK(E,), Without loss of 
generality we can assume x(t) > 0 for I >O. With x being bounded and 
I,< +03, we have for f>it,>O 
Iim ’ s q(0) x(0) de < + ‘x;, I -+ + m (0 
Hence from 
~.(f)~((tj=r(f,)x’(l~j--r’q(O)x(B)dO. (f>&)>O), (2) 
r0 
we obtain lim,, + m jr(t) x’(t)! < + co, that is z(t) =r(t) x’(t) E fM,+ (E,). 
This means Y( MI -(E,) c M g ( E2) : now statement (ii) gives us the result, 
because M~(&)cfM+(E,). 
(iv) If Ml; (E,) = a, then the result is trivial. Hence, consider 
x E M ; (E 1 ). Without loss of generality we can assume that for every f > 0 
we have x(t)>0 and lim,, += x(t) = I, > 0, x(t) > I,. From (2) we have 
r(t) x’(t) < r(t,) x’(to) - I, 1’ q(e) do. 
f0 
Hence, with lu= fco, we have Iim;, +ma(r) x’(t)= --a, that is, 
z(t)=r(f)x’(t)~Ml~(E~). 
(v) If M z (E,) = 0, then the result is trivial. Hence, consider 
XE M,+ (E,). Without loss of generality we can assume that there exists to 
such that x(t) > 0 for every t 3 I,. From (E, ) we have that r(t) x’(t) is a 
negative increasing func~on for every t 2 I,. Assume, by contradiction, 
lim I+ += r(t) Y(t) = --I,, Z-, > 0. This implies for every t 2 t, r(t) x’(t) d 
-Z, and therefore 
With I,= +co, x must be unbounded, which is a contradiction. Hence 
lim t++m~(t)~~‘(t)=O, that is, z(r)=r(t)s’(t)E~~(Ez). 1 
The inclusion in statements (iv) and (v) hoids in the strictly sense, as the 
following example shows: 
EXAMPLE A. Consider the equation 
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which may be written as 
(A,) (e4’x’)’ + 3e4’X = 0. 
For Eq. (A,) clearly we have I,= + w and ~&II; (A,)= @; hence 
5p( MB (A,)) = 0. On the other hand, every solution of the dual equation 
(A2) ($ee-4rz’)‘+eP4tz=0 
belongs to M 2, (AZ); hence fU :(A,) # @. Further, for Eq. (A,) we have 
Z, = + co and FkUi (A,) = 0; hence Y( Ml (AI)) = a, while clearly 
Mlo(A,)#0. 
3. MAIN RESULT 
If (C, ) holds, then (E, ) is oscillatory. The asymptotic behavior of solu- 
tions in the other cases is given by the following result: 
THEOREM 1. (iJ Zf (C,) holds then every solution of (E,) is either 
oscillatory or of class M L (E 1 ). 
(i3) If (C,) holds then (E,) is nonoscillatory. Moreover every solution 
belongs to the class M + (E, ) and the set of bounded solutions is a subspace 
of dimension one. 
(i4) Zf (C,) holds then every solution of (E,) is either oscillatory or of 
class Ml;(E,). 
(is) Zf (C,) holds then (E,) is nonoscillatory. Moreover every solution 
belongs to the class M - (E, ) and the set of solutions which tend to zero as 
t + + CO is a subspace of dimension one. 
(i6) Zf (C,) holds then (E,) is nonoscillatory. Moreover all solutions 
are bounded and there are solutions belonging to ML (E,), solutions 
belonging to M i (E 1) and solutions belonging to Ml 0 (E ‘). Finally the set 
M 0 (E ,) is a subspace of dimension one. 
The proof of Theorem 1 is a consequence of Theorems A, B, and C and 
of the following four propositions: 
PROPOSITION 1. ZfZ,,< +a, then O=Qr, Ml~(EL)#O, fVl;(E,)#@. 
ProoJ For c >O fixed, let x1 be the solution of (E,) such that 
x1 (to) = c, xi (to) = 0, where to is big enough in order to have 
q(0) d0 dz < ;. 
Consider the function F(t) =r(t) x;(t). Then there exists t> to such that 
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I;‘(t) < 0 for t, < t < t and so F is a decreasing function on [to, 0. With 
F(t,) = 0, we have that x1 is a positive decreasing function on [to, Q. 
If x1 is not positive decreasing for every t > t,, then there exists q > t, 
such that x,(v) x;(q) =0 and x1(t) x;(t)<0 on (to, v). Then only one of 
the following two cases must occur: 
(a) 311>t~:x;(?)=O,x,(t)>O in (to, rl; 
(b) 3q>r,:x,(?)=O,x;(t)<O in (b, ~1. 
Assume case (a). Then F(t,) = 4~) = 0, which cannot occur because F is 
decreasing in (t,. q). Assume case (b). From (E,) we obtain 
which gives 
and for t=q 
which is a contradiction. Therefore xi is eventually positive decreasing and 
so CD=@, M-(E,)#@. 
It is easy to show that such solution is in MI, (E,). Suppose it is not true; 
then x1( +a)=0 and from (3) we have 
which is a contradiction. 
It remains to prove that Ml; (E, ) # 0. Let x2 be the solution of (E1 ) 
given by 
where x1 is the solution defined above. Then x,(t) x;(t) < 0 for every t > t, 
and therefore x2 E M - (E 1); if x2 ( + 00 ) = 0 the claim is proved. If 
x2 ( + CC )> 0, then the solution x3 given by 
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is such that x3 ( + co) = 0 and therefore, since the equation is non- 
oscillatory, x3 E MO, (E,). 1 
PROPOSITION 2. If I,, < + co, then 0 = a, Ml L (E,) # @. 
ProoJ: Consider the dual equation (E,). By virtue of the duality 
principle and from Proposition 1 it follows that (E2) is nonoscillatory and 
~o,(Edf125, ~;(E,)Z@. 
As it is well known (see, e.g. [6]) Eq. (E2) admits infinitely many 
principal solutions, that is, solutions a,, such that 
(4) 
With Iqr < + co, from Lemma 2 Iq < + cc and therefore from (4) we obtain 
lim z,(t)=O. (5) t- +cc 
Hence, with z0 nonoscillatory, we can assume, without loss of generality, 
z,(t)>O, z;(t)<0 for all t>t,. Let 
x(t)= -Lb(t); 4(t) 
from the duality principle we get x E M + (E, ). 
It remains to prove that x E ML (E,), that is, lim,, +ao x(t) < + co. Let 
us assume that 
lim x(t)= lim -Izb(t)= +co 
I- +m I-r+cc q(t) (6) 
and let zi the solution of (El) given by 
using Hospital’s rule we get 
lim zl(t)= lim - s 
’ q(e) &I 
f- +a I- +ca @z;(e) i 
’ - 
z,(t) 
lim 4(t) 
I- +m zb(t)’ 
Hence, by virtue of (6), lim, _ + m zl(t) = 0. On the other hand, from (5) we 
have lim,, +m z,,(t) = 0 and since z0 and z1 are linearly independent, it 
follows that all solutions of (E2) tend to zero, which is a contradiction, 
since from Proposition 1 there also exist solutions which do not tend to 
zeroas t++co. 1 
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PROPOSITION 3. Zf Zqr= + CC, then all solutions in M + (E, ) are 
unbounded. 
Proof. Let x be a (nonoscillatory) solution of (I?,) in M + (E, j. Without 
loss of generality we can assume that there exists t, such that for t > t0 
x(t) > 0, x’(t) > 0. Consider for t > t,, the function 
From 
F(t) = f-(t) x’(t) 
x(t) 
-q(t)x’(r)-r(t)X’2(t) x’(t) 
x’(t) 
a--q(t)f&djI 
X(f) 
we get 
Assume, by contradiction, that x E Mz (E,); in this situation the function 
log x(t)/x(tO) is unbounded in [to, + co). Therefore the right side of (7) 
tends to -c% as t + + co, which is a contradiction, because F is positive 
for t> t,. Hence we have XEML(E,) and so all solutions in M+(E,) are 
unbounded. m 
PROPOSITION 4. Zf Zrq = + co, then all solutions in Ml -(E,) tend to zero 
as t+ +c0. 
ProoJ: Let x be a (nonoscillatory) solution of (E,) in M ~ (E r ). Without 
loss of generality we can assume that there exists t, such that for t > t, 
.$ t) > 0, x’(t) < 0. Then for t 2 to the function 
w(t) = r(t) x’(t) 
x(t) 
is a solution of the Riccati’s equation 
w’(t) w’(t) = - - 
r(t) -4(t)- 
Therefore 
305/99/2-13 
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x(t) < _ at 1 
log-, 
x(to) J i 
- + q(8) Lie dz; 
447) aI 
finally, with Ir4= +oo, we get lim,,+,x(t)=O and so x~fMl;(E,). 1 
We now are able to prove Theorem 1. 
Proof of Theorem 1. (iJ follows from Theorem C and Proposition 3; 
(i3) follows from Theorems B and C and Proposition 2. Further, the 
set of bounded solutions (as t -+ + co) is a subspace of dimension one, 
because in (E,) there also exist solutions which are unbounded (as 
t+ +a); 
(i4) follows from Theorem C and Proposition 4; 
(is) follows from Theorem C and Proposition 1. Further, the set of 
solutions which tend to zero (as t + + a) is a subspace of dimension one, 
because in (E,) there also exist solutions which do not tend to zero (as 
t-t +a); 
(i6) follows from Theorem B and Propositions 1 and 2. As before, 
solutions which tend to zero (as t + + co) are a subspace of dimension 
one. I 
When (E,) is nonoscillatory, Theorem 1 completes the results in 
[16, 18, 191. 
Thus from Theorem 1 we can describe the situation as follows: 
z, = z, = + 00 
zqr=zrq= +a3 1 * Cs=WE,)l; 
z,< +a, I,= +co 
zr4=zqr= +co 1 * W-@,)=0, ~o,t&)=fal; 
I,< +co, z,= +a 1 [ WE,)=0, u-(E,)=0, o zqr< +a, zrq= +co ~:@,)+0!, M;(E,)#0 S=M+(E,), ; 1 
I,< +co, z,= +a2 
zq’=zrq= +a3 1 * W+‘(W=0> M,(E,)=01; 
z,< +co, z,= +Go 1 [ WE,)=IZ(, o M+f(E,)=025, S=M-(E,), . zrq< +03, zqr= SC0 Mo,(EJZ0a, K(EAZ0 I? I,< +co, z,< +a, 1 [ c> W%)=0QI, u;(E,)=0, ~,‘(E,)Z0, zqr< +a, zr4< +co Mo,(E,)+021, Mm@,)+0 l- 
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We stress the fact that the results obtained in the previous picture are 
mutually exclusive and exhaustive, as is easily checked. 
4. THE LINEAR SYSTEM 
Consider the system 
(S,) Y:=ail(t)))l+ai2(t)~I?, (i= 1, 2), 
where the functions aii are continuous in [0, + a)), i, j= 1,2. Using the 
transformation 
we get the system 
(S,j u’ = B(t) 0, u’=y(t) u, 
where 
If b(t) > 0, y(r) < 0 (i.e., ai2 > 0, a,, < 0) [or P(t) < 0, y(t) > 01, then system 
(S,) is equivalent to an equation of type (E,). Hence, the qualitative 
behavior of the solutions of (S,) and, by virtue of transformation (8), of 
(S, ) is given by the investigation of the asymptotic behavior of the pair 
(x, TX’), where x is a solution of (E,). 
If we apply Theorem 1 to the dual equation (E2) we get results on the 
asymptotic behavior of r(t) x’(t), where x is a solution of (E,). Using this 
result and Theorem 1 we obtain a criterion for the asymptotic behavior of 
the pair (x, rx’) which is equivalent to a criterion for the investigation of 
the qualitative behavior of solutions of system (S i). The following holds: 
THEOREM 2. (i2) Assume (C,); if(Ei) . 1s nonoscillatory, then for every 
solution x of(E,) we have lim,, +m r(t)x’(t)=O. 
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(i3) Assume (C,); if XE ML (E,), then lim,, +,r(t) x’(t) =O; if 
x~Mz(Er), then limr++oo r(t)x’(t)=Z,, o< lZ,l< +a3. 
(i4) Assume (C,); if (E,) is nonoscillatory, then for ever-y solution x of 
(E,) we have lim,, +-Cc 1r(t) x’(t)1 = + W. 
(is) Assume (C,); ifx~ Ml; (E,), then lim,, +no Ir(t) x’(t)1 = + KIO; if 
XE Mi, (E,), then lim,, +m r(t) x’(t) = I,, 0 < I I,( < + co. 
(i6) Assume (C,); if .xERYU~(E~), then lim,,,, r(t) x’(t) = 
I,, 0 < 11, I < + co and there exist x1, x2 E ML (E,) such that I,, = 0, ZMr2 # 0; 
if x E M - (E, ), then lim, _ + ~ r(tjxytj=z,, 0~ Iz,l < +w. 
Proof: (iz) Since z(t) =r(t) x’(t) is a solution of the dual equation 
(E2), we can apply Theorem 1 to such equation and easily get the desired 
result. 
(i3) Let XE MO,+ (E,) and consider y(t) = (9x)(t) = r(t) x’(t). Hence y 
is solution of (E,) and from the duality principle (Lemma 3~)) we obtain 
the first statement. 
Let us show that if XEM~(E,), then r(t)x’(t)+Z,, O<lZ,l< +ocl, as 
t + + co. Consider Eq. (E,): from Theorem 1 we get that there exists 
z, E MO, (E,), that is, by virtue of duality principle, there exists x1 E M +(E,) 
such that lim, _ +m r(t) x;(t) = I,, # 0. Hence, as above stated, it must 
occur x1 E Mu. Now it is easy to show that for every solution 
XEM~(E~) we have limr++cc r(t) x’(t) = I, # 0. In fact X may be written 
as linear combination of x1 and x2, where x2 E M i (E,). 
(i4) Same as (iZ). 
(i5) The first statement follows from Lemma 3iii using an argument 
which is similar to the one employed in the case (ij). Let us show that if 
XEM;(E,), then r(t)x’(t)+Z,, O<lZ,l < +co, as t--+ +cc. Consider 
Eq. (E2j: from Theorem 1 we get that there exists zr E tM l (Ez). Let 
x1 = (l/q(t)) z;(t); clearly x1 E Ml -(E,) and taking into account that 
zl(t)= -r(t)x;(t) we obtain that r(t)x;(t)+Z,,, O< IZ,,I < +co, as 
t + + CX). Hence, as above stated, it must occur x1 E Ml; (E,). Observing 
that, in this case, the set Ml; (E,) is, by virtue of Theorem 1, a subspace 
of dimension one, we obtain the desired result. 
(i6) Consider the dual equation (Ez). From Theorem 1 we have 
that there exist zr, z2 such that zr E MO, (E2), z2e MI; (E,). Let 
xl(t)=(l/q(t))z;(t), x2(t)=(l/q(t))z;(t):from the duality principle we 
have x,,x:,~M,+(Er). Since r(t)x;(t)= -zl(t) and r(t)x;(t)= -z2(t), it 
follows that r(t)x;(t)+O, r(t)x;(t)+ZX2, Z,,#O, as t + +MJ. A similar 
proof holds for the last part of the statement. 1 
From the previous theorem, in the nonoscillatory case, we can describe 
the situation as follows and so obtain a fairly complete investigation 
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concerning the asymptotic behavior of the solution (u, t.) of system (S,) 
(with /I(t) . y(t) < 0): 
(W * (4 0) -+ (mcl, 0); 
(C,) + either (u, V) + (co, Z,) 
(Cd * (24, v) -+ V-4 a); 
(Cj)*either(u,tl)-+(O,I,),O<If,I<+m 
or (~,uj’(~,,~j,O<l~*l<+~; 
(C,)=>either(u,u)-r(I,,Z,),O<IZ,I<+CG,O~lZI,I<+CXj, 
or (u, u) -+ (0, I”), 0 < 11” 1< + co. 
We remark that in the cases (C,), (Cj), and (C,) both situations occur, i.e., 
if (C,) holds, then there exist (u,, u,), (uz, u2) such that (u,, ur) -+ (co, I,,), 
(u?, u2) + (IU2, 0) as t + + co. Same for the cases (C,) and (C,). 
The previous result is useful also for asymptotic estimates of solutions of 
(E,). If we set 
we obtain the following criterion which completes results in [16]: 
COROLLARY 1. (a) Ler XE Ml; (E,). rfZr,< + co, then x(t) is asynptoti- 
tally equivalent to p(t) as t + -t 03, that is, lim,, + ;L x( tj/p(t) exists, is 
finite, and is different from zero. If Ir, = + a, then lim,, fit x(t)/p(t) = 0. 
(b) Let XE IJAIL (E,). If Iqr< +a, then /x(t)1 is asymptotically 
equivaZent o R(t) as t-+ +co. ZfZqr= +co, then lim,,,, lx(t)j/R(t)=O. 
ProoJ: (a) Let x0 E M; (E r ) and Zr4 < + IX). From Theorem 1 we get 
that either (Cj) or (C,) holds. Hence from Theorem 2&i, we obtain 
lim r(t) x;(t)= I,,, 0 < 1 I,, 1 < + m 
f--t +* 
The result follows using the Hopital’s rule. 
Let x1 E Ml; (E,) and Zrq= + a. From Theorem 1 we get that (C,) 
holds. Hence from Theorem 2i, we obtain 
lim r(t) x;(t) = + GO. 
I- +m 
The result again follows using the Hopitat’s rule. A similar proof holds for 
the statement (b). 1 
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This result gives also sufficient conditions for the existence of non- 
oscillatory solutions of (E,) which belong to Lp. For the case p = 2 related 
results are also in [9, 231. In fact, the following holds: 
COROLLARY 2. Let (E,) be nonoscillatory. If I,, < + cc and p E Lp, then 
there exists solutions of (E, ) in L*. 
Proof. Being I, < + CO and (E,) nonoscillatory, from Theorem 1 it 
follows that Ml/o, (E,) # 0 and so the result follows from Corollary 1. 1 
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