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Abstract 9 
Engineering components and systems are often subject to multiple dependent competing failure processes 10 
(MDCFPs). MDCFPs have been well studied in literature and various models have been developed to predict the 11 
reliability of MDCFPs. In practice, however, due to the limited resource, it is often hard to estimate the precise 12 
values of the parameters in the MDCFP model. Hence, the predicted reliability is affected by epistemic uncertainty. 13 
Probability box (P-box) is applied in this paper to describe the effect of epistemic uncertainty on MDCFP models. A 14 
dimension-reduced sequential quadratic programming (DRSQP) method is developed for the construction of P-box. 15 
A comparison to the conventional construction method shows that DRSQP method reduces the computational costs 16 
required for P-box constructions. Since epistemic uncertainty reflects the unsureness in the predicted reliability, a 17 
decision maker might want to reduce it by investing resource to more accurately estimate the value of each model 18 
parameter. A two-stage optimization framework is developed to allocate the resource among the parameters and 19 
ensure that epistemic uncertainty is reduced in a most efficient way. Finally, the developed methods are applied on 20 
a real case study, a spool valve, to demonstrate their validity. 21 
  22 
 2 
1. Introduction 1 
Engineering components and systems are often subject to multiple processes that lead to their failures. Usually, 2 
these processes compete to cause failures and are dependent in various ways. Hence, they are referred to as 3 
multiple dependent failure processes (MDCFPs) [1]. In practice, most MDCFPs involve both degradation processes 4 
and random shocks [2]. MDCFPs have been well studied in literature and various models have been developed to 5 
predict the reliability of MDCFPs. A typical example is [3], in which Peng et al. considered a MDCFP where failure 6 
can be caused by either a degradation process or a random shock process. The two failure processes were 7 
dependent since when a random shock arrives, an abrupt increase to the degradation process is caused. A similar 8 
model can be found in [4], where degradation is modeled by a diffusion process and the random shocks are 9 
assumed to follow a Poisson process. Wang and Pham [5] modeled MDCFP in a similar way, within a framework 10 
for defining the optimal imperfect preventive maintenance policy. Li and Pham [6, 7] developed a reliability model 11 
and an inspection-maintenance model for multistate degrading systems, considering two degradation processes and a 12 
shock process. Keedy and Feng [8] applied Peng’s approach ([3]) to model a stent, where the degradation process is 13 
modeled by a Physics of Failure (PoF) model. In a recent paper by Lin et al. [9], the degradation process is modeled 14 
by a continuous-time, semi Markov process and the shock process is modeled using a homogeneous Poisson process.  15 
Most existing MDCFP models assume that the precise values of the model parameters are known to the 16 
modeler. In practice, however, due to the limited resource, it is often difficult to precisely estimate the model 17 
parameters. Hence, the reliability predicted by the MDCFP models are affected by epistemic uncertainty [10]. The 18 
effect of epistemic uncertainty should be accounted for in MDCFP models.  19 
In literature, there are various approaches to describe epistemic uncertainty, e.g. Bayesian theory [11], 20 
evidence theory [12, 13], possibility theory [14], fuzzy theory [15], probability box (P-box) [16], etc. The major 21 
differences among these theories are the way that the incomplete knowledge is interpreted and mathematically 22 
described. For example, applying Bayesian theory implies that one can represent our incomplete knowledge as 23 
prior probability distributions [17, 18], evidence theory expresses incomplete knowledge by identifying basic 24 
probability assignments (BPA) [12, 13], possibility theory relies on possibility distributions (or membership 25 
functions) to describe the state of knowledge [19, 20], probability box (P-box) expresses the incomplete knowledge 26 
based on intervals or bounds of probability distributions [21, 22]. Among them, P-box is natural to engineers and 27 
easier to implement in practice. Therefore, in this paper, we use P-box to describe epistemic uncertainty in MDCFP 28 
models. 29 
 3 
A P-box comprises a pair of upper and lower cumulative density functions (CDFs), in which the real CDF is 1 
bounded. P-boxes have been widely applied in many fields to solve the problems associated with epistemic 2 
uncertainty, such as engineering [23], biology [24], environmental science [25], etc. An early implementation of 3 
P-box can date back to the work of Walley and Fine [26], where they constructed a probability box to model the 4 
imprecision in probability estimations. Wolfenson and Fine [27] used upper and lower probabilities to support 5 
Bayesian-like decision making. Ferson et al. [16] used P-boxes to handle both variability (aleatory uncertainty) and 6 
ignorance (epistemic uncertainty) in safety assessments. In the field of reliability, Karanki et al. [21] applied P-box 7 
to evaluate the probability of system failure under the influence of epistemic uncertainty. Xiao et al. [28] proposed 8 
a unified method to perform sensitivity analysis reliability for structural systems by combining the P-box, 9 
first-order reliability method (FORM) and Monte Carlo simulation (MCS). Luis et al. [29] applied P-box to the 10 
analysis of polynomial systems subject to parameter uncertainties. Zhang developed interval Monte Carlo 11 
Simulation (IMCS) method [22], interval importance sampling method [30] and quasi-Monte Carlo method [31] for 12 
finite element-based structural reliability assessment based on P-boxes. In order to reduce the calculation cost of 13 
IMCS method, Yang et al. [32] introduced a hybrid method based on P-box, where the true limit state equation is 14 
approximated by a surrogate model, to evaluate the reliability of structures. 15 
In existing P-box method, the epistemic uncertainty is propagating by calculating the Cartesian products of the 16 
input parameters and their P-boxes (see [21] for example). More specifically, to calculate the reliability of a 17 
time-varying system which is described by P-boxes, the time interval under investigation is discretized into several 18 
subintervals and the maximum and minimum reliability is searched using numerical optimization methods in each 19 
subinterval [33]. A major drawback of these uncertainty propagation methods is that their computational costs grow 20 
as the number of model parameters increases. In this paper, we develop a dimension-reduced SQP method, which 21 
uses gradient information to reduce the required computational costs. 22 
Since epistemic uncertainty reflects the unsureness in the predicted reliability, a decision maker might want to 23 
reduce it by investing resource to more accurately estimate the value of each model parameter. A two-stage 24 
optimization framework is developed to allocate the resource among the parameters and ensure that epistemic 25 
uncertainty is reduced in a most efficient way. The contribution of this paper is summarized as follows: 26 
 probability box is used as a tool to describe epistemic uncertainties in multiple dependent competing failure 27 
processes (MDCFPs); 28 
 a dimension-reduced-SQP (DRSQP) method is developed to construct the probability box; 29 
 4 
 an optimization model is developed to control the effect of epistemic uncertainty in MDCFP. 1 
The remainder of this paper is organized as follows. Section 2 presents how to quantify the epistemic 2 
uncertainty on a MDCFP model using P-box. The DRSQP method is developed in Section 3 for the construction of 3 
the P-box. In Section 4, a two-stage optimization framework is developed for the optimal reduction of epistemic 4 
uncertainty. A real case study on a sliding spool is conducted in Section 5 to demonstrate the developed methods. 5 
Finally, the paper is concluded in Section 6 with a discussion on possible future research directions. 6 
2. Representing epistemic uncertainty using P-boxes 7 
In this section, we briefly review the concept of P-box in subsection 2.1, and then, apply it in subsection 2.2 to 8 
describe epistemic uncertainty on MDCFP models. 9 
2.1. Preliminaries on P-boxes 10 
A P-box comprises of an upper and a lower cumulative density function (CDF), denoted by ,x xF F   . The 11 
actual CDF of a random variable x , denoted by  xF x , is bounded in the area: 12 
   xx xF F x F   (1) 13 
Hence, the distance between the upper and lower CDFs represents the amount of epistemic uncertainty. 14 
A simple illustration of a P-box is given in Figure 1. Suppose x  is a random variable following a normal 15 
distribution with the variance 2 1  . However, due to the limited time and resource, the precise value of the mean 16 
value cannot be estimated accurately. The only information we have is that, the mean value lies in the interval of 17 
 0,3 . The epistemic uncertainty in x  can, then, be described by a P-box in Figure 1. It is easy to show that the 18 
actual CDF lies in the bounded area constructed by xF  and xF . 19 
 20 
Figure 1  An illustration of P-box for N([0,3],1) 21 
 5 
2.2. Describing epistemic uncertainties in MDCFP by P-boxes 1 
For most MCDFP, reliability is modeled as an explicit function of t [3]: 2 
    ; ,MDCFPR t f t x  (2) 3 
where  1 2, , ,
T
nx x xx  is a vector of parameters in the reliability model. Due to epistemic uncertainty, the 4 
precise values of x  is not known to us. Often, the parameters are estimated by experts in the form of intervals: 5 
 1, 1, 2, 2, , ,, , , .
T T T
L U L U n L n UI x x x x x x              xx  (3) 6 
Such effect of epistemic uncertainty, is, then, described by constructing a P-box for the estimated reliability: 7 
      L UR t R t R t   (4) 8 
where  UR t  and  LR t  are the upper and lower bounds of the reliability function, respectively. In this paper, 9 
the P-box in (4) is called a reliability box. Given available information, all the possible reliability estimates are 10 
bounded in the reliability box.  11 
The area covered by the reliability box, denoted by RBA , reflects the amount of epistemic uncertainty. When 12 
knowledge on the failure processes accumulates, more information is possessed so that more precise estimates on 13 
the values of x  could be made. As a result, the intervals for x  shrink and the reliability box shrinks accordingly. 14 
In an ideal situation that there is no epistemic uncertainty, the precise values of x  is known to us. Therefore, the 15 
reliability box reduces to a single curve.  16 
 17 
Figure 2 An illustration of the reliability box 18 
Suppose  LR t  and  UR t  denote the upper and lower bounds of reliability at time t , respectively. Then, 19 
RBA  can be calculated as: 20 
 6 
    
0
d .RB U LA R R  

     (5) 1 
For a given MDCFP model, the form of the reliability function is fixed (as shown in (2)). Therefore, the  UR t  2 
and  LR t  in (5) are determined by the Ix  in (3). Hence, (5) can be viewed as a function of Ix : 3 
  .RBA h I x  (6) 4 
Note that the mean time to failure (MTTF) can be determined by: 5 
  
0
MTTF d .R  

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 (8) 8 
From (5) and (8), we have, 9 
 MTTF MTTF .U LRBA   (9) 10 
Equation (9) explains the physical meaning of RBA : it can be regarded as the difference between the estimated 11 
upper and lower MTTF values in presence of epistemic uncertainty. We present a numerical algorithm (Algorithm 1) 12 
to calculate 
RBA  when a reliability box  ,L UR R  is given. 13 
Step2: If                                                                         , go to Step3;
           Otherwise, go to Step3.
Step1: Discretize the interval           into                                        
           where            Set           
 0, t 1 1 2 1[0, ),[ , ) , ,, ,[ ]m mt t t t t
.mt t
Step3: 
Step4: If             end;
           Otherwise,               go to Step3.
,i m
1,i i 
: 10,  0  .,RBA i   
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 14 
Figure 3 Main steps to calculate ARB (Algorithm 1) 15 
2.3. A numerical example 16 
In this subsection, we demonstrate how to use the reliability box to describe epistemic uncertainty using a 17 
 7 
numerical example. Consider a ceramic capacitor whose reliability can be predicted by 1 
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e   x  (11) 4 
where 1x  denotes the operating temperature and 2x  denotes the ratio of operating voltage and nominal voltage 5 
[34]. 6 
In practice, it is often difficult to obtain the precise values of the voltage and temperature. Normally, they are 7 
estimated by experts and given in the form of intervals. Suppose the estimated intervals for 
1x  and 2x  are 8 
 1 35,45x   and  2 0.719,0.781x  , respectively. Since the reliability function in (10) is monotonic with respect to 9 
both 1x  and 2x , a reliability box can be easily constructed to describe the epistemic uncertainty, as shown in 10 
Figure 4. By applying Algorithm 1, we have 42.0628 10RBA    (h), which quantitatively measures the epistemic 11 
uncertainty. 12 
  13 
Figure 4 The reliability box of the ceramic capacitor 14 
3. Dimension-reduced SQP methods  15 
In this section, we develop a dimension-reduced sequential quadratic programming (DRSQP) method to 16 
reduce the computational costs required in the construction of P-boxes. In subsection 3.1, we introduce the 17 
conventional outer-discretization method as a benchmark method for P-box constructions. Then, the DRSQP 18 
method is developed in subsection 3.2. The computational efficiencies of the DRSQP and benchmark methods are 19 
compared in subsection 3.3 via a numerical case study. 20 
3.1. SQP-based uncertainty propagation using P-boxes 21 
For time-varying systems, the outer-discretization method is often used to propagate uncertainties described 22 
 8 
by P-boxes [33]. In the outer discretization method, the time interval is discretized into several subintervals and the 1 
maximum and minimum reliability values are searched using numerical optimization methods in each subinterval. 2 
Based on different numerical optimization methods, various outer discretization methods can be developed. In this 3 
subsection, we introduce an outer discretization method which is based on Sequential Quadratic Programming 4 
(SQP). 5 
SQP is one of the best known methods to solve constrained optimization problems [35]: 6 
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 (12) 7 
where nx , ( )ic x  denotes the i th constraint of the problem, and  and    denote the equality constraint set 8 
and inequality constraint set, respectively.  9 
At each iteration of the SQP method, a new design point 1 1( , )k k x λ  is determined so that the KKT 10 
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where λ  is the Lagrangian multiplier of the Lagrange function ( , ) ( ) ( )i i
i
L f c x λ x x , 
( )i
k  denotes the i th 13 
element in kλ  and 1k k k  x x d . In order to determine kd , a quadratic programming (QP) is conducted, which 14 
according to [35], is equivalent to the KKT conditions in (13): 15 
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In (14), ( ) ( )i k i ka cx x ,  kf x  is second derivable with respect to x  and  17 
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denote the gradient and Hessian matrix of  ,k kL x λ , respectively. In each iteration,  kW x  is corrected 2 
according to DFP (Davidon-Fletcher- Powell) or BFGS (Broyden-Fletcher- Goldfarb-Shanno) methods [35]. 3 
To guarantee the global convergence of the method, a line search is required to determine the step size k . 4 
Let 1k k k k  x x d  and let the penalty function 1 ( , )LP x σ  be [36]:  5 
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 (16) 8 
Line searches should be conducted until an k  which satisfies Armijo law is found [35]. 9 
The implementation procedures of the SQP method are summarized in Algorithm 2 below. 10 
 10 
Step2: Obtain       and         by solving the subproblem (14)
           If               , end. Otherwise, go to Step3.
Step1: Choose
             Choose an arbitrary matrix       which is symmetric and positive definite.
0 0 , 0, (0,0.5), , (0,1);




Step3: Calculate        according to (16).kσ
Step4: Set             ;
           Let                          denotes the directional derivative in the direction of       .
           If                                                                                         , set                .
: 1k 
  ,k kD f x d kd
      
1 1 1
, , , ,L k k k k L k k k L k k kP P D P   x d σ x σ x σ d :k k 
Step5: Set                            .1k k k k  x x d
Step6: Correct              according to DFP or BFGS methods to obtain               .
           Set                . Go to Step2.
 kW x  1kW x
: 1k k 
 1 
Figure 5 Main steps for the SQP method (Algorithm 2) [35]  2 
Based on the SQP method, the outer-discretization method can be implemented in a double-loop procedure. In 3 
the outer loop, the interval  0, t  is discretized into m  subintervals, 1 1 2 1[0, ),[ , ) , ,, ,[ ]m mt t t t t  where .mt t  In 4 
the inner loop, SQP methods are used to find the maximum and minimum values for  iR t  when x  varies in the 5 
interval of Ix : 6 
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 (18) 8 
In (17) and (18), the constraints Ix  take the form expressed in (3). The  L iR t  and  U iR t , 1,2 ,,i m  9 
provide a pointwise approximation of the reliability box.  10 
3.2. The DRSQP method 11 
The computation costs of applying the double-loop procedure increase as the dimension of x  increases. 12 
Based on the available information on the gradients, the dimension of the optimization problem in (17) and (18) 13 
could be reduced before the SQP methods are applied. To do this, we first prove Theorem 1. 14 
 11 
Theorem 1:  1 
Suppose  y f x  is a multivariate function defined in Ix , where Ix  is defined by (3). Further,  f x  is 2 
continuous in Ix  and  g x  are continuous in I Ix x . If I  xx ,  3 








x x  4 
Then, we have 5 
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where 
* *
, 1 2 , 1 , 1 2 , 1 1 2, , , , , , , , , , , , , , , , ., , ,
T T T
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Proof:  10 
Here we only prove the first inequality in (19) and the others can be proved in a similar way. Let 11 
*
1 2 , 1, , , , , , ,n
T
i L ix x x x x   x  and we assume 0 0,  . . ( ) ( )I s t f f  
*
x
x x x . 12 
From the Mid-value theorem, there is at least one 1 I xx  so that 13 
0 1 0( ) ( ) ( ) ( )
Tf f g   * *x x x x x  14 
So we have 
1 0( ) ( ) 0
Tg   *x x x , i.e. 0( ) ( ) 0f f 
*
x x , which contradicts the assumption. Thus, the theorem 15 




maxx  denote the value of x  when  f x  takes its minimum and maximum value, respectively, so 17 
that        * *min max, , .f f If f    xxx xxx  According to Theorem 1, if I  xx ,   0if x  x , then we have 18 
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i L i Ux x x x ; if   0jf x  x , then we have 
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j j
i U i Lx x x x . These elements can be removed 19 
from the optimization problems (17) and (18), in order to reduce the computational costs. This fact motivates the 20 
dimension-reduced SQP method (DRSQP), whose main steps are summarized in Figure 6. 21 
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Outer Loop
Step1: Discretize the interval           into                                        where 
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Step3: Solve the optimization problem below for            using  Algorithm 1: L iR t












Step4: Solve the optimization problem below for            using  Algorithm 1: U iR t












Step5: If           , end; 
Otherwise,               , go to Step 2.
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1 1i  
Inner Loop
 1 
Figure 6 Main steps for the DRSQP method (Algorithm 3) 2 
3.3. A case study 3 
In this subsection, we apply the developed DRSQP method to a Micro-Electro-Mechanical System (MEMS) 4 
(adapted from [3]) to analyze the effect of epistemic uncertainty on the MDCFP model while, at the same time, we 5 
demonstrate the computational efficiency of the DRSQP method. The MEMS system experiences two dependent 6 
competing failure processes: (i) soft failure caused by continuous degradation, and (ii) hard failure due to random 7 
shocks. These two failure processes are competing, since either of them can lead to the failure of the device, and 8 
dependent, since the arrival of random shocks brings an abrupt change to the normal degradation process [3]. A 9 
 13 






( )  , 1,2,...,
( ) ( )
( ( ) ) ( ( ) ( ) )
!
( ) ( ) ( ( ) )
( )















P P W D i
H t i e t
P X t H P X t S t H
it i



















      

   
      
  
 
   
 
   


















 (21) 2 
where 
LP  denotes the probability of system surviving the shock load, iW  denotes the size of the i th shock load, 3 
and 
2~ ( , )i W WW N   , D  denotes the threshold for hard failures, ( )SX t  denotes the total volume at t due to 4 
both degradation and shock, H  denotes the threshold for soft failures, ( )X t  denotes the degradation volume at t 5 
and ( )X t t   , ( )S t  denotes the cumulative shock damage size at t and ( ) i
i
S t Y ,   denotes the 6 
arrival rate of random shocks, and , ,Y   are normally distributed variables. 7 
Table 1 Interval of parameters given by experts 8 
Parameters Lower Limit Upper Limit Midpoint 
3
( )H m  0.001 0.0015 0.00125 
( )D Gpa  1.4 1.6 1.5 
  2×10-5 3×10-5 2.5×10-5 
  -2.5×10-5 2.5×10-5 0 
  
3( )m   8×10-9 9×10-9 8.5×10-9 
3( )m   5.5×10-10 6.5×10-10 6.0×10-10 
Y  
3( )Y m   0.5×10-4 1.5×10-4 1.0×10-4 
3( )Y m   1.5×10-5 2.5×10-5 2.0×10-5 
W  
( )W Gpa  1.1 1.3 1.2 
( )W Gpa  0.15 0.25 0.2 
 9 
There are ultimately 10 parameters relating to the reliability function. We ask experts to estimate their values, 10 
shown as the interval Ix  in Table 1. To implement the DRSQP method, the gradients of (21) are calculated first, as 11 
given in the Appendix. Then, the reliability box can be constructed according to Algorithm 3. As a comparison, we 12 
also construct the reliability box using the SQP method without dimension reduction. The computational costs of 13 
the two methods are compared by evaluations to the reliability model, which are tabulated in Table 3. It can be seen 14 
 14 
that the DRSQP method requires less function evaluations. This is because, according to the Appendix, the first 1 
seven parameters can be removed from the optimization model based on Theorem 1. Hence, the computational 2 
costs are greatly reduced. 3 
Table 2 Comparison of SQP method and DRSQP method 4 
Method Function Count 
SQP 7642 
DRSQP 2131 
Furthermore, from Figure 7 it can be seen that the result obtained from the DRSQP method is more accurate than 5 
that from the SQP method, since the SQP method sometimes fails to identify the global maxima or minima. 6 
  7 
Figure 7 Reliability boxes comparison between DRSQP and SQP methods 8 
Based on the reliability box constructed from the DRSQP method, the RBA  can be determined by Algorithm 1 9 
to quantify epistemic uncertainty. In this case study, Algorithm 1 yields 51.1601 10RBA    (h). As shown in (9), the 10 
physical meaning of RBA  is the difference between the estimated upper and lower MTTF, which reflects the 11 
influence of epistemic uncertainty on reliability estimations. 12 
4. Optimal reduction of epistemic uncertainty 13 
In this section, we develop an optimization model to reduce the effect of epistemic uncertainty on the MDCFP 14 
model. The method is presented in subsection 4.1, followed by a case study in subsection 4.2 to illustrate its 15 
application.  16 
4.1. The model 17 
According to (9), RBA  measures the difference between the upper and lower estimated MTTF. As MTTF is 18 
widely used to measure reliability, RBA  can be used to quantify the imprecision in reliability evaluations caused by 19 
epistemic uncertainty. In practice, it is often required to limit the imprecision to an acceptable level, i.e., 20 
 15 
 
,RB reqRB AA   (22) 1 
where ,RB reqA  is the requirement on the precision of reliability estimations. From (2) and (3), we can see that in 2 
order to control RBA , we have to reduce the width of the Ix  in (3). However, reducing the width of Ix  requires 3 
the investment of time and resource for acquiring additional knowledge. Hence, the problem of controlling 4 
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 (24) 8 
In (23),  1 2, , ,
T
nw w ww  is the decision variable, representing the upper and lower bounds for each element in 9 
I
x , and , , ,, 1,2,i i U i Lx nw x i   , where ,i Ux  and ,i Lx  are the upper and lower bounds for the thi  element in 10 








Ux  are the upper and lower limits of the thi  element of the initial estimate on x , 11 
respectively. The objective function  C w  represents the cost incurred by reducing the w  and should be 12 
determined based on engineering experiences. Due to the complexity in the form of  C w  and  h  , the 13 
optimization model might be solved by numerical methods, e.g., the genetic algorithm (GA) [37]. 14 
4.2. A case study 15 
In this subsection, we combine the GA and SQP method to control the effect epistemic uncertainty in the 16 
MEMS device discussed in subsection 3.3. As discussed in subsection 3.3, given the available information, the 17 
constructed reliability box leads to 51.1601 10RBA    (h), which represents the imprecision in the initial reliability 18 
estimates. Suppose that the requirement on epistemic uncertainty is 4, 2 10RB reqA    (h), and the cost incurred by 19 











w  (25) 21 
 16 
where, 0, 1,2, ,i nc i   are cost coefficients associated with each iw , ia  is a coefficient measuring the 1 
difficulty in reducing epistemic uncertainty in ix : when all the iw s are reduced to zero, the required cost is 1 ia . 2 
The two coefficients can be estimated by analyst based on the difficulty in determining the value of the 3 
corresponding parameter. In this case study, we assume ( )
01 10i
iwc   and 0.01ia   respectively, where 4 
( ) ( ) ( )
0 0, 0,
i i i
L Uw x x  . 5 
The solution of the model comprises of two stages. In the first stage, an initial attempt is conducted using GA, 6 
whose result is used in the second stage as the initial values of the SQP. In the second stage, SQP method is used to 7 
improve the search for optima. The optimal solutions from the two stages are tabulated in Table 3.  8 
Table 3 The optimal solutions from the two stages 9 
Parameters 
Stage I Stage II 
lower limit upper limit interval width lower limit upper limit interval width 
3
( )H m  1.2335×10-3 1.2665×10-3 3.3014×10-5 1.2324×10-3 1.2676×10-3 3.5129×10-5 
( )D Gpa  1.4800 1.5200 0.0401 1.4841 1.5159 0.0319 
  2.4373×10-5 2.5627×10-5 1.2537×10-6 2.3985×10-5 2.6015×10-5 2.0294×10-6 
  -0.8857×10-5 0.8857×10-5 1.7713×10-5 -1.0909×10-5 1.0909×10-5 2.1817×10-5 
  
3( )m   8.3829×10-9 8.6171×10-9 2.3423×10-10 8.3753×10-9 8.6247×10-9 2.4932×10-10 
3( )m   5.5028×10-10 6.4972×10-10 9.9432×10-11 5.5008×10-10 6.4992×10-10 9.9836×10-11 
Y  
3( )Y m   0.9083×10-4 1.0917×10-4 1.8336×10-5 0.9316×10-4 1.0684×10-4 1.3682×10-5 
3( )Y m   1.5012×10-5 2.4988×10-5 9.9760×10-6 1.5175×10-5 2.4825×10-5 9.6496×10-6 
W  
( )W Gpa  1.1852 1.2148 0.0297 1.1841 1.2159 0.0319 
( )W Gpa  0.1894 0.2106 0.0213 0.1899 0.2101 0.0202 
minc  315.561 309.903 
 10 
Figure 8 shows the reliability box after the application of the model. Table 4 summarizes the relative reduction 11 
of the i th element in x , denoted by ( ) *0
i
i iI w w . It is worth noting that the relative reductions are not equally 12 
distributed in the elements, indicating an uneven allocation of the resource. The reason for this is that the sensitivity 13 
of the elements on the predicted reliability is different. Take the variables H  and   as an example. Figure 9 14 
illustrates the difference in the sensitivities of the two variables. It is clear that H  is more sensitive than  . 15 
Hence, to more efficiently reduce the influence of epistemic uncertainty, rather than  , more resource should be 16 
invested to reduce the width of the P-box in H , which is in accordance with the results in Table 4. The 17 
optimization scheme developed in (23) can automatically allocate resource among the model parameters, based on 18 
 17 
their sensitivities. 1 
  2 
Figure 8 Reliability boxes before and after controlling 3 
 4 
Table 4 Resources allocation among the model parameters 5 
Parameters 
Interval length before 
controlling 




( )H m  0.0005 3.5129×10
-5 14.233 
( )D Gpa  0.2 0.0319 6.272 
  10
-5 2.0294×10-6 4.928 
  5×10-5 2.1817×10-5 2.292 
  
3( )m   
10-9 2.4932×10-10 4.011 
3( )m   10
-10 9.9836×10-11 1.002 
Y  
3( )Y m   
10-4 1.3682×10-5 7.309 
3( )Y m   
10-5 9.6496×10-6 1.036 
W  
( )W Gpa  0.2 0.0319 6.277 
( )W Gpa  0.1 0.0202 4.938 
 6 
Figure 9 Sensitivity analysis of reliability box on H  and   7 
5. Application 8 
In this section, we apply the developed methods to model and control epistemic uncertainty on a real case study, 9 
a sliding spool, to further demonstrate the applicability of the developed methods. Failure of a sliding spool is 10 
 18 
primarily caused by two failure mechanisms: (1) wear due to the friction between the spool and the sleeve, and (2) 1 
clamping stagnation caused by the pollutant in the hydraulic oil and wear debris [38]. Clamping stagnation can be 2 
caused by two different processes, i.e., immediate stagnation and cumulative stagnation. Immediate stagnation 3 
happens when a particle whose diameter is larger than the gap between the sleeve and the spool appears. Cumulative 4 
stagnation is caused by filer cakes formulated by small particles, as shown in Figure 10.  5 
According to [39], the wear process can be described by a degradation process model and the clamping 6 
stagnation can be represented using a random shock model. Therefore, failure occurs whenever one of the three 7 
following events happens: (1) excessive wear, where the degradation volume due to continuous wear exceeds 8 
degradation threshold; (2) immediate stagnation, where a shock whose magnitude exceeds fatal shock threshold 9 
occurs; (3) cumulative stagnation, where the cumulative damage given rise to shocks exceeds damage shock 10 
threshold [40]. In this case, we assume the three events are independent, as shown in Figure 11. 11 
 12 
         (a) Immediate stagnation                 (b) Cumulative stagnation 13 
Figure 10 Two failure mechanisms leading to clamping stagnation [39] 14 
 15 
Figure 11 Failure due to wear and stagnation 16 
The three events can be modeled as below: 17 
(1) Excessive wear 18 
We assume the wear process can be described by a linear degradation path,  X t t   , where   is a 19 
constant and   is a random variable with  2,N     . Once  X t  exceeds the degradation threshold H , the 20 
system will fail. 21 
 19 
(2) Immediate stagnation 1 
Let 
iW  be the i th shock magnitude. The immediate stagnation happens immediately when ( )N tW F , where 2 
( )N t  denotes the number of this fatal shock and F  denotes the fatal shock threshold. Thus the probability that the 3 







   
 
. 4 
(3) Cumulative stagnation 5 
We assume that when 
iW F , the shock will cause a damage to the system. The damage size is denoted by iY s, 6 
which are i.i.d random variables, and  2,i Y YY N   . When iY  exceeds the damage shock threshold D , the 7 
system will also fail. 8 
Therefore, the reliability of the system at time t  should be: 9 
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Considering the influence of epistemic uncertainty, the 11 parameters in the reliability model are estimated by 11 
experts in the form of intervals and listed in Table 5. The DRSQP method in Figure 6 is applied to calculate the 12 
reliability box of the estimated reliability. The result is given in Figure 12. The value of 
RBA  is also calculated using 13 
Algorithm 1, which is 43.6907 10  (h). 14 
The two-stage procedure developed in Section 4 is then applied to control the epistemic uncertainty. Suppose the 15 
required epistemic uncertainty is 3, 7.5 10RB reqA h  , and the cost function is the same as (25). In the first stage, an 16 
initial attempt is conducted using GA, whose result is used in the second stage as the initial values of the SQP. In the 17 
second stage, SQP method is used to improve the optimality of the solution. The optimal solutions from the two 18 
stages are tabulated in Table 6, and the resulted reliability box is given in Figure 12. Figure 12 shows that by properly 19 
allocate resources to reduce the epistemic uncertainty on each parameter, the epistemic uncertainty on the estimated 20 
reliability can be reduced as required. 21 
 22 
 20 
Table 5 Intervals of parameters given by experts 1 
Parameters Lower Limit Upper Limit Midpoint 
( )H mm  4.7 5.3 5 
( )F mm  1.4 1.6 1.5 
( )D mm  7.0 8.0 7.5 
  2×10-5 3×10-5 2.5×10-5 
  -5×10-3 5×10-3 0 
  
( / )mm s  8×10-5 1.2×10-4 1×10-4 
( / )mm s  8×10-6 1.2×10-5 1×10-5 
Y  
( )Y mm  1.1 1.3 1.2 
( )Y mm  0.15 0.25 0.2 
W  
( )W mm  1.1 1.3 1.2 
( )W mm  0.15 0.25 0.2 
 2 
Table 6 The optimal solutions from the two stages 3 
Parameters 
Stage I Stage II 
lower limit upper limit interval width lower limit upper limit interval width 
( )H mm  4.9553 5.0447 0.0894 4.9319 5.0681 0.1361 
( )F mm  1.4667 1.5333 0.0667 1.4713 1.5287 0.0574 
( )D mm  7.0043 7.9957 0.9913 7.0000 8.0000 1.0000 
  2.0308×10
-5 2.9692×10-5 9.3845×10-6 2.1578×10-5 2.8422×10-5 6.8445×10-6 
  -0.0049 0.0049 0.0098 -0.0050 0.0050 0.0100 
  
( / )mm s  9.8632×10
-5 1.0137×10-4 2.7368×10-6 9.8464×10-5 1.0154×10-5 3.0724×10-6 
( / )mm s  8.8872×10
-6 1.1113×10-5 2.2256×10-6 8.9706×10-6 1.1029×10-5 2.0581×10-6 
Y  
( )Y mm  1.1003 1.2997 0.1993 1.1000 1.3000 0.2000 
( )Y mm  0.1514 0.2486 0.0973 0.1500 0.2500 0.1000 
W  
( )W mm  1.1647 1.2353 0.0706 1.1713 1.2287 0.0574 
( )W mm  0.1849 0.2151 0.0302 0.1811 0.2189 0.0377 
minc  231.231 225.155 
 4 
Figure 12 Reliability box of the sliding spool 5 
 21 
6. Conclusions 1 
In this paper, probability box is introduced as a tool to describe the effect of epistemic uncertainty on the 2 
MDCFP model. To efficiently propagate epistemic uncertainty and construct the probability box, we developed a 3 
dimension-reduced SQP method. In addition, an optimization model is developed to allocate the resource in order 4 
to optimally reduce the effect of epistemic uncertainty. Two case studies demonstrated that the epistemic 5 
uncertainty in the MDCFP model can be satisfactorily described and controlled by the developed methods. A 6 
limitation of the DRSQP method is that the reliability model of the MDCFP must be second derivable and the 7 
derivative functions should be in explicit forms. Developing DRSQP method for generic reliability functions is an 8 
interesting but challenging future research topic. Also, the possibility of applying other theories to describe the 9 
epistemic uncertainty in the MDCFP models could also be explored, e.g., evidence theory, Bayesian theory, 10 
possibility theory, etc.  11 
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