Abstract-The age of cloud computing has introduced all the mechanisms needed to elastically scale distributed, cloudenabled applications. At roughly the same time, NoSQL databases have been proclaimed as the scalable alternative to relational databases. Since then, NoSQL databases are a core component of many large-scale distributed applications.
I. INTRODUCTION
The evolvement of cloud computing has gained tremendous focus in industry and academia, especially for web-based applications. With the typical benefits of cloud computing such as on-demand self-service, resource pooling or rapid elasticity [1] also traditional web service architectures experienced the rethinking from monolithic structures to distributed services. Whereas the distribution of the mostly stateless business logic services fits well for distribution in the cloud, the distribution of stateful database services is more challenging. Hence, in parallel to cloud computing, a distributable database class, the NoSQL databases, evolved and proclaim as alternative for traditional relational databases. NoSQL databases store data in non-relational way and promise to be scalable and to run on commodity hardware as offered by the cloud.
These developments in the database area also have influenced the service models of the initial cloud service models [1] Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS) by extending them with more fined grained service models such as Database as a Service (DBaaS) [2] . Yet, the selection of the distributed database still remains as challenge.
Within the last years, a high number the existing of NoSQL databases reached a mature state and nearly all of them promise up to "unlimited" scalability by utilising cloud resources. In this context we provide an up-to-date evaluation of the common NoSQL databases, Apache Cassandra, Couchbase and MongoDB, with the focus on their scalability and elasticity capabilities for a DBaaS system. Our contribution is twofold, (1) we define a thorough methodology to evaluate the scalability and elasticity of distributed databases; (2) we evaluate the mentioned NoSQL databases in a distributed setup with respect to their specific scalability and elasticity capabilities and discuss the results with respect to an expected behaviour.
The remainder of the paper is organised as follows. Section II describes the challenges of scalability and elasticity with respect to DBaaS. In Section III, we introduce the cloud architecture, distributed databases and distributed storage models. Section IV defines the methodology that we used for our evaluation. Section V describes the cloud environment of our evaluation. Section VI presents our evaluation results, followed by a discussion in Section VII. Section VIII discusses the related work. Finally, Section IX concludes and outlines future work.
II. DATABASE CHALLENGES FOR DBAAS
In the following we define the terms scalability and elasticity for our considerations in the context of a DBaaS, with respect to their definitions in cloud computing and for distributed databases.
A. Scalability
The term scalability is a common term in IT in general. As we focus in our work on the scalability of distributed databases in the cloud, we narrow down scalability with respect to cloud computing and database systems. In the cloud context a well-known definition is provided by Herbst et. al. [3] with "Scalability is the ability of the system to sustain increasing workloads by making use of additional resources".
Database system workloads can be classified in memorybound (i.e. the data fits into memory) and storage-bound workloads (i.e. fractions of the data is kept in memory and the rest in persistent storage) [4] . In this paper, we only focus on the scaling of memory-bound workloads. A definition of scalability for distributed systems in general and with respect to distributed databases is provided by Agrawal et. al. [5] , defining the terms scale-up, scale-out and scale-in in order to manage growing workloads. Scale up or vertically scaling applies by adding more computing resources to a single node. This paper only focuses on the two horizontal scaling actions, namely scale out (i.e. adding nodes to a cluster) and scale in (i.e. removing nodes from a cluster).
For applying a distributed database in a DBaaS a high scalability factor is required to process virtually unlimited workload sizes by scaling the database cluster to a sufficient size. A high scalability factor is represented by constant latency and proportionally growing throughput with respect to the number of nodes and the workload size [6] .
B. Elasticity
Scalability focuses on the general ability to process arbitrary workload sizes. Elasticity is tightly coupled to scalability and enables the overcoming of sudden workload fluctuations by scaling the cluster without any downtime. With respect to the cloud, elasticity is defined as "Capabilities can be elastically provisioned and released, in some cases automatically, to scale rapidly outward and inward commensurate with demand." [1] A definition with the focus on distributed databases is provided by Agrawal et. al. [5] with "Elasticity, i.e. the ability to deal with load variations by adding more resources during high load or consolidating the tenants to fewer nodes when the load decreases, all in a live system without service disruption, is therefore critical for these systems."
Hence, a DBaaS architecture requires a high elasticity factor, defined by scaling the cluster at run-time without downtime and improving the throughput to resolve the workload fluctuations [6] .
III. DATABASE AS A SERVICE ARCHITECTURE
In this section, we introduce the technical architecture for our following evaluation. This potential architecture of a DBaaS covers the underlying cloud infrastructure, the scalability-enabled architecture of distributed databases and the corresponding storage models.
A. Cloud Infrastructure
A DBaaS system requires a high degree of flexibility on the resource level, so that it can be built upon a bare metal infrastructure or upon the IaaS cloud service model. Based on cloud features such as resource pooling or rapid elasticity [1] , IaaS offers more flexibility than bare metal and is therefore the preferable way to build a DBaaS system.
IaaS provides processing, storage, networks and other fundamental computing resources to run arbitrary software [1] . The processing and storage resources are typically encapsulated in a virtual machine (VM) entity that also includes the operating system (OS). VMs run on the virtualised physical infrastructure of the IaaS provider, which is not accessible to the user. An exemplary IaaS architecture is depicted in Fig. 1 .
B. Distributed Databases Architectures
Distributed databases provide a single database system to the user which is spread over multiple nodes as depicted in Fig. 1 . A single database instance as part of the overall distributed database system is termed database node in the following. The overall distributed database system is termed database cluster. Our evaluation only considers distributed, shared-nothing database clusters where each database node resides on its own VM as shown in Fig. 1 . The architecture of distributed databases is typically categorised into the following distribution models [7] : 1) Single Server: A single server architecture represents the simplest option without any distribution at all. The single node handles all read and write requests. We do not consider single server architectures as they do not offer horizontal scalability.
2) Master-Slave: In a master-slave distribution the data is replicated across multiple nodes. One node represents the designated master node, executing all write requests and synchronizing the slave nodes, which only execute read requests. The master-slave distribution can be applied to scale readheavy workloads.
3) Multi-Master: The multi-master or peer-to-peer distribution do not build upon different node types, i.e. all nodes are equal. In a multi-master distribution replication and sharding [7] of the data is applied to spread write and read requests across all nodes of the cluster.
C. Storage Models
Distributed databases are commonly classified according to the following storage models.
In relational data stores, data is stored in tuples, forming an ordered set of attributes. Relations consist of sets of tuples while a tuple is a row, an attribute is a column and a relation forms a table. Tables are defined using a normalised data schema. SQL has established itself as a generic data definition, manipulation and query language for relational data. Columnoriented data stores store data by columns rather than by rows. This enables to store large amounts of data in bulk and allows for efficiently querying over very large, structured data sets. A column-oriented data model does not rely on a fixed schema. Key/value data stores relate to hash tables of programming languages. The storage records are tuples consisting of key/value pairs. While the key uniquely identifies an entry, the value is an arbitrary chunk of data. Documentoriented data stores are similar to key/value stores. However, they define a structure on the values in structured formats such as XML or JSON. Compared to key/value stores, document stores allow more complex queries, as document properties can be used for indexing and querying. Inspired by the graph theory, graph-based data stores rely on graph structures for data modelling. Hence, vertices and edges represent and contain data. Queries often relate to graph traversals.
IV. METHODOLOGY
Based on the presented challenges for DBaaS, this section elaborates on our methodology to evaluate the scalability and elasticity of three distributed databases. The following section describes the methodology used to select the databases, to decide on the workload issued on the databases and the way it is generated. Finally, we define two evaluation scenarios for capturing the scalability and elasticity properties of the databases.
A. Database Selection
With the emergence of cloud computing the number of available distributed database systems increased as well. However, not all storage models fit well to scalability and elasticity requirements. Relational databases offer distributed representatives such as MySQL Cluster 1 or Postgres-XL 2 . Yet, neither MYSQL Cluster 3 nor Postgres-XL 4 support elasticity, as resizing the cluster will lead to a downtime for both databases. Additionally, relational databases offer limited horizontal scaling capabilities compared to NoSQL databases [8] . Therefore, we do not consider relational databases for our evaluation. We also do not consider graph databases, as their elasticity is either very limited, e.g. neo4j 5 provides scale-out capabilities only for reads, or the elasticity properties rely on the underlying storage backends (e.g. Titan 6 with Cassandra). The specific structure of graph-based data and the corresponding queries make it also difficult to compare its performance metrics.
Hence, we set the focus of our evaluation databases to the remaining storage models: column-oriented, key-value and document-oriented. Below, we provide a brief overview of the selected databases and their selection criteria. All of them provide automated data sharding and promise high scalability and elasticity.
1) Apache Cassandra: Apache Cassandra 7 is selected as one of the most common column-oriented data stores 8 . Cassandra aims to run on top of commodity infrastructure and scale up to hundreds of nodes. Its architecture follows the multi-master paradigm and is designed to handle high write throughput without sacrificing read efficiency [9] .
2) Couchbase: Couchbase is a document-oriented data store which can also be operated as a key-value data store. Its architecture follows the multi-master paradigm and takes advantage of memcached 9 for in-memory caching. We select Couchbase because of these features and also due to fact that Couchbase has gained industry attention [10] , [11] for its scalability. Yet, Couchbase has undergone only limited scientific evaluation so far.
3) MongoDB: MongoDB 10 has been selected as the most prevalent document-oriented data store 8 . MongoDB's architecture is built upon three different services: (1) mongos act as query router, providing an interface between clients and a sharded cluster, (2) configs store the metadata of the cluster, (3) shards contain the actual data.
B. YCSB Benchmarking Tool
In the course of the database systems evolution, the variety of database benchmarking tools grew as well. Common representatives of such database benchmarking tools include TPC Benchmarks 11 , RUBiS [12] and the Yahoo Cloud Serving Benchmark (YCSB) [6] .
While TPC workloads (TPC-C and TPC-E) target online transaction processing (OLTP) applications and RUBiS workloads target a typical 3-tier web application, YCSB offers simple database-centric workloads based on create, read, update and delete (CRUD) operations. Therefore, we chose the YCSB tool as it enables a comparable evaluation of the selected databases and their corresponding data models. 2) YCSB Metrics: The statistics module of YCSB aggregates and reports the latency metrics (average, 95th and 99th percentile, minimum and maximum). The throughput is aggregated and reported as average and actual throughput at a specific timestamp. We focus in our evaluation on the average throughput and latency and the time series representation of the throughput to evaluate the elasticity of distributed databases, which will be described in more detail in the remainder of this section.
C. Workloads and Workload Generation
As introduced in Section IV-B YCSB issues CRUD operations by default. In addition, it provides a set of built-in distributions to perform the required random choices during the load generation. The supported distributions are uniform, zipfian, latest and multinomial. We choose the zipfian distribution for our workloads, as it represents a typical distribution of web workloads [13] -some records are very popular and are often accessed, while most of the records are not.
For the distribution of the operations, we select two common workloads of cloud based applications [6] : read-heavy and a read-update. The distribution of operations as well as the selected distribution of each workload is provided in Table I . 
D. Scalability Evaluation Scenario
The scalability evaluation bases on static cluster sizes, which allow to evaluate the scalability of the selected databases by comparing the average throughput and latency for each cluster size and determine and compare throughput and latency across the different cluster sizes.
Four static cluster sizes and a fixed number of YCSB clients are considered as depicted in Fig. 3 . The cluster sizes comprise a 1-node, 2-node, 4-node and 8-node cluster of the selected databases (cf. Section IV-A). Small node sizes highlight the effects induced by changes to the cluster size. For all three databases and all four cluster sizes, we use the same, fixed number of YCSB clients to generate the workload for each database cluster.
All evaluations are performed on a previously loaded database cluster containing 1,000,000 records. All scalability evaluation runs comprise 10,000,000 operations that are equally distributed among all YCSB clients involved. We select the size of the database (i.e. 1,000,000 records) such that it entirely fits in RAM, which allows us to exclude disk I/O as bottleneck and to focus on distribution and scaling effects. In order to achieve comparable results for all databases we calibrate the number of YCSB clients. For the scalability evaluation scenario, we determine the number of YCSB clients such that all database clusters are subject to comparable load. In particular, we pick the number of clients such that no database node is overloaded (>90% CPU utilisation) nor idling (<20% CPU utilisation), even in a 1-node configuration.
On the database side, no specific configurations are made. Only for MongoDB, we needed to decide on a distribution of the components not available for the two other database types (mongos and configs; cf. Section IV-A3). Therefore we monitored the resource consumption of each component and derived an appropriate distribution which is described in Section VI-A.
E. Elasticity Evaluation Scenario
The elastic evaluation scenario investigates a sudden growth in workload can be overcome by scaling the cluster under load. Starting from a 1-node cluster, the cluster is scaled-out as soon as the node running the database gets overloaded, i.e. the throughput drops significantly. We use the CPU utilisation (> 90%) and a drop in throughput as indicators for an overloaded node and extend the cluster when both conditions occur. In order to ensure overload is reached for all three databases, we vary the number of YCSB clients accordingly (cf. Fig. 4) .
When an overloaded state for the 1-node cluster is reached, we manually add a new node. During that time, the load is kept at the same level. Based on the time series representation of the current throughput, we are able to evaluate the elasticity during the redistribution of the data and in the resulting 2-node cluster of each database.
As before, the 1-node cluster starts with 1,000,000 preloaded records. For operations, we need to guarantee a high load over a longer period of time, ensuring the overload state is reached, the redistribution of the data is finished and the database has time to stabilise. Therefore, we increase the total number of operations to 500,000,000, which are again distributed over all YCSB clients. The overall evaluation takes place in a private, OpenStackbased cloud 12 with full and isolated access to all physical and virtual resources. The cloud infrastructure 13 is operated with OpenStack version Kilo. In order to reduce possible side effects and to guarantee reproducible results we use the availability zones feature of OpenStack to dedicate physical hosts for spawning the required VMs. Hence, we dedicate one physical host to the YSCB clients and one to the database nodes. This reflects the optimal VM distribution for a distributed database in a cloud environment as one physical host is capable to run all database nodes (cf . Table II ) and no additional communication on a physical level is required. In the following, we describe the technical details of the cloud infrastructure, the YCSB client and database VMs.
A. Physical Infrastructure
The VMs for the YCSB clients and database nodes are placed on a different physical host. Table II shows the technical details for the physical hosts of the YCSB clients and the database nodes. The physical hosts are connected via 1Gb. 
C. Database Node
Each database VM is provisioned with the details shown in Table IV . The size of the database VMs represents a typical commodity hardware configuration 15 and is selected to fit the required system requirements of all the selected databases. The specific version of the evaluated databases is shown in the second part of Table IV . In order to guarantee a fair comparison we use each database in its vanilla version without custom optimisations. We only configure the available memory for each database to 6 GB to reserve 2 GB for the operating system. Each database is configured with the minimum replication configuration. 
VI. EVALUATION RESULTS
In this section, we present our scalability and elasticity evaluation results. For the scalability evaluation, we show the throughput and latency development for static cluster sizes. For the elasticity evaluation, a dynamic cluster is scaled at runtime under continuous load and the throughput development is presented as time series for each database.
A. Calibrating the Scalability Scenario
Initial evaluation results show that three YCSB clients overload a MongoDB 1-node cluster, so that two clients is the maximum possible amount of clients. At the same time, using only one client barely loads Couchbase. Hence, we decide to use two YCSB clients for the entire scalability scenario. For any kind of 1-node and 2-node clusters, all database nodes stay within the load boundaries (cf. Section IV-D). The calibration results for 8-node cluster show that 2 YCSB clients are not sufficient to saturate Couchbase and Cassandra. Hence, all evaluations of the 8-node clusters are performed with 2 and 4 YCSB clients to ensure saturation and comparable results. Regarding the distribution of the different MongoDB nodes our calibration efforts show that the shard services create the main load. The mongos and config services each only generate a negligible load of <10% CPU utilisation. Therefore, for the 1-node cluster, we run all three MongoDB services in the same virtual machine. For larger clusters, we only deploy new shard services. This setup still allows a fair evaluation against the other databases During the calibration, we execute the read-heavy and readupdate workloads 10 times in a 2-node Couchbase cluster environment. We encounter a standard deviation of the average throughput of <500 operations per second. This leads us to the conclusion that our private cloud environment causes only little noise and provides stable results. In consequence, we consider a repetition factor of 3 for all scalability evaluations as sufficient. In order to exclude the network as possible bottleneck for the evaluation results, we monitor the YCSB clients and database nodes using Ganglia 16 . As depicted in Fig. 6 the network load on a single YCSB client with 20 threads reaches at most ≈600 KB/sec (in/out combined). Accordingly, in worst case (cf. Table V), we can expect ≈3.0MB/s at a database node, which is far below the maximum bandwidth provided by our 1Gb network and allows us to neglect network saturation. 
B. Results of the Scalability Evaluation Scenario
In the following, we present the results of the scalability evaluation scenario. For both workloads we describe the measured throughput and latency per database and with growing cluster sizes. The dashed lines show the additional results by using 4 YCSB clients in an 8-node cluster (cf. Section VI-A).
1) Read-Heavy Workload: Fig. 5a depicts the throughput achieved by all databases in all cluster configurations. It is noticeable that Couchbase has the highest overall throughput for all cluster sizes. It is capable of increasing throughput by 17% when going from a 1-node to a 4-node cluster. Increasing the cluster size from 4 to 8 nodes decreases the throughput by 4% because 2 YCSB clients are not sufficient to saturate the 8-node cluster. By using 4 YCSB clients instead the throughput again increases by 29%.
Cassandra achieves the lowest throughput in a single node cluster, but outperforms MongoDB for the 2-node and 4-node cluster due to a throughput increase of 26%. Similar to Couchbase, the throughput decreases by 1% in an 8-node cluster with 2 YCSB clients but increases by 16% using 4 YCSB clients.
In contrast to its competitors, MongoDB performs better as single node than in a cluster. Its throughput decreases by 58% when moving from a 1-node to a 4-node cluster. For an 8-node cluster throughput increases by 18% for 2 YCSB clients and by 26% for 4 YCSB clients compared to a 4-node cluster.
The latency results shown in Fig. 5c unveil a similar ranking as for the throughput. Couchbase achieves the lowest latency for all cluster sizes. Increasing its cluster to four nodes decreases latency by 17% compared to a 1-node configuration. In a 8-node cluster the latency remains constant for 2 YCSB and increases for 4 YCSB clients by 44% compared to a 4-node cluster.
Cassandra benefits the most from increasing the cluster size as a 35% latency decrease from one to 4 nodes is achieved. For eight nodes the latency increases by 3% for 2 clients and by 73% for 4 clients.
MongoDB reaches the highest latency for all cluster sizes and even with an increasing cluster size the latency increases by 100% from one to four nodes. In an 8-node cluster the latency increases by 35% for two and by 49% for four YCSB clients.
2) Read-Update Workload: For the read-update workload we measure similar trends as for the read-heavy results: Couchbase achieves the highest overall throughput and the lowest latency. Throughput is summarised in Fig. 5b , latency in Fig. 5d : Couchbase increases its throughput by 22% from a 1-node to a 4-node cluster and by 36% for an 8-node cluster with 4 YCSB clients. Cassandra again reaches the highest throughput increase of 38% from 1-4 nodes and 12% in an 8-node cluster with 4 YCSB clients. MongoDB's throughput decreases by 27% from 1-4 nodes and increases by 28% (2 YCSB clients) and by 33% (4 YCSB clients) in an 8-node cluster. Couchbase achieves a latency decrease of 20% when increasing the cluster size from one to four nodes. For 8 nodes and 2 YCSB clients the latency remains constant and for 4 YCSB clients it increases by 45%. For Cassandra we measure a 37% latency decrease from 1-4 nodes and for 8 nodes an increase of 10% for 2 YCSB clients and 78% for 4 YCSB clients. The latency of MongoDB increases by 38% from 1-4 nodes and decreases in an 8-node cluster with 2 YCSB clients by 22%. With 4 YCSB clients the latency increases by 49%.
C. Calibrating the Elasticity Scenario
As the elasticity evaluation bases on an overloaded 1-node database cluster (cf. Section IV-E) the required number of YCSB clients has to be determined for each database separately. For that purpose, for each database we proceed as follows: Starting with three clients (cf.
Section VI-A), we issue load on a 1-node cluster of that database, while monitoring CPU usage and throughput. Then, we increase the number of clients until the metrics show a constant overload situation. The resulting number of required YCSB clients is summarised in Table V. For the distribution of MongoDB services, we use the same approach as in the scalability scenario.
The calibration results show that a benchmark run-time of 15 minutes is sufficient time for all the databases to redistribute the data and balance the load across the nodes. Therefore, each benchmark run is manually terminated after 15 minutes. 
D. Results for the Elasticity Evaluation Scenario
The evaluation of the elastic cluster is performed with the read-update workload and a each database is previously loaded with 1,000,000 records.
1) Apache Cassandra: For Cassandra our experimental results show that four YCSB clients are required to create an overload situation for a single node. The four YCSB clients are started in 30s gaps to ensure a warm-up time for each YCSB client. We continuously monitor the throughput of the Cassandra instance and the CPU utilisation of the hosting VM. The throughput graph of Cassandra's throughput is depicted in Fig. 7a as time series. All four YCSB are running after 90s and produce the overload situation with a dropping throughput at 110s. In addition the CPU utilisation reaches >90% at this point. At 120s a new Cassandra node is added to the cluster and the data is getting rebalanced. As depicted in Fig. 7a the throughput stops dropping after rebalancing the data but the 2-node cluster does not reach the throughput of the one node cluster in the beginning of the benchmark.
2) Couchbase: Our experimental results have shown that five YCSB Clients are required to overload one Couchbase node. Again, the YCSB clients are started in 30s gaps and all clients are started after 120s. As depicted in Fig. 7b the throughput starts dropping at 130s and a second node is added at 150s. After rebalancing the data, the two node cluster increases the throughput significantly and compared to the initial one node cluster 3) MongoDB: For overloading a single MongoDB node, three YCSB clients are required. The three clients are started in 30s gaps and produce an overload situation for the MongoDB instance at 100s as depicted in Fig. 7c . By adding a second node at 120s the overload situation is balanced as the throughput increases but only slightly above the throughput of the initial one node cluster.
VII. DISCUSSION
The main insight from our evaluation is that more instances does not necessarily mean better performance. Indeed, in the case of MongoDB more instances decreases throughput and increases latency.
This section discusses the results from a high level view. It clarifies the impact of the evaluation methodology on the results received and draws conclusions. It also addresses impact on the design of distributed architectures.
A. Interpretation of Scalability Results
Key to the interpretation of the scalability evaluation is the fact that for all three databases, two clients were used (the four clients results in the 8-node cluster are discussed at the end). Both clients use 20 threads leading to a maximum 0  30  60  90  120  150  180  210  240  270  300  330  360  390  420  450  480  510  540  570  600  630  660  690  720  750  780  810  840  870  900 added 2nd node 80  650  640  630  560  510  570  900  990  920  980  150  140  130  460  410  470  200  290  220  280  750  740  730  360  310  370  800 added 5nd node parallelism of 40 requests. This number was selected such that none of the databases was overloaded in a single node setup. In consequence, for the scalability evaluation, no database instance was overloaded, and the performance metrics of the databases are directly comparable.
In an ideal case going from one to two nodes, throughput would double and going from one to four nodes it would quadruple (cf. Section II-A). The fact that this has not happened could have three causes: (i) the clients or the network are maximally utilised and so that clients cannot issue new queries and updates faster (we excluded this by carefully calibrating the number of clients and checking the network bandwidth).
(ii) The database instances are overloaded (this is prevented by the set-up). (iii) Queuing at the databases occurs.
In case a single database instance can only serve n < 40 parallel requests this will cause the remaining requests to be queued. As each client thread issues only one request at a time, this load will cause the system to adjust and lead to an (on average) constant queue size. Adding a second database node to the cluster will decrease the load on the first one, as data is sharded between the two nodes. Due to using a zipfian distribution for the access pattern, an unequal distribution of load amongst nodes could be expected. As all evaluated databases apply hash-based sharding in the used default configuration, the prevention of hot spot nodes is addressed at database level. Yet, even with an uniform load distribution, throughput would only double when each database instance could process n ≥ 20 requests at the same time. As we do not see a large increase in throughput for any of the databases (even not for 4-node clusters), we conclude that the parallelism for each database is n < 10.
Looking at the results for the 8-node cluster, the throughput decrease compared to a 4-node cluster might be surprising in the first place. Yet, it leads us to the assumption of a too large cluster size in respect to the issued load by two YCSB clients. Hence, an overhead of inter-cluster communication is caused by request routing as the results show no further latency decrease compared to a 4-node cluster. Increasing the load by using four YCSB clients confirms our assumption as the clusters are saturated and the throughput increases in respect to two YCSB clients. Yet, the increased load also increases the latency significantly for all three databases. This analysis is accurate for Couchbase, which does not apply any replication strategy out of the box. The impact of their lazy (i.e. asynchronous) replication on throughput behaviour for Cassandra and MongoDB remains unclear. Also, the routing strategy of the respective database can impact the throughput (as well as the latency): while Couchbase and Cassandra route messages through the database nodes in a peer-to-peer manner, MongoDB uses a centralised routing service. Even if this service does not impose measurable load on a virtual machine, the fact that all messages from the clients have to proceed through one place, may have significant impact on the drop of throughput and increase in latency when adding more MongoDB instances. A reason may be that MongoDB relies on smart indexes for achieving high throughput; YCSB does only use simple indexing to provide comparable results.
B. Interpretation of Elasticity Results
The elasticity results raise even more questions than the results of the scalability evaluation. Only Couchbase exposes a behaviour a naive observer would expect. Adding a second node first takes some time for synchronisation, which also causes a drop in throughput. After a while the system is fully operational again and is able to serve more requests per time unit than before.
In contrast to Couchbase, Cassandra requires more time to synchronise the new node with the existing cluster. While the drop in throughput (caused by the overload situation) stops at some point, Cassandra will not recover from the decrease, but continue performing at a lower average throughput than at peak time. This is remarkable as the 2-cluster throughput for the elasticity scenario stays below the 2-cluster throughput for the scalability. Here, the only difference is that the elasticity evaluation uses four clients instead of two for the scalability evaluation. Similar holds for MongoDB where the throughput does not change at all after scaling out. For this database, also the reason for the periodic drops in throughput raise questions. While we assume that garbage collection, internal compaction processes or similar mechanisms cause them, this need to be verified.
C. Looking Ahead: Refining the Methodology
The scalability and elasticity evaluation provided throughout this paper has led to several surprising results. We on purpose go for a purely observative approach describing how the systems behaves. While we had not expected to achieve near linear performance when scaling out the databasesin particular not without tweaking their configurations-it is astonishing to see that after more than four decades of distributed systems research, the use of sharding can still lead to decreasing throughput and increasing latency.
The results gained here seem to indicate that we should move to a more analytical approach in order to understand why the platforms behave as they do. Nevertheless, we assume that such an approach is less lasting, as it is vulnerable to version upgrades and other changes to the algorithms used by the database implementation.
Instead, we suggest to take the work here as a starting point to develop an evaluation framework that is able to repeatedly and reliably characterise the scaling and elasticity behaviour of distributed databases. In order to do that, we shall refine our methodology. This allows us to isolate different triggers on the behaviour of the database (e.g. more load vs. higher replication degree or the relation between throughput and latency). In the long run, this will have to involve the collection large amounts of monitoring data and the execution of advanced data analytics.
VIII. RELATED WORK
DBaaS providers typically deploy a distributed database system on IaaS resources to offer a elastic database service on demand. One of the first DBaaS are offered by Amazon's DynamoDB 17 Due to the evolution of distributed databases and cloud computing, new benchmarking tools are required with the focus on scalable and elastic databases. Released in 2010, YCSB [6] became the de facto standard benchmarking tool for distributed databases. The original version was developed by Yahoo to evaluate their column-oriented data store PNUTS [14] against Cassandra and HBase and the relational MySQL Cluster. The evaluation shows the scalability and elasticity results where Cassandra and PNUTS achieve the best results. The evaluation does not consider key-value and document-oriented data stores or overloading the database explicitly.
Rabl et. al. [4] evaluate six distributed databases (key-value, column-oriented and relational) in the light of storing monitoring data for application performance management (APM) systems. They use YCSB as benchmarking tool, but apply custom workloads reflecting typical APM workloads. Their evaluation focuses on two kind of workloads, memory-bound, i.e. records fitting completely in RAM and disk-bound, i.e. records do not completely fit into RAM. The cloud context is not considered as all evaluations are run on physical infrastructure. The results show for both workload types that Cassandra achieves the best scalability results while elasticity is not evaluated.
Gandini et. al. [15] evaluate the performance of three NoSQL databases (Cassandra, MongoDB and HBase) in the cloud. They are using Amazon EC2 21 as evaluation environment. The evaluation focuses on scalability in relation to the number of cores in a single-server setup and to the number of nodes in a distributed setup. In addition, they analyse how the replication degree influences performance. Their results show that Cassandra as well as MongoDB increase their throughput for static cluster sizes, whereas an increasing replication degree will decrease the throughput for both databases. However, the benchmarking methodology misses technical details like used database versions and YCSB version, which harms the comparison with our results.
Klein et al. [16] evaluate Cassandra, MongoDB and Riak in the light of a health care use case with a customised version of YCSB. The evaluation focuses on the performance and scalability with respect to differently strict consistency levels. Their results attest Cassandra the highest scalability, whereas similar to our results MongoDB does not scale.
Konstantinou et al. [17] analyse the distributed databases Cassandra, Hbase and Riak in the context of their TIRAMOLA framework for elastic NoSQL cluster provisioning. Their evaluation focuses on the cost in terms of time for scaling a database cluster and the optimal thresholds for executing a scaling action. Scalability and elasticity of distributed databases in respect to context of cloud computing is considered by [6] however without performing the evaluation in a fully transparent cloud environment. The elasticity aspect is considered by scaling a cluster at run-time, but without creating an explicit overload situation in the database.
IX. CONCLUSION AND FUTURE WORK
Cloud computing provides "unlimited" resources, which can be allocated on demand. Based on these prerequisites, distributed databases gained significant focus in recent years. Whereas traditional relational databases offer distributed derivates, a new class of distributed databases emerged, NoSQL databases. By promising horizontal scalability and elasticity, NoSQL databases are commonly used for the cloud service model Database as a Service (DBaaS).
In this paper, we present thoroughly evaluate the scalability and elasticity of the common NoSQL databases Cassandra, Couchbase and MongoDB with respect to DBaaS environment. Therefore, we define two evaluation scenarios, one for scalability and one for elasticity. The scalability evaluation comprises different static cluster sizes to determine the scalability with growing cluster sizes. The elasticity is evaluated by overloading a database and scaling-out the database at runtime to resolve the overload situation.
The scalability evaluation results show significant differences between the evaluated databases. Whereas Couchbase achieves the highest throughput and lowest latency results, Cassandra benefits the most from larger cluster sizes in contrast to MongoDB where a distributed setup even harms the performance. The elasticity results state that only Couchbase is able to resolve an overload situation at run-time in contrast to Cassandra and MongoDB.
The discussion concludes with the main outcome of the evaluation results: more instances does not necessarily mean better performance. An interpretation of the results is provided in greater depth by discussing possible bottlenecks on database and evaluation environment side. Whereas only Couchbase provides expected results for scalability and elasticity, the results of Cassandra and MongoDB raise additional questions for deeper evaluations. Therefore, the future work will focus on a deeper analysis of the gathered results by analysing the database distribution by including extensive resource monitoring and advanced data mining techniques. In addition, the evaluation of scalability and elasticity in larger scale clusters will also be targeted as well as the evaluation of distributed databases running on microservices platforms.
