Recent work on policy rules under uncertainty have highlighted the impact of output gap measurement errors on economic outcomes and their importance in the formulation of appropriate policy rules. This paper investigates the reliability of current estimates of the output gap in Canada. We begin by assembling a new data base of quarterly real-time output estimates which spans the post-WWII period and contains data vintages dating back to 1972. We use this with a broad range of univariate and multivariate output gap models to recreate "contemporary" estimates of the output gap and then study how these estimates are revised over time. The nature and sources of these revisions are used to draw conclusions about the overall measurement errors associated with current estimates of the output gap. Relative to similar recent work with US real-time data, we find that revisions in Canadian output gaps are more important and that the role of data revision is less innocuous than previously indicated. We also show that using the change rather than the level of the output gap may only modestly reduce the measurement problem.
Introduction
Recent research on monetary policy rules has rekindled interest in the measurement of the output gap. In his seminal paper, Taylor (1993) suggests that the central bank sets interest rates on the basis of only the rate of inflation and the output gap. In discussing Taylor, McCallum (1993) pointed out that such rules are not operational because the output gap is not directly observed. More recent analysis (for example, see Orphanides et al. (2000) , Orphanides (2003a) , McCallum and Nelson (2004) or the survey by Walsh (2003c) ) shows that the weights which policy makers should attach to indicator variables in simple policy rules generally depend on the precision with which they measure the underlying state of the economy. This has in turn focussed attention on the precision and accuracy with which one can measure the current output gap.
There are conflicting schools of thought on the potential accuracy and precision of current estimates of the output gap. Orphanides and van Norden (2002) showed that a broad range of univariate methods for estimating current output gaps must lack precision because estimates are considerably revised ex post. Kuttner (1994) , Gerlach and Smets (1997) , and Orphanides and van Norden (2002) all find relatively large confidence intervals surrounding estimated output gaps using bivariate models of output and inflation for the US and Canada.
Related work using unemployment and inflation has reached similar conclusions for NAIRU gaps; for example, see Staiger, Stock and Watson (1997) or Laubach (2001) . However, a few studies have suggested that the uncertainty may be much less. For example, Gruen, Robinson and Stone (2002) use Australian data to argue that careful specification of the Phillips Curve may greatly reduce output gap uncertainty.
Another way to incorporate information from additional variables is to assume that several different variables share a common (but unobserved) cyclic component. Early examples of this approach include Clark (1989) , who examines a bivariate system of output and unemployment, and Apel, Jansson and Lindberg (1995) who also add inflation. These papers found output gap estimates to be relatively imprecise. Recent papers using eurozone data, such as Fabiani and Mestre (2003) , Camba-Mendez and Rodriguez-Palenzuela (2003) and Rünstler (2002) conclude that these approaches lead to much more reliable estimates. However Azevedo, Koopman and Rua (2003) use a larger but less structural model and find broad confidence intervals. Previous attempts to incorporate structural economic information using a different technique (SVARs) and other data sets (the US, Germany, Canada and New Zealand) have found that estimates of the gap remain relatively imprecise. 1 Camba-Mendez and Rodriguez-Palenzuela (2003) examine SVAR models for the eurozone and argue that they give precise estimates. Mitchell (2003 p. 6 and Table   1 ) reports quite different results using the same model and data. Rünstler (2002) finds that the addition of capacity utilisation reduces the uncertainty further still for the euro-zone, a claim also made by Longworth (2003) for Canada. This paper investigates the reliability of current estimates of the output gap in Canada using several well-known detrending methods. We begin by creating a new "real-time" database for Canadian output along the lines of that produced for the US by Croushore and Stark (2001) . Then, following earlier work by Orphanides and van Norden (2002) , we examine the behavior of end-of-sample output gap estimates and of the revision of these estimates over time. Presuming that revisions "improve" our estimates, the total amount of revision gives us a lower bound on the measurement error thought to be associated with real-time output gaps. This is informative when and if we find that revision errors are relatively large, in which case we can conclude that the total error of these estimators must be larger still. Furthermore, such results are quite general; they apply regardless of whether output gaps are used to cyclically-adjust budget balances, to forecast inflation or for other purposes, and do not require a priori assumptions on the true structure of the economy or on the time-series properties of output. We also decompose the revisions into their various sources, including that due to revisions of the underlying output data and that due to re-estimation of the process generating potential output. 2
The next section documents the data used in the paper. Section three reviews how output gap estimates are revised over time and considers the implications of these revisions for reliability of real-time output gap estimates. It also examines the relative importance of different factors contributing to real-time measurement errors. Section four shows how reliability changes when (as forward-looking policy rules suggest) the object of interest is the output gap in the near future rather than the current gap. Section five explores whether the rate of change in the gap may be estimated more precisely than its level and the final section concludes.
Real Time Data

Data Sources and Definitions
The raw data for real GDP were taken from quarterly series published in various issues of National Income and Expenditure Accounts by Statistics Canada and occasional special Statistics Canada publications which documented major historical revisions. 3 Although Statistics Canada originally started publishing quarterly national accounts in 1961, the series were extensively revised in the late 1960s and we were unable to obtain complete and reliable data vintages prior to 1972Q1.
2 One unrealistic feature of this analysis is that policy makers consider the behaviour of many macroeconomic variables in arriving at their estimates of the current output gap. It is therefore possible that policymakers are able to estimate the current gap much more precisely by incorporating additional sources of information. Orphanides (2001 Orphanides ( , 2003b analyses the US Federal Reserve Board's own estimates of the output gap and finds that the size and persistence of the revisions in that series are similar to those found in Orphanides and van Norden (2002) . Nelson and Nikolov (2003) attempt to reconstruct official UK Treasury estimates of the output gap and find that revisions in that series appear to be larger still. These results appear to support the conclusion that policymakers estimates of the current output gap are subject to considerable uncertainty. Another shortcoming of this literature lies in the fact that forward-looking policy implies that the accuracy of forecasts of the output gap are the key factor, but this distinction has been largely overlooked in the literature thus far. As a result, the studies discussed above, as well as this one, likely understate the importance of measurement uncertainty facing policy makers.
3 What we refer to for simplicity as real GDP is more accurately referred to as real output. Vintages up to 1986Q1 are in fact real GNE, with Statistics Canada thereafter switching to the GDP concept. The series were reported quarterly in Statistics Canada's National Income and Expenditure Accounts, catalogue #13-001. We use the published seasonally adjusted figures throughout. Cayen and van Norden (2004) provide more details on the nature of revisions in Canadian GDP; we briefly summarize those results here. Revisions of Canadian GDP appear to be qualitatively very similar to those previously described in the US data. Statistics Canada revises GDP figures up to four years after their original publication, with most of the revision happening in the first year. 5 Revisions thereafter are very infrequent but frequently large, usually reflecting either a rebasing of the data (e.g. from 1992 to 1997 constant dollars) or a change in methodology (e.g. change from GNE to GDP, or fixed-weights to chain-weights.)
Although small relative to total ouput, GDP data revisions are large relative to the size of quarter-to-quarter changes in GDP and are potentially important relative to the size of most estimates of the business cycle. However, quantifying their impact requires that we construct realtime output gap estimates, a subject to which we turn in the next section.
Some of the output gap estimates also use data on the Consumer Price Index (CPI) and some also use interest rates. Interest rate data are never revised, so we used Bank of Canada quarterly data on auction yields on 3-month Treasury Bills final data throughout. 6
Revisions in the CPI occur but are minor; we use final estimates of the seasonally adjusted All-Items Canadian CPI throughout. 7 This may therefore slightly understate the extent to which related output gaps are revised ex post; if so, the bias should be quite small.
4 Details are provided in Cayen and van Norden (2004) . 5 Seasonal factors for the last four years are usually revised with the release of data for the first quarter of the following year.
6 Quarterly observations are the last auction of each quarter, recorded in Statistics Canada series V122541. 7 Data from 1992 onwards are CANSIM series V18702611; data prior to 1992 were provided by the Bank of Canada.
Evaluating Output Gap Revisions
Estimating Output Gaps
The estimation of the output gap requires a detrending method which decomposes the log of real output, q t , into a trend component, µ t , and a cycle component, y t .
Some methods use the data to estimate the trend, µ t , and define the cyclical component as the residual. Others specify a dynamic structure for both the trend and cycle components and estimate them jointly. We examine detrending methods that fall into both categories 
The Components of Output Gap Revisions
We use our data with each of the detrending methods described above to produce estimated output gap series. We apply each detrending method in a number of different ways in order to estimate and decompose the extent of the revisions in the estimated gap series. That is, the gap at period t is calculated using only observations 1 through t to estimate the long-run trend and the deviations around it. The difference between the Real-Time and the Quasi-Real series is entirely due to the effects of data revision, since estimates in the two series at any particular point in time are based on data samples covering exactly the same period.
For unobserved component (UC) models, we further decompose the revision in the estimated gap by defining a Quasi-Final (QF) estimate. UC models use the data in two distinct phases. First, they use the available data sample to estimate the parameters of a time-series model of output. Next, they use these estimated parameters to construct filtered and smoothed estimates of the output gap. For this class of models, smoothed estimates of the output gap are used to construct the Final series, while filtered estimates are used for the Quasi-Final series. In both cases, the UC model's parameters are estimated using the full sample of the same data which is then used for filtering and smoothing. We construct QF estimates for the WT, CL, HJ and GS models.
The difference between the Quasi-Final and the Quasi-Real series reflects the use of different parameter estimates (i.e. full-sample ones versus partial-sample ones) to filter the data. The extent of the difference will reflect the importance of parameter instability in the underlying UC model. The difference between the Quasi-Final and the Final series reflects the importance of ex post information in estimating the output gap given the parameter values of the process generating output.
Output Gap Estimates and Their Revisions
Descriptive statistics for all the output gap estimates and their revisions are shown in Tables   1 and 2 Table 2 shows that while the mean revision is less than 1% for 6/12 models, it is larger than 3% for the WT model and over 12% Cross (1996 Cross ( , 2001 ) for a chronology of Canadian business cycles.
How Important are Output Gap Revisions?
To better understand the relative importance of ex post revisions of output gaps, the last two columns of Note that even such low correlations may understate the relative importance of the revisions. This is due in part to the fact that correlations ignore differences in the means of the two series. For example, while the Linear Trend model appears remarkable for the size of its revisions in Figure 1 , Table 1 shows that it has by far the highest correlation between Final and Real-Time estimates. The last column of Table 1 therefore produces an alternative measure of association; the fraction of observations in which the Final estimate has the same sign as another estimate. Such a directional estimate may be of particular interest if the output gap is used primarily to determine whether policy is too loose or too tight. The absence of any revisions would produce a value of 0, while replacing Real-Time gap estimates with purely random noise should give a value close to 0.50. The results in Table 1 from this measure tend to confirm the disappointing correlation results discussed above. Real-Time estimates from all models give the "wrong" sign at least 25% of the time;
5/12 exceed 40% and 3/12 models exceed 50%.
Another sense of the relative importance of these revisions is given by the noise-signal ratio, shown in the last column of Table 2 table. This number is the ratio of the root mean squared revision (noise) to the standard deviation of the Real-Time output gap (signal).
Since the numerator includes the squared bias but the denominator does not, this ratio can easily exceed 1. In fact, Table 2 shows that for RT estimates, it is less than 1 for only 1 of the 12 models examined (0.924 for BQ) and it exceeds 2 for the LT and WT models. This again appears to be more pessimistic than the US results in Orphanides and van Norden (2002) , who find ratios ranging between 1.32 and 0.69 for the eight models they examine.
Finally, Table 2 also shows that the revisions are highly persistent. The first-order autocorrelation coefficient (ρ) is greater than 0.95 for half of the models and greater than 0.80 for all but two models. 10 This does not imply that revisions are forecastable, nor does it imply that gaps are revised slowly. Rather, it implies that future information will affect gap estimates in consecutive periods similarly. This is potentially serious, since it suggests that output gap revisions could lead to persistent misperceptions about the state of the business cycle. We return to this question in Section five.
Sources of Output Gap Revisions
The statistics presented in Tables 1 and 2 also give us information about the different sources of output gap revisions. Looking at the second to last column of Table 1 , we see that correlations with the FL estimates increase as we move from the RT to the QR to the QF estimate (except for the Beveridge-Nelson and Watson models, where QR estimates have the lowest correlation.) However, even using QR estimates, the correlation with the FL estimates is frequently low; 10/12 models have correlations below 70% and 7/12 are below 60%. (This compares with 5/8 reported by Orphanides and van Norden (2002) for US data.) Since the difference between the RT and the QR estimates is entirely due to data revision, this is evidence that the revision of the Canadian data is not primarily responsible for the low correlations reported in the previous section. Rather, important revisions appear to result from poor stability of many of these models' estimates when applied to the postwar Canadian data.
The two other measures of association discussed above (Opp. Sign in Table 1 and N/S in Table 2 ) provide further information. Comparing the frequency of opposite signs for RT and QR estimates, we can see that data revisions cause important deteriorations in the reliability of a few models' estimates (particularly the BT and SV models), but that they also appear to have no negative effect on 4/12 models (LT, HJ, WT and GS). Looking at noise-to-signal ratios, we see that the ratio for the total revision (FL-RT) is more than double that for the data revision (QR-RT) for all but the BQ, SV and BN models. Instead, other factors appear to be the dominant source of output gap revisions for most models.
The standard deviation of the QR-RT revisions shown in the third column of Table 2 show that data revision is at least as important a source of overall output gap revisions as all other sources combined for the three models which produce low-persistence output gaps (BQ, SV and BN.) On the other hand, the importance of observations on the future (captured by the FL-QF revision for the UC models and the FL-QR revision for the other models) continues to be the dominant source of revisions for several models, particularly for the deterministic trend models (LT, QT and BT), the mechanical filters (HP and BP) and some of the UC models (GS and HJ). The Watson and the Harvey-Clark models show large contributions to revisions from several sources. 11
It therefore seems that the relative importance of different sources of measurement error vary across models. Data revisions appear to have the most important influence on models whose output gaps have little persistence or important parameter instability. In the majority of cases, however, data revisions is not the primary cause of output gap revisions, and in some cases it appears to have little or no detrimental effect on the reliability of output gap estimates.
Output Gap Forecast Uncertainty
Up to this point, we have tried to gauge the precision of estimated output gaps using the behaviour of their ex post revisions; that is, the degree to which Real-Time estimates are subsequently revised. One shortcoming of this approach is that a decision maker may not be interested in the Real-Time estimate. As mentioned above, 12 our Real-Time estimate for the gap in period t is not available until t+1 due to a one quarter lag in data reporting.
This means, for example, that a decision maker in May 2004 has data series which end in 2004Q1, and so the last available estimated gap is that for 2004Q1. However, the decision maker cares about the state of the economy in the second quarter or, if policy needs to be forward-looking, the future state(s) of the economy. Since no data is available for any of these periods, they must instead rely on forecasts of the output gap. The precision of these forecasts will generally be different from that of our Real-Time estimates. However, relatively little is known about how the reliability of forecast gaps or how their reliability varies with the forecast horizon. The remainder of this section considers both these questions.
Measuring the Reliability of Output Gap Forecasts
Suppose we have quarterly macroeconomic data series x t available over the period {0, . . . , t, . . . , T }.
Up to this point we have used various detrending methods to produce estimates of the output gap at various points in the interval [0, T ]. Now we wish to produce estimates for some period T + h where h > 0. This can be done in two logically distinct steps;
1. Forecast
Step: create forecasts of the missing data {x T +1 , . . . ,x T +h }
Detrending
Step: run the usual detrending procedure on the "padded" data set
Obviously the first step requires a forecasting model of the data (or at least of those elements which are relevant for the detrending step.) The choice of this forecasting model is not innocuous; it will generally affect the properties of the resulting gap forecasts. However, our deterministic trend and mechanical filter methods of trend estimation are silent on the question of how to forecast the data. The performance of their forecast gaps is therefore as much a reflection of the forecasting model selected as it is a property of the detrending method. For that reason, we do not investigate the performance of these methods and instead focus on the five models we estimate in a UC framework: BN, WT, CL, HJ and GS. These models specify the dynamics of all the data series used to estimate the output gap; this is all that is required to create model-consistent forecasts of the data series and of the output gaps. 13
Once gap forecasts have been constructed, we can treat them analogously to RealTime estimates and examine the properties of their revisions. 14 That is, for a given h
-horizon forecast FC(h), we calculate the revision (FL -FC(h)) and compare its properties
to those of (FL -RT). (Note that FC(0) = RT, so for h = 0 we obtain the familiar FL-RT revision.) For brevity, we restrict our attention to our three preferred measures of precision:
ρ, the correlation between FL and FC(h), f , the frequency with which FL and FC(h) have the opposite sign, and noise-to-signal ratio, calculated as the root mean squared revision divided by the standard deviation of FC(h). We are interested in how the properties of these revisions evolve as h increases from 0. To put these into perspective, we also calculate revisions for h < 0. In the latter case, the revision is again (FL -FC(h)) where FC(h) is now the smoothed estimate of the output gap at T + h < T (i.e. an h -period smooth.)
This type of revision provides a measure of how quickly gap estimates converge to their 13 For ease of calculation, the Forecasting and Detrending steps mentioned above were replaced by standard formulas for the minimum MSE forecasts of the state vector from a conventional UC model.
14 Given that we have a complete model of the data generating process, we could calculate the standard errors of the forecasts directly and examine these instead. However, incorporation of parameter uncertainty into the standard errors of the estimated state vector can be problematic and there is not straightforward way to incorporate the effects of data revision. We therefore leave this for future research. Tables 1 and 2 . As expected, all five models show a smooth increase in the importance of the ex post revisions as the forecast horizon increases from -16 to 16 quarters, regardless of the three statistical measures we examine.
Reliability and Forecast Horizon
In all cases, we see important changes in the properties of the gap estimates as the horizon changes from -16 to 0, implying that a substantial portion of the total revisions take place in the first four years. These changes appear to be the smallest for the BN model and largest for CL and WT. However, even after four years, important revisions still occur for some model's estimates. At h = -16, BN and WT still have noise-to-signal ratios above 0.8, have signs opposite to those of the Final estimates more than 20% of the time, and have the lowest correlations with the Final estimates. The best-performing at this point are the GS and HJ models, which have N/S ratios below 50% and correlations over 90%.
As the forecast horizon changes from 0 to 16 quarters, however, the performance of some models appears to deteriorate continuously with the increase in the horizon while that of others appears to be unchanged. The Harvey-Jaeger model shows relatively steady deterioration across all three measures, with its correlation falling from roughly 44% to less than zero, the frequency of opposite signs rising from 35% to roughly 50% and the noise-tosignal ratio rising from under 1.3 to over 10. In contrast, the Beveridge-Nelson estimator quickly loses all forecast power; for horizons from 1 to 16 its correlation with the final estimate is roughly constant at 0 and the frequency with which the two have opposite signs hovers just below 50%. 15 The Watson and Harvey-Clark models show little deterioration, with roughly constant N/S ratios and frequencies of opposite signs. The latter may simply reflect the fact that it would be hard for these models to do worse; the sign of their forecast disagrees with that of the Final estimate more than 50% of the time for all these horizons, and seems to improve slightly for the longest horizons. Judged by its correlation with the final estimate and the opposite sign frequency, the Gerlach-Smets model is the only one of the five that appears to do better than a random guess at horizons of a few years. 16 Given the differences across models, it is difficult to draw firm conclusions for policy. The most pessimistic results suggest that output gap forecasts are no better than random noise and that substantial measurement errors may persist even after several years. However, the most optimistic results imply that forecasts of output gaps two to three quarters ahead perform about as well as estimates of the current gap; this suggests that there is no reason to make forward-looking policy more cautious due to measurement problems.
Growth Rate Rules and Measurement Precision
In light of the inaccuracy of "current" output gap estimates, Orphanides et al. (2000) , Orphanides (2003a) and Walsh (2003b,c) argue that targeting the change in the output gap avoids much of the measurement problem associated with measuring the level of the output gap. 17 This is based in large measure on the finding in Orphanides (2003b) that US output gap mismeasurement from the mid-sixties to the mid-nineties has been characterized by a level shift, causing the revision in the estimated gaps to have a mean quite different from zero. In contrast, revisions to the change in US output gaps have historically been much more modest. 18 The question of whether such a change in the defined policy target would similarly reduce measurement errors in other countries or other historical episodes has not been systematically addressed to our knowledge. In this section, we therefore examine 16 Again, the explosive behaviour of its noise-to-signal ratio reflects the fact that the variance of the forecast is collapsing towards zero as the variability of the revisions stays roughly constant. 17 Orphanides refers to such rules as natural growth rate rules. See Orphanides and Williams (2002) for related analysis of NAIRU-based rules. Others have argued for the adoption of such rules on more theoretical grounds -see Walsh (2003a) on "Speed Limit" rules. Longworth (2003) and Lam and Pelgrin (2004) discuss the robustness of Walsh's results in the face of other sources of inertia.
18 For example, see Figure 2 in Orphanides (2003b) .
the conditions under which differencing should reduce measurement error and investigate whether Canadian output gap changes appear to have less important revisions than their corresponding levels.
Persistence and Precision
Suppose x 0 t = x t +θ t where x 0 t is the measured gap and θ t is the measurement error. Suppose that θ t = ρ θ θ t−1 + v t where ρ θ is close to one. Walsh (2003c) then points out that
The variance in the measurement error for the level of the gap is σ 2 v /(1−ρ 2 θ ); the variance of the error in the measured change in the gap is 2σ 2 v /(1 + ρ θ ). Thus, as long as ρ θ > 0.5, the measurement error in the change is smaller than that in the level. 19 He notes that for ρ θ ≈ 0.9, measurement error variance in changes will be only 20% as large as that in levels. (The estimates of ρ presented in Table 2 This suggests that, rather than ignoring the output gap altogether, policymakers might be better off focusing on the gap between the growth rate of output and the growth rate of trend output, essentially the change in the output gap. 21
However, this argument probably exaggerates the general benefits from using changes in the gap. To understand why, recall that the absolute size of measurement errors is less important than their size relative to what we seek to measure (i.e. the gap or its change.)
The true output gap is also believed to be persistent; suppose it has dynamics similar to 19 Walsh(2003c) , p. 14. those of the measurement error, so that x t = λx t−1 +u t where the error term u t has variance σ 2 u . The variance of the true output gap is therefore σ 2 u /(1 − λ 2 ) and that of its change is 2σ 2 u /(1 + λ). The ratio of the measurement error's variance to that of the gap (i.e. the noise-to-signal ratio) is therefore
while the ratio for changes in the gap is
As the above formula makes clear, the relative usefulness of the level and change of the gap depends not on the persistence of the measurement errors but on their persistence relative to that of the gap itself. The improvement in N/S due to differencing depends only on
When the gap is the more persistent of the two (λ > ρ θ ), its changes will be less accurately measured than its levels. This is consistent with the above-mentioned evidence that Orphanides and Walsh present on the revision in changes in US output gaps. One striking feature of these revisions is that their mean is large relative to their variability; put another way, US potential output was almost always overestimated during the period these authors examine. 22 This implies that measurement errors over this period were persistent in the extreme, with ρ θ → 1. This is therefore the kind of circumstance in which we might expect the improvements from first-differencing to be large. However, evidence presented in Table 2 on the properties of Canadian output gap revisions suggest that the mean and the persistence of their measurement error may vary considerably across methods. It is therefore of interest to understand the extent to which Speed Limit rules may avoid measurement error problems in this setting.
Evidence from the Revision of Gap Estimates
We cannot directly test the relative persistence of the measurement errors and the unobserved "true" output gaps to see whether this last condition is satisfied. However, following Orphanides (2003b) and Walsh (2003b,c) , we can compare the properties of the revisions (FL-RT) for the level and the change in our estimated output gaps. Results are shown in Table 4 ; figures shown for the level of the gap repeat those previously shown in Table 2 . The figures for the mean and standard deviations of the revisions echo the US findings for all twelve models; revisions are smaller for the change in the output gap than for its level. We usually (but not always) also find that the maximum and minimum revisions are smaller in size for the change in the output gap than for its level. The last column presents estimated noise-signal ratios. In some respects, these seem to confirm the US findings; changes are subject to relatively less revisions than levels for all but one model (BN). The improvement is particularly large for models with deterministic trends (LT, QT, BT) and those UC models which suffered from severe parameter instability (WT, CL). For these models, the N/S ratio is always more than 50% higher in levels than in changes; in two cases it is more than double. These are also models for which Real-Time estimates made persistent mistakes in identifying the level of potential output. For the remaining models, the gains are more modest, with typical improvements ranging around 20%.
Overall, these result suggest that Speed Limit rules will suffer less from measurement error than standard Taylor-type rules in Canadian data as well as in US data. However, in some cases these gains appear to be much more modest than the US historical experience would suggest. It should also be noted that even in changes, measurement error for the Canadian output gap remains quantitatively important, with noise-signal ratios ranging from 0.678 to 1.557.
Conclusions
This study has assembled and analyzed a new database of real-time estimates of Canadian output. Results from a variety of measures and a broad range of output gap estimates suggest that measurement error in Canadian data may be more severe than previously thought.
Most Real-Time estimates have a less than 50% correlation with their corresponding Final estimates, for most models these two gap estimates have opposite signs more than 40% of the time, and the noise-to-signal ratios for the Real-Time gaps are generally above 1. This is more pessimistic than results reported by Orphanides and van Norden (2002) using US data. Data revision also appears to play a greater role in Canadian data for some models, but other sources of output gap revisions usually dominate. Analysis of output gap forecasts produces mixed results, with some models showing no appreciable decrease in reliability for output gap forecasts a few quarters ahead while the reliability of other methods decrease
sharply. Finally, although we find evidence to support Walsh's (2003b,c) contention that changes in the output gap suffer less from measurement error, the noise-to-signal ratios indicate that measurement error remains substantial in first differences.
Unfortunately, these results give no guidance on which of the many methods of estimating output gaps is "best." At most, the revisions give a lower bound on the degree of uncertainty associated with real-time estimates of the gap from a particular method. This does not imply that models which are revised less are necessarily better. 23 Evaluating competing models of the gap requires an objective empirical benchmark, such as their ability to improve inflation forecasts. While this is beyond the scope of this paper, Orphanides and van Norden (2005) examine this question using US data, and Cayen and van Norden (2002) present some preliminary evidence for Canadian output gap. We hope to explore this question more fully in subsequent work.
23 Imagine a model which defines the output to be identically equal to zero. Although its estimates are never revised, this need not imply that they are more accurate than those of other methods. 
Notes:
All statistics based on gap estimates from 1972Q1-2003Q4 (128 observations.) Univariate gaps are estimated using log output data starting in 1947Q1. Gaps requiring prices are estimated using price data starting in 1949Q1.
Gap refers to the model used to estimate the output gap Revision refers to the series used to construct the revisions. FL-RT is the total revision and may be decomposed into QR-RT (data revision) + FL-QR, or into QR-RT + QF-QR (parameter revision) + FL-QF.
Mean is the average value of the revision. Std. Dev. is the standard deviation of the revision. Min. / Max. is the minimum /maximum value of the revision. ρ is the autocorrelation coefficient of the revision. N/S is the noise/signal ratio, calculated as the root-mean-squared revision divided by the standard deviation of the Real-Time estimate of the output gap. Notes:
Correlation is the correlation between the Final estimate and the h -period ahead forecast for the same period.
Frequency of Opposite Signs is the fraction of observations in which the above two estimates have opposite signs. 1972 1975 1978 1981 1984 1987 1990 1993 1996 1999 2002 - 
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