Consider a one-sided transitive subshift of finite type σ : Σ → Σ, and a Hölder potential A. In ergodic optimization, one is interested in properties of A-maximizing probabilities. It is already known the important connection between the support of such probabilities and the set of non-wandering points with respect to
Basic Concepts and Main Results
The development of the study of maximizing probabilities has given place to a new and exciting field in ergodic theory. For an expository introduction to the general theory, we refer the reader to the notes of O. Jenkinson (see [13] ). One of the main conjectures in ergodic optimization on compact spaces can be roughly formulated as: for a hyperbolic dynamics, a generic Hölder potential has just one maximizing probability, which is supported by a periodic orbit. Concerning this problem, partial answers were already obtained, among them [3, 7, 12, 14] . Working with a transitive expanding dynamical system, J. Brémont has recently shown how such conjecture follows from another one regarding the typical existence of sub-action defining a contact locus with finitely many connected components (for details, see [4] ). Of course, such result reaffirms the importance of the study of subactions and their respective contact loci. In the same dynamical context, our aim here is to study the set of sub-actions whose contact locus is the smallest one, namely, the separating sub-actions.
For simplicity, we will restrict the exposition to the symbolic dynamics case. So let (Σ, σ) be a one-sided transitive subshift of finite type given by a r × r irreducible transition matrix M. More precisely, we have Σ = x ∈ {1, . . . , r} N : M(x j , x j+1 ) = 1 for all j ≥ 0 and σ is the left shift acting on Σ, σ(x 0 , x 1 , . . .) = (x 1 , x 2 , . . .). Fixing a constant λ ∈ (0, 1), remember that we adopt on Σ the metric d(x,x) = λ k , where x,x ∈ Σ, x = (x 0 , x 1 , . . .),x = (x 0 ,x 1 , . . .) and k = min{j : x j =x j }. We will use the holonomic model of ergodic optimization proposed in [9] . Before describing this setting, we would like to explain why it is an interesting notion to introduce.
A leading motivation to propose a holonomic model in ergodic optimization is a remark due to R. Mañé for Lagrangian systems. He noted that one can obtain Mather's minimizing measures from a broader set of measures than the usual one of the invariant measures. R. Mañé suggested to use precisely the set of Lagrangian holonomic measures.
In Aubry-Mather theory for continuous time Lagrangian dynamics, the set of holonomic probabilities has been extensively considered (consult, for instance, [6] ). As an example, in discrete time Aubry-Mather theory on the n dimensional torus T n (see [11] ), the holonomic condition over a probability µ(x, v) on T n × R n is presented as
Exploring in symbolic dynamics the analogy with Aubry-Mather theory initially described in [7] , one could consider the two-sided shift and imagine the backward shift as "possible pasts" of a forward orbit, in a similar way to a tangent vector determining the possible trajectories of a point in a Lagrangian dynamics. This is the essential idea behind the definition of the holonomic model of ergodic optimization.
Let us remind then some fundamental concepts and facts of such model (for more details, see [10] ). Using as a transition matrix the transposed M T , we introduce the dual subshift (Σ * , σ * ), that is, the space Σ * = y ∈ {1, . . . , r} N : M(y j+1 , y j ) = 1 for all j ≥ 0 and the shift σ * (. . . , y 1 , y 0 ) = (. . . , y 2 , y 1 ). We identify the space of the dynamics (Σ,σ), the natural extension of (Σ, σ), with a subset of Σ * × Σ. As a matter of fact, if y = (. . . , y 1 , y 0 ) ∈ Σ * and x = (x 0 , x 1 , . . .) ∈ Σ, then Σ will be the set of points (y, x) = (. . . , y 1 , y 0 |x 0 , x 1 , . . .) ∈ Σ * × Σ such that (y 0 , x 0 ) is an allowed word, namely, such that M(y 0 , x 0 ) = 1. We define the map τ :Σ → Σ by τ (y, x) = τ y (x) = (y 0 , x 0 , x 1 , . . .). Note that τ = π 1 •σ −1 , where π 1 :Σ → Σ is just the canonical projection on the x-variable. Let M be the set of probability measures over the Borel sigmaalgebra ofΣ. We will consider the convex compact subset of the holonomic probabilities
Observeμ ∈ M 0 if, and only if,μ • π
The holonomic condition over a probabilityμ ∈ M is also equivalent toμ • τ −1 being σ-invariant.
The triple (Σ,σ, M 0 ) is by definition the holonomic model of ergodic optimization. Such formalism is wider 1 than the standard model used in this theory, namely, the case where the optimization is consider for the set of invariant probabilities (see, for instance, [2, 7, 13] ).
Let A ∈ C θ (Σ) be a potential. We call holonomic maximizing value the quantity
We denote by
the set of the A-maximizing holonomic probabilities.
The ergodic optimization setting has a main difference to the twist maps theory or to the Lagrangian Aubry-Mather problem: the dynamics of the shift is not defined (via a critical path problem) from the potential to be maximized. Different techniques have to be used in such kind of problems. Nevertheless, the sub-action notions play an important role in all these theories.
A function u ∈ C 0 (Σ) is a sub-action for the potential A if, for any (y, x) ∈Σ, we have
Equivalently, we can write
the contact locus of u. It is just the set where the inequality above becomes an identity. The calibrated sub-actions are a special type of the previous applications. A function u is a calibrated sub-action for the potential A if it satisfies the stronger relation
where, for each point x ∈ Σ, we denote by Σ * x the subset of elements y ∈ Σ * such that (y, x) ∈Σ.
In [10] , it is presented a classification theorem for calibrated sub-actions. A central concept in such result is the set of non-wandering points with respect to A (defined previously in [7, 14] ). To present a precise definition, let us remind the notion of path.
Any ordered sequence of points (y 0 , x 0 ), . . . , (y k−1 , x k−1 ) ∈Σ satisfying x j+1 = τ y j (x j ), with j < k − 1, will be called a path. Note that the point y k−1 is free of any restriction. Given ǫ > 0 and x,x ∈ Σ, we say that a path {(y 0 , x 0 ), . . . , (y k−1 , x k−1 )} begins within ǫ of x and ends within ǫ of x when d(x 0 ,x) < ǫ and d(τ y k−1 (x k−1 ), x) < ǫ. Denote by P(x,x, ǫ) the set of such paths.
A point x ∈ Σ will be called non-wandering with respect to A if, for every ǫ > 0, we can find a path {(y 0 , x 0 ), . . . ,
We will denote by Ω(A) the set of non-wandering points with respect to A. It is a non-empty compact σ-invariant set. It was proved in [10] the following inclusion
It is clear that the calibrated sub-actions are exactly the sub-actions u verifying π 1 (M A (u)) = Σ. We will be interested here in the opposite situation. The existence result stated above corresponds in Lagrangian AubryMather theory to the existence of a special subsolution of the HamiltonJacobi equation as described in [8] .
Besides, this theorem could be presented and proved directly in the context of the standard model. Despite the fact we are considering in some sense a more general framework, the standard model is the habitual setting used in ergodic optimization. Hence, in section 4 we will remind the corresponding notions here introduced, in order to state the standard version of the main theorem.
Adapting the proof of theorem 10 in [10] , we can get
where h A is the Peierls barrier to be defined in the beginning of next section.
Such characterization corresponds to the one obtained for weak KAM solutions in Lagrangian dynamics (see [5] ). In particular, this representation formula for calibrated sub-actions implies immediately that, in order to compare two such functions, we just need to compare their restrictions to Ω(A). For instance, if two calibrated sub-actions coincide for every non-wandering point with respect to A, then they are the same.
We will consider in section 3 a natural question related to the above theorem. We use the existence of a separating sub-action for the following case. Supposeμ j , j ∈ {1, 2, . . . , l}, are distinct A-maximizing probabilities withμ j • π −1 1 σ-ergodic. Then, under certain conditions, a calibrated subaction u can be written in the form
,
The application we present here has a certain similarity to lemma 6 in [1] . We point out that in our setting it is not present the local character of a viscosity solution (see definition 1 of [1] ), where one can consider a local test function of class C 1 .
As a final remark, we would like to mention that, in the abstract holonomic setting, there are similarities with the Lagrangian Aubry-Mather theory, but we do not assume any kind of convexity. Therefore, one should not be surprise if some of the corresponding results did not hold 2 . Of course, in the holonomic setting, the set Ω(A) ⊂ Σ is the analogous of the projected Aubry set in Lagrangian dynamics. Besides, one could easily introduce the corresponding Aubry setΩ(A) ⊂Σ satisfying τ (Ω(A)) = π 1 (Ω(A)) = Ω(A). Nevertheless, for an arbitrary Hölder potential A, it is not present the graph property, which is very important in the Lagrangian case. More precisely,
is not in general bijective. A counter-example can be found in [10] . It would be nice to find the right assumptions on A ∈ C θ (Σ) in order to get this property. Anyway, with the purpose to avoid ambiguities and to keep the maximum similarity with Lagrangian Aubry-Mather theory, we decided to work just with Ω(A) for an arbitrary Hölder potential A.
The Proof of Theorem 2
We first recall two notions of action potential between two points: the Mañé potential and the Peierls barrier. To that end, take ǫ > 0 and x,x ∈ Σ. For any integer k > 0, let P k (x,x, ǫ) ⊂ P(x,x, ǫ) be the subset of paths of size k. Then denote
Definition 4.
We call Mañé potential the function φ
A : Σ × Σ → R ∪ {+∞} defined by φ A (x,x) = lim ǫ→0 inf k>0 S ǫ A (x,x, k).
We call Peierls barrier the function h
Clearly, φ A ≤ h A and both functions are lower semi-continuous. We summarize the main properties of these action potentials.
Proposition 5. Assume the potential A is Hölder continuous. Then, we have 1. for any sub-action
and there are pointsȳ j ∈ Σ *
4. for any points x,x,x ∈ Σ and any sequence {x l } converging tox,
Notice that, taking any non-wandering point with respect to A, a Mañé potential or a Peierls barrier exhibits a calibrated sub-action without using some kind of Lax-Oleinik fixed point method.
Around this fact, we would like to give a warning. In Lagrangian AubryMather theory on a compact manifold M , it is well known that, for any point x ∈ M , the map y ∈ M → h(x, y) ∈ R defines a weak KAM solution, where h : M ×M → R denotes the corresponding Peierls barrier. One could naively propose that the analogous result should be verified in our context, namely, that h A (x, ·) should be a Hölder calibrated sub-action for any point x ∈ Σ. However, using item 3, it is not difficulty to present examples where
which shows that h A (x, ·) is not always a continuous function.
Proof. Items 1, 2, 5 and 6 are well known and a demonstration can be found, for instance, in [7, 10] . So let us prove items 3 and 4.
Take then a path {(y 0 , x 0 ), . . . , (y l−1 , x l−1 )} ∈ P(x, x, ρ) satisfying
Note that l > L. Indeed, for x l = τ y l−1 (x l−1 ), the choice of ρ assures that, whenever j ∈ {1, 2, . . . , L},
Besides, the definion of ρ also guarantees
Since
of the family {y l−j } when (in that order) ρ → 0, ǫ → 0 and γ → 0. So passing to the limit, we obtain
and the result follows from item 2.
Item 4.
Since φ A is lower semi-continuous, the statement is equivalent to
for any points x,x,x ∈ Σ. Fix then ǫ ∈ (0, λ/2). Given ρ > 0, consider a path
In particular, we have
Therefore, the following inequalities are verified
Hence, it is clear that
when ǫ tends to zero and ρ is taken arbitrarily small.
Other properties of the Mañé potential and the Peierls barrier can be derived from the previous proposition. For instance, item 4 gives us the following inequality
We point out now a result concerning all possible projections of contact loci, more specifically, regarding any Hölder sub-action, from the calibrated case to the separating situation. Proof. We will only discuss the not immediate denseness of D.
Part 1.
Let v be any Hölder sub-action for A. We will show that, for every x / ∈ D, there exists a Hölder sub-action v x as close as we want to v in the Hölder topology whose projection of the contact locus does not contain x, that is,
for every y ∈ Σ * x . We discuss two cases. Part 1.a. Either there is an integer k > 0 such that, for every path
be the associated normalized potential. By hypothesis B(y, σ k−1 (x)) < 0 for every y ∈ Σ *
First notice that, if {(y 0 , x 0 )), . . . , (y k−1 , x k−1 )} is a path, we have
for any constant γ ∈ (0, 1).
Given a pointx ∈ Σ and a positive integerk, denote by Pk(x) the set of paths of sizek ending atx, namely, any path {(ȳ 0 ,x 0 ), . . . , (ȳk −1 ,xk −1 )} such thatx 0 =x. Define the function w x : Σ → R by
Note that no term containing the pointȳ k−1 appears in the sum. Since the correspondencex → max
is Hölder, the same is true for the function w x . If (ȳ,x) ∈Σ, consider a path
which means that w x is a Hölder sub-action for B. Besides, for any path
writing y k−1 = y, we clearly verify
As the point y ∈ Σ * x is arbitrary, we conclude x / ∈ π 1 (M B (w x )). Since γ can be taken as small as we want, we have shown the existence of a Hölder sub-action for B, with x / ∈ π 1 (M B (w x )) and of norm as small as desired. Equivalently v x = v + w x is a Hölder sub-action of A, with x / ∈ π 1 (M A (v x )) and as close to v as desired in the Hölder topology.
Part 1.b.
Or, for every positive integer k, one determines a particular path
. So using the associated normalized potential B previously defined, we can write B(y 0 , σ k−1 (x)) = 0. Let γ ∈ (0, 1) be any real number as close to 0 as we want andx ∈ Ω(A) a particular point we are going to define. Let w = h B (x, ·) be the Hölder sub-action for B given by the corresponding Peierls barrier.
We claim that x again satisfies the first case, namely, for some integer k > 0, any path {(y 0 , σ k−1 (x)), . . . , (y k−2 , σ(x)), (y k−1 , x)} must verify
such that τ y (σ k (x)) = σ k−1 (x) and B(y, σ k (x)) = 0, it is easy to check that any limit pointx of the sequence {σ k (x)} belongs to Ω(B) = Ω(A). We choose once for all one of these limit pointsx ∈ Ω(B). We notice first that w(x) = h B (x, x) > 0, because φ B (x, σ k (x)) = 0 and
We then use the fact that, given any constant γ ∈ (0, 1), γw is a sub-action for B (we use here that B is non-positive). Assume by contradiction that, given k > 0, for some path
We obtain on the one hand that the sequence w•σ k (x) ≥ w(x) > 0 is strictly greater than some positive constant. By taking a subsequence of {σ k (x)} converging tox, we get on the other hand that w•σ k (x) converges to w(x) = h B (x,x) = 0 sincex ∈ Ω(B). We have thus obtained a contradiction.
Part 2.
We just have proved that, for any x / ∈ D, there exists a sub-action v x close to v and a ball B(x, ǫ x ) of radius ǫ x > 0 centered at x such that
We can extract from the family of these balls {B(x, ǫ x )} x a finite family indexed by {x j } 1≤j≤K which is still a covering of the compact set Σ \ D. Let
Then it is easy to check that u is a Hölder sub-action for A accomplishing
Since each sub-action v x can be taken as close as we want to v in the Hölder topology, the same is true for u.
The proof of theorem 2 follows immediately from theorem 6. If one considers, for j > 0, the open set D j = {x ∈ Σ : d(x, Ω(A)) < 1/j} and the corresponding open dense subset of Hölder sub-actions D j , then the set of Hölder separating sub-actions can be seen as the countable intersection of the previous subsets of sub-actions.
An Application
In fact, it was obtained in [10] the following inclusions
Remember the basic relationship between contact loci and supports of maximizing holonomic probabilities, that is, the description
Then the existence of separating sub-actions implies
Hence, it is natural to study the case where the first inclusion becomes an equality. In this section, we will suppose that the set of non-wandering points with respect to A can be written as a finite disjoint union of projections of supports of A-maximizing probabilities with ergodic property. More precisely, we will suppose
It is now clear we can assume without loss of generality that the potential A ∈ C θ (Σ) satisfies simultaneously
We will say that a such potential is Ω-normalized. We point out then the following lemma.
Lemma 7. Under the previous assumption and normalization, we have
Proof. Clearly h A ≥ 0.
Item 1.
The ergodic hypothesis implies the difference between two subactions is always constant on the set π 1 (supp(μ j )) (see proposition 19 of [10] ). Since our normalization of the potential implies that the function identically 0 is a particular sub-action, it follows then the sub-action h A (x, ·) is constant on π 1 (supp(μ j )). However, we know that h A (x, x) = 0.
Item 2.
Let us fix an integer L > 1 large enough such that we verify both λ L < min{1 − λ, 1/2} and
For each j ∈ {1, . . . , l}, consider an open set D j ⊂ Σ containing π 1 (supp(μ j )) and satisfying d (π 1 (supp(μ j )), ∂D j ) = λ 2L . Thanks to our normalization of the potential, there exists ρ > 0 such that
Reasoning by contradiction, suppose h A (x,x) = 0 for x ∈ π 1 (supp(μ i )) andx ∈ π 1 (supp(μī)) with i =ī. By the definition of the Peierls barrier, we conclude that, for every ǫ > 0 and for any positive integer m,
Take ǫ = λ 2L+1 and fix an integer m ≥ 2. Hence we can obtain a path {(y 0 , x 0 ), . . . , (y k−1 , x k−1 )} ∈ P(x,x, k), with k > m, accomplishing
In particular, we have {x 0 , . . . ,
Nevertheless, it is also true
So we face with an incompability: λ L−2 > 1.
Remember we say a continuous function f : Σ → R has a local minimum at a compact set E ⊂ Σ if there exists an open set D ⊃ E such that
It is easy to show that a calibrated sub-action u for an Ω-normalized potential A ∈ C θ (Σ) verifies
In particular, once (as argued in the proof of lemma 7.1) a sub-action is constant on the projection of the support of any A-maximizing probability with ergodic property, we conclude that any calibrated sub-action has at least one local minimum at π 1 (supp(μ i )) for i ∈ {1, . . . , l}. We will analyse the case where this happens exclusively for some index i.
Proposition 8. Let u be a calibrated sub-action for an Ω-normalized potential A ∈ C θ (Σ). Regarding the l basic compact sets of
suppose there is some index i ∈ {1, . . . , l} such that, for every j = i, u does not have a local minimum at π 1 (supp(μ j )). Then u can be written in the form
for all x i ∈ π 1 (supp(μ i )).
Proof. In order to describe the behavior of a particular sub-action on Ω(A), we just need to look at its values on l points, namely, on x j ∈ π 1 (supp(μ j )) for j ∈ {1, . . . , l}. Let us fix a such collection of points such that, for every j = i, u has no local minimum at {x j }. We can assume the minimum of u is zero. Reordering the indices of the probabilities, we can also assume without loss of generality that i = 1 and
Since u and h A (x 1 , ·) are calibrated sub-actions, it is enough to show that
for all j ∈ {1, . . . , l}.
Note that u(x 1 ) = 0 = h A (x 1 , x 1 ). Suppose by induction hypothesis that u(x j ) = h A (x 1 , x j ) for j ≤ k. We will show that u(x k+1 ) = h A (x 1 , x k+1 ).
Observe that it cannot happen u(x k+1 ) > h A (x 1 , x k+1 ). Otherwise, the inequality h A (x 1 , x k+1 ) ≥ u(x k+1 ) − u(x 1 ) would imply u(x 1 ) > 0, contradicting the choice u(x 1 ) = 0.
In order to get another contradiction, assume u(x k+1 ) < h A (x 1 , x k+1 ). We always verify u(x k+1 ) − u(x j ) ≤ h A (x j , x k+1 ). In the case we had an equality for some j ≤ k, then it would follow
Therefore, we necessarily notice u(x k+1 ) < u(x j ) + h A (x j , x k+1 ) for any j ≤ k. By the other hand, for j > k + 1, using the previous lemma, we get
We have concluded that, for all j = k + 1,
From this and theorem 3, it follows that there is a neighbourhood D of
Therefore, lemma 7 assures that u has a local minimum at {x k+1 }, which is a contradiction.
The conclusion is that u(
Notice that, when l = 2, we do not need the use of separating sub-actions in the above proof.
The Standard Version of Theorem 2
Let (X, T ) be a transitive expanding dynamical system, namely, a continuous covering map T : X → X on a compact metric space X whose inverse branches are uniformly contracting by a factor 0 < λ < 1. We denote by M T the set of T -invariant Borel probability measures. The triple (X, T, M T ) is the standard model used in ergodic optimization.
Given a continuous potential A : X → R, we call ergodic maximizing value the quantity
We call A-maximizing invariant probability a measure µ ∈ M T which realizes the maximum above.
We say that a continuous function u : X → R is a sub-action for the potential A if everywhere on X the following inequality is realized
Remember that an application u ∈ C 0 (X) is a calibrated sub-action when u(x) = min
We call contact locus of a sub-action u ∈ C 0 (X) the set of points where the previous inequality becomes an equality, that is, the set M A (u) = (A + u • T − u) −1 (β A ).
A point x ∈ X is said non-wandering with respect to A ∈ C 0 (X) if, for every ǫ > 0, there exist an integer k ≥ 1 and a point y ∈ X such that d(x, y) < ǫ, d(x, T k (y)) < ǫ and
We denote by Ω(A) the set of non-wandering points with respect to the potential A ∈ C 0 (X). When the potential is Hölder, it is a non-empty compact T -invariant set. It is well known (see [7] ) that
We will focus on the minimal situation.
Definition 9.
We say that a sub-action u ∈ C 0 (X) is separating when it verifies M A (u) = Ω(A).
Hence, we have all the ingredients to state the standard version of the main theorem, whose proof can be evidently adapted. We may yet present the standard version of proposition 8. To that end, we consider as Peierls barrier the function h A : X × X → R ∪ {+∞} defined by The analogous result to theorem 3 can be assured. Moreover, keeping in mind the previous notion of local minimum at a compact set (⋆), we also have for all x i ∈ supp(µ i ).
