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Abstract
We study conformal field theories (CFTs) on curved spaces including both ori-
entable and unorientable manifolds possibly with boundaries. We first review confor-
mal transformations on curved manifolds. We then compute the identity components
of conformal groups acting on various metric spaces using a simple fact; given local
coordinate systems be single-valued. Boundary conditions thus obtained which must
be satisfied by conformal Killing vectors (CKVs) correctly reproduce known conformal
groups. As a byproduct, on S1l × H2r , by setting their radii l = Nr with N ∈ N×,
we find (the identity component of) the conformal group enhances, whose persistence
in higher dimensions is also argued. We also discuss forms of correlation functions on
these spaces using the symmetries. Finally, we study a d-torus Td in detail, and show
the identity component of the conformal group acting on the manifold in general is
given by Conf0(Td) ' U(1)d when d ≥ 2. Using the fact, we suggest some candidates of
conformal manifolds of CFTs on Td without assuming the presence of supersymmetry
(SUSY). In order to clarify which parts of correlation functions are physical, we also
discuss renormalization group (RG) and local counterterms on curved spaces.
Contents
1 Introduction 2
2 Conformal transformations on curved manifolds 4
3 Examples 10
3.1 S1l ×H1r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2 H2r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 S1l ×H2r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4 RP2 × S1r . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1
ar
X
iv
:1
90
2.
06
92
8v
2 
 [h
ep
-th
]  
23
 A
pr
 20
19
4 CFTs on a d-torus Td 40
4.1 Proof of Conf0(Td) ' U(1)d . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Conformal manifolds of CFTs on Td . . . . . . . . . . . . . . . . . . . . . . . 45
5 Discussion 47
A Derivation of (2.12) 49
B SU(1, 1), SL(2,R), and SO(2, 1) 50
C Mass dimension, RG, and local counterterms on curved spaces 53
D More examples 57
D.1 Klein bottle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
D.2 Mo¨bius strip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
D.3 RPd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
1 Introduction
Dirac suggested theoretical workers to take indirect ways through generalizations of pure
mathematics taking non-Euclidean geometry and non-commutative algebra as examples [1].
Recalling the history of theoretical physics, human beings actually followed his words; some
of the famous (in the sense that we know) examples are supersymmetry (SUSY) and spinors.
SUSY was first discussed on flat spaces [2], while human beings started to discuss the sym-
metry on curved manifolds [3] motivated by localization [4]. Spinors was of course invented
by Dirac [5], discussed on flat spaces first, and later theoretical workers started to discuss
spinor representations on possibly unorientable manifolds (see, for example, [6] for excellent
reviews) at least partially motivated by symmetry protected topological phases.
Speaking of quantum field theories (QFTs), conformal field theories1 (CFTs) have always
been good playing ground to study QFTs [7]. For example, in the Wilsonian renormalization
group (RG) [8], we ‘integrate out’ higher momentum (a.k.a. heavy) modes and deal with
just lower momentum (a.k.a. light) modes left in effective theories. Thus it is intuitively
expected that the ‘number’ of degrees of freedom decreases monotonically under RG flows.
In fact, this intuition was proved in two and four spacetime dimensions, and they are called
c-theorem [9] and a-theorem [10], respectively.2 These quantities, namely c and a, are part
1Although it is just a matter of terminology, we call QFTs (defined on a metric space M) which enjoy (the
identity component of) the conformal symmetry Conf0(M) as CFTs for brevity even if the conformal group
reduces to (the identity component of) the isometry group Isom0(M). This terminology is different from
the standard definition of CFTs, i.e., tracelessness of the energy-momentum tensors as operators. We thank
Yuji Tachikawa for pointing out this point. However, since we just focus on forms of correlation functions
required by (conformal) isometries, there would be no difference.
2For the case of three dimensions, see [11].
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of the conformal anomalies. Therefore by studying CFTs and their conformal anomalies,
we can judge if a putative RG flow is possible or not. The counting also gives us partial
information of phases. In addition, in the context of Wilsonian RG, it is possible to classify
QFTs according to their universality class if they flow to some fixed points. Since most (if
not all) of the fixed-point theories are described by CFTs, we can extract universal properties
of QFTs in the same universality class by exploring CFTs.
Surprisingly, however, most of the study of CFTs were limited to those on conformally flat
spacetimes. A typical example of curved conformally flat space is a d-sphere Sd. Although
CFTs on Rd suffer from infrared (IR) divergences, a d-sphere Sd, which is compact and, thus,
free of IR divergence, is a nice place to work on. In particular, sphere partition functions
are free of IR divergences. That is why the objects have been studied extensively. See for
example [12, 13, 14]. Some other exceptions (to the best of our knowledge) of CFTs on
curved spaces are discussed on Riemann surfaces motivated by perturbative string theory
[15], on hyperbolic spaces [16]3, and on real projective spaces [17] whose latest papers were
motivated by conformal bootstrap [18].
In this paper, we would like to follow at least the spirit of Dirac and put CFTs on the same
direction of generalization, namely we would like to study CFTs on curved manifolds possibly
with boundaries. As a preparation, we review conformal transformations on a given (curved)
manifold in section 2. Conformal transformations are generated by conformal Killing vectors
(CKVs), which are solutions of conformal Killing equations (CKEs). CKVs on some curved
manifolds have been studied in the community of gravitational physics and mathematics. For
example, CKVs on plane-symmetric spacetime were computed in [19]. For a history of CKVs,
see its introduction and references therein. In section 2, we also consider comformal maps
between two manifolds. We explicitly show that conformal transformations on one manifold
are sent to conformal transformations on the other by a conformal map between them. More
precisely, the differential (a.k.a. pushforward) of a conformal map sends CKVs to CKVs. In
section 3, we study some examples. In order to compute conformal groups, one has to impose
suitable boundary conditions obeyed by CKVs. To determine the boundary conditions, we
use a simple fact; given local coordinate systems be single-valued. When results are available,
we find the boundary conditions derived from the fact correctly reproduce known conformal
groups. As a byproduct, on S1l × H2r, we find unexpected enhancement of (the identity
component of) the conformal group when their radii are set to l = Nr with N ∈ N×. Via
conformal maps, the space is related to a flat space with codimension two defect. This fact
makes it clear why the space has the conformal group SO(2, 1)×U(1). We give an argument
that this phenomenon also takes place in higher-dimensional S1l ×Hd−1r . We also study forms
of correlation functions on these spaces using the conformal symmetries, and discuss which
part of them are physical by taking local counterterms on curved spaces into account.
Through the study, we found periodic bounary conditions simplify our task of solving
CKEs by reducing partial differential equations to algebraic equations. Hence in section 4,
3We thank Lorenzo Di Pietro for bringing these papers to our attention.
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we study a d-torus Td. In particular, we show the identity component of the conformal group
acting on the manifold is given by Conf0(Td) ' U(1)d
( ' Isom0(Td)) when d ≥ 2. We also
study CFTs defined on the manifold, and their conformal manifolds [20]. We suggest some
candidates of conformal manifolds without assuming SUSY utilizing the compactness of the
conformal group. In section 5, we summarize our results, and comment on future directions.
In the appendices, we describe details of the proof that the differential of a conformal map
sends CKVs to CKVs, explain relations of groups SU(1, 1), SL(2,R), and SO(2, 1), discuss
general aspects of RG and local counterterms on curved spaces, and describe more examples.
2 Conformal transformations on curved manifolds
Consider two d-dimensional real metric spaces4 (M,γ) and (N, γ′). A map ϕ : (M,γ) →
(N, γ′) is conformal5 iff
(0 6=)∃Ω ∈ C∞(M) s.t. ϕ∗γ′ = Ω2γ. (2.1)
Conformal transformations of a given CFT on a metric space (M,γ) are special classes of
the above, namely the case where a map is defined between the same space6
ϕM : (M,γ)→ (M,γ)
with
(0 6=)∃ΩM ∈ C∞(M) s.t. ϕ∗Mγ = Ω2Mγ. (2.2)
From now on we write
Ω2M = e
2σM
for a reason that will be clear in short.
To write down the condition (2.2) more explicitly, let us consider an infinitesimal7 coor-
dinate transformation8
ϕM : x
µ 7→ x′µ(x) := xµ + ξµM(x). (2.3)
4Throughout the paper, we work in the Euclidean signature.
5We are not sure where they appeared first, but some results in this section can be found in [21], for
example.
6One may think this condition is too restrictive because the definition rules out a naive transformation
caused by changing the scale of the manifold. However, we think the definition is more appropriate for QFTs
(without dynamical metric) because we usually do not consider transformations that modify the geometry.
So we restrict ourselves to this definition.
7In this analysis, we are restricting ourselves to conformal transformations which are connected to the
identity of the group Conf(M), which we will call Conf0(M), by essentially employing the infinitesimal
property of ξM . It would be interesting to study ‘large’ conformal transformations, which are not connected
to the identity.
8Since conformal transformations are invertible by definition, and since we are only considering the case of
smooth conformal transformations, we have Conf(M) ⊂ Diff(M). On the other hand, since the Weyl trans-
formation γµν(x) 7→ e2σ(x)γµν(x) is not a coordinate transformation, this is not an element of the conformal
group, although these Weyl transformations are also called conformal transformations in the community of
gravitational physics.
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Note that since x is real, we must require ξM be also real valued. For the transformation
(2.3) to be conformal (2.2), we must have
γρσ(x
′(x))dx′ρ(x)dx′σ(x) = γρσ(x+ ξM(x))
∂x′ρ
∂xµ
(x)
∂x′σ
∂xν
(x)dxµdxν
!
= e2σM (x)γµν(x)dx
µdxν ,
or using the linear independence of differential forms, we obtain
∇(γ)µ ξMν(x) +∇(γ)ν ξMµ(x) = 2σM(x)γµν(x)
where ∇(γ) is a covariant derivative constructed with the Levi-Civita (LC) connection calcu-
lated with the metric γ and we used the fact that σM is infinitesimal because ϕM is so. This
is why we employed the notation Ω2M = e
2σM . We can determine the unknown function σM
by taking a trace of the equation:
2σM(x) =
2
d
∇(γ) · ξM(x). (2.4)
Therefore we arrive
∇(γ)µ ξMν(x) +∇(γ)ν ξMµ(x) =
2
d
(∇(γ) · ξM(x)) γµν(x), (2.5)
which is called the conformal Killing equation (CKE). Solutions ξM are called conformal
Killing vectors (CKVs).9 In short, all we have to do to obtain conformal transformations is
to solve the CKEs with suitable boundary conditions and the reality ξ∗M = ξM imposed.
Sometimes, it would be convenient to have an alternative form of (2.5). Taking a covariant
derivative of the equation, we get
∇(γ)ρ ∇(γ)µ ξMν(x) +∇(γ)ρ ∇(γ)ν ξMµ(x) =
2
d
γµν(x)∇(γ)ρ
(
∇(γ) · ξM(x)
)
.
Taking linear combinations with cyclically exchanged spacetime indices, and using the defi-
nitions of Riemann tensors [∇(γ)µ ,∇(γ)ν ]vρ ≡ Rρσµνvσ and Rµν := Rρµρν , one arrives
∇(γ)2ξMµ(x) +RµνξνM(x) =
2− d
d
∇(γ)µ
(∇(γ) · ξM(x)) , (2.6)
where ∇(γ)2 := γµν∇(γ)µ ∇(γ)ν . In the case of flat metric γ = η, these CKEs reduce to the
familiar forms
∂µξMν(x) + ∂νξMµ(x) =
2
d
(∂ · ξM(x)) ηµν ,
∂2ξMµ(x) =
2− d
d
∂µ (∂ · ξM(x)) .
9Some terminologies: if the conformal factor 2σM is zero, ξM is nothing but a Killing vector (KV), and
if the factor is nonzero, ξM is called a conformal Killing vector. More precisely, if the factor is a constant,
ξM is called a homothetic vector, and if it is not a constant, ξM is called a proper conformal Killing vector.
Furthermore, if ∇(γ)µ ∇(γ)ν σM = 0, ξM is called special, and if nonzero, ξM is called non-special.
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Finally, we would like to make a comment on the number of constraints imposed by the
CKEs. Since the CKE (2.5) is symmetric in its spacetime indices, these PDEs naively impose
d(d+1)
2
conditions, however, one notices that the trace part is trivially satisfied because we
have fixed σM(x) so. This becomes evident if we rewrite (2.5) as
0 = ∇(γ)µ ξMν(x) +∇(γ)ν ξMµ(x)−
2
d
(∇(γ) · ξM(x)) γµν(x).
In fact, taking the trace of both hand sides, we obtain 0 = 0, a tautology. Thus the trace
part does not produce new constraints. In other words, one condition of the ‘diagonal’ part
can be reproduced from the others. Thus the CKEs impose
N(d) :=
d(d+ 1)
2
− 1 (2.7)
conditions.10 If we plug in d = 1, we get N(1) = 0, i.e., CKEs are trivially satisfied, and
all transformations (2.3) with suitable boundary conditions and reality imposed generate
conformal transformations.
Now, suppose we have found conformal transformations on (M,γ), which we call ϕM , i.e.,
ϕM : (M,γ) → (M,γ) with (0 6=)∃ΩM ∈ C∞(M) s.t. ϕ∗Mγ = Ω2Mγ. Given a conformal map
ϕ : (M,γ)→ (N, γ′), i.e., (0 6=)∃Ω ∈ C∞(M) s.t. ϕ∗γ′ = Ω2γ, we can construct another map
between (N, γ′):
ϕN := ϕ ◦ ϕM ◦ ϕ−1. (2.8)
We would like to ask whether this is a conformal transformation on (N, γ′), i.e., whether
there exists (0 6=)ΩN ∈ C∞(N) such that ϕ∗Nγ′ = Ω2Nγ′.
Equivalently, given CKVs ξM on (M,γ), which are vector fields ξM ∈ X(M), using the
pushforward ϕ∗, we can get new vector fields ϕ∗ξM ∈ X(N). We would like to ask whether
the new vector fields are CKVs on (N, γ′), i.e.,
∇(γ′)α (ϕ∗ξM)β +∇(γ
′)
β (ϕ∗ξM)α
?
=
2
d
(
∇(γ′) · (ϕ∗ξM)
)
γ′αβ.
Using the identities
ϕ−1 ◦ ϕ = idM , ϕ ◦ ϕ−1 = idN ,
10Logically, some conditions imposed by CKEs can be linearly dependent. For example, when our manifold
is given by a product manifolds, and some of the components are identical, sets of constraints on the identical
components would be the same. In those cases, the number of constraints imposed by CKEs would become
smaller than (2.7). If one considers metric spaces with the most general parameters, this degeneracy would
not happen. For example, as we will see later, this special cases can be avoided if we choose radii li of S1s in
a d-torus Td with d ≥ 2 general enough, meaning that ratio squared (li/lj)2 with i 6= j are all irrational. It
would be interesting to relax this assumption and study cases with these degeneracies. On the other hand,
however, if one considers some special parameters, some conditions (although the conditions are not those
on CKV themselves but on their modes) do degenerate, and one can indeed see a phenomenon of conformal
symmetry enhancement as we will show through an example in section 3.3.
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we obtain
(ϕ−1)∗γ = Ω−2 ◦ ϕ−1 · γ′. (2.9)
In other words, the inverse of the conformal map is also a conformal map with the inverse
conformal factor. Using (2.9) and the property of the pullback (f ◦ g)∗ = g∗ ◦ f ∗, we can
easily answer the first question positively:
ϕ∗Nγ
′ ≡ (ϕ ◦ ϕM ◦ ϕ−1)∗γ′
= (ϕ−1)∗ ◦ ϕ∗M ◦ ϕ∗γ′
= Ω2 ◦ ϕM ◦ ϕ−1 · Ω2M ◦ ϕ−1 · Ω−2 ◦ ϕ−1 · γ′,
namely we have shown that the map (2.8) is a conformal transformation on (N, γ′) with a
conformal factor
Ω2N := Ω
2 ◦ ϕM ◦ ϕ−1 · Ω2M ◦ ϕ−1 · Ω−2 ◦ ϕ−1. (2.10)
We can also show that pushforwards of the CKVs on (M,γ) are CKVs on (N, γ′) by
studying ϕ∗Nγ
′ = Ω2Nγ
′ in components; we write ϕ−1µ(y) = xµ, and
ϕN : y
α 7→ y′α(y) := yα + ξαN(y),
which is infinitesimal because ϕM is so. In fact, using the notation, we have
yα + ξαN(y) = ϕ
α(ϕ−1(y) + ξM(ϕ−1(y)))
' ϕα(ϕ−1(y)) + ξµM(ϕ−1(y))
∂
∂xµ
ϕα(ϕ−1(y))
= yα + ξµM(ϕ
−1(y))
∂yα
∂xµ
(ϕ−1(y)).
This confirms the fact that
ξαN(y) = ξ
µ
M(ϕ
−1(y))
∂yα
∂xµ
(ϕ−1(y))
is infinitesimal.11 Note that this is nothing but the pushforward of ξM :
(ϕ∗ξM)α = ξ
µ
M
∂yα
∂xµ
= ξαN . (2.11)
11Since we are considering only smooth conformal transformations, the Jacobian ∂y/∂x cannot be singular.
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Then we have
(LHS) = γ′γδ(y
′(y))dy′γ(y)dy′δ(y)
= γ′γδ(y + ξN(y))
∂y′γ
∂yα
(y)
∂y′δ
∂yβ
(y)dyαdyβ
'
[
γ′αβ(y) +∇(γ
′)
α ξNβ(y) +∇(γ
′)
β ξNα(y)
]
dyαdyβ
= Ω2(ϕM(ϕ
−1(y)))Ω2M(ϕ
−1(y))Ω−2(ϕ−1(y))γ′αβ(y)dy
αdyβ
=
[
Ω2(ϕ−1(y) + ξM(ϕ−1(y)))Ω2M(ϕ
−1(y))Ω−2(ϕ−1(y))
]
γ′αβ(y)dy
αdyβ
'
[
1 + ξµM(ϕ
−1(y))
∂ ln Ω2
∂xµ
(ϕ−1(y)) + 2σM(ϕ−1(y))
]
γ′αβ(y)dy
αdyβ,
thus
∇(γ′)α ξNβ(y) +∇(γ
′)
β ξNα(y) =
[
ξµM(ϕ
−1(y))
∂ ln Ω2
∂xµ
(ϕ−1(y)) +
2
d
∇(γ) · ξM(ϕ−1(y))
]
γ′αβ(y).
In the last line, we used (2.4). Since we have already established that ϕN is a conformal
transformation, what we have computed implies
2σN(y) =
2
d
∇(γ′) · ξN(y) = ξµM(ϕ−1(y))
∂ ln Ω2
∂xµ
(ϕ−1(y)) +
2
d
∇(γ) · ξM(ϕ−1(y)).
Note that we have just defined the overall factor of γ′ as 2σN . To answer our second question
that whether pushforwards of CKVs are also CKVs, we have to show the equality
2
d
∇(γ′) · ξN(y) = ξµM(ϕ−1(y))
∂ ln Ω2
∂xµ
(ϕ−1(y)) +
2
d
∇(γ) · ξM(ϕ−1(y)). (2.12)
In fact we can show this relation. See the appendix A for details. The relation establishes
our expectation
∇(γ′)α (ϕ∗ξM)β +∇(γ
′)
β (ϕ∗ξM)α =
2
d
(
∇(γ′) · (ϕ∗ξM)
)
γ′αβ. (2.13)
In other words, given CKVs ξM on (M,γ), their pushforwards ϕ∗ξM are also CKVs on
(N, γ′). Since the pushforwards are linear and bijective, they preserve vector space structures.
Furthermore, since ξM and ξN are ϕ-related, pushforwads also preserve commutator products.
Therefore, pushforwards give isomorphisms between conformal algebras:
conf(M) ∼= conf(N). (2.14)
As an immediate corollary, we get
dim Conf(M) = dim Conf(N).
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However, note that the isomorphism between Lie algebras does not mean full conformal
groups are isomorphic. We will see an example in which two metric spaces related by a
conformal map have different global structures. We would also like to mention that (2.14) is
a statement about (closed) manifolds M and N which are both completely covered by the
conformal map. If the manifolds have boundaries or a conformal map does not cover the
whole region, boundary conditions can break the relation. Therefore it is important to keep
track of which parts are covered by conformal maps. We will also see an example of this
breaking.
CFTs on conformally flat spaces (possibly some points removed) such as Sdr or S1r ×Hd−1r
can be obtained via conformal maps between Rd (plus or minus some points). The conformal
map between Sdr and Rd ∪ {∞} is well known under the name of stereographic projection:
X1
X2
...
Xd
Xd+1
 =
r
1 + |x|
2
4r2

x1/r
x2/r
...
xd/r
|x|2
4r2
− 1
 ∈ Rd+1,
where |x|2 := (x1)2 + · · ·+ (xd)2. X labels a point on Sdr :
(X1)2 + · · ·+ (Xd+1)2 = r2.
In fact, the coordinate system manifests conformal flatness:
ds2Sdr = ds
2
Rd+1
∣∣∣
r;fixed
=
d+1∑
j=1
(dXj)2
∣∣∣
r;fixed
=
(
1
1 + |x|
2
4r2
)2 d∑
j=1
(dxj)2.
To see the conformal flatness of S1r ×Hd−1r , it is useful to employ a coordinate system
ds2Rd = dt
2 + dρ2 + ρ2ds2Sd−21
,
t ∈ (−∞,+∞), ρ ∈ [0,+∞).
Then the conformal map between Rd and S1r ×Hd−1r is given by
t = r
sin τ
cosh η + cos τ
, ρ = r
sinh η
cosh η + cos τ
.
The inverse map is given by
coth η =
r2 + t2 + ρ2
2rρ
, cot τ =
r2 − t2 − ρ2
2rt
.
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Using the transformation, we obtain
dt2 + dρ2 + ρ2ds2Sd−21
=
(
1
cosh η + cos τ
)2 {
r2dτ 2 + r2
[
dη2 + sinh2 ηds2Sd−21
]}
,
τ ∈ [0, 2pi), η ∈ [0,+∞).
This conformal map was used, for example, in [22]. Also, the conformal map between Sdr
(minus the great sphere Sd−2φ=pi) and S1r × Hd−1r is known (see e.g. [23]); in the coordinate
system12
ds2Sdr/r
2 = dφ2 + sin2 φdτ 2 + cos2 φds2Sd−21
,
φ ∈ [pi/2, pi], τ ∈ [0, 2pi),
the map is simply given by
sinh η = − cotφ.
In fact, we obtain
ds2Sdr/r
2 =
1
cosh2 η
ds2S1r×Hd−1r /r
2.
Therefore, using these conformal maps, one can easily translate results of CFTs on Rd (or
its one-point compactification Rd ∪ {∞}) to those on S1r ×Hd−1r or Sdr once suitable bound-
ary conditions are imposed (and nontrivial operator mixings caused by local counterterms
including background metric [24] are taken into account).
3 Examples
It would be instructive to study a few metric spaces to understand the formalism of the
previous section. So we explore CFTs on some manifolds including both orientable and
unorientable ones, possibly with boundaries, in this section. For more examples, see appendix
D.
We study the examples in the following steps; (1) fix a metric space, (2) specify boundary
conditions, (3) use some boundary conditions to write down an ansatz, (4) solve the CKE
imposing the boundary conditions and the reality, (5) compute the Lie algebra formed by
generators, and (6) consider forms of n-point functions, and whether they are physical by
taking local counterterms into account. In (2), we use a simple fact that a given local
coordinate system be single-valued. Therefore, if two points p, p′ ∈ M are identified, they
must have the same value in any given local coordinate systems x(p)
!
= x(p′). For p and p′ are
identified in M , the conditions do not contradict the local nature of our analysis even though
12To make the domain of η nonnegative, [0,+∞), we changed the domain of φ from [0, pi/2] to [pi/2, pi].
Then η ∈ [0,+∞) corresponds to φ ∈ [pi/2, pi).
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we call them boundary conditions for brevity. Since conformal transformations are subset
of coordinate transformations x 7→ x′, we consider two local coordinate systems x and x′.
So we have two different ways to express x′(p′), and these two expressions give us boundary
conditions CKVs must obey. In (5), if possible, we comment on the global structures of the
conformal groups.
3.1 S1l ×H1r
As a warm-up, let us study S1l ×H1r.13 The metric is given by
ds2 = l2dτ 2 + r2dη2,
τ ∈ [0, 2pi), η ∈ [0,+∞). (3.1)
Since LC connections are trivial, CKE (2.5) reduces to14
∂µξν(x) + ∂νξµ(x) = γµν(x)
(
1
l2
∂τξτ (x) +
1
r2
∂ηξη(x)
)
. (3.2)
Case analysis yields
0 = ∂τξτ (x)−
(
l
r
)2
∂ηξη(x),
0 = ∂τξη(x) + ∂ηξτ (x).
(3.3)
We should solve these equations with a boundary condition
∀η ∈ [0,+∞), ξµ(τ + 2pi, η) = ξµ(τ, η). (3.4)
The most general form of ξ consistent with the boundary condition would be given by
ξµ(τ, η) =
∑
m∈Z
eimτξ(m)µ (η). (3.5)
To make this real, we must impose
∀m ∈ Z, ∀η ∈ [0,+∞), ξ(m)µ (η) = ξ(−m)∗µ (η). (3.6)
Substituting the ansatz in (3.3), we obtain
∂η
(
ξ
(m)
τ (η)
ξ
(m)
η (η)
)
= im
(
0 −1(
r
l
)2
0
)(
ξ
(m)
τ (η)
ξ
(m)
η (η)
)
.
13One may notice that this example is trivial. Indeed it is, however, we will study anyway because we
would like to use the result in the next example.
14From now on, we denote CKVs ξ instead of ξM because on which metric space we are working on would
be clear.
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We can diagonalize the matrix on the RHS as(
0 −1
a 0
)
= SJS−1
where
S :=
(− i√
a
i√
a
1 1
)
, J :=
(−i√a 0
0 i
√
a
)
.
Thus the equation can be solved with ease:
S−1
(
ξ
(m)
τ (η)
ξ
(m)
η (η)
)
=
(
emrη/l 0
0 e−mrη/l
)(
c
(m)
τ
c
(m)
η
)
,
where c
(m)
µ are complex constants. The reality condition (3.6) is now given by
∀m ∈ Z, c(m)η = c(−m)∗τ . (3.7)
Using this condition, we arrive(
ξτ (τ, η)
ξη(τ, η)
)
=
∑
m∈Z
eimτ
(
il
r
(
−emrη/lc(m)τ + e−mrη/lc(−m)∗τ
)
emrη/lc
(m)
τ + e−mrη/lc
(−m)∗
τ
)
. (3.8)
We have not yet imposed any boundary condition in the η-direction. To preserve the
‘boundary’ η = 0, it would be natural to require the η-component of the CKV vanish at
η = 0:15
∀τ ∈ [0, 2pi), ξη(τ, η = 0) != 0. (3.9)
The boundary condition implies∑
m∈Z
eimτ
{
c(m)τ + c
(−m)∗
τ
}
= 0,
or using the orthogonality of the basis eimτ , we obtain
∀m ∈ Z, c(m)τ + c(−m)∗τ = 0. (3.10)
Then (3.8) further reduces to(
ξτ (τ, η)
ξη(τ, η)
)
=
∑
m∈Z
eimτ
(
−2il
r
c
(m)
τ cosh
mrη
l
2c
(m)
τ sinh
mrη
l
)
. (3.11)
15Depending on the problems we consider, we also have to impose suitable boundary conditions at η → +∞,
but we do not consider the problem in this paper.
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In short, we have obtained an infinite number of conformal transformations on M =
S1l × H1r. This result is expected because it is well known that R2 (and not S2, in the sense
that the regularity of CKVs at infinity is not imposed) enjoys infinite dimensional conformal
algebra, and our coordinate system (3.1) is just a rescaled version of the familiar coordinate
system to describe the complex plane C1 ≈ R2 employed in the radial quantization. This
becomes clear if we introduce a coordinate
z := rη + ilτ, z¯ = rη − ilτ.
Then the metric (3.1) can be rewritten as
ds2 =
1
2
(dzdz¯ + dz¯dz).
In this coordinate system, linear combinations of the CKVs are ‘holomorphic’:
ξz := rξη + ilξτ =
2
r
∑
m∈Z
c(m)τ e
mz/l, ξz¯ := rξη − ilξτ = −2
r
∑
m∈Z
c(m)τ e
−mz¯/l.
Now that it is clear that ξz = ξz(z) is holomorphic, and it generates holomorphic transforma-
tions, which has infinite number of degrees of freedom. ξz has the correct periodic property
ξz(z + 2piil) = ξz(z). ξz¯ = ξz¯(z¯) has exactly the same properties once z is replaced with z¯.
It generates an infinite number of antiholomorphic transformations.
We define
∂ :=
1
2
(
1
r
∂
∂η
− i
l
∂
∂τ
)
, ∂¯ :=
1
2
(
1
r
∂
∂η
+
i
l
∂
∂τ
)
,
so that
∂z = 1, ∂z¯ = 0, ∂¯z = 0, ∂¯z¯ = 1.
Then, conformal transformations on our manifold S1l ×H1r are generated by
ξ(τ, η) = ξµ(τ, η)∂µ = ξ
z(z)∂ + ξz¯(z¯)∂¯ ≡ ξ(z) + ξ¯(z¯),
where
ξ(z) := ξz(z)∂, ξ¯(z¯) := ξz¯(z¯)∂¯.
So generators are identified as Pm = z
m∂, P¯m¯ = z¯
m¯∂¯ with m, m¯ ∈ N. Since any holomorphic
and antiholomorphic generators commute
[Pn, P¯m¯] = 0,
the conformal group Conf0(S1l ×H1r) is given by a product of groups consist of holomorphic
transformations, which is generated by ξ(z), and of antiholomorphic transformations, which
is generated by ξ¯(z¯).
Forms of n-point functions in CFTs on the manifold are thus well-known.
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3.2 H2r
Next, let us study a hyperbolic plane H2r. The line element is given by
ds2 = r2(dη2 + sinh2 ηdτ 2)
η ∈ [0,+∞), τ ∈ [0, 2pi). (3.12)
The space has LC connections
Γτητ = coth η = Γ
τ
τη, Γ
η
ττ = − sinh η cosh η, the others = 0. (3.13)
Hence the CKE reduces to
0 = − sinh2 η∂ηξη + ∂τξτ + sinh η cosh ηξη,
0 = ∂ηξτ + ∂τξη − 2 coth ηξτ .
(3.14)
We first consider the ‘interior’ η ∈ (0,+∞). Because of the periodic identification τ+2pi ∼ τ ,
we have to solve the PDEs with a boundary condition
∀η ∈ [0,+∞), ξµ(η, τ + 2pi) = ξµ(η, τ). (3.15)
The most general form of ξµ is thus given by
ξµ(η, τ) =
∑
m∈Z
eimτξ(m)µ (η), (3.16)
on which the reality condition is given by
∀m ∈ Z, ∀η ∈ [0,+∞), ξ(−m)∗µ (η) = ξ(m)µ (η).
Substituting the ansatz in the CKE (3.14), one obtains
∂η
(
ξ
(m)
η
ξ
(m)
τ
)
=
(
coth η im
sinh2 η
−im 2 coth η
)(
ξ
(m)
η
ξ
(m)
τ
)
. (3.17)
It may be possible to solve this PDE directly, but an easy way16 is to use a conformal
map S1r ×H1r → H2r given by
sinh η′ =
1
sinh η
. (3.18)
16This computation of CKVs may not be completely correct. Possible problems are in the treatment of
boundaries. A natural boundary condition ∀τ ∈ [0, 2pi), ξη(η = 0, τ) != 0 is overkill. On the other hand,
although the boundary condition (3.9) seems overkill because η′ = 0 corresponds to η = +∞, the boundary
condition correctly kills putative CKVs such as sinh η∂η. At present, we do not understand why the boundary
conditions work, but decided to present this computation for educational reasons; this computation gives an
example of solving CKE via a conformal map and that of conformal algebras ceasing to be isomorphic due
to boundary conditions, and lets us keep track of CKVs explicitly. If one is only interested in conformal
algebras and correlation functions, one can jump to the last part of this subsection where we generalize our
results to Hdr .
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In fact, one can show
ds2S1r×H1r = r
2dτ 2 + r2dη′2,
τ ∈ [0, 2pi), η′ ∈ [0,+∞)
is conformal to (3.12):
ds2S1r×H1r = r
2dτ 2 + r2dη′2
=
r2
sinh2 η
(dη2 + sinh2 ηdτ 2).
Note that the conformal map only covers η′ ∈ (0,+∞) or η ∈ (0,+∞). Thus this is a
conformal map between an infinite cylinder (or equivalently a two-sphere with two poles
removed) and H2r\{η = 0}. We will comment on the ‘boundary’ point later, and consider the
‘interior,’ i.e., η ∈ (0,+∞), first.
The Jacobian is given by
∂yα
∂xµ
=
(
∂η
∂τ
∂η
∂η′
∂τ
∂τ
∂τ
∂η′
)
=
(
0 − sinh η
1 0
)
.
Then the pushforward of the solution (3.11) yields(
ξη(η, τ)
ξτ (η, τ)
)
=
∑
m∈Z
eimτ
(
−2c(m)τ sinh η sinhmη′(η)
−2ic(m)τ sinh2 η coshmη′(η)
)
. (3.19)
One can easily show that this vector field solves (3.17). This gives an example of (2.14)
because S1r × H1r\{η′ = 0} (or equivalently a two-sphere without two poles, or an infinite
cylinder) is conformal to H2r\{η = 0} via the conformal map (3.18).
Let us consider the ‘boundary.’ Since the conformal map (3.18) is not well-defined at
‘boundaries,’ the solution (3.19) is valid only in the interior η ∈ (0,+∞). However, if we
shift to the local coordinate system (η, τ), the solution (3.19) stands on its own feet, and
we can extend the domain to the whole H2r. Since we are interested in globally well-defined
CKVs, the solution has to be extented to the whole η including the point η = 0. This can
be done by naively extending the domain of the solution to η ∈ [0,+∞), and imposing a
suitable boundary condition at η = 0. Since the S1 labeled by τ shrinks to a point at η = 0,
we cannot have a vector field with nonzero τ -component there. So it is natural to impose a
boundary condition
∀τ ∈ [0, 2pi), ξτ (η = 0, τ) != 0. (3.20)
This boundary condition kills degrees of freedom generated by c
(m)
τ with |m| ≥ 2 because
coshmη′(η) are too singular for those m. Thus globally well-defined CKVs are parametrized
with three real constants
b(0)τ , a
(1)
τ (= −a(−1)τ ), b(1)τ (= b(−1)τ ),
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and the final solution is given by(
ξη(η, τ)
ξτ (η, τ)
)
= b(0)τ
(
0
2 sinh2 η
)
+ a(1)τ
( −4 cos τ
4 sinh η cosh η sin τ
)
+ b(1)τ
(
4 sin τ
4 sinh η cosh η cos τ
)
.
(3.21)
Let us work out the group as in the previous example. The CKV can be written as
ξ(η, τ) = ξµ(η, τ)∂µ
=
2b
(0)
τ
r2
∂τ +
4a
(1)
τ
r2
(− cos τ∂η + coth η sin τ∂τ ) + 4b
(1)
τ
r2
(sin τ∂η + coth η cos τ∂τ ) .
So if we define17
U := ∂τ , V := − cos τ∂η + coth η sin τ∂τ , W := sin τ∂η + coth η cos τ∂τ ,
these form the Lie algebra so(2, 1) ∼= su(1, 1)
[U, V ] = W, [V,W ] = −U, [W,U ] = V,
locally giving
Conf0(H2) ' SO(2, 1) ' Isom0(H2r), (3.22)
in which U(1), constant shifts in the τ -direction, generated by U is contained as a subgroup
as expected. This gives an example of the comment below (2.14); although subspaces S1r ×
H1r\{η′ = 0} and H2r\{η = 0} are conformal (so conf(S1r×H1r\{η′ = 0}) ∼= conf(H2r\{η = 0})),
adding a point {η = 0} breaks the relation. Therefore, it is important to keep track of which
parts are covered by conformal maps.
To judge whether the group is SO(2, 1) or SU(1, 1), let us study the nontrivial element
−id : (η, τ) 7→ (−η,−τ) of the center Z2 ⊂ SU(1, 1). One finds this is not an element of
the (full) conformal group because it does not preserve the domain. So the group would be
SO(2, 1) rather than SU(1, 1):
SO(2, 1) ⊂ Conf(H2).
This result was expected because the space is conformal to semi-infinite cylinder or further
to the upper half-plane (plus ∞), the conformal group must be locally identical to SL(2,R),
17In the usual embedding of H2r in R2,1
X0 = r cosh η, X1 = r sinh η cos τ, X2 = r sinh η sin τ,
these vector fields are given by
U = X1
∂
∂X2
−X2 ∂
∂X1
, V = −X0 ∂
∂X1
−X1 ∂
∂X0
, W = X0
∂
∂X2
+X2
∂
∂X0
,
which are well-known KVs of H2r.
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which is half of the conformal group on R2 ∪ {∞} preserved by the conformal boundary
condition [25] T (z) = T¯ (z¯) at z = z¯ in the complex coordinate system. (More precisely, the
group is isomorphic to PSL(2,R) ' SO(2, 1).)
The conformal WT relations are given by
0
!
= T 〈O1(x1) · · ·On(xn)〉, (3.23)
where T = U, V,W . Thus the general form of n-point functions is
〈O1(η1, τ1) · · ·On(ηn, τn)〉 = f(η1, η2, · · · , ηn; τ12, τ23, · · · , τn−1,n). (3.24)
For example, one-point functions are given by
〈O(η, τ)〉 = const., (3.25)
but it is difficult to determine forms of higher-point functions.
To compute higher-point functions on H2r, we take an indirect way; use a conformal map
from the upper half-plane (we include ∞) to the hyperbolic plane.18 On the upper half-
plane19 R2+ := {(x1, x2) ∈ R2 ∪ {∞}|x2 > 0} plus x2 = 0, i.e., R2≥, we can compute CKVs as
on RPd in appendix D, i.e., employing the expression
ξµ(x) = aµ +mµνxν + λx
µ + (2bνxνx
µ − |x|2bµ),
one imposes boundary condition
∀x1 ∈ R ∪ {∞}, ξ2(x1, x2 = 0) != 0 (3.26)
in order not to move the boundary x2 = 0. Then the CKV is given by
ξ(x) = a1∂1 + λx
µ∂µ + b
1(2x1x
µ∂µ − |x|2∂1). (3.27)
The conformal group thus has translation in the x1 direction, dilation, and special conformal
transformation in the x1 direction. Defining
P := ∂1, D := −xµ∂µ, K := 2x1xµ∂µ − |x|2∂1,
one can compute
[P,D] = −P, [P,K] = −2D, [D,K] = −K,
18This procedure to compute correlation functions on hyperbolic spaces was used in the latest paper of
[16], and our results are consistent with theirs.
19This notation may not be standard, but anyway we use this notation because it turns out that H2r (or
more generally Hdr) is conformal to R2+ (or Rd+). We also write Rd≥ := {(x1, . . . , xd) ∈ Rd ∪ {∞}|xd ≥ 0}.
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which is isomorphic20 to so(2, 1) ∼= su(1, 1). Since −id does not preserve the domain, it is
not an element of the (full) conformal group, and the group must be SO(2, 1):21
SO(2, 1) ⊂ Conf(R2+). (3.28)
Using the symmetries, one can obtain one- and two-point functions (see for example the first
three papers of [26] and also [27] for a recent progress):
〈O∆(x1, x2)〉 = f∆
(2x2)∆
, 〈O∆1(x11, x21)O∆2(x12, x22)〉 =
g12(ζ)
(2x21)
∆1(2x22)
∆2
,
where xµj is the µ-th component of the j-th insertion point, and
ζ :=
(x112)
2 + (x212)
2
4x21x
2
2
is the cross ratio, where xµjk := x
µ
j − xµk .
Since there are no local counterterms which can shift the one-point functions and nonlocal
parts of the two-point functions, these are physical.
We would like to translate these results to correlation functions on H2r using conformal
maps. Under a conformal map
ϕ : (M,γ) → (N, γ′)
∈ ∈
x 7→ y(x)
with ϕ∗γ′ = Ω2γ, scalar operators with scaling dimension ∆ transform as [28]
O′∆(y(x)) = Ω
−∆(x)O∆(x). (3.29)
This relation enables us to compute correlation functions on H2. To accomplish the purpose,
we need a concrete form of the map, and have to work out the conformal factor Ω. It is
convenient to introduce a complex coordinate system
z := x1 + ix2,
20This can be seen by defining
U± :=
1√
2
(P ±K).
In fact, {U+, U−, D} obey
[U+, U−] = D, [U−, D] = −U+, [D,U+] = U−.
21As long as we impose the same boundary condition (3.26), conformal groups are the same with or without
x2 = 0.
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and consider a conformal map from the upper half-plane to the semi-infinite cylinder (or
S1 ×H1) of radius r by22
w(z) := −ir ln
(
1 + iz
1− iz
)
, (3.30)
called the Sliver frame in string field theory. Then real and imaginary parts of w can be
naturally identified with our familiar coordinates:
w =r(τ + iη′),
τ ∈ [−pi, pi), η′ ∈ [0,+∞).
After that we can go to the hyperbolic space easily via the conformal map (3.18). The first
conformal map has a conformal factor23
Ω2(x) =
4r2
(1 + z2)(1 + z¯2)
=
4r2
[1 + (x1)2 − (x2)2]2 + 4(x1)2(x2)2 , (3.31)
and the second has
Ω2(η′(x)) =
1
sinh2 η′(z)
=
[(1 + x2)2 + (x1)2][(1− x2)2 + (x1)2]
4(x2)2
. (3.32)
As we saw in section 2, conformal factors of successive conformal maps simply multiply. Thus
the total conformal factor we wanted to compute is given by
Ω2(x) =
r2
(x2)2
. (3.33)
Therefore, one- and two-point functions on H2r are given by
〈O′∆(y(x))〉 =
f∆
(2r)∆
, 〈O′∆1(y1(x1))O′∆2(y2(x2))〉 =
g12(ζ)
(2r)∆1+∆2
. (3.34)
Note that the one-point functions are constants, and consistent with (3.25). However, since
H2 has nontrivial Riemann tensors, we can write a local counterterm
S 3
∫
d2x
√
γf(λ)R(x),
making the one-point functions of operators with Weyl weight (−2) unphysical unless the
local counterterm is forbidden by symmetries one would like to preserve. In other words,
22To match mass dimensions, we assume there is a dimensionful parameter in CFTs on R2+, and dimension-
ful parameters such as z are normalized with it. If one does not like the assumption, one can use a cleaner
conformal map explained later, which is free of this issue.
23These conformal factors can also be computed using (A.1).
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operators with Weyl weight (−2) mix with the identity operator. Nonlocal parts of the two-
and higher-point functions are physical.
For later use, we would also like to get an expression in terms of H2 coordinate systems.
Inverting (3.30), one obtains
z = tan
(
τ + iη′(η)
2
)
, (3.35)
where η′(η) is given by
η′(η) = ln
(
1 + cosh η
sinh η
)
. (3.36)
Thus the local coordinate system in the upper half-plane is written as
x1 = Re
[
tan
(
τ + iη′(η)
2
)]
=
sinh η sin τ
cosh η + sinh η cos τ
,
x2 = Im
[
tan
(
τ + iη′(η)
2
)]
=
1
cosh η + sinh η cos τ
.
(3.37)
Note that x2 = 0 corresponds to η = +∞. Thus H2r is conformal to R2+, not R2≥. The relation
(3.37) reduces the conformal factor (3.33) to
Ω2(η, τ) = r2(cosh η + sinh η cos τ)2. (3.38)
Hence, one- and two-point functions on H2r are given by
〈O∆(η, τ)〉 = f∆
(2r)∆
, 〈O∆1(η1, τ1)O∆2(η2, τ2)〉 =
g12(ζ(η1, η2, τ1, τ2))
(2r)∆1+∆2
, (3.39)
where
ζ(η1, η2, τ1, τ2) =
(cosh η1 + sinh η1 cos τ1)(cosh η2 + sinh η2 cos τ2)
4
×
[(
sinh η1 sin τ1
cosh η1 + sinh η1 cos τ1
− sinh η2 sin τ2
cosh η2 + sinh η2 cos τ2
)2
+
(
1
cosh η1 + sinh η1 cos τ1
− 1
cosh η2 + sinh η2 cos τ2
)2 ]
.
Although the cross ratio looks complicated, it can be simplified dramatically. Recalling the
usual embedding of H2r in R2,1, we can write
X0 = r cosh η, X1 = r sinh η cos τ, X2 = r sinh η sin τ.
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Then the cross ratio reduces to
ζ = − 1
2r2
(
X11X
1
2 +X
2
1X
2
2 −X01X02 + r2
)
= −1
2
(sinh η1 sinh η2 cos τ12 − cosh η1 cosh η2 + 1) .
(3.40)
The constant shift is needed to make ζ vanish when X1 = X2. Now that it is clear that the
cross ratio, so that the two-point functions are invariant under SO(2, 1). In fact, one can
show the correlators satisfy the conformal WT relations (3.23).
Repeating the procedure, one can compute higher-point functions on H2r including local
operators in nontrivial representations of SO(2, 1) from those on the upper half-plane (plus
∞).
The results can be generalized to higher dimensions. To study Hdr , it is convenient to
employ a coordinate system [29]
X0
X1
...
Xd−1
Xd
 =

xd
2
+ 1
2xd
(r2 + ~x2)
rx1/xd
...
rxd−1/xd
xd
2
− 1
2xd
(r2 − ~x2)
 = r

cosh η
sinh η cos θ1
...
sinh η sin θ1 · · · sin θd−2 cos θd−1
sinh η sin θ1 · · · sin θd−1
 ,
where ~x ∈ Rd−1 ∪ {∞}, xd > 0. Using the first coordinate system, one can easily show
(X0)2 − ~X2 = r2,
where ~X2 = (X1)2 + · · ·+ (Xd)2, implying X ∈ Hdr , and
ds2Hdr = −(dX0)2 + d ~X2 =
( r
xd
)2
[d~x2 + (dxd)2],
showing the upper half-space Rd+ is conformal to Hdr with the conformal factor
Ω2 =
( r
xd
)2
.
An existence of the conformal map implies24
conf(Hdr) ∼= so(d, 1) ∼= isom(Hdr). (3.41)
24In the embedding coordinate X above, the (C)KVs are given by
Xj
∂
∂Xk
−Xk ∂
∂Xj
(1 ≤ j < k ≤ d), X0 ∂
∂Xj
+Xj
∂
∂X0
(1 ≤ j ≤ d),
as usual.
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Employing the conformal map ϕ : (Rd+, δ) → (Hdr , γ), one can translate one- and two-point
functions on Rd+
〈O∆(x)〉 = f∆
(2xd)∆
, 〈O∆1(x1)O∆2(x2)〉 =
g12(ζ)
(2xd1)
∆1(2xd2)
∆2
to those on Hdr :
〈O∆(x)〉 = f∆
(2r)∆
, 〈O∆1(x1)O∆2(x2)〉 =
g12(ζ)
(2r)∆1+∆2
, (3.42)
where
ζ =
(~x1 − ~x2)2 + (xd12)2
4xd1x
d
2
= − 1
2r2
( ~X1 · ~X2 −X01X02 + r2)
= −1
2
(
sinh η1 sinh η2[cos θ
1
1 cos θ
1
2 + · · ·+ sin θ11 sin θ12 · · · sin θd−31 sin θd−32 cos θd−21 cos θd−22
+ sin θ11 sin θ
1
2 · · · sin θd−21 sin θd−22 cos θd−112 ]− cosh η1 cosh η2 + 1
)
(3.43)
is the cross ratio. One can easily compute this realizing Ωjx
µ
j = X
µ
j with µ = 1, . . . , d−1 and
X0j −Xdj = rΩj. This form is consistent with our result in two dimensions, and was expected
because the ‘Minkowski metric’ ηab = diag(+1, · · · ,+1,−1) with a = 1, . . . , d+ 1 is the only
invariant two-tensor of SO(d, 1), the conformal group of Rd+. Taking local counterterms into
account, one learns the one-point functions are physical if d is odd. If d is even, all one-point
functions of local operators but those with Weyl weights (−d) are physical. Nonlocal parts
of higher-point functions are physical.
Finally, we would like to briefly comment on conformal manifolds of the CFTs on Hdr . As
we have seen, CFTs on Hdr can be obtained from defect CFTs on Rd+. Since the latter space
enjoys dilation, conformal manifolds are spanned by exactly marginal scalar operators O∆=d.
If the reflection positivity [30] in the Euclidean space applies also to its subspaces such as
Rd+, then two-point functions of the operators define the Zamolodchikov metrics g(λ). Since
nontrivial operator mixings take place on curved spaces, the Zamolodchikov metrics on Hdr
and Rd+ would not necessarily match. It would be interesting to study properties of g(λ) on
Hdr .
3.3 S1l ×H2r
Let us study S1l ×H2r, which turns out to show conformal symmetry enhancement if we tune
the radii. This manifold has a line element
ds2 = l2dτ 2 + r2(dη2 + sinh2 ηdθ2)
τ ∈ [0,2pi), η ∈ [0,+∞), θ ∈ [0, 2pi). (3.44)
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We emphasize that τ, θ are always taken to be 2pi periodic whatever the radii l, r are. Its LC
connections are computed as
Γθηθ = coth η = Γ
θ
θη, Γ
η
θθ = − sinh η cosh η, the others = 0. (3.45)
We first consider the ‘interior’ η ∈ (0,+∞). Because of the periodic identifications
τ + 2pi ∼ τ, θ + 2pi ∼ θ,
the most general form of the CKVs are given by
ξµ(τ, η, θ) =
∑
m,n∈Z
ei(mτ+nθ)ξ(m,n)µ (η), (3.46)
on which the reality condition is given by
∀(m,n) ∈ Z2,∀η ∈ [0,+∞), ξ(−m,−n)∗µ (η) = ξ(m,n)µ (η). (3.47)
Then the CKE can be reorganized as
∂η
ξ
(m,n)
τ (η)
ξ
(m,n)
η (η)
ξ
(m,n)
θ (η)
 =
 0 −im 0im ( r
l
)2
0 0
0 −in 2 coth η

ξ
(m,n)
τ (η)
ξ
(m,n)
η (η)
ξ
(m,n)
θ (η)
 (3.48)
with two constraints
0 = mξ
(m,n)
θ (η) + nξ
(m,n)
τ (η),
0 = −im
(r
l
)2
ξ(m,n)τ (η) +
in
sinh η
ξ
(m,n)
θ (η) + coth ηξ
(m,n)
η (η).
(3.49)
We solve the CKE using case analysis.
n = 0 In this case, (3.48) can be solved easily by diagonalizing the upper left two by two
submatrix as before to findξ
(m,0)
τ (η)
ξ
(m,0)
η (η)
ξ
(m,0)
θ (η)
 =
− ilr
(
ermη/lc
(m,0)
τ − e−rmη/lc(−m,0)∗τ
)
ermη/lc
(m,0)
τ + e−rmη/lc
(−m,0)∗
τ
c
(m,0)
θ sinh
2 η
 (3.50)
with c
(−m,0)∗
θ = c
(m,0)
θ . We still have to impose (3.49). Since we are considering n = 0, the
first condition yields
c
(m 6=0,0)
θ = 0.
Taking the reality condition into account, only the real part of the c
(0,0)
θ , denoted as a
(0,0)
θ ,
can be nonzero:
c
(0,0)
θ = a
(0,0)
θ . (3.51)
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The second condition turns out to play an interesting role; by inserting the solution (3.50),
we find
0 = −rm
l
(
ermη/lc(m,0)τ − e−rmη/lc(−m,0)∗τ
)
sinh η +
(
ermη/lc(m,0)τ + e
−rmη/lc(−m,0)∗τ
)
cosh η.
(3.52)
This must hold for all η (at least away from the ‘boundary’ η = 0). Since the complex
constants c
(m,0)
θ cannot change the power of η, coefficients of each power of η should vanish
by themselves. Let us first consider the case m 6= 0.
In this case, if r/l is irrational, or r/l > 1, all four factors exp
[ (
±rm
l
± 1
)
η
]
are
independent. So four coefficients of them should vanish separately:
c(m6=0,0)τ
(
−rm
l
+ 1
)
!
=0,
c(−m6=0,0)∗τ
(rm
l
+ 1
)
!
=0,
c(m 6=0,0)τ
(rm
l
+ 1
)
!
=0,
c(−m 6=0,0)∗τ
(
−rm
l
+ 1
)
!
=0,
leading to
c(m 6=0,0)τ = 0.
If l = Nr with N ∈ N×, some factors of (3.52) coincide, leading to weaker conditions. In
fact, at m = ±N , two factors become e0·η = 1, and the condition reduces to
c(N,0)τ + c
(−N,0)∗
τ
!
= 0,
leading to
a(−N,0)τ = −a(N,0)τ , b(−N,0)τ = b(N,0)τ , (3.53)
where c
(m,n)
τ ≡ a(m,n)τ + ib(m,n)τ with real a(m,n)τ , b(m,n)τ . We still have to consider boundary
conditions, however, we will see these solutions survive and thus S1Nr × H2r enjoys larger
conformal group. The result was expected for N = 1 because the manifold is conformally
flat,25 but the enhancement for N > 1 have not appeared in literature to the best of our
knowledge.
When m = 0, (3.52) simplifies and give
c(0,0)∗τ = −c(0,0)τ ,
so it is pure imaginary, and the solution is parametrized by
c(0,0)τ = ib
(0,0)
τ . (3.54)
25More precisely, S1r ×H2r is conformal to R3 ∪ {∞}\(R1 ∪ {∞}) as we will see later.
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Since no radius dependence appears in m = 0 case, this result is true for any l.
Combining all the results, for the case n = 0, we arriveξτ (τ, η, θ)ξη(τ, η, θ)
ξθ(τ, η, θ)
 3
 2lr b(0,0)τ0
a
(0,0)
θ sinh
2 η
 (3.55)
for irrational r/l or r/l > 1, andξτ (τ, η, θ)ξη(τ, η, θ)
ξθ(τ, η, θ)
 3
 2Nb(0,0)τ0
a
(0,0)
θ sinh
2 η
+

4N cosh η
(
a
(N,0)
τ sinNτ + b
(N,0)
τ cosNτ
)
4 sinh η
(
a
(N,0)
τ cosNτ − b(N,0)τ sinNτ
)
0
 (3.56)
for l = Nr with N ∈ N×.
n 6= 0 Next, let us study the case n 6= 0. In this case, the first condition in (3.49) reduces
to
ξ(m,n 6=0)τ (η) = −
m
n
ξ
(m,n 6=0)
θ (η). (3.57)
Using this, we reduce the second condition to
ξ(m,n 6=0)η (η) = −i
[ 1
n
(rm
l
)2
tanh η +
n
sinh η cosh η
]
ξ
(m,n 6=0)
θ (η). (3.58)
Let us first consider the case m 6= 0. By inserting (3.57) and (3.58) in (3.48), one finds
∂ηξ
(m 6=0,n6=0)
θ (η) = coth ηξ
(m6=0,n6=0)
θ (η),[ (rm
l
)2
tanh η +
n2
sinh η cosh η
]
ξ
(m6=0,n6=0)
θ (η) = coth ηξ
(m6=0,n6=0)
θ (η),
∂η
{[(rm
l
)2
tanh η +
n2
sinh η cosh η
]
ξ
(m 6=0,n6=0)
θ (η)
}
=
(rm
l
)2
ξ
(m6=0,n 6=0)
θ (η).
(3.59)
The first line can be solved with ease:
ξ
(m6=0,n 6=0)
θ (η) = c
(m 6=0,n6=0)
θ sinh η, (3.60)
with complex constant c
(m 6=0,n 6=0)
θ . Substituting the solution in the second constraint of (3.59),
we get
0 = c
(m6=0,n 6=0)
θ
{[(rm
l
)2
− 1
]
cosh2 η +
[
n2 −
(rm
l
)2]}
.
Since this must hold for arbitrary η, to have nontrivial conformal transformations, each
square bracket must vanish independently:
1 =
(rm
l
)2
= n2. (3.61)
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Only when these conditions are satisfied, c
(m 6=0,n6=0)
θ can be nonzero. One notices at once that
this condition does not have a solution if r/l > 1, but only when l = Nr with N ∈ N×.
Therefore only c
(±N,±1)
θ can be nonzero.
We still have to consider the last equation of (3.59). With the help of the second equation
of (3.59) and the solution (3.60), the equation reduces to
0 = c
(m6=0,n6=0)
θ sinh η
[(rm
l
)2
− 1
]
,
which is automatically satisfied if (3.61) holds.
Thus for the case m 6= 0, we foundξ
(m6=0,n6=0)
τ (η)
ξ
(m6=0,n6=0)
η (η)
ξ
(m6=0,n6=0)
θ (η)
 = c(m6=0,n6=0)θ
−mn sinh η− i
n
cosh η
sinh η
 ,
where c
(m 6=0,n 6=0)
θ can be nonzero only when l = Nr with N ∈ N× and (m,n) = (±N,±1).
We still have to impose the reality condition (3.47) on this, and one finds
a
(±N,±1)
θ = a
(∓N,∓1)
θ , b
(±N,±1)
θ = −b(∓N,∓1)θ .
These giveξτ (τ, η, θ)ξη(τ, η, θ)
ξθ(τ, η, θ)
 3 2a(N,1)θ
−N cos(Nτ + θ) sinh ηsin(Nτ + θ) cosh η
cos(Nτ + θ) sinh η
+ 2b(N,1)θ
N sin(Nτ + θ) sinh ηcos(Nτ + θ) cosh η
− sin(Nτ + θ) sinh η

+ 2a
(N,−1)
θ
N cos(Nτ − θ) sinh η− sin(Nτ − θ) cosh η
cos(Nτ − θ) sinh η
+ 2b(N,−1)θ
−N sin(Nτ − θ) sinh η− cos(Nτ − θ) cosh η
− sin(Nτ − θ) sinh η
 .
(3.62)
Finally, let us study the case m = 0. In this case, the first two PDEs of (3.48) implies
ξ(0,n 6=0)τ (η) = c
(0,n6=0)
τ = const.,
ξ(0,n 6=0)η (η) = c
(0,n6=0)
η = const..
(3.63)
The first condition of (3.49) impose
c(0,n 6=0)τ = 0.
Substituting (3.63) in the second condition of (3.48), it reduces to
ξ
(0,n6=0)
θ (η) =
i
n
cosh η sinh ηc(0,n6=0)η . (3.64)
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With these, the last PDE of (3.48) reduces to
0 =
i
n
c(0,n 6=0)η (n
2 − 1).
Thus only c
(0,±1)
η can be nonzero. Collecting the results, we getξ
(0,n6=0)
τ (η)
ξ
(0,n6=0)
η (η)
ξ
(0,n6=0)
θ (η)
 =
 0c(0,n6=0)η
i
n
c
(0,n6=0)
η cosh η sinh η
 ,
where only c
(0,±1)
η can be nonzero. Imposing the reality condition (3.47) on this, one finds
a(0,±1)η = a
(0,∓1)
η , b
(0,±1)
η = −b(0,∓1)η .
Thus from the n 6= 0 case, regardless of l we getξτ (τ, η, θ)ξη(τ, η, θ)
ξθ(τ, η, θ)
 3 2a(0,1)η
 0cos θ
− sin θ cosh η sinh η
+ 2b(0,1)η
 0− sin θ
− cos θ cosh η sinh η
 . (3.65)
We realize that for irrational r/l or r/l > 1, the sum of (3.55) and (3.65) is our full CKV,
and for l = Nr with N ∈ N×, the sum of (3.56), (3.62), and (3.65) is. We still have to
consider the ‘boundary’ η = 0. As before, by restricting ourselves to globally well-defined
CKVs, we extend the domain of the solution to the whole S1l × H2r by imposing a suitable
boundary condition at η = 0. As in the previous example,
∀τ ∈ [0, 2pi),∀θ ∈ [0, 2pi), ξθ(τ, η = 0, θ) != 0
is a natural boundary condition, however, this is automatically satisfied by the solutions.
Furthermore, in order not to move the ‘boundary’ η = 0, we have to impose
∀τ ∈ [0, 2pi),∀θ ∈ [0, 2pi), ξη(τ, η = 0, θ) != 0,
and this kills all solutions coming from n 6= 0. To summarize, our final CKV is given byξτ (τ, η, θ)ξη(τ, η, θ)
ξθ(τ, η, θ)
 (3.66)
=


2l
r
b
(0,0)
τ
0
a
(0,0)
θ sinh
2 η
 (r
l
; irrational or
r
l
> 1
)
 2Nb
(0,0)
τ
0
a
(0,0)
θ sinh
2 η
+

4N cosh η
(
a
(N,0)
τ sinNτ + b
(N,0)
τ cosNτ
)
4 sinh η
(
a
(N,0)
τ cosNτ − b(N,0)τ sinNτ
)
0
 (l = Nr with N ∈ N×)
.
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Note that ξµ is periodic in τ as we imposed, however, the period is given by 2pi/N when
l = Nr. Although dimensions of Conf0(S1Nr × H2r) are the same for different N , the group
gets ‘smaller’ in this sense as N gets larger. When l = Nr, the CKV has nontrivial conformal
factor
2σM =
8 cosh η
r2
(
a(N,0)τ cosNτ − b(N,0)τ sinNτ
)
, (3.67)
and those generated by a
(N,0)
τ , b
(N,0)
τ are proper.
We would like to make a small digression to comment on these points. If we replace all
τ in CKE by τ ′ := Nτ , the partial differential equations are exactly the same as the case
N = 1. This formal replacement also works even when l/r /∈ N. (In that case, one has
to replace τ with lτ/r.) This replacement can also be viewed as rescalings of ‘momenta’
m → m′ := Nm. This interpretation is also possible even when l/r /∈ N, however, in that
case, putative solutions with nonzero ‘momenta’ m ∈ Z in N = 1 cease to solve the CKE
because lm/r are no longer integers; as we emphasized in the beginning, CKVs must always
be periodic in τ (and θ) with period 2pi, and ‘momenta’ m always have to be integral. In case
l = Nr, the rescaled ‘momenta’ m′ are also integers, and continues to be solutions of CKE by
replacing m with m′ = Nm.26 This is actually what we found. This enhancement is difficult
to see directly in flat spaces, and this would be the reason why this phenomenon of conformal
symmetry enhancement has not appeared in literature (to the best of our knowledge27). Since
this argument is independent of dimensions, the conformal symmetry enhancement would also
take place in higher dimensions.28
There are more physical interpretations. As we mentioned in section 2, there is a confor-
mal map between Sd (minus the great sphere at φ = pi, Sd−2φ=pi) and S1 ×Hd−1:
sinh η = − cotφ.
Using the map, we obtain
ds2S1l×H2r =
1
sin2 φ
(
r2dφ2 + l2 sin2 φdτ 2 + r2 cos2 φdθ2
)
,
φ ∈ [pi/2, pi), τ ∈ [0, 2pi), θ ∈ [0, 2pi).
(Note that η = +∞ corresponds to the great circle S1θ parametrized by θ, and which includes
the poles (φ, θ) = (pi, 0), (pi, pi).) Especially, if l = Nr with N ∈ N×, one can easily recognize
26This argument also opens possibilities that even if one replaces S1s included in spaces we have studied
by their N -fold covers, the conformal groups may be the same.
27The closest we could find are [22, 23]. In these papers, conformal maps between S1l ×Hd−1r were found.
The existence of the conformal maps signals an enhancement of the conformal group. We thank Zohar
Komargodski for explaining this implication to us. However, explicit computation of CKVs or conformal
groups does not seem to appear in literature.
28In higher dimensions, it is logically possible that solutions with nonzero ‘momenta’ m are more entangled
with additional directions, and this simple replacement may not preserve all solutions of N = 1. However, it
is hard to believe this happens because both CKE and periodic boundary conditions are the same with the
case N = 1 once τ is replaced with τ ′. In order to understand this point better, we are now studying d = 4.
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the space as an N -fold covering of the sphere minus the great circle S1θ. This becomes clear
if one rewrites in terms of τ ′
ds2S1Nr×H2r =
r2
sin2 φ
(
dφ2 + sin2 φdτ
′2 + cos2 φdθ2
)
,
φ ∈ [pi/2, pi), τ ′ ∈ [0, 2Npi), θ ∈ [0, 2pi).
Another conformal map sends the space to the flat space minus codimension two defect. In
the coordinate system above, the codimension two defect is placed at φ = pi. It is the great
circle S1θ. It turns out that l/r can be understood as the number of ‘sheets’ we glue along the
defect to construct our manifold. So when l/r < 1, there is a deficit angle, (possibly) leading
to smaller conformal groups. And if l/r ∈ N×, if one goes around the codimension two defect
once, one goes to the next sheet, and from the N -th sheet, one comes back to the first sheet,
resulting in the 2Npi period of τ ′. We will give an easy way to visualize this picture in any
dimensions later.
Since these spaces have been extensively studied to compute Re´nyi entropies [31], many
further interpretations are known. See an excellent paper [32], for example. One of them is
a coupling to a backgrond ZN gauge field with holonomy e2piik/N with k = 0, 1, . . . , N − 1
around the defect. Although situations are slightly different, turning on some background
fields is a standard procedure to cancel, in some sense, some deformations − for example
constructing conformal Killing spinors on curved spaces [3] − it may be possible to interpret
the presence of codimension two defect as coupling a background ZN gauge field to CKVs,
not to an N -fold copy of the theory. It is desirable to persue this possibility.
Going back to the story of CFTs, let us work out the conformal groups. We start from
the general case, meaning that r/l is irrational or r/l > 1. In this case, the CKV can be
written
ξ(τ, η, θ) = ξµ(τ, η, θ)∂µ =
2b
(0,0)
τ
lr
∂τ +
a
(0,0)
θ
r2
∂θ.
The generators
Pτ := ∂τ , Pθ := ∂θ
clearly form U(1)s consist of constant shifts in τ - and θ-directions:
Conf0(S1l ×H2r) ' U(1)× U(1) ' Isom0(S1l ×H2r)
(r
l
; irrational or
r
l
> 1
)
. (3.68)
One cannot refine the result even if one considers reflections. Thus local operators on the
manifold are labeled by two integer U(1) ‘charges’ (qτ , qθ), and n-point functions must have
net ‘charges’ zero:
n∑
j=1
q(j)µ = 0,
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where µ = τ, θ, and q
(j)
µ is the ‘charge’ qµ of the jth operator. More concisely, these are
expressed by conformal WT relations
0
!
= Pµ〈O1(x1) · · ·On(xn)〉. (3.69)
Therefore, n-point functions are functions of ηj and differences of τs and θs:
〈O1(τ1, η1, θ1) · · ·On(τn, ηn, θn)〉 = f(τ12, τ23, · · · , τn−1,n; η1, · · · , ηn; θ12, θ23, · · · , θn−1,n).
(3.70)
In particular, some lower-point functions are given by
〈O(τ, η, θ)〉 = f(η)δqτ ,0δqθ,0,
〈O1(τ1, η1, θ1)O2(τ2, η2, θ2)〉 = g(τ12; η1, η2; θ12)δq(1)τ +q(2)τ ,0δq(1)θ +q(2)θ ,0,
〈O1(τ1, η1, θ1)O2(τ2, η2, θ2)O3(τ3, η3, θ3)〉 = h(τ12, τ23; η1, η2, η3; θ12, θ23)
× δ
q
(1)
τ +q
(2)
τ +q
(3)
τ ,0
δ
q
(1)
θ +q
(2)
θ +q
(3)
θ ,0
.
(3.71)
Let us examine which parts of these correlators are physical. We have nontrivial Riemann
tensors:
Rηθηθ = −r2 sinh2 η, Rηη = −1, Rθθ = − sinh2 η, R = − 2
r2
.
We can use these to construct local counterterms, however, since our space has odd dimension,
we must use the LC tensor µνρ. When we do not have background gauge field, all we can
write is then
S 3
∫
d3x
√
γµνρcIJK(λ)∂µλ
I(x)∂νλ
J(x)∂ρλ
K(x),
where cIJK is antisymmetric under exchange of indices. If we have background gauge fields,
we can also write
S 3
∫
d3x
√
γµνρcaIF
a
µν(x)Dρλ
I(x),
where a is a gauge index, Fµν the field strength, and Dµ the covariant derivative containing
both the LC connection and the gauge connection. These terms appeared in the study of
three-dimensional conformal anomaly [33]. Of course, one can also have Chern-Simons (CS)
terms as local counterterms. These CS counterterms were studied in detail in the last paper of
[11] and [34]. From this consideration we learn the one-point functions are physical because
there is no local counterterm which can shift the correlators. Similarly, nonlocal parts of
higher-point functions are physical. Some parts of contact terms of operators OI coupled
to λI , current operators, and energy-momentum tensors fail to be physical. See the papers
cited above for more details.
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Next, let us study the case l = Nr with N ∈ N×. Since the conformal group is larger, we
can say more about correlation functions. In this case, the CKV reduces to
ξ(τ, η, θ) = ξµ(τ, η, θ)∂µ
=
2b
(0,0)
τ
Nr2
∂τ +
a
(0,0)
θ
r2
∂θ +
4a
(N,0)
τ
r2
(
1
N
cosh η sinNτ∂τ + sinh η cosNτ∂η
)
+
4b
(N,0)
τ
r2
(
1
N
cosh η cosNτ∂τ − sinh η sinNτ∂η
)
.
Defining
U :=
1
N
∂τ , Pθ := ∂θ,
V :=
1
N
cosh η sinNτ∂τ + sinh η cosNτ∂η, W :=
1
N
cosh η cosNτ∂τ − sinh η sinNτ∂η,
one finds commutation relations
[Pθ, U ] = [Pθ, V ] = [Pθ,W ] = 0, [U, V ] = W, [V,W ] = −U, [W,U ] = V.
Just like as we saw in the previous example, {U, V,W} forms the Lie algebra so(2, 1) ∼=
su(1, 1). Thus we obtain
({U, V,W, Pθ},+, R· , [·, ·]) ∼= so(2, 1)⊕ u(1) ∼= su(1, 1)⊕ u(1),
locally forming
Conf0(S1Nr ×H2r) ' SO(2, 1)× U(1), (3.72)
in which U(1) generated by U , constant shifts in the τ -direction, is contained as a subgroup
of SO(2, 1) as expected. It is interesting to study −id. Since U, V,W only touch τ and η, it
acts like
−id : (τ, η) 7→ (−τ,−η).
This preserves the line element (3.44) but not the domain. So the group would be SO(2, 1)
rather than SU(1, 1):
SO(2, 1)× U(1) ⊂ Conf(S1Nr ×H2r).
Note that although the group is the same, the SO(2, 1) subgroup of the conformal group is
not the isometry group of H2 because the subgroup acts on (τ, η) and not on (η, θ). It is
amusing to find such a ‘twist’ appears. In addition, it is also interesting to find not only the
conformal group enhances but also it develops to be noncompact when the ratio l/r is set to
a (nonzero) natural number. Therefore, local operators in CFTs on S1Nr ×H2r are labeled by
representations ρ of SO(2, 1), which are in general continuous, and integer U(1) ‘charges’ q.
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To respect the conformal symmetry, n-point functions must form the trivial representation
of SO(2, 1) and have net U(1) ‘charge’ zero:
(ρ(1), · · · , ρ(n)) = 1,
n∑
j=1
q(j) = 0,
where ρ(j) and q(j) are representations of SO(2, 1) and U(1) of the jth operator, respectively,
and the bracket denotes an appropriate contraction of the SO(2, 1) representations. More
concisely, the conformal WT relations are given by
0
!
= T 〈O1(x1) · · ·On(xn)〉, (3.73)
where T = U, V,W, and Pθ. We can work out the constraints explicitly for lower-point
functions. For example, only operators which belong to the trivial representation of the
SO(2, 1) and have q = 0 can have nonzero one-point functions:
〈O(τ, η, θ)〉 =
{
const. (ρ, q) = (1, 0),
0 otherwise.
(3.74)
As in the case l 6= Nr, the one-point functions are physical.
Since SO(2, 1) has an invariant two-tensor ηab = diag(+1,+1,−1) and a completely
antisymmetric three-tensor abc, there are some nontrivial two- and three-point functions.
Writing singlets Oj, and vectors (or fundamentals) − which are three-dimensional − Oaj , we
can have nontrivial two-point functions
〈O1O2〉, ηab〈Oa1Ob2〉
with
q(1) + q(2) = 0
where q(j) is the U(1) ‘charge’ of the jth operator, and three-point functions
〈O1O2O3〉, ηab〈O1Oa2Ob3〉, abc〈Oa1Ob2Oc3〉
with
q(1) + q(2) + q(3) = 0.
Nonlocal parts of these higher-point functions are physical, and some parts of contact terms
are unphysical.
To compute higher-point functions, we use the same method as in subsection 3.2, namely
we use conformal maps. For simplicity, we limit ourselves to scalar operators. As we men-
tioned above, our space S1Nr × H2r is conformal to an N -fold cover of the sphere minus
codimension two great circle S1θ on which poles are located. Since the round sphere S3 is
32
conformal to R3 ∪ {∞}, and poles correspond to the origin 0 and the infinity ∞, the codi-
mension two defect, S1θ, is conformally mapped to a straight line through 0 and ∞. We take
the defect as the x3 axis R1 ∪ {∞}. Therefore our space is conformal to an N -fold cover
of R3 ∪ {∞}\(R1 ∪ {∞}).29 We will denote the space R3N ∪ {∞}\(R1 ∪ {∞}). Instead of
working directly with the N -fold cover, we will take a quicker way; we will work out the case
N = 1, and then replace τ with τ ′ at last based on our arguement above. One can easily
compute the CKV; so as to leave the x3 axis invariant, by imposing boundary condition
∀x3 ∈ R1 ∪ {∞}, ξ1(x1 = 0, x2 = 0, x3) != 0 != ξ2(x1 = 0, x2 = 0, x3) (3.75)
on our familiar solution on R3 ∪ {∞}
ξµ(x) = aµ +mµνxν + λx
µ + (2bνxνx
µ − |x|2bµ),
one finds
ξ(x) = a3∂3 +m
12(x2∂1 − x1∂2) + λxµ∂µ + b3(2x3xµ∂µ − |x|2∂3). (3.76)
Defining the generators
P := ∂3, M := x
2∂1 − x1∂2, D := −xµ∂µ, K := 2x3xµ∂µ − |x|2∂3,
one can easily show
[M,P ] = [M,D] = [M,K] = 0, [P,D] = −P, [D,K] = −K, [K,P ] = 2D,
which is isomorphic to so(2, 1)⊕u(1) ∼= su(1, 1)⊕u(1), as expected. We realize that this space
is nothing but R3 with codimension two conformal defect, which preserves SO(2, 1)×SO(2)
subgroup of the ambient conformal group SO(4, 1). We also comment that since−id preserves
both the metric and the domain, this is an element of the full conformal group. Thus the
group must be
SU(1, 1)× SO(2) ⊂ Conf(R3 ∪ {∞}\(R1 ∪ {∞})) ' Conf(R3N ∪ {∞}\(R1 ∪ {∞})).
Although conformal algebras must be preserved under conformal maps, global structures of
conformal groups can be different, and this provides an example.
Before we compute correlation functions, let us construct a conformal map from R3 ∪
{∞}\(R1 ∪ {∞}) to S1r × H2r. We find it convenient to do this in two steps; we first map
R3 ∪ {∞}\(R1 ∪ {∞}) to S3r\S1φ=pi, and then to S1r × H2r. The first conformal map is given
by30 
X1
X2
X3
X4
 = r1 + |x|2
r2

x1/r
x2/r
x3/r
|x|2
r2
− 1
 = r

sinφ cos τ
sinφ sin τ
cosφ cos θ
cosφ sin θ
 ,
29Since the domain of the defect is removed from our space, there is no degrees of freedom supported on
the defect, such as defect local operators. In this sense, our theory is simpler than the usual defect CFTs.
30In this coordinate system, two U(1)s for generic l corresponds to rotation in the x1 − x2 plane, which is
parameterized by τ , and (compact) translation in the x3-direction, which is parameterized by θ. The latter
is compact because ∞ is included.
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and the second by sinh η = − cotφ. The first conformal map has the conformal factor
Ω2 =
(
1
1 + |x|
2
r2
)2
=
(
1
2
(1− cosφ sin θ)
)2
,
and the second has
Ω2 = cosh2 η =
1
sin2 φ
as we reviewed in section 2. Note that the defect R1 ∪ {∞} = {x1 = 0 = x2} is mapped to
the great circle S1φ=pi, on which poles are located, parametrized by θ, as desired. Then the
second conformal map sends S1φ=pi to the S1 at η = +∞. Therefore R3N ∪ {∞}\(R1 ∪ {∞})
is conformal to S1Nr ×H2r.
Using these conformal maps, we send correlation functions on R3 ∪ {∞}\(R1 ∪ {∞}) to
our space. Fortunately, a convenient way to compute correlation functions in defect CFTs
is known [35]. Using the method, one can easily compute one- and two-point functions of
ambient (or bulk) local operators
〈O∆(x)〉 = f∆
[(x1)2 + (x2)2]
∆
2
, 〈O∆1(x1)O∆2(x2)〉 =
g12(ξ1, ξ2)
[(x11)
2 + (x21)
2]
∆1
2 [(x12)
2 + (x22)
2]
∆2
2
,
(3.77)
where31
ξ1 :=
x11x
1
2 + x
2
1x
2
2
[(x11)
2 + (x21)
2]1/2[(x12)
2 + (x22)
2]1/2
, ξ2 :=
(x312)
2 + (x11)
2 + (x21)
2 + (x12)
2 + (x22)
2
[(x11)
2 + (x21)
2]1/2[(x12)
2 + (x22)
2]1/2
are two cross ratios. The correlators are nonvanishing only when their total SO(2) ' U(1)
‘charges’ are zero. These are mapped to one- and two-point functions on S1Nr ×H2r:
〈O∆(x)〉 = f∆
r∆
, 〈O∆1(x1)O∆2(x2)〉 =
g12(ξ1, ξ2)
r∆1+∆2
, (3.78)
where
ξ1 = cosNτ12, ξ2 = 2 cosh η1 cosh η2(1− tanh η1 tanh η2 cos θ12).
We have replaced τ by τ ′ = Nτ . The one-point functions obviously satisfy the conformal
WT relations (3.73), however, one notices that these cross ratios are not invariant under
our conformal generators. Isometries Pθ and U do annihilate the cross ratios but V and W
do not.32 So the conformal invariance of the two-point functions are not automatic. Since
31These cross ratios were first discovered by Billo et al in [35]. We thank Marco Meireni for a correspon-
dence. In order to prevent confusion, however, we basically follow the notation of Kobayashi and Nishioka
in [35], and denote two cross ratios ξ1 and ξ2.
32Of course, there are some freedoms to construct new cross ratios out of the two, but it does not seem
to work. This would imply pullbacks of cross ratios by conformal maps are not necessarily cross ratios. We
tried to find this claim in literature but could not find.
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correlation functions must satisfy the conformal WT relations (3.73), it may be possible to
constrain g12 further as a function of ξ1 and ξ2. The one-point functions and nonlocal parts
of the two-point functions are physical.
As all elements − conformal groups, conformal maps, and correlation functions − can be
generalized to higher dimensions, we can easily extend the results to CFTs on S1r × Hd−1r .33
The conformal algebra is given by
conf(S1r ×Hd−1r ) ∼= so(d− 1, 1)⊕ so(2) (3.79)
because the space is conformal to Rd∪{∞}\(Rd−2∪{∞}). In d-dimensions, the first conformal
map has the conformal factor
Ω2 =
(
1
1 + |x|
2
r2
)2
=
(
1
2
(1− cosφ sin θ1 sin θ2 · · · sin θd−2)
)2
in the coordinate system
X1
X2
...
Xd
Xd+1
 =
r
1 + |x|
2
r2

x1/r
x2/r
...
xd/r
|x|2
r2
− 1
 = r

sinφ cos τ
sinφ sin τ
...
cosφ sin θ1 · · · sin θd−3 cos θd−2
cosφ sin θ1 · · · sin θd−3 sin θd−2
 .
The correlation functions in the defect CFTs are still given by (3.77) if we place the codi-
mension two defect at x1 = 0 = x2,34 but the second cross ratio becomes
ξ2 :=
(x312)
2 + · · ·+ (xd12)2 + (x11)2 + (x21)2 + (x12)2 + (x22)2
[(x11)
2 + (x21)
2]1/2[(x12)
2 + (x22)
2]1/2
Therefore, one- and two-point functions on S1r ×Hd−1r are given by
〈O∆(x)〉 = f∆
r∆
, 〈O∆1(x1)O∆2(x2)〉 =
g12(ξ1, ξ2)
r∆1+∆2
, (3.80)
33To be conservative, we just consider the case N = 1 below, but we believe our results also hold for larger
N if one replaces τ by τ ′ = Nτ .
34Using this configuration, one can easily visualize moves around the codimension two defect; the codi-
mension two defect is placed at the origin of the x1 − x2 plane. Thus going around the origin in this plane
corresponds to circling the defect. The N -fold cover of Rd ∪ {∞}\(Rd−2 ∪ {∞}) is constructed by gluing N
copies of Rd ∪ {∞}\(Rd−2 ∪ {∞}) along the codimension two defect Rd−2 ∪ {∞}.
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where
ξ1 = cos τ12,
ξ2 = 2 cosh η1 cosh η2
(
1− tanh η1 tanh η2[cos θ11 cos θ12 + sin θ11 sin θ12 cos θ21 cos θ22
+ · · ·+ sin θ11 sin θ12 · · · sin θd−41 sin θd−42 cos θd−31 cos θd−32
+ sin θ11 sin θ
1
2 · · · sin θd−31 sin θd−32 cos θd−212 ]
)
.
If d is odd, the one-point functions are physical. If d is even, local operators with Weyl weight
(−d) can mix with the identity operator, and their one-point functions are ambiguous. The
other one-point functions are physical. Nonlocal parts of higher-point functions are physical
in any dimensions.
Finally, the same comment as in section 3.2 can be repeated here; if the reflection pos-
itivity also applies to our subspace Rd ∪ {∞}\(Rd−2 ∪ {∞}) (or its N -fold cover), two-
point functions would be nonnegative. Thus two-point functions of exactly marginal oper-
ators would define the Zamolodchikov metric on S1r × Hd−1r a priori different from that on
Rd ∪ {∞}\(Rd−2 ∪ {∞}), giving a distance to conformal manifolds.
3.4 RP2 × S1r
In the same way, we can also study unorientable manifolds. As an example, let us study
RP2 × S1r. For more exapmles of unorientable spaces, see appendix D. Even if the manifold
is unorientable, we can locally define a metric. The line element on this manifold is locally
given by
ds2 = (dy1)2 + (dy2)2 + r2dθ2,
(y1, y2) ∈ R2 ∪ {∞}, θ ∈ [0, 2pi). (3.81)
Since LC connections are trivial, the CKE reduces to
∂µξν + ∂νξµ =
2
3
(
∂1ξ1 + ∂2ξ2 +
1
r2
∂θξθ
)
γµν . (3.82)
The periodic identification θ + 2pi ∼ θ gives us an anzatz
ξµ(y
1, y2, θ) =
∑
m∈Z
eimθξ(m)µ (y
1, y2), (3.83)
on which the reality condition is given by
∀m ∈ Z,∀(y1, y2) ∈ R2 ∪ {∞}, ξ(m)µ (y1, y2) = ξ(−m)∗µ (y1, y2).
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Substituting the ansatz in (3.83) and using the orthogonality of basis eimθ, one obtains
0 = −imξ(m)θ + r2∂1ξ(m)1 ,
∂1ξ
(m)
1 = ∂2ξ
(m)
2 ,
0 = imξ
(m)
1 + ∂1ξ
(m)
θ ,
0 = imξ
(m)
2 + ∂2ξ
(m)
θ ,
0 = ∂1ξ
(m)
2 + ∂2ξ
(m)
1 .
(3.84)
We solve these PDEs employing case analysis.
m = 0 In this case, the first four of the equations imply
ξ
(0)
1 = ξ
(0)
1 (y
2), ξ
(0)
2 = ξ
(0)
2 (y
1),
ξ
(0)
θ = a
(0)
θ = const. ∈ R.
The last equation then reduces to
∂1ξ
(0)
2 (y
1) = −∂2ξ(0)1 (y2).
LHS is a function of y1, while RHS is a function of y2, so for this equality to hold identically,
it must be a constant:
∂1ξ
(0)
2 (y
1) = C = −∂2ξ(0)1 (y2).
This PDEs can be solved at once:(
ξ
(0)
1 (y
2)
ξ
(0)
2 (y
1)
)
=
(
−Cy2 + a(0)1
Cy1 + a
(0)
2
)
,
where C, a
(0)
j are real (constants) by the reality condition. If we write C in terms of antisym-
metric two by two matrix mjk with m12 = −C, we obtainedξ
(0)
1 (y
1, y2)
ξ
(0)
2 (y
1, y2)
ξ
(0)
θ (y
1, y2)
 =
m12y2 + a
(0)
1
m21y1 + a
(0)
2
a
(0)
θ
 . (3.85)
m 6= 0 Next, let us study the case m 6= 0. The first two equations of (3.84) yield
ξ
(m 6=0)
θ (y
1, y2) =
r2
im
∂1ξ
(m6=0)
1 (y
1, y2) =
r2
im
∂2ξ
(m6=0)
2 (y
1, y2).
Plugging this into the third equation, one obtains
ξ
(m6=0)
1 (y
1, y2) =
( r
m
)2
∂21ξ
(m 6=0)
1 (y
1, y2) =
( r
m
)2
∂1∂2ξ
(m 6=0)
2 (y
1, y2). (3.86)
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The first equality implies
ξ
(m6=0)
1 (y
1, y2) = e1my
1/rX(m 6=0)(y2),
where 1 = ±1. Similarly, substituting ξ(m6=0)θ in the fourth equation of (3.84), we obtain
ξ
(m6=0)
2 (y
1, y2) =
( r
m
)2
∂22ξ
(m 6=0)
2 (y
1, y2) =
( r
m
)2
∂2∂1ξ
(m 6=0)
1 (y
1, y2). (3.87)
The first equality yields
ξ
(m 6=0)
2 (y
1, y2) = e1my
2/rY (m 6=0)(y1),
where 2 = ±1. Substituting thus obtained ξ(m 6=0)j in the second equations of (3.86) and
(3.87), we arrive
X(m 6=0)(y2) = e2my
2/rc
(m6=0)
1 , Y
(m 6=0)(y1) = 12e1my
1/rc
(m6=0)
1 ,
or
ξ
(m 6=0)
1 (y
1, y2) = em(1y
1+2y2)/rc
(m 6=0)
1 , ξ
(m 6=0)
2 (y
1, y2) = 12e
m(1y1+2y2)/rc
(m 6=0)
1 ,
where c
(m 6=0)
1 are constants. However, substituting these in the last equation of (3.84), one
notices that only c
(m6=0)
1 = 0 is allowed. Thus we do not get nontrivial conformal transforma-
tions from the case m 6= 0.
To summarize, our full CKV is given by (3.85). We still have to impose a boundary
condition originating from the identification of RP2. This space is given by
RP2 := (R2 ∪ {∞})/ ∼, (3.88)
where two points p and p′ are identified p ∼ p′ if
yµ(p′) = − y
µ(p)
δρσyρ(p)yσ(p)
. (3.89)
Since conformal transformations are subset of diffeomorphisms, we consider a coordinate
transformation
x 7→ x′(x) := x+ ξ(x),
and there are two ways to express x′(p′). Here we use the single-valuedness of given local
coordinates systems. Calculating x′(p′) in two ways, we obtain
x′(p′) ≡ (y′1(p′), y′2(p′), θ′(p′)) =
(
− y
′1(p)
|y′(p)|2 ,−
y
′2(p)
|y′(p)|2 , θ
′(p)
)
≡
(
− y
1(p) + ξ1(x(p))
|y(p) + ξ(x(p))|2 ,−
y2(p) + ξ2(x(p))
|y(p) + ξ(x(p))|2 , θ(p) + ξ
θ(x(p))
)
≡ (y1(p′) + ξ1(x(p′)), y2(p′) + ξ2(x(p′)), θ(p′) + ξθ(x(p′)))
=
(
− y
1(p)
|y(p)|2 + ξ
1(x(p′)),− y
2(p)
|y(p)|2 + ξ
2(x(p′)), θ(p) + ξθ(x(p′))
)
,
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or using x(p′) = (− y1(p)|y(p)|2 ,− y
2(p)
|y(p)|2 , θ(p)), we obtain a boundary condition
ξj
(
− y
1
|y|2 ,−
y2
|y|2 , θ
)
=
yj
|y|2 −
yj + ξj(y1, y2, θ)
|y + ξ(y1, y2, θ)|2 , ξ
θ
(
− y
1
|y|2 ,−
y2
|y|2 , θ
)
= ξθ(y1, y2, θ).
(3.90)
The second boundary condition is trivially satisfied by our solution. The first condition is
the same as in RPd, and we can conclude immediately that constant shifts a(0)j cannot survive
because their counterpart, special conformal transformations, are absent, while rotations mjk
do survive. For more details, see appendix D. Therefore the CKV on RP2 × S1r is given byξ1(y1, y2, θ)ξ2(y1, y2, θ)
ξθ(y
1, y2, θ)
 =
m12y2m21y1
a
(0)
θ
 . (3.91)
This can also be written
ξ(y1, y2, θ) = ξµ(y1, y2, θ)∂µ = m
12(y2∂1 − y1∂2) + a
(0)
θ
r2
∂θ.
Thus one can see
Py := y
2∂1 − y1∂2, Pθ := ∂θ
generate
Conf0(RP2 × S1r) ' U(1)× U(1) ' Isom0(RP2 × S1r). (3.92)
Reflections do not refine the result. Local operators are hence labeled by two integer U(1)
‘charges’ (qy, qθ) ∈ Z2, and to respect the conformal symmetry, net ‘charges’ of n-point
functions have to be zero:
n∑
j=1
q(j)µ = 0,
where q
(j)
µ is the U(1) ‘charge’ of the jth operator with µ = y, θ. More concisely, these are
summarized by conformal WT relations
0
!
= Pµ〈O1(x1) · · ·On(xn)〉. (3.93)
Thus n-point functions are given by
〈O1(x1) · · ·On(xn)〉 = f(yj · yk; θ12, θ23, · · · , θn−1,n). (3.94)
In particular, some lower-point functions are given by
〈O(y1, y2, θ)〉 = fO
(1 + |y|2)∆ δqy ,0δqθ,0,
〈O1(y11, y21, θ1)O2(y12, y22, θ2)〉 =
(1 + |y1|2)(−∆1+∆2)/2(1 + |y2|2)(∆1−∆2)/2
|y1 − y2|2·(∆1+∆2)/2
× g(η; θ12)δq(1)y +q(2)y ,0δq(1)θ +q(2)θ ,0,
(3.95)
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where Oj is a scalar field with weight (h
(j)
1 , h
(j)
2 , h
(j)
θ ) and ‘scaling dimension’ ∆j = h
(j)
1 +h
(j)
2 ,
fO a constant, and
η :=
|y1 − y2|2
(1 + |y1|2)(1 + |y2|2)
is the crosscap cross ratio.
Analysis of the local counterterms are the same as before. One concludes the one-point
functions and nonlocal parts of higher-point functions are physical. Some parts of contact
terms among operators OI coupled to λ
I and current operators are unphysical.
4 CFTs on a d-torus Td
We observed that some boundary conditions, such as periodic ones, make the analysis re-
markably easier by reducing problems of solving partial differential equations to algebraic
equations. Hence in this section, we would like to study CFTs on a manifold with periodic
boundary conditions in every direction, namely a d-torus. Its metric is given by
ds2 = l21dθ
2
1 + · · ·+ l2ddθ2d,
θ1 ∈ [0, 2pi), · · · , θd ∈ [0, 2pi).
(4.1)
Since LC connections are trivial, CKE (2.5) reduces to
∂µξν + ∂νξµ =
2
d
(
1
l21
∂θ1ξθ1 + · · ·+
1
l2d
∂θdξθd
)
γµν .
Because of the periodic boundary conditions, ξ must have a form
ξµ(θ1, . . . , θd) =
∑
m1,...,md∈Z
ei(m1θ1+···+mdθd)c(m1,...,md)µ (4.2)
where c
(m1,...,md)
µ are complex constants with the reality condition
∀(m1, . . . ,md) ∈ Zd, c(m1,...,md)µ = c(−m1,...,−md)∗µ . (4.3)
Naively, ‘diagonal’ part (µ, ν) = (θj, θj) yields d conditions, however, as we remarked in
section 2, the trace part is trivial, and we can forget about one of them, say the dth condition.
Thus we get (d − 1) nontrivial conditions from the ‘diagonal’ part. ‘Nondiagonal’ part
(µ, ν) = (θi, θj) with i 6= j yields d(d−1)2 conditions. Collecting all of them in a matrix
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form, we get35
0N(d) =

(d− 1)m1 −
(
l1
l2
)2
m2 · · · · · · −
(
l1
ld
)2
md
−
(
l2
l1
)2
m1 (d− 1)m2 −
(
l2
l3
)2
m3 . . . −
(
l2
ld
)2
md
...
. . .
...
−
(
ld−1
l1
)2
m1 . . . −
(
ld−1
ld−1
)2
md−2 (d− 1)md−1 −
(
ld−1
ld
)2
md
m2 m1 0 · · · 0
...
. . .
...
0 · · · 0 md md−1

c
(m)
θ1
...
c
(m)
θd
 ,
(4.4)
where the matrix on the RHS is an N(d)× d real matrix. We can consider the matrix M36
as a map
M : Zd −→ M(N(d), d;R)
∈ ∈
m := (m1, · · · ,md) 7−→ M(m) : Cd → CN(d).
(4.5)
Therefore, CKEs have reduced to an algebraic condition
for a fixed m ∈ Zd,
c
(m)
θ1
...
c
(m)
θd
 ∈ kerM(m). (4.6)
The algebraic condition (4.6) may cause a confusion because M(m) is a real matrix while
d-vectors
c
(m)
θ1
...
c
(m)
θd
 are complex valued. Since c(m)µ are complex, it is convenient to write
c(m)µ ≡ a(m)µ + ib(m)µ
with real a
(m)
µ and b
(m)
µ . In this language, the reality condition (4.3) is given by
a(m)µ = a
(−m)
µ , b
(m)
µ = −b(−m)µ .
The decomposition reduces the algebraic condition (4.6) to
for a fixed m ∈ Zd,
a
(m)
θ1
...
a
(m)
θd
 ∈ kerM(m)&
b
(m)
θ1
...
b
(m)
θd
 ∈ kerM(m). (4.7)
35From now on we denote m := (m1, . . . ,md) ∈ Zd.
36We hope the reader does not get confused by our abuse of the letter M for a manifold and the matrix.
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Thus more precisely, the algebraic condition (4.6) is a set of 2N(d) real conditions on 2d real
variables a
(m)
µ and b
(m)
µ (for a fixed m ∈ Zd). Employing the decomposition, we can safely
discuss just real objects. This decomposition should be understood below.
Returning to our journey to find conformal transformations, 0d ∈ Cd is a trivial element of
the kernel, but it does not give a nontrivial conformal transformation. To obtain a nontrivial
conformal transformation, we need nontrivial element of the kernel. In other words, we need
dimR kerM(m) ≥ 1. Using the rank-nullity theorem, we have
rankM(m) + dimR kerM(m) = d,
or solving this for the dimension of the kernel,37 we get
dimR kerM(m) = d− rankM(m). (4.8)
This equality ensures an existence of nontrivial conformal transformation iff the rank of
M(m) is smaller than d:
rankM(m) < d ⇐⇒
c
(m)
θ1
...
c
(m)
θd
 (with reality) generates nontrivial conformal transformation.
(4.9)
Therefore, our journey to find conformal transformations have reduced to compute the rank
of matrices M(m). For a general m ∈ Zd, rankM(m) = d, and we cannot get a nontrivial
conformal transformation. We get a nontrivial transformation if m ∈ Zd is chosen so that
rankM(m) < d.
The discussion above gives us a criterion to judge when nontrivial conformal transfor-
mations appear, however, to construct explicit transformations we have to solve kerM(m).
This would be a difficult task in general, however, we can accomplish the goal in lower di-
mensions. Possibly with a help of Mathematica, we could solve the problem in d = 2, 3, 4,
and 5.38 Interestingly, we always find Conf0(Td) ' U(1)d. Hence it is natural to guess that
Conf0(Td) ∼= U(1)d for d ≥ 2. In fact, we can prove the conjecture. We first present the
proof in subsection 4.1. Using the knowledge, we discuss deformation problems of CFTs on
Td. Especially, we discuss exactly “marginal” deformations. We suggest some candidates of
conformal manifolds without assuming SUSY.
37Let us call k := dimR kerM(m). Then the kernel can be recognized as a Grassmannian Gr(k, d) because
kerM(m) span a k-dimensional subvector space of Cd, or more precisely a(m)µ and b(m)µ each spans a k-
dimensional subvector space of Rd. These are Rd and not some compact spaces like Td because if one expands
(4.2), a
(m)
µ and b
(m)
µ are multiplied by trigonometric functions, and the constants can take arbitrarily large
numbers without being identified at some finite number.
38When d = 6, Mathematica stops computation.
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4.1 Proof of Conf0(Td) ' U(1)d
In this subsection, we prove a conjecture
Conf0(Td) ' U(1)d (d ≥ 2),
led from our observation in d = 2, 3, 4, and 5. In dimensions d > 2, we have N(d) > d.39
Thus the number of constraints are larger than the number of degrees of freedom, and there
are no nontrivial solutions in general.40 Since constraints become more and more severe
in higher dimensions in the sense that N(d) − d gets larger and larger, the statement that
rankM(m) = 0 or d seems to hold. Indeed, we can prove the claim when the radii of the
d-torus are general enough, or more precisely, the ratio squared of radii (li/lj)
2 with i 6= j
are irrational. So in this paper we assume all the ratio squared are irrational.41
To prove the claim, it is enough to show the linear (in)dependence of d columns of the
matrix M(m). It is crucial that components of the first upper (d − 1) rows of the matrix
take irrational values, while the other components in lower rows are integer valued. Let us
denote the jth column ej. The d columns are linearly independent iff
d∑
j=1
djej = 0N(d)
requires the coefficients vanish dj = 0.
Let us first study the case with all mjs are nonzero. Suppose we could find a set of
nonzero coefficients {dj}j=1,...,d. To make linear combinations of components in the upper
(d − 1) rows vanish, (i) the solution dj must be irrational.42 On the other hand, to make
linear combinations of the lower components which are integer valued vanish, (ii) the solutions
must be rational numbers. These two conditions cannot be satisfied simultaneously. Thus
for general radii ljs, in the sense that all the ratio squared are irrational, the d columns
are linearly independent when mj 6= 0. For such m ∈ Zd, we have rankM(m) = d, or
equivalently dimR kerM(m) = 0. We do not get nontrivial conformal transformations for
these m ∈ Zd.
39N(d) ≥ d is equivalent to (d+ 1)(d− 2) ≥ 0.
40The situation is reminiscent of [36]. If some conditions are linearly dependent, the actual number of
constraints reduces, and the conformal group would be enhanced.
41We tried some combinations of radii relaxing the assumption, but we always got the same result. So
although we failed to prove the result without the assumption, we speculate that the result would be also
true even if we relax the assumption.
42One may complain ratios of irrational numbers are not always irrational. This is true, but due to the
structure of M(m), ratios of components in the same row are again given by ratio squared (lj/lk)
2, and by
our assumption, they are all irrational. It would be interesting to relax the assumption. Then some ratio
squared become rational, possibly leading to linear dependence of columns, and to an enhancement of the
conformal group acting on the d-torus with such a special radii.
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When some mjs are zero, many components of ejs vanish, so there is a possibility that
some of them are linearly dependent. When more than one mjs are nonzero, there are nec-
essarily irrational numbers in the upper component while all lower components are integers,
and we can repeat the argument in the previous paragraph to conclude d columns are lin-
early independent for general radii ljs. When all but one mjs are zero, we can explicitly read
rankM(m) = d from (4.4) because every mj appears at least once in every column in different
rows, meaning linear independence of ejs. Finally, when all mjs are zero, we obviously have
rankM(m = 0d) = 0, or equivalently dimR kerM(m = 0d) = d.
To summarize, we have seen (when all the ratio squared are irrational)
rankM(m) =
{
d (m 6= 0d)
0 (m = 0d)
. (4.10)
This proves
dimR kerM(m) =
{
0 (m 6= 0d)
d (m = 0d)
, (4.11)
so that
ξµ(θ1, . . . , θd) = c
(0,...,0)
µ = a
(0,...,0)
µ , (4.12)
and we conclude
Conf0(Td) ' U(1)d ' Isom0(Td) (d ≥ 2). (4.13)
We used d ≥ 2 because for the case d = 1, the matrix M(m) in (4.4) is not defined.43
As an immediate consequence, we learn that Gr(k, n) is empty unless k = 0 or d, i.e.,
Gr(k, d) = ∅ ⇐⇒ k 6= 0, d.
In other words, from (4.11), for each m 6= 0d, we obtain a short exact sequence of complex
fields, or more precisely, recalling the decomposition around (4.7), a short exact sequence of
real fields:
0 −→ Rd M(m)−→ RN(d) −→ RN(d)/Rd −→ 0. (4.14)
It may be interesting to study (co)homologies obtained from the short exact sequence.
As we saw before, operators in CFTs defined on Td are thus labeled by d sets of integer
U(1) ‘charges’ (q1, . . . , qd). The conformal WT relations are given by
0
!
= Pµ〈O1(x1) . . . On(xn)〉. (4.15)
Therefore we have
〈O1(x1) · · ·On(xn)〉 = f(x12, x13, . . . , xn−1,n). (4.16)
43Formally, it is a N(1)× 1 = 0× 1 matrix.
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In particular,
〈O(θ1, . . . , θd)〉 = const.×
d∏
j=1
δqj ,0,
〈O1(θ1, . . . , θd)O2(θ′1, . . . , θ′d)〉 = g(θj − θ′j)
d∏
j=1
δ
q
(1)
j +q
(2)
j ,0
,
〈O1(θ1, . . . , θd)O2(θ′1, . . . , θ′d)O3(θ′′1 , . . . , θ′′d)〉 = h(θj − θ′j, θ′j − θ′′j )
d∏
j=1
δ
q
(1)
j +q
(2)
j +q
(3)
j ,0
.
(4.17)
Since there is no local counterterm which can shift the one-point functions, the constants are
interesting observables. Nonlocal parts of higher-point functions are also physical.
4.2 Conformal manifolds of CFTs on Td
Deformation problems of CFTs
SCFT 7→ S := SCFT + λ
∫
ddx
√
γO(x)
are important in QFTs. Since the operator O has to belong to a representation of the
original conformal group, the operator is labeled by d U(1) ‘charges’ (q1, . . . , qd) ∈ Zd when
we consider CFTs on Td. If some of qjs are nonzero, the deformation breaks the conformal
symmetry (to discrete subgroups in general44). For example, if precisely one of the qjs, say
q1, is nonzero, (the identity conponent of) the conformal group is broken to Zq1 × U(1)d−1.
Therefore, it is necessary for the deformation operators to belong to the trivial representation
(q1, . . . , qd) = (0, . . . , 0) of U(1)
d in order to preserve the conformal group. Let us denote such
operators in the trivial representation {OI′}. Of course, the identity operator is an element
of the set id ∈ {OI′}.
Do the deformations with {OI′} preserve the conformal symmetry U(1)d? Since the rep-
resentations are labeled by discrete quantum numbers, it may seem that the representations
cannot be modified under the continuous deformations, however, there is another trigger
which can spoil ‘marginal’45 property of the trivial operators, multiplet recombinations [37]
(see also [38]). When there are flavor symmetries, and some of the trivial operators belong to
nontrivial representations of the flavor groups, the operators break some flavor symmetries
44For example, if the operator belongs to (2, 0, . . . , 0), the operator is still invariant under pi-shift of θ1,
i.e., Z2. More generally, if the operator belongs to (q1, 0, . . . , 0), the first U(1) is broken to Zq1 .
45As we saw in examples in this paper, metric spaces which admit conformal groups with dilations are
rare. Thus marginality may not be a good property to characterize a family of CFTs in general. From now
on we will call these operators which parametrize families of CFTs “conformal operators” for brevity.
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under which they are charged. Thus away from the conformal point λI
′
= 0, the correspond-
ing currents (if existed in the first place [39]46) cease to be conserved, and the deformation
operator and the broken current would combine to form a nontrivial representation, leading
to possible conformal symmetry breaking. To avoid the possible multiplet recombinations,
we further restrict to operators belonging to the trivial representations of flavor symmetries.
Let us denote such operators {OI} ⊂ {OI′}. Then the deformations
SCFT 7→ S := SCFT + λI
∫
Td
ddx
√
γOI(x) (4.18)
would preserve the conformal group U(1)d.
One caveat in the discussion above is that we have ignored the possibility of ‘large’
conformal transformations. There may exist ‘large’ conformal transformations in Conf(Td),
and in that case some operators OI would transform nontrivially under these elements of the
group. If such operators are included in the deformation (4.18), they break the full conformal
symmetry Conf(Td) to its identity component U(1)d. Furthermore, the integer ‘charges’ may
jump under the ‘large’ conformal transformations. Since we do not know how to find ‘large’
conformal transformations systematically, we leave these points as open questions.
Conformal manifolds associated to CFTs on (conformally) flat spaces are naturally equipped
with a metric known as the Zamolodchikov metric gIJ(λ), which is defined through two-point
functions of the conformal operators [9]:
〈OI(x)OJ(x′)〉Rd ≡
gIJ(λ)
(x− x′)2d .
Since the coefficient function g(λ) is symmetric and nonnegative thanks to the reflection
positivity [30], it can be recognized as a metric on the theory space. However, on general
Riemannian spaces, to the best of our knowledge, it is not known whether the reflection
positivity holds. Spacetime parts of the two-point functions are not positive in general,
neither. For example, on our Td, there is no guarantee that the two-point functions
〈OI(θ1, . . . , θd)OJ(θ′1, . . . , θ′d)〉 ≡ gIJ(λ)f(θ1 − θ′1, . . . , θd − θ′d) (4.19)
have positive f . All we can say is that the coefficient function g(λ) is symmetric due to the
Bose symmetry. It would be interesting to study properties of g(λ).
The reason why we could easily find candidates of conformal operators without assuming
SUSY is because (the identity component of) the conformal group is compact. Our example
does not answer the original problem of finding conformal manifolds of non-SUSY CFTs
defined on conformally flat spacetimes, but this observation makes clear that why it is difficult
to find such candidates; on conformally flat manifolds, conformal groups are noncompact,
and a priori, no known mechanism prevents continuous quantum corrections except SUSY.
46It would be interesting to reconsider the arguments of multiplet recombination with currents [40] on
curve manifolds M with nontrivial Hd−2(M), on which Noether currents may not exist.
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It is easy to raise concrete examples of such trivial operators which would label families
of CFTs. On Td, we have a real scalar field φ which belongs to the trivial representation
(q1, . . . , qd) = (0, . . . , 0) of U(1)
d. Using the field, we can get many trivial operators. Suppose
we have Nf of them φj where j = 1, . . . , Nf with degenerated mass m. Then the theory
S =
∫
Td
ddx
√
γ
(1
2
γµνδjk∂µφj(x)∂νφk(x) +
1
2
m2δjkφj(x)φk(x)
)
(4.20)
enjoys an SO(Nf ) flavor symmetry. Interestingly, the (diagonal) mass term δ
jkφjφk is also
an element of {OI}, thus the mass term can be exactly ‘marginal.’ We can construct many
operators which belong to {OI}. These are some of the examples:
• O = (δjkφjφk)3 on T3,
• O = (δjkφjφk)2 on T4.
These would be candidates of conformal operators. Generalization to various degenerated
masses m, m˜, . . . is trivial. In that case, the flavor symmetry would be given by SO(Nf ) ×
SO(N˜f ) × . . . where Nf , N˜f , . . . are the numbers of real scalars with mass m, m˜, and so
on. It is desirable to check these suggestions explicitly, however, since we do not know about
‘large’ conformal transformations, we leave this point as a future work.
Since all information we used about Td is the compactness of the conformal group U(1)d,
one can also easily find candidates of conformal operators on spaces with compact conformal
groups. Within the examples we studied, they include S1 × [0, 1],KB,MS,S1l(6=Nr) ×H2r, and
RP2×S1. Conformal manifolds of S1l ×H2r are especially worth studying. Since the conformal
group becomes noncompact by setting l = Nr with N ∈ N×, it would be interesting to see
how conformal manifolds change by rescaling l. More concretely, since the compact confor-
mal group is contained as a subgroup of the larger conformal group, conformal manifolds
associated to S1Nr ×H2r must be a subspace of the one associated to S1l(6=Nr) ×H2r.
5 Discussion
In this paper, we tried to generalize the study of CFTs by considering CFTs on both ori-
entable and unorientable curved manifolds possibly with boundaries. As a preparation, we
first reviewed conformal transformations on curved manifolds. Using the formalism, we then
studied various CFTs defined on lower dimensional manifolds possibly with boundaries. We
saw boundary conditions derived from a simple fact − given local coordinate systems be
single-valued − correctly reproduces known conformal groups. Using the method, we also
produced a few new results. One of them is a phenomenon of conformal symmetry en-
hancement. In general, the conformal group of S1l × H2r is given by U(1) × U(1), however,
if we set l = Nr with N ∈ N×, we found that the space enjoys a larger conformal group
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SO(2, 1)×U(1). This symmetry can be understood as the conformal symmetry of R3∪{∞}
with codimension two defect. Equipped with this interpretation, it is obvious that S1r×Hd−1r
has the conformal group SO(d − 1, 1) × SO(2), and using our argument to replace τ by
τ ′ = Nτ , it is believed that the conformal symmetry enhancement also takes place in higher
dimensions; the conformal group associated to S1Nr × Hd−1r with N ∈ N× would also be
given by SO(d − 1, 1) × SO(2), which is larger than those associated to the manifolds with
l/r /∈ N. We also determined forms of correlation functions in these examples. Taking local
counterterms on curved spaces into account, we also discussed which parts of the correlators
are physical.
Through the examples, we found suitable boundary conditions make the analysis remark-
ably simple by reducing problems of solving partial differential equations to those of solving
algebraic equations. Thus in the last section we focused on a manifold with periodic boundary
conditions in every direction, namely a d-torus Td. We found Conf0(Td) ' U(1)d for the cases
d = 2, 3, 4, and 5 (with generic radii). From the results, we conjectured Conf0(Td) ' U(1)d
for d ≥ 2, and in fact, we could prove the claim. Employing the fact that representations of
U(1)d are labeled by discrete quantum numbers, i.e., compactness of the conformal group,
we also suggested some candidates of conformal manifolds without assuming SUSY.
We have left many interesting (and important) questions:
• ‘large’ conformal transformations; we have mainly focused on identity components
Conf0(M) of the conformal groups on metric spaces (M,γ). It would be interesting
to study conformal transformations which are not in the identity component. One way
would be to write down all Lie algebras which are isomorphic to the conformal algebras
in question, and see whether the nontrivial center elements are elements of the (full)
conformal groups, as we did in this paper.
• direct computation of correlators; in some cases, we employed conformal maps between
flat spaces to compute correlation functions of CFTs on curved spaces because direct
computation was difficult. It is desirable to develop a direct way. It would remove a
bottleneck to find conformal maps, and further in some cases they are necessary because
not all metric spaces can be related to flat spaces.
• (conformal) defects [26]; we have seen Rd∪{∞} with codimension one conformal defect
(i.e., boundary) is conformal to Hd, and Rd ∪ {∞} with codimension two conformal
defect Rd−2∪{∞} is conformal to S1×Hd−1. So a natural question is what is a (curved)
space M which is conformal to Rd∪{∞} with codimension three (or higher) conformal
defect. At least we know the metric space must have the conformal algebra
conf(M) ∼= so(d− 2, 1)⊕ so(3).
Also, conformal defects in curved spaces themselves would be interesting to study. For
instance, a d-torus Td with q-torus Tq as a codimension (d − q) defect may be inter-
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esting objects to study. The defects obviously have conformal symmetries Conf0(Tq) '
U(1)q.47
• conformal anomaly; as in the case of CFTs defined on conformally flat even-dimensional
spaces, there is a possibility that the conformal symmetries suffer from conformal
anomalies [41]. Since part of the usual conformal anomaly, i.e., the a-anomaly, counts
the ‘number’ of effective degrees of freedom in a theory [9, 10], it is interesting to in-
vestigate whether a similar statement also holds on manifolds which are not conformal
to Rd or Rd−1,1 (possibly with ∞). One would be able to tackle this problem using the
local renormalization group (LRG) mentioned in the appendix C.
• gravity dual; having AdS/CFT correspondence [42] in mind, it is natural to ask what are
gravity duals of CFTs on curved spaces, if such a correspondence exists. If we employ
the matching of the symmetries and dimension independent structure of the known
correspondence as guiding principles, in case of Td, gravitational theories defined also
on Td is one of a natural candidate of the dual because we have Isom0(Td) ' Conf0(Td)
(d ≥ 2). Studies in this direction would shed light on how crucial the matching of
symmetries is in the AdS/CFT correspondence.
We would like to address these problems in the future.
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A Derivation of (2.12)
Taking the determinant of the definition of the conformal map
γ′αβ(y(x))
∂yα
∂xµ
(x)
∂yβ
∂xν
(x) = Ω2(x)γµν(x),
we obtain
Ω2(x) =
(√
γ′(y(x))
γ(x)
det
(
∂y
∂x
(x)
))2/d
, (A.1)
47Those cases with q = 0, 1 are special. They would need separate treatments.
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where γ := det γµν and γ
′ := det γ′αβ. What we want to check can be rewritten
ξµM(ϕ
−1(y))
∂ ln Ω2
∂xµ
(ϕ−1(y)) =
2
d
[
∇(γ′) · ξN(y)−∇(γ) · ξM(ϕ−1(y))
]
.
Using (A.1), LHS reduces to
(LHS) =
2
d
ξµM(ϕ
−1(y))
∂
∂xµ
[
ln
√
γ′(y)− ln
√
γ(ϕ−1(y)) + ln det
(
∂y
∂x
(ϕ−1(y))
)]
=
2
d
ξµM(ϕ
−1(y))
[∂yα
∂xµ
(ϕ−1(y))Γ
′β
αβ − Γνµν +
∂xν
∂yα
(y)
∂2yα
∂xµ∂xν
(ϕ−1(y))
]
=
2
d
[( ∂
∂xµ
ξµM(ϕ
−1(y)) + ξµM(ϕ
−1(y))
∂xν
∂yα
(y)
∂2yα
∂xµ∂xν
(ϕ−1(y))
)
+ Γ
′β
αβξ
α
N(y)
− ∂
∂xµ
ξµM(ϕ
−1(y))− ΓνµνξµM(ϕ−1(y))
]
=
2
d
[ ∂
∂yα
ξαN(y) + Γ
′β
αβξ
α
N(y)−
∂
∂xµ
ξµM(ϕ
−1(y))− ΓνµνξµM(ϕ−1(y))
]
= (RHS),
where Γρµν and Γ
′γ
αβ are LC connections constructed from γ and γ
′, respectively. In the second
line we used the famous formula
∂
∂xµ
ln
√
γ = Γνµν ,
and similar formula for Γ′. In the last line, we used
∂
∂yα
ξαN(y) =
∂
∂yα
(
ξµM(ϕ
−1(y))
∂yα
∂xµ
(ϕ−1(y))
)
=
∂xν
∂yα
(y)
∂ξµM
∂xν
(ϕ−1(y))
∂yα
∂xµ
(ϕ−1(y)) + ξµM(ϕ
−1(y))
∂xν
∂yα
(y)
∂2yα
∂xν∂xµ
(ϕ−1(y))
=
∂
∂xµ
ξµM(ϕ
−1(y)) + ξµM(ϕ
−1(y))
∂xν
∂yα
(y)
∂2yα
∂xν∂xµ
(ϕ−1(y)).
B SU(1, 1), SL(2,R), and SO(2, 1)
The group48 SU(1, 1) or SU(1, 1; J) is defined as a collection of two by two complex matrices
which preserve J =
(
1 0
0 −1
)
and have determinant one:
SU(1, 1; J) := {M ∈M(2, 2;C)|M †JM = J& detM = 1}. (B.1)
48For more details of the group, see, for example, [43].
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A general element of the group has a form
M =
(
a b∗
b a∗
)
with |a|2 − |b|2 = 1. Decomposing a, b into real and imaginary parts
a = t+ iz, b = x+ iy,
one can write
M = t12 + izσ3 + xσ1 + yσ2, t
2 + x2 − y2 − z2 = 1.
From this expression, one can easily learn that SU(1, 1) is not simply-connected because
S1 := {t2 + x2 = 1} is embedded. If one realizes |a| ≥ 1, it is convenient to use another
parametrization of the group elements:
M(η, φ, ψ) =
(
cosh ηeiφ sinh ηe−iψ
sinh ηeiφ cosh ηe−iφ
)
,
η ∈ [0,+∞), φ ∈ [0, 2pi), ψ ∈ [0, 2pi).
(B.2)
Using the generators49
k1 := i
σ1
2
, k2 := i
σ2
2
, k3 :=
σ3
2
,
and k± := k1 ± ik2, which obey commutation relations
[k+, k−] = −2k3, [k3, k±] = ±k±, (B.3)
one can express (B.2) as
M(η, φ, ψ) = ei(φ−ψ)k3e−2iηk1ei(φ+ψ)k3 . (B.4)
Now, J is unitary equivalent to J˜ :=
(
0 i
−i 0
)
. In fact,
U =
1√
2
(
eiα −ieiβ
−ieiα eiβ
)
(α, β ∈ R)
49These satisfy the standard commutation relations
[k1, k2] = −ik3, [k2, k3] = ik1, [k3, k1] = ik2.
If we absorb the imaginary unit i and redefine k′j := kj/i, these satisfy the commutation relations we saw
many times:
[k′1, k
′
2] = −k′3, [k′2, k′3] = k′1, [k′3, k′1] = k′2.
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does the job:
J˜ = UJU−1.
Using this new Hermitian form, one obtains another group
SU(1, 1; J˜) := {M ∈M(2, 2;C)|M †J˜M = J˜& detM = 1}, (B.5)
which is unitary equivalant to SU(1, 1). By an explicit computation, one can show that an
arbitrary two by two matrix M with detM = 1 satisfies
M tJ˜M = J˜ .
Therefore we have
∀M ∈ SU(1, 1; J˜), M∗ = M,
and we can also express the group as
SU(1, 1; J˜) = {M ∈M(2, 2;C)|M∗ = M& detM = 1}.
This is nothing but the definition of SL(2,R):
SU(1, 1; J˜) = SL(2,R), (B.6)
proving unitary equivalence of SU(1, 1) and SL(2,R). To summarize our consideration, we
have
USU(1, 1)U−1 = SU(1, 1; J˜) = SL(2,R). (B.7)
Let us consider a homomorphism from SU(1, 1). The Lie algebra su(1, 1) is a three-
dimensional vector space V 3Adj(SU(1,1)) spanned by generators K1, K2, and K3 which is isomor-
phic to R3 through the correspondence
K1 ↔
10
0
 , K2 ↔
01
0
 , K3 ↔
00
1
 .
Since the vector space V 3Adj(SU(1,1)) is nothing but the representation space of the adjoint
representation, defining Ad(Kj)Kk := [Kj, Kk], representation matrices can be computed
from the commutation relations (B.3):
Ad(K1) =
0 0 00 0 −i
0 −i 0
 , Ad(K2) =
0 0 i0 0 0
i 0 0
 , Ad(K3) =
0 −i 0i 0 0
0 0 0
 .
Therefore we have obtained the three-dimensional representation
Adj : SU(1, 1)→ End(V 3Adj(SU(1,1))), (B.8)
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which is a homomorphism by definition, and the general representation matrix can be ob-
tained from (B.4) as
R(η, φ, ψ) := ei(φ−ψ)Ad(K3)e−2iηAd(K1)ei(φ+ψ)Ad(K3). (B.9)
A straightforward computation shows
R(η, φ, ψ) =
 c−c+ − cosh 2ηs−s+ c−s+ + cosh 2ηs−c+ − sinh 2ηs−−s−c+ − cosh 2ηc−s+ −s−s+ + cosh 2ηc−c+ − sinh 2ηc−
sinh 2ηs+ − sinh 2ηc+ cosh 2η
 , (B.10)
where c± := cos(φ ± ψ), s± := sin(φ ± ψ). Using this expression, one can convince oneself
that R ∈ SO+(2, 1). In fact, it is easy to show the matrix has determinant one with the help
of detM = etr lnM . One can also show the matrix preserves v ·w := −v1w1 − v2w2 + v3w3.
For example,
00
1
 is mapped to
− sinh 2ηs−− sinh 2ηc−
cosh 2η
, and this preserves v3w3. In addition,
since R33 = cosh 2η ≥ 1, one concludes that R is an element of SO+(2, 1). Thus (B.8) is a
homomorphism from SU(1, 1) to SO+(2, 1).
Let us study the kernel. To make R33 = 1, we need η = 0. Then (B.10) reduces to
R(η = 0, φ, ψ) =
 cos 2φ sin 2φ 0− sin 2φ cos 2φ 0
0 0 1
 .
Thus (η, φ, ψ) = (0, 0, ψ) and (η, φ, ψ) = (0, pi, ψ) give +13 ∈ SO+(2, 1). However, using
(B.2), one notices that these parameters give +12 ∈ SU(1, 1) and −12 ∈ SU(1, 1), respec-
tively. Our consideration gives a short exact sequence
1→ Z2 → SU(1, 1)→ SO+(2, 1)→ 1, (B.11)
or SU(1, 1)/Z2 ' SO+(2, 1). We use the element −12 ∈ SU(1, 1) to judge whether a given
group associated to the Lie algebra su(1, 1) ∼= so(2, 1) is SU(1, 1) or SO(2, 1); if −id is an
element of the group, the group must be SU(1, 1), and if it is not an element, the group must
be SO(2, 1).
C Mass dimension, RG, and local counterterms on curved
spaces
Let us review why Euclidean or Minkowski spaces have (only one) mass dimensions. First
of all, on Rd or Rd−1,1, we have the dilation symmetry as a part of the spacetime symmetry.
The generator x · ∂/∂x of the symmetry enables us to count the number of coordinates. In
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other words, the presence of dilations makes the word ‘number of coordinates’ meaningful.
Then, a priori, there can exist d length scales Lj (j = 1, . . . , d), however, since the spaces have
rotation symmetries, we have to be blind to directions we are facing. The rotation symmetries
unify the length scales L1 = · · · = Ld = L, and we only matter the number of coordinates
and not their directions. Coordinates are conjugate to momentum variables. So in order to
make the number of coordinates conserved, momentum must have the opposite number L−1.
Writing M = L−1, we can count the number of coordinates dimensionful parameters have in
units of M . This is the mass dimension on Rd or Rd−1,1.
On the other hand, as we saw in many examples, few metric spaces have dilations as a
part of the spacetime symmetries. On metric spaces without dilations, we cannot initiate
the first step above. So it is meaningless to talk about ‘mass dimensions’ or ‘numbers of
coordinates’ on such spaces.
Accordingly, the usual RG would not work on curved spaces. Recalling the Wilsonian RG,
one has to separate modes with short wavelength (a.k.a. slow or heavy modes) from those
with long wavelength (a.k.a. fast or light modes). On flat spaces, this separation can be done
globally because the length defined by the flat metric does not depend on position. However,
on curved metric spaces, length does depend on points in general, and one cannot separate
modes with short and long wavelength globally. Rather, one has to separate them locally.
Thus one is forced to study responses of QFTs − more precisely, the Schwinger functional
(a.k.a. the vacuum functional), which is given by log of the partition function − to local scale
transformations. This goal can be achieved by a method called local renormalization group
(LRG) [44] in which local scale transformations are realized by the Weyl transformations50
γµν(x) 7→ e2σ(x)γµν(x).
Therefore, on generic curved spaces, one is obliged to consider LRG, not the usual RG.
What matters for our analysis in the context of LRG is the rule to write down local coun-
terterms on curved spaces. On flat spaces, we use scaling dimensions which are eigenvalues
of dilations, and make the local counterterms have scaling dimension zero. For example, in
two dimensions, we can write a local counterterm
S 3
∫
d2xgIJ(λ)δ
µν∂µλ
I(x)∂νλ
J(x)
where a coupling constant λI is promoted to a dimensionless background field λI(x). This
local counterterm contributes to contact terms of operators OI with scaling dimension two
coupled to λI . On the other hand, on curved spaces, we do not have dilations in general as
we saw. So scaling dimensions cannot be used to write down local counterterms. A natural
generalization is to use Weyl weights. Under a Weyl transformation γµν(x) 7→ e2σ(x)γµν(x),
50In the gravitational physics, this transformation is called conformal transformation, and conformal trans-
formations − angle preserving diffeomorphisms − we have been discussing are called conformal isometries.
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a field Φ(x) with Weyl weight w transforms as
Φ(x) 7→ ewσ(x)Φ(x).
In LRG, coupling constants are promoted to background fields,51 and they have Weyl weights
zero. Then it is natural to require local counterterms have Weyl weights zero in LRG analysis
corresponding to local counterterms have scaling (or mass) dimensions zero in the usual RG
analysis. For example, in two dimensions, we can have local counterterms
S 3
∫
d2x
√
γ
{
gIJ(λ)γ
µν(x)∂µλ
I(x)∂νλ
J(x) + c(λ)R(x)
}
,
where R(x) is the Ricci scalar. Note that this criterion is consistent with the usual classifi-
cation of conformal anomalies. For example, in four dimensions, we could have a term ∇2R
in the conformal anomaly, but we can tune this away with a local counterterm
S 3
∫
d4x
√
γb(λ)R2(x)
while the other terms such as Euler density or Weyl tensor squared terms remain genuine
contributions to the conformal anomaly. Furthermore, this criterion is also consistent with
local counterterms associated with higher-form symmetries [46]. q-form symmetries couple
to (q + 1)-form gauge fields. Like the usual one-form gauge fields, it is natural to assign
them Weyl weights zero. Therefore we can construct local counterterms consist of them by
contracting with the LC tensor. For example, one-form symmetries couple to two-form gauge
fields B, and in four dimensions we can write a local counterterm∫
d4x
√
γµνρσBµνBρσ ∝
∫
B ∧B,
which has played important roles these days. We use this criterion to write down possible
local counterterms in the main text.
But how we measure ‘dimensions’ of operators? In LRG, we can define anomalous di-
mensions, so we read scaling behaviours of operators through the anomalous dimensions.
From these considerations, we can learn which parts of correlation functions are physi-
cal. We will consider local counterterms which would shift one- and higher-point functions
separately. Below, we surpress ‘flavour’ indices I.
1. Regardless of a presence of background gauge fields, on even-dimensional spaces with
nontrivial Riemann tensors, all relevant local counterterms are given by
S 3
∫
ddx
√
γf(λ)Rd/2(x),
51As shown in [45], this cannot always be done. So here we simply assume this is possible.
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where Rd/2 is a suitable contraction of Riemann tensors. These local counterterms
can shift one-point functions of local operators with Weyl weight (−d), hence making
〈Ow=−d(x)〉 unphysical. Here f(λ) is a functional of background fields λ only which
belongs to singlets of symmetries one would like to preserve. (Note that the functional
does not depend on background gauge fields. Of course one can write local counterterms
with background gauge fields, and these terms are considered below separately because
they do not shift the one-point functions.) If there is no such functional, the one-
point functions can become physical. If the Riemann tensors are trivial, the one-point
functions 〈Ow=−d(x)〉 are physical. One-point functions of current operators 〈J(x)〉 are
physical unless d = 2.52
On odd-dimensional spaces, one-point functions are physical.
2. Concerned with higher-point functions, one can write many local counterterms which
make contact terms of the correlators unphysical. On even-dimensional spaces with
nontrivial Riemann tensors and nontrivial background gauge fields, we have local coun-
terterms
S 3 tr
∫
ddx
√
γfk,m(λ)
(
γµν(x)Dµλ(x)Dνλ(x)
)k(
γρσ(x)γδγ(x)Fρδ(x)Fσγ(x)
)m
Rd−2k−4m(x)
where 0 ≤ k ≤ d/2, 0 ≤ m ≤ bd/4c with d − 2k − 4m ≥ 0. fk,m is a functional
of background fields. These local counterterms turn the contact terms of operators O,
currents J , and energy-momentum tensors T unphysical. When some background fields
are trivial, we have fewer local counterterms; for example, if the Riemann tensors are
trivial, we have local counterterms
S 3 tr
∫
ddx
√
γfk,m(λ)
(
γµν(x)Dµλ(x)Dνλ(x)
)k(
γρσ(x)γδγ(x)Fρδ(x)Fσγ(x)
)m
with 2k + 4m = d, if background (scalar) fields are trivial, we have
S 3 fmtr
∫
ddx
√
γ
(
γρσ(x)γδγ(x)Fρδ(x)Fσγ(x)
)m
Rd−4m(x)
with d − 4m ≥ 0, where fm are constants, and so on. We can also use LC tensors to
construct local counterterms
S 3 tr
∫
ddx
√
γµ1···µdfk(λ)Dµ1λ(x) · · ·Dµkλ(x)Fµk+1µk+2(x) · · ·Fµd−1µd(x)
52In two dimensions, we can have a local counterterm
S 3 tr
∫
d2x
√
γµνf(λ)Fµν(x)
which threatens the physical property of the current one-point functions.
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with k = 0, 2, . . . , d. These local counterterms make contact terms of operators coupled
to background fields in the local counterterms unphysical.
On odd-dimensional spaces, we have to use LC tensors, and there are local counterterms
such as
S 3 tr
∫
ddx
√
γµ1···µdfk(λ)Dµ1λ(x) · · ·Dµkλ(x)Fµk+1µk+2(x) · · ·Fµd−1µd(x)
with k = 1, 3, . . . , d. Thus these local counterterms vanish when background (scalar)
fields are annihilated by covariant derivatives. One can also write Chern-Simons terms
constructed of background gauge or gravitational fields. These local counterterms ren-
der some parts of contact terms unphysical.
D More examples
In this appendix, we present more examples, focusing on unorientable manifolds possibly
with boundaries. Since correlation functions are either known or not much constrained, we
only compute the identity components of the conformal groups.
D.1 Klein bottle
A typical example of an unorientable manifold is the Klein bottle. One way to see the
manifold is as a fibre bundle over S1:
KB = (KB, pi,S1, S1,Z2). (D.1)
Although the total space is unorientable, each patch is orientable, and one can define a metric
on it. In other words, one can define a metric locally. Since the Klein bottle locally looks
like a two-torus, the metric is given by
ds2 = l2dτ 2 + r2dθ2,
τ ∈ [0, 2pi), θ ∈ [0, 2pi), (D.2)
where τ is a coordinate system which labels the base S1 direction, and θ parametrizes the
fibre S1.
To derive boundary conditions CKVs obey, pick a point p ∈ KB. Then consider a move
along a nontrivial cycle once. (i) If the cycle is along the fibre direction, we simply come
back to the original point p′. Thus the single-valuedness of given local coordinate systems x
require
x(p)
!
= x(p′). (D.3)
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Along the way, the coordinate θ swipes [0, 2pi) once. Therefore we get
x(p′) ≡ (τ(p′), θ(p′))
= (τ(p), θ(p) + 2pi)
!
= (τ(p), θ(p)),
hence a boundary condition
(τ, θ) ∼ (τ, θ + 2pi). (D.4)
(ii) If the cycle is along the base direction, we achieve a point p′′ such that pi(p) = pi(p′′) while
τ swipes [0, 2pi) once. Although p and p′′ have the same base coordinate, we have to perform
a Z2 transformation on the fibre Z2 : θ 7→ −θ. Since the points p and p′′ are identical, we get
x(p′′) != x(p), (D.5)
or
x(p′′) ≡ (τ(p′′), θ(p′′))
= (τ(p) + 2pi,−θ(p)) != (τ(p), θ(p)),
hence another boundary condition
(τ, θ) ∼ (τ + 2pi,−θ). (D.6)
Since a conformal group is a subgroup of the diffeomorphism group, we would like to
consider a coordinate transformation53
x 7→ x′(x) := x+ ξ(x).
Since both x and x′ serve as local coordinate systems, they both satisfy the boundary con-
ditions. Then we have
x′(p′) ≡ (τ ′(p′), θ′(p′)) = (τ ′(p), θ′(p) + 2pi) ≡ (τ(p) + ξτ (x(p)), θ(p) + ξθ(x(p)) + 2pi)
≡ x(p′) + ξ(x(p′)) ≡ (τ(p) + ξτ (x(p′)), θ(p) + 2pi + ξθ(x(p′))).
Comparing two expressions on RHSs with x(p′) = (τ(p), θ(p) + 2pi), we get
ξµ(τ, θ + 2pi) = ξµ(τ, θ). (D.7)
A similar argument yields
x′(p′′) ≡ (τ ′(p′′), θ′(p′′)) = (τ ′(p) + 2pi,−θ′(p)) ≡ (τ(p) + ξτ (x(p)) + 2pi,−θ(p)− ξθ(x(p)))
≡ (τ(p′′) + ξτ (x(p′′)), θ(p′′) + ξθ(x(p′′))) = (τ(p) + 2pi + ξτ (x(p′′)),−θ(p) + ξθ(x(p′′))),
53Although both x and x′ are bijective, the difference ξ can be neither injection nor surjection. For example,
if x′ = x, ξ = 0, and it is neither injective nor surjective.
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or comparing the two expressions on RHSs we obtain another boundary condition
(ξτ (τ + 2pi,−θ), ξθ(τ + 2pi,−θ)) = (ξτ (τ, θ),−ξθ(τ, θ)). (D.8)
Now we are ready to solve CKE. Since the Klein bottle is locally the same as a two-torus,
we obtain the same CKE as the case:
0 = ∂τξτ (x)−
(
l
r
)2
∂θξθ(x),
0 = ∂τξθ(x) + ∂θξτ (x).
(D.9)
Because of the boundary condition (D.7), ξµ must have a form
ξµ(τ, θ) =
∑
m∈Z
eimθξ(m)µ (τ). (D.10)
The reality condition ξµ = ξ
∗
µ is given by
∀m ∈ Z, ∀τ ∈ [0, 2pi), ξ(m)µ (τ) = ξ(−m)∗µ (τ). (D.11)
Substituting the ansatz (D.10) in (D.9), one obtains
∀m ∈ Z,∀τ ∈ [0, 2pi), ∂τ
(
ξ
(m)
τ (τ)
ξ
(m)
θ (τ)
)
= im
(
0
(
l
r
)2
−1 0
)(
ξ
(m)
τ (τ)
ξ
(m)
θ (τ)
)
. (D.12)
The matrix on RHS can be diagonalized as before, and the PDE can be solved with ease:
∀m ∈ Z,∀τ ∈ [0, 2pi),
(
ξ
(m)
τ (τ)
ξ
(m)
θ (τ)
)
=
(
il
r
(
elmτ/rc
(m)
τ − e−lmτ/rc(m)θ
)
elmτ/rc
(m)
τ + e−lmτ/rc
(m)
θ
)
, (D.13)
where c
(m)
µ are complex constants.
Here, on the ansatz, the other boundary condition (D.8) imposes
∀m ∈ Z,∀τ ∈ [0, 2pi), ξ(−m)τ (τ + 2pi) = ξ(m)τ (τ)&ξ(−m)θ (τ + 2pi) = −ξ(m)θ (τ). (D.14)
On the solution (D.13), this means
0 = c(m)τ (e
4pilm/r − 1), c(m)θ = −e−2pilm/rc(−m)τ . (D.15)
The first condition says only c
(0)
τ can be nonzero. Then, the second condition implies only
c
(0)
θ can be nonzero, which is given by
c
(0)
θ = −c(0)τ . (D.16)
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Furthermore, the reality condition (D.11) on the solution (D.13) reduces to
∀m ∈ Z, c(m)θ = c(−m)∗τ . (D.17)
Combinining the two conditions (D.16) and (D.17), it turns out that c
(0)
τ is pure imaginary:
c(0)∗τ = c
(0)
θ = −c(0)τ .
Collecting all the results, we arrive(
ξτ (τ, θ)
ξθ(τ, θ)
)
=
(
2il
r
c
(0)
τ
0
)
. (D.18)
Note that ξµ is real as required because c
(0)
τ is pure imaginary. Thus conformal transforma-
tions on KB are generated by constant shifts in the τ -direction. More explicitly, they are
generated by
ξ(τ, θ) = ξτ (τ, θ)∂τ =
2i
lr
c(0)τ ∂τ . (D.19)
Since τ + 2pi and τ are the same point on the base space, they are identified, and the
group generated by Pτ := ∂τ is U(1). Because the conformal factor is trivial, (the identity
component of) the conformal group reduces to (the identity component of) the isometry
group. To summarize, we have shown
Conf0(KB) ' U(1) ' Isom0(KB), (D.20)
which reproduces the well-known result mentioned in [47]. A reflection
Iθ : θ 7→ −θ
preserves the metric (D.2), and forms Z2. Thus the (full) conformal group must contain
U(1)× Z2 ⊂ Conf(KB).
D.2 Mo¨bius strip
As in the case of the Klein bottle, one way to see this manifold with boundaries is as a fibre
bundle over S1:
MS = (MS, pi,S1, [−1, 1],Z2). (D.21)
Since this space is locally the same as the cylinder, we can locally define a metric
ds2 = r2dτ 2 + dy2,
τ ∈ [0, 2pi), y ∈ [−1, 1], (D.22)
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where τ is the base S1 direction, and y parametrizes the fibre [−1, 1].
To derive boundary conditions satisfied by CKVs, we follow the same logic as in the
previous example; we consider a coordinate transformation x 7→ x′(x) := x + ξ(x), follow a
transportation from a point p ∈ MS along a nontrivial cycle to the identical point p′, and
decompose x′(p′) in two ways. Then we obtain
x′(p′) ≡ (τ ′(p′), y′(p′)) = (τ ′(p) + 2pi,−y′(p)) ≡ (τ(p) + ξτ (x(p)) + 2pi,−y(p)− ξy(x(p)))
≡ x(p′) + ξ(x(p′)) = (τ(p) + 2pi + ξτ (x(p′)),−y(p) + ξy(x(p′))),
or comparing two expressions on RHSs using x(p′) = (τ(p) + 2pi,−y(p)), we get
(ξτ (τ + 2pi,−y), ξy(τ + 2pi,−y)) = (ξτ (τ, y),−ξy(τ, y)). (D.23)
To preserve the boundaries y = ±1, it is natural to impose another boundary condition
∀τ ∈ [0, 2pi), ξy(τ, y = 1) != 0 != ξy(τ, y = −1). (D.24)
Now we solve the CKE. Since ξµ is periodic up to sign in τ -direction, it is convenient to
take
ξµ(τ, y) =
∑
m∈Z
eimτξ(m)µ (y), (D.25)
and let the ‘mode’ ξ
(m)
µ (y) take care of signs. Then similar computations as before give(
ξτ (τ, y)
ξy(τ, y)
)
=
∑
m∈Z
eimτ
(
−ir
(
emy/rc
(m)
τ − e−my/rc(−m)∗τ
)
emy/rc
(m)
τ + e−my/rc
(−m)∗
τ
)
, (D.26)
in which the reality condition is already implemented. On the solution, the boundary condi-
tion (D.23) imposes
∀m ∈ Z, c(−m)∗τ = −c(m)τ . (D.27)
The other boundary condition (D.24) requires
∀m ∈ Z, −e2m/rc(m)τ = c(−m)∗τ = −e−2m/rc(m)τ . (D.28)
This means only c
(0)
τ can be nonzero, which is pure imaginary due to the same condition.
Collecting all the results, we arrive(
ξτ (τ, y)
ξy(τ, y)
)
=
(
−2irc(0)τ
0
)
. (D.29)
This is again real as required because c
(0)
τ is pure imaginary. Thus conformal transformations
on MS are constant shifts in the τ -direction which are generated by
ξ(τ, y) = ξτ (τ, y)∂τ = −2ic
(0)
τ
r
∂τ , (D.30)
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and they form a compact group U(1) due to the periodic identification τ + 2pi ∼ τ . Since
the conformal factor is trivial, the group reduces to (the identity component of) the isometry
group. To conclude, we have shown
Conf0(MS) ' U(1) ' Isom0(MS). (D.31)
This again reproduces the result mentioned in [47]. As in the previous example, a reflection
Iy : y 7→ −y
forms a subgroup Z2 of the (full) conformal group:
U(1)× Z2 ⊂ Conf(MS).
D.3 RPd
This space is given by
RPd := (Rd ∪ {∞})/ ∼, (D.32)
where two points p and p′ are identified p ∼ p′ if
xµ(p′) = − x
µ(p)
δρσxρ(p)xσ(p)
. (D.33)
Since the metric is flat, we can borrow the well-known form of CKVs on Rd ∪ {∞}
ξµ(x) = aµ +mµνxν + λx
µ + (2bνxνx
µ − δρσxρxσbµ), (D.34)
where a,m, λ, and b parametrize translation, rotation, dilation, and special conformal trans-
formation, respectively. On RPd, we have to impose a boundary condition originating from
the identification (D.33). We use our simple trick based on the single-valuedness of local
coordinate systems. Calculating x′(p′) in two ways, we obtain
x′(p′) ≡ (x′1(p′), . . . , x′d(p′)) =
(
− x
′1(p)
|x′(p)|2 , . . . ,−
x
′d(p)
|x′(p)|2
)
≡
(
− x
1(p) + ξ1(p)
|x(p) + ξ(x(p))|2 , . . . ,−
xd(p) + ξd(p)
|x(p) + ξ(x(p))|2
)
≡ (x1(p′) + ξ1(x(p′)), . . . , xd(p′) + ξd(x(p′)))
=
(
− x
1(p)
|x(p)|2 + ξ
1(x(p′)), . . . ,− x
d(p)
|x(p)|2 + ξ
d(x(p′))
)
,
or using xµ(p′) = −xµ(p)/|x(p)|2, we obtain a boundary condition
ξµ
(
− x|x|2
)
=
xµ
|x|2 −
xµ + ξµ(x)
|x+ ξ(x)|2 . (D.35)
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LHS can be computed easily:
(LHS) = aµ − 1|x|2m
µνxν − λ|x|2x
µ +
(
2bνxν
|x|4 x
µ − 1|x|2 b
µ
)
.
On the other hand, up to the first order in each parameter, RHS reduces to
(RHS) =
(
2aνxν
|x|4 x
µ − 1|x|2a
µ
)
− 1|x|2m
µνxν +
λ
|x|2x
µ + bµ.
One notices at once that a by itself cannot survive the boundary condition (D.35), but
since it has the form of special conformal transformation on RHS, it can survive if we set
aµ = bµ. This is also the case for b; it cannot survive by itself, but since it is nothing
but a translation in RHS, it can survive if we set b = a. Thus translation and special
conformal transformation survive the boundary condition by mixing them. This result was
expected because special conformal transformations are realized as translations associated
with inversions I : xµ 7→ −xµ/|x|2. One can easily read that rotations m survive the boundary
condition while dilations λ do not. Thus CKV on RPd is given by
ξ(x) = ξµ(x)∂µ = a
µ(∂µ + 2xµx
ν∂ν − xνxν∂µ) + 1
2
mµν(xν∂µ − xµ∂ν). (D.36)
Let us work out the group generated by the vector field. Defining
Qµ :=
1
2
(∂µ + 2xµx
ν∂ν − xνxν∂µ) , Mµν := xν∂µ − xµ∂ν ,
one can easily check they satisfy commutation relations
[Qµ, Qν ] = Mµν , [Qµ,Mρσ] = −δµρQσ + δµσQρ,
[Mµν ,Mρσ] = δµρMνσ − δµσMνρ − δνρMµσ + δνσMµρ.
This is nothing but the Lie algebra so(d, 1) because if one defines54
Jµν := Mµν , Jµ0 := ±iQµ,
the generator JMN = −JNM satisfy the defining commutation relations of so(d, 1)
[JMN , JRS] = ηMRJNS − ηMSJNR − ηNRJMS + ηNSJMR
with ηMN = diag(−1,+1, . . . ,+1) and M = 0, 1, . . . , d. So we conclude
Conf0(RPd) ' SO(d, 1), (D.37)
in accord with [17].
Since the forms of correlation functions on RPd were discussed in the papers, we do not
repeat here. (Basically, one uses rotation symmetry to restrict xj dependence to xj · xk
dependence, and then imposes inversion covariance of conformal tensors.)
54As long as we are concerned with the algebra, both signs of Jµ0 work.
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