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Abstract 
Dye sensitized solar cells (DSSCs) are a novel design of solar cell which could be used as 
power producing windows or skylights. These nanocrystalline solar cells are currently 
the subject of intense research in the ﬁeld of renewable energy as a low-cost photovoltaic 
device. The light adsorption occurs in dye molecules adsorbed on a highly porous 
structure of TiO2 porous ﬁlm. The photo-conversion eﬃciencies of the DSSCs have 
been recently reported to reach 11%. 
Despite the progress in the eﬃciency and stability of these solar cells there are many 
fundamental aspects of their operation that are still unknown. One process, for which 
there is limited information, is the time taken to upload the dye on the TiO2 nanoporous 
ﬁlm. Dye is adsorbed onto a TiO2 working electrode by dipping it into the dye solution 
for periods of several hours to several days. However, such long dipping times are 
not economic for industrial production of DSSCs. It has been shown recently that 
the time taken for dye uptake on the solar cell has an impact on its eﬃciency. The 
factors controlling this process are not yet fully understood. We develop a model based 
on the Langmuir isotherms to study and understand the diﬀusion and adsorption of 
the dye molecules in TiO2 nanotube ﬁlms and compare our theoretical results to the 
experimental results. Our modelling results show that the adsorption of dye into the 
TiO2 nanotubes is controlled by the diﬀusion coeﬃcient, the adsorption-desorption 
ratio and the initial dye concentration. 
The competition between the electron transport to the anode and the electron transfer 
to I−3 ions in the electrolyte determines the eﬃciency of the collection of photoinjected 
electrons. The important parameter in this process is the electron diﬀusion length 
Ln, which is determined by the eﬀective electron diﬀusion coeﬃcient and life time. 
Eﬃcient cells are characterized by a value of Ln that considerably exceeds the TiO2 ﬁlm 
thickness. We introduce a new reliable and eﬃcient approach to estimate the electron 
diﬀusion length in dye sensitized solar cells. This approach is based on the multiple 
trapping model which involves calculating the eﬀective electron diﬀusion coeﬃcient Dn 
and life time τn at the same quasi Fermi level. We show that in this context Ln = 
√
Dnτn 
= L0, where Ln and L0 are the eﬀective and free electron diﬀusion length respectively. 
Dn and τn are used to interpret the experimental intensity modulated photocurrent and 
photovoltage spectroscopic data. The good agreement between theory and experiment 
demonstrates that our model provides a powerful approach to estimate the diﬀusion 
length in terms of realistic devices. 
The microwave technique is now a well established tool for contactless measurements of 
charge carriers in semiconductors. A 3D simulation model was developed for the study 
of photogenerated charge carriers by microwave reﬂectance techniques in DSSCs. This 
model is able to reproduce several features of the experimental results, and suggests 
that the microwave technique is a good measure of photoconductivity. 
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Chapter 1 
Introduction 
1.1 Introduction to Photovoltaics 
Fossil fuels are running out and are held responsible for the increased concentration of 
carbon dioxide in the earth’s atmosphere. Hence, developing environmentally friendly, 
renewable energy is one of the challenges to society in the 21st century. One of the 
renewable energy technologies is photovoltaics (PV), the technology that directly con­
verts light into electricity [1]. PV is one of the fastest growing of all the renewable 
energy technologies, in fact, it is one of the fastest growing industries at present. 
The sun, our own star, is responsible for most physical and biological processes of earth. 
Thus energy from the sun reaching the earth drives almost every known physical and 
biological cycle in the earth’s system. The sun is the source of energy needed for 
photosynthesis and hence, all forms of life. The energy given oﬀ by the sun reaches the 
earth in the form of electromagnetic radiation, all of which can be collected to produce 
power [2, 3]. Thus all renewable energy is powered by a steady ﬂux of energy from the 
sun [4]. 
Currently the conventional p-n junction based silicon solar cells are expensive for rea­
sons such as highly expensive materials and production methods. Less expensive types 
of solar cells are at the cutting edge of green energy research. One particular type 
of these cells is dye sensitized solar cells (DSSCs), which work on the separation pro­
cesses of light absorption and charge separation. Dye-sensitized solar cells are currently 
subjects of intense research in renewable energy technologies. They are attracting at­
tention as a promising approach towards energy crisis due to their low-cost compared 
to traditional silicon solar cells. The device consists of a porous nanocrystalline ti­
1

tanium dioxide (TiO2) ﬁlm onto which a photoactive dye is adsorbed. The added 
advantage of these cells is the availability and non toxicity of the main components, 
i.e., TiO2, which is used in paints, cosmetic and health care products [5]. The structure 
of the nanoporous TiO2 ﬁlm yields a high surface area which can accommodate a large 
amount of sensitizing dye and in turn increase photocurrent generation [6]. 
In the 1990s a major photoelectrochemical solar cell development was obtained with 
the introduction of thin ﬁlm dye sensitized solar cells devised by Gra¨tzel and O’Regan 
[7]. For the ﬁrst time a solar energy device operating on a molecular level showed the 
stability and the eﬃciency required for potential practical applications [8]. Although 
the general principles of dye sensitization of wide band-gap semiconductors were already 
well established in the 1970s, progress in the application of such techniques to light 
energy conversion had been initially very slow due to the limited light absorption shown 
by monolayers of dyes on electrodes of low surface roughness. Substantial advances in 
conversion eﬃciencies, obtained with sensitized semiconductor electrodes, started with 
the development of high surface area nanocrystalline semiconductors and of suitable 
molecular sensitizers [8]. 
Until recently, photovoltaic devices were predominantly made from silicon (Si) crys­
talline element requiring high purity and high temperatures in fabrication. However 
in the last 20 years there has been increased interest in organic solar cells like dye 
sensitized solar cells (DSSC), polymer solar cells, etc. This work is concerned with the 
modelling of the dye sensitized solar cells. The models are solved using a Finite Element 
method based on Comsol Multiphysics software, which solves the relevant continuity 
equations, subject to appropriate boundary conditions. 
1.2 Photovoltaics 
Photovoltaics is the process of converting light into electricity [1]. When sunlight is 
absorbed by a solar cell, the solar energy knocks electrons from its ground state to an 
excited state, allowing the electrons to ﬂow through the solar cell to produce electricity 
[2, 3, 9, 10]. A functional photovoltaic scheme should implement at least the following 
steps: 
1. Light harvesting: Light is absorbed and its energy is used to excite electrons 
2. Selective charge transport or extraction: Electrons/holes are transported to the 
terminals of the device, where the high energy electrons are selectively extracted 
at one terminal, while the holes are replenished from the other terminal. 
2 
1.3 Environmental impacts of using Photovoltaics 
Every energy generation and transmission method aﬀects the environment. Conven­
tional generating options can damage air, climate, water, land and wildlife, landscape, 
as well as raise the levels of harmful radiation. On a global scale this will cause a 
build-up of greenhouse gases like, carbon monoxide, in the atmosphere, and increase 
the danger of climate change and global warming. The environmental damage by en­
ergy production has been known for sometime and the assessment of this damage is 
becoming an issue of ever-increasing importance [10]. It is therefore essential that en­
vironmental aspects of solar technologies be considered. Renewable technologies are 
substantially safer oﬀering a solution to many environmental and social problems asso­
ciated with fossil and nuclear fuels. Solar energy technologies (SETs) provide obvious 
environmental advantages in comparison to the conventional energy sources, thus con­
tributing to the sustainable development of human activities [11, 12]. Not counting 
the depletion of the exhausted natural resources, their main advantage is related to the 
reduced CO2 emissions and, normally, absence of any air emissions or waste products 
during their operation. Concerning the environment, the use of SETs has additional 
positive implications such as [11]: 
1. Reduction of the emissions of greenhouse gases. 
2. Reduction of the required transmission lines of the electricity grids 
3. Improvement of the quality of water resources 
In regards to socio-economic viewpoint, the beneﬁts of exploitation of SETs comprises: 
1. Increase of the regional/national energy independence 
2. Provision of signiﬁcant work opportunities. 
3. Support of the deregulation of energy markets 
4. Acceleration of the rural electriﬁcation in developing countries 
1.3.1 Theoretical consideration of Photovoltaics 
The basic property of semiconductors, which makes them suitable for photovoltaic 
applications, is their energy band structure. The valence band of any semiconductor 
3

Figure 1.1: Illustrations of the Fermi level of the semiconductors. 
is fully occupied at low temperature, while the conduction band is empty. The Fermi 
Level (EFn) relates the probable location of electrons in a band diagram. As illustrated 
in ﬁgure 1.1, semiconductors are unique because the Fermi Level lies in the band gap 
which cannot contain electrons. This does not prevent the statistical location of the 
Fermi Level lying in the band gap. However, at room temperature the thermal motion of 
electrons can excite some electrons to conduction band. The probability of occupation 
of the state of energy E is given by Fermi-Dirac distribution [2, 3, 9, 10]: 
1 
f(E) = ≈ θ(E − EF ) , T 0 (1.1)(E−EF ) →
kBT1 + e 
where f(E) is the occupation probability, EF is the Fermi-level energy, kB is Boltzmann 
constant, T is the temperature and θ is a step function, i.e. θ = 1 if x >0, θ = 0 if 
x <0. At T = 0K, the probability of occupation is equal to one for energy less than 
the Fermi energy (E < EF ) and zero for E > EF , as there is no occupation above the 
Fermi level, which is consistent with the Pauli exclusion principle, which states that 
no two electrons in a solid can have identical energy states. At T >0, the occupation 
probability is reduced with increasing energy. The density of states g(E)dE is the 
number of states per volume at energies E to E + dE. 
In semiconductors and insulators, electrons are conﬁned to a number of bands of energy 
and forbidden from other regions. The term band gap refers to the energy diﬀerence 
4

between the top of the valence band and the bottom of the conduction band; electrons 
are able to jump from one band to another. In order for an electron to jump from 
a valence band to a conduction band, it requires a speciﬁc amount of energy for the 
transition. Electrons can gain enough energy to jump to the conduction band by 
absorbing light energy [2, 9, 10]. 
The total electron concentration in a material can be calculated as, 
� ∞ 
n = f(E)g(E)dE (1.2) 
0 
1.3.2 Solar cell characteristics 
The performance of diﬀerent solar cell’s or module’s power are characterized at the 
standard test conditions (STC). These conditions deﬁne performance at an incident 
sunlight of 1000 Wm−2, a cell temperature of 25 0C and Air Mass (AM) of 1.5 spectrum 
[9, 13]. The air mass determines the radiation impact and the spectral combination of 
the light arriving on the earth’s surface. In space the air mass reference spectrum is 
zero (AM 0) for the use by the aerospace community. This spectral irradiance is based 
on data from satellites, space shuttle missions, high altitude aircraft, etc. Near the 
equator the reference air mass is one (AM 1). The way in which photovoltaic current-
voltage (I-V) characteristics are usually presented is seen in ﬁgure 1.2. This ﬁgure 
shows important factors aﬀecting solar cell performance, such as the maximum power 
point, which is the point where the product of the current and voltage are maximum. 
The work done by a solar cell per unit time is quantiﬁed as its output power (P), which 
is given by, 
P = JV (1.3) 
where J is the current ﬂowing out of the cell and V is the voltage across the cell. 
The four most important factors used to characterize the solar cell are, open circuit 
voltage (Voc), short circuit current density (Jsc), ﬁll factor (FF) and the eﬃciency (η) 
[1, 2, 3, 9]. The Voc is deﬁned as the voltage between the terminals when there is no 
current ﬂowing (inﬁnite load resistance) and the Jsc is deﬁned as the current when the 
terminals are connected to each other (zero load resistance). The ﬁll factor is deﬁned 
as, 
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Figure 1.2: The current - voltage characteristics of a solar cell under illumination 
FF = 
JmpVmp 
, (1.4)
JscVoc 
where Jm and Vm are the current and voltage respectively, at the maximum power 
point (Pm) on the curve as shown on ﬁgure 1.2. The power eﬃciency, η is deﬁned as 
[2, 3, 9], 
η = 
JscVocFF 
, (1.5)
Ps 
where Ps is the incident light power density. 
When a load is connected to a solar cell a potential diﬀerence develops between the 
terminals of the cell. A solar cell can be treated as a diode. For an ideal diode the dark 
current density (Jdark ) is given by [1, 9], 
qV 
kBTJdark = J0(e − 1) (1.6) 
where J0 is the reverse bias saturation current density, q is the electron charge and V 
is the voltage across the terminals. 
The net current density (J) can be approximated by the diﬀerence between the short 
circuit current density (Jsc) and dark current density (Jdark ) given by, 
6 
qV 
kBTJ = Jsc − Jdark = Jsc − J0(e − 1) (1.7) 
At open circuit condition, Jdark = Jsc so the open circuit voltage (Voc) is given by, 
Voc = 
kBT ln(
Jsc + 1) (1.8) 
q J0 
Equation 1.8 shows that Voc increases logarithmically with the light intensity, assuming 
that Jsc increases linearly with light intensity. 
1.4 Conventional solar cells 
The current status of PV is that it hardly contributes to the energy market, because 
it is too expensive. The large production costs for the silicon solar cells is one of the 
major obstacles. Even if the production costs could be reduced, large-scale production 
of the current silicon solar cells would be limited by the high technology needed. To 
ensure a sustainable technology path for PV, eﬀorts to reduce the costs of the current 
silicon technology need to be balanced with measures to create and sustain variety in 
PV technology. It is clear that new solar cell technologies are necessary. In the ﬁeld of 
inorganic thin-ﬁlms, technologies based on cheaper production processes are currently 
under investigation. 
The key to making a photovoltaic device is not only to absorb light of a suitable 
wavelength, but also to extract the promoted electrons, by building in some form of 
asymmetry. Silicon solar cells, which remain the most widespread photovoltaic devices, 
are made up of a thick (300µm) base layer of p-type silicon, and an emitter layer, 0.3 
µm of n-type silicon. The emitter layer is created on the surface of the p-type base by 
doping with donor impurities (e.g.phosphorus). Doping is the process whereby a small 
number of impurity atoms replace some of the silicon atoms in the crystal [2]. For 
example the n-type and p-type semiconductor can be achieved by doping silicon with 
phosphorus and boron respectively. By adding the phosphorus with 5 valence electrons 
we achieve an electron donor, while by adding the boron with 3 valence electrons we 
achieve an electron acceptor as silicon has 4 valence electrons. When these two types 
of semiconductor are brought into contact, they form a p-n junction. 
Upon illumination of the p-n junction photons are absorbed by excitation of electrons 
from the valence band to the conduction band leaving holes to the valence band. Due 
7

to the high crystallinity of the semiconductor, which is essential for good operation, 
the electrons and holes are more or less free to move in the material by drift due to 
potential gradients and by diﬀusion due to concentration gradients. 
The existence of the built-in electric ﬁeld in the p-n junction region is the source of 
photovoltaic activity in the cell. Under illumination, a large number of electrons and 
holes are generated in the semiconductor material. Minority charge carriers generated 
in the depletion region of the p-n junction, or within their diﬀusion length from it, are 
swept to the opposite side of the junction by the built-in electric ﬁeld of the junction. 
Under illumination, electrons are therefore accumulated in the n-type material and 
holes in the p-type material, generating voltage between the opposite sides of the p-n 
junction and electrical contacts attached to them, as well as current through an external 
load attached between the contacts. 
1.5 Excitonic solar cells 
Recently a new class of photovoltaics technologies has emerged in which the process of 
generating free charge carrier pairs is fundamentally diﬀerent to that of the conventional 
p-n junction solar cells. These cells are called excitonic because the initial light absorp­
tion step leads to the generation of the bound electron-hole pairs, or excitons, rather 
than free charge carriers [13, 14]. The excitons must then dissociate at the interface 
before electrons and holes are free to be collected. This contrasts with conventional p-n 
junction cells where free carrier pairs are generated immediately upon light absorption 
because of electron-hole binding energies which are less than the thermal energy. The 
role of the heterojunction in a conventional solar cell is purely to separate free carriers 
rather than to dissociate bound charge pairs as it is in an excitonic cell. There are two 
main classes of excitonic cells currently being researched: 
Polymer or Blend solar cells • 
Dye Sensitized solar cells • 
Polymer solar cells consist of a mixture of light-absorbing electron and hole conducting 
polymers. Upon light absorption excitons are generated through the bulk of one of 
the polymers and these excitons diﬀuse to the interface before being separated. It is 
important that the exciton lifetime is long enough so that it can reach the interface 
before recombination. It is convenient to deﬁne an exciton diﬀusion length which is 
a measure of how far an exciton can diﬀuse before recombining; a key requisite for 
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Figure 1.3: The arrangement of components of dye sensitized solar cell, image from 
[15] 
an eﬃcient polymer blend cell is that the exciton diﬀusion length is greater than the 
average distance an exciton must travel before ﬁnding an interface. 
On the other hand the DSSCs are also based upon a large area hetero junction which 
usually consists of an n-type semiconductor titanium dioxide (TiO2) and a redox elec­
trolyte or organic hole conductor. The dye molecules are adsorbed on the surface of the 
TiO2 ﬁlm, which act as the light absorbing components of the cell. The dye molecules 
are at the interface between the two phases, the semiconductor TiO2 as electron con­
ductor and the organic hole conductor (electrolyte). In contrasts to polymer solar cells 
the exciton generation in dye sensitized solar cells occurs at the interfaces [14], as it 
is where the layer of the dye molecules is adsorbed. Upon light absorption by the dye 
molecules, an electron is injected into the TiO2 layer. This injection is followed by the 
rapid regeneration of dye by the electrolyte or rapid hole transfer to the hole conductor. 
The concept of exciton diﬀusion length is not relevant as the exciton is generated within 
the interface, but the distance which the free electron travels before recombination is 
an important parameter to deﬁne the eﬃciency of the solar cells. This parameter is 
deﬁned as the electron diﬀusion length, which is one of the main topics discussed in 
this work. 
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1.6 Dye sensitized solar cells 
Dye sensitized solar cells are made up of numerous layers as shown in ﬁgure 1.3, a 
conductive support, a collector electrode (TiO2 semiconductor), a sensitizing dye, an 
electrolyte solution and a catalyst coated counter electrode. The collector electrode in 
the cell comprises of nanocrystalline TiO2 wide band-gap semiconductor. A ruthenium 
complex-dye is chemically adsorbed onto the semiconductor ﬁlm. The counter electrode 
is made up of a catalyst (usually platinum) attached to another piece of conducting 
glass. A redox pair consisting of iodide (I−) and tri-iodide (I−3 ) acts as an electrolyte 
in the cell. The light adsorbed by the dye produces a current through the cell, which 
then results in the production of electricity [5, 6, 16]. 
Even when the energy conversion eﬃciency of the cells has not yet reached the level of 
silicon solar cells, the dye sensitized solar cells are extremely promising because they 
are made of low-cost materials and do not need elaborate apparatus to manufacture 
[7, 17, 18]. If conversion eﬃciency and device durability can be engineered to meet 
the requirements for volume applications, these technologies may in the future be in­
strumental in bringing up the proportion of power generated by direct conversion from 
sunlight. The DSSCs have a simple structure that consists of two electrodes and an 
iodide-containing electrolyte. One electrode is dye-absorbed highly porous titanium 
dioxide (TiO2) ﬁlm deposited on a transparent electrically conducting substrate. The 
other is a transparent electrically conducting substrate only. The cells have been com­
pared to photosynthesis because they use the redox reaction of the electrolyte [7]. 
1.6.1 Incident photon-to-current conversion eﬃciency in DSSCs 
The incident photon-to-current conversion eﬃciency (IPCE) or quantum eﬃciency is 
deﬁned as the ratio of the number of charge carriers collected by the solar cell to the 
number of photons of a given energy shining on the solar cell, that is, 
IPCE = 
Jn (1.9)
I0 
where Jn is the ﬂux of the electrons out of the device and I0 is the ﬂux of photons 
incident on the device. IPCE therefore relates the response of a solar cell to the various 
wavelengths in the spectrum of light shining on the cell. The IPCE measurements are 
critical to understand the conversion eﬃciency of the solar cell as a function of the 
wavelength of light striking on the cell. As illustrated in ﬁgure 1.4 the IPCE of the 
DSSCs can be deﬁned as the product of the three processes happening during the light 
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Figure 1.4: Illustrates the light harvesting eﬃciency (ηlh), electron injection eﬃciency 
(ηinj) and electron collection eﬃciency (ηcol), image taken from [21]. 
absorption process given by [19, 20, 21], 
IPCE(λ) = ηlh(λ)ηinj(λ)ηcol(λ) (1.10) 
where ηlh(λ) is the light harvesting eﬃciency of the sensitized TiO2, ηinj(λ) is the 
eﬃciency of the electron injection from the sensitizers into the TiO2 and ηcol(λ) is the 
electron collection eﬃciency. ηlh(λ) is determined by the TiO2 layer thickness (d), the 
absorption coeﬃcient (α(λ)) of the sensitized TiO2, which is especially determined by 
the dye molecules attached to the TiO2 porous ﬁlm. 
The most eﬃcient DSSCs typically have injection and collection eﬃciencies of close to 
unity and in this case the IPCE is simply equal to the light harvesting eﬃciency, which 
can be expressed as [20, 22], 
ηlh(λ) = 1− e(−α(λ)d) (1.11) 
The light harvesting eﬃciency now assumes Beer-Lambert law. While still an important 
quantity, the IPCE alone cannot be used to predict the overall eﬃciency of a device 
even if ηcol and ηinj are known. This is because the current ﬂowing out of the device is 
only one of the two parameters determining the power output. In order to understand 
the origin of the power output the voltage across the cell must also be considered. 
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1.6.2 Photosensitizer or Dye 
Dye molecules adsorbed on the TiO2 porous or nanotube ﬁlm surface serve as the pho­
ton absorber in DSSCs, whose properties have a signiﬁcant eﬀect on the light harvesting 
eﬃciency and the overall photoelectric conversion eﬃciency. The ideal dye sensitizer 
should absorb all light below a threshold wavelength of about 920nm. In addition, 
it should be ﬁrmly grafted to the TiO2 semiconductor surface and inject electrons to 
the conduction band [23, 24, 25, 26]. Its redox potential should be suﬃciently high so 
that it can be regenerated rapidly via electron donation from the electrolyte or hole 
conductor. It should be stable enough to sustain at least 108 redox turn overs under 
illumination corresponding to about 20 years of exposure to natural light. The best 
photovoltaic performance in terms of both conversion yield and long term stability has 
so far been achieved with polypyridyl complexes of ruthenium and osmium dye [24]. 
1.6.3 The electrolyte 
The electrolyte is any substance that contains free ions, which behaves as an electrically 
conductive medium. The redox couple in the electrolyte is of crucial importance for 
stable operation of DSSCs, because it must carry the charge between the photoelectrode 
and the counter-electrode for regeneration of the dye. After electron injection, the 
electron donor in the electrolyte must reduce the oxidized dye to the ground state as 
rapidly as possible. Thus the choice of this charge mediator should take into account 
its redox potential, which must be suitable for regenerating the dye. The redox couple 
must be fully reversible and should not exhibit signiﬁcant absorption of visible light. 
Another important requirement is related to the solvent, which should permit the rapid 
diﬀusion of charge carriers, while not causing the desorption of the dye from the TiO2 
ﬁlm surface [27]. 
The record conversion eﬃciencies of 11% [24, 28] reported, are typically achieved with 
liquid electrolyte based on acetonitrile, a low viscosity volatile solvent and by using 
comparatively low iodine concentration. These high eﬃciency electrolytes are not at 
the same time optimized for achieving the best long-term stability characteristic, for 
which other electrolyte formulations with less volatile solvents or ionic liquids as well 
as higher iodine concentration are more appropriate [24, 27, 28]. The properties of the 
redox couple in the electrolyte can inﬂuence the reduction of the oxidized state of the 
dye as well as several other processes in the DSSCs, including electron transfer kinetics 
at the counter electrode and charge transport in the semiconductor ﬁlm solution [28, 27]. 
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1.7 Overview of the thesis 
This thesis is concerned about the simulation of dye sensitized solar cells with respect 
to diﬀerent processes, like dye uptake, electron transport, etc. The main aim is to 
understand those process towards the improvement of the eﬃciency. The thesis is 
divided into diﬀerent chapters with diﬀerent section as follows, 
1.7.1 Chapter two 
In this chapter, the work is based on the study of the dye adsorption on the TiO2 
nanotubes ﬁlm. The factors controlling the dye uptake process are discussed. Our 
simulation results are compared to the experimental dye uptake results. 
1.7.2 Chapter three 
The focus of this chapter is to study the electron transport and hence to show that, 
in the multiple trapping model, the eﬀective electron diﬀusion length is approximately 
equal to free electron diﬀusion length provided the diﬀerence between the open and 
short circuit quasi Fermi levels is taken into account. Electron transport at short circuit 
has been explained by the eﬀective diﬀusion coeﬃcient, and electron recombination at 
open circuit has been explained using the eﬀective electron life time. To illustrate the 
importance of the transient time (τtr) and the electron lifetime (τn), the near infrared 
responses measured experimentally were reproduced theoretically to demonstrate that 
even when they are measured under the same incident light intensity they are diﬀerent. 
A further step has been taken to discuss the dependence of electron diﬀusion length on 
the thickness of the cell. Our simulation results are validated by comparing them with 
the experimental results. 
1.7.3 Chapter four 
This chapter discuss the study of photo generated charge carriers in DSSCs by mi­
crowave reﬂectance techniques. The behaviour of photoconductivity is discussed, using 
the relationship between the photoconductivity and the photomodulated reﬂectivity. 
The simulation results of the reﬂection coeﬃcient as a function of device structure 
and material properties are presented and the results of the photomodulated reﬂectiv­
ity are extracted by calculating the diﬀerence between the reﬂection coeﬃcient in the 
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dark and under illumination. Ultimately our simulation results are compared to the 
experimental results. 
1.7.4 Chapter ﬁve 
The overview of all the chapters is given and future work from the ﬁndings of the above 
three chapters is discussed. 
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Chapter 2 
Dye Uptake in Dye Sensitized 
TiO2 Nanotube based Solar Cells 
2.1 Introduction 
In this chapter, Comsol Multiphysics software has been employed to study the dye up­
take in dye sensitized TiO2 nanotube based solar cells. The main aim is to understand 
the factor controlling the dye uptake processes, as currently the procedure followed for 
dye adsorption into the TiO2 ﬁlms is dipping it into the dye solution for several hours 
or days. 
The light harvesting components in dye sensitized solar cells (DSSCs) are the dye 
molecules attached on the surface area of the TiO2 ﬁlm. The large surface area of 
the TiO2 ﬁlm is one of the factors which enables eﬃcient light harvesting, maximiz­
ing the amount of photogenerated charge and allows the attachment of eﬃcient dye 
molecules [29]. Currently TiO2 nanotube ﬁlms are taken into consideration as they 
oﬀer an attractive alternative to porous ﬁlms, because they combine high surface area 
with a well-deﬁned pore geometry [29, 30, 31, 32]. The vertical pore geometry of the 
nanotubes appears to be more suitable than the TiO2 ﬁlm random pore network and 
it has been reported that nanotube ﬁlms give a better electron transport and improved 
collection eﬃciencies compared to TiO2 ﬁlms of the same thickness [33]. The arrange­
ment of the highly ordered titania nanotube array perpendicular to the surface permits 
directed charge transfer along the length of the nanotubes from solution to the con­
ductive substrate, thereby reducing the losses incurred by charge hopping across the 
nanoparticle grain boundaries [30]. Easier access to the nanotube array surface, as well 
as better control of the interface makes this morphology desirable for DSSCs [34]. The 
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key improvement provided by diﬀerent TiO2 nanotube ﬁlm is the higher dye loading 
per unit volume [32]. 
Despite progress in the eﬃciency and stability of the dye sensitized solar cells there 
are many fundamental aspects of the physics and chemistry of their operation that are 
still unknown. One process, for which there is limited information, is the time taken to 
upload the dye into the TiO2 ﬁlm. The dye as a sensitizer plays an important role on the 
DSSCs. It serves as the solar energy absorber, whose properties have a signiﬁcant eﬀect 
on the light harvesting eﬃciency and the overall photoelectric conversion eﬃciency [35]. 
The ideal sensitizer for DSSCs should absorb all light below the threshold wavelength 
of about 920 nm [5]. It must be ﬁrmly grafted to the semiconductor TiO2 surface so 
that it can inject electrons to the conduction band [36]. 
As mentioned above the dye adsorbed on the TiO2 semiconductor ﬁlm plays an im­
portant role in light absorption, but there are two requirements which are related to 
its adsorption on the TiO2 ﬁlm for high eﬃciency. The ﬁrst requirements is electron 
injection time scales; that is, electron injection must occur faster than relaxation of the 
excited dye to the ground state. Thus the relatively strong electron transfer between 
the excited dye and the semiconductor is needed and it can be achieved if the dye is 
attached directly to the semiconductor surface. The second requirement is that only 
a mono layer of dye molecules must be formed on the TiO2 surface to act as eﬃcient 
sensitizer, as the aggregation of the dye molecules reduces electron injection [37]. 
The general procedure applied for dye adsorption onto the TiO2 porous or nanotube 
ﬁlm, is dipping it into a solution of dye. The reported time for this procedure ranges 
from several hours to days depending on the structure of the dye [38, 39]. However, 
such long dipping times are not economic for industrial production of the dye sensitized 
solar cells [16]. Also the time during which the TiO2 ﬁlm is immersed in the dye 
concentration aﬀects the eﬃciency of the cell [38], and thus an optimum time for the 
dye uptake should be obtained for eﬃcient conversion of light to energy. Therefore 
the dye uptake time has to be reduced in order to produce solar cells on industrial 
scale. It is also expected in general that the incident photon-to-current conversion 
eﬃciency (IPCE) increases linearly with the dye coverage, because more adsorbed dye 
molecules will absorb more photons [20]. In the present work we describe a model for 
the time taken to upload the dye molecules on the TiO2 pore surface, the amount of 
dye molecules adsorbed and to understand the main factors controlling this time. 
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Figure 2.1: Scanning electron micrograph of TiO2 porous ﬁlm, image taken by K. 
Lobato 
2.1.1 Titanium dioxide ﬁlms 
Titanium dioxide is the most commonly used wide band-gap semiconductor in DSSCs 
manufacturing process. Titanium dioxide is also used in number of products including 
cosmetics, paints, plastics and paper [5, 40]. As a non-toxic and relatively inexpensive 
compound titanium dioxide ﬁlms serve as the main component of the DSSCs. The 
TiO2 ﬁlm has a large band gap and also a high speciﬁc surface area. Adsorption of dye 
sensitizer on the TiO2 surface results in a formation of a monolayer of dye as a surface 
coverage. By increasing the contact area between the semiconductor and the dye, 
the amount of light harvesting is increased. The increased injection of electrons from 
the dye to the semiconductor ﬁlm improves the eﬃciency of light harvesting. Apart 
from providing a folded surface to enhance light harvesting by the adsorbed sensitizer, 
the role of the TiO2 ﬁlm is to serve as an electron transporter [5]. The conduction 
band of the TiO2 semiconductor accepts the electrons from the electronically excited 
sensitizer or dye molecules. The excellent light-harvesting eﬃciency achieved in the 
DSSCs using only a monolayer of adsorbed dye is due to the high surface area of the 
porous nanocrystalline TiO2 layer [29, 41]. 
Figures 2.1 and 2.2 show the structure of TiO2 porous ﬁlm and nanotube ﬁlm used in 
the DSSCs as an electron collector to support a monolayer of sensitizer. The explo­
ration of new architectures for the TiO2 ﬁlm in DSSCs is expected to yield signiﬁcant 
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Figure 2.2: Scanning electron micrograph of image of titanium nanotube array used to 
fabricate dye-sensitized cells, image from [29] 
improvements of the solar cell eﬃciency. The current manufactured DSSCs are com­
posed of TiO2 porous or nanoparticles ﬁlm. Electron transport in the porous TiO2 ﬁlm 
compared to TiO2 nanotube ﬁlm is known to be relatively slow and is one cause of a 
decrease in eﬃciencies [42]. TiO2 nanotube ﬁlms are currently used in DSSC research 
for the improvement of the DSSCs eﬃciency, as they are expected to display improved 
charge transport in comparison with TiO2 nanoparticle ﬁlm. The current reported 
eﬃciency of TiO2 nanotube ﬁlm based DSSCs ranges from 6.9 to 7.6%, this is low com­
pared to the 11.2% eﬃciency of DSSCs based on TiO2 porous ﬁlm [42]. As described 
above the most widely used porous material is TiO2, although other wide-band semi­
conductor oxides such as ZnO (zinc oxide), SnO2 (tin oxide), SnO2/MgO or Nb2O5 
(Niobium oxide) have also been employed. Table 2.1 illustrates the diﬀerent eﬃciency 
obtained using these oxides. The nanocrystalline ﬁlm consists of inter-connected col­
loidal particles in the size range of 15-30nm with layer thickness typically between 5-15 
µm [28, 43]. The size and topography are key to increase the eﬃciency of capturing 
electrons. The colloidal TiO2 material is prepared by a hydrothermal sol-gel method 
in acidic or basic aqueous media. The nanoparticles of the oxide are generally ap­
plied industrially in diﬀerent ways, such as by screen printing onto the glass or ﬂexible 
plastic support covered with transparent conducting layer of ﬂuorine-doped tin oxide 
(FTO) or tin-doped indium oxide (ITO). Each particle is coated with a monolayer of 
dye molecules formed by self-assembly from a staining solution [28, 43]. 
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Oxide Eﬃciency Reference 
TiO2 11.2% [42] 
ZnO 6% [44] 
SnO2 1% [45] 
Nb2O5 5% [46] 
Table 2.1: Comparison between power conversion eﬃciencies of diﬀerent oxides used in 
DSSCs. 
2.2 Importance of dye uptake in DSSCs 
As discussed in the introduction chapter, the adsorption of dye on to the TiO2 ﬁlm is 
important for the performance of the solar cell as the dye is used as photon absorber 
[47]. The general understanding is that, a high surface dye coverage on TiO2 ﬁlm will 
give rise to a higher probability of electron injection and hence improves the overall 
eﬃciency of the solar cell. As reported by Chou et al. [38], insuﬃcient surface coverage 
results in the reduction of the number of the photons absorbed and reduces the short 
circuit current and overall light conversion eﬃciency. Suﬃcient surface coverage of the 
light absorbing dye on the surface of the ﬁlm will result in greater photon absorption 
and thereby increases the short circuit current and the overall conversion eﬃciency [38]. 
For the TiO2 nanotube based DSSCs, it was found that the performance of the cells 
strongly depends on the morphology and electronic properties of the nanotubes [39]. 
The ﬁrst key factor in TiO2 nanotubes based solar cells, which determine the overall 
eﬃciency is dye-loading, that is, the available dye covered area on the tube walls [39]. 
The surface area of the TiO2 nanotube ﬁlm is one of the important parameters for the 
dye loading and improvements of the short circuit photocurrent (Jsc) [39]. According 
to Jennings et al. [29], the total internal surface area of the inside and outside of the 
nanotubes (Ai) of the titanium nanotube layers can be calculated using the expressions 
Ai = π(Di +Do)lNAp (2.1) 
where Di is the inner diameter of the tubes, Do is the outer diameter, l is the tube 
length, N is the number of tubes per unit projected area and Ap is the projected area 
of the nanotube layer. 
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2.3 Theory and model description 
2.3.1 Adsorption 
Adsorption processes from a liquid phase to a solid surface are of immense importance 
in diverse ﬁelds of everyday life, science and technology. Although the equilibrium 
properties of diﬀerent adsorption systems are well covered in the literature, the rates 
of the processes have attained less attention [48]. As the adsorption process is between 
diﬀerent objects, the kinetics of these processes depends on diﬀerent parameters. In 
solution the rate depends on the diﬀusion coeﬃcient of the adsorbate molecules, the 
movement of the molecules (convection) and the geometry of the adsorbent surface. At 
the interface the rate depends on the interaction forces between the adsorbate molecules 
and the surface [48]. The simplest adsorption process is the Langmuirian adsorption 
process in which no interactive forces between the adsorbate molecules are assumed 
and monolayers are assumed to be formed. 
The present model is intended for a general case in which dye molecules are adsorbed 
on the surface of the TiO2 pore to form a monolayer. It is based on the Langmuir 
isotherm model, which uses the active sites concept in an adsorption expression in order 
to address the reduction of its rate with the coverage of the wall [49]. The Langmuir 
isotherm model represents a simpliﬁed case of dye adsorption, since it assumes: 
1. Adsorption of dye is controlled by transient diﬀusion along the pore 
2. The dye is adsorbed to the surface of the pore and only a monolayer is formed. 
3. Constant properties of molecules even after the adsorption 
The added advantage of the Langmuir isotherm is that it relates the coverage or ad­
sorption of dye molecules on the TiO2 to the high concentration of the dye solution at 
a ﬁxed temperature. 
2.3.2 Model description (Comsol) 
Finite element methods (FEM) are numerical techniques that are widely used in ﬁelds as 
diverse as chemical and structural-engineering. The method allows very complex, and 
analytically insoluble, problems to be solved approximately. In this work, the models 
are solved using the Comsol Multiphysics software which is commercially available and 
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solves systems of partial diﬀerential equation (PDE) and ordinary diﬀerential equations 
(ODE). One of the main selling points of the Comsol Multiphysics software is its ability 
to deal with so called Multiphysics Simulations; interacting equations which can be 
coupled together [50]. 
Analytical solutions of partial diﬀerential equations are restricted to simple domain 
geometries and boundary conditions. Therefore, they are of limited use in real-world 
applications. Numerical approximation methods, however, allow the handling of these 
complex problems. Originally developed for the analysis of mechanical structure, the 
Finite Element Software (FEM) is today widely used to solve problems in all ﬁelds of 
engineering and science [50]. Adsorption and diﬀusion of dye molecules has proven to be 
a challenging subject both theoretically and experimentally. Adsorption and diﬀusion 
processes under the Langmuir isotherm assumptions have been modelled mathemati­
cally to better understand the phenomena involved [51]. Also computer methods have 
been employed for decades to study adsorption processes in electrochemical systems 
characterized by semi-inﬁnite diﬀusion, in order to get a better understanding of those 
phenomena [51]. In this work a numerical model using the ﬁnite element method based 
on Comsol software has been developed to study adsorption of dye molecules on the 
surface TiO2 nanotube ﬁlm. The work takes into account the diﬀusion and adsorption 
of the dye molecules on the pore and follows the Langmuir assumption. 
Highly ordered TiO2 nanotube ﬁlms are currently getting more attention as an attrac­
tive candidate for a semiconductor in DSSCs [29, 31, 33, 34, 52]. A TiO2 nanotube 
is represented by a cylinder penetrating the entire ﬁlm with bulk concentration of dye 
molecules at the ﬁrst end as shown in ﬁgure 2.3, with the bottom view illustrating the 
boundary condition as applied to Comsol multiphysics. The radius of the nanotube 
R0 = 50nm and the length (d) = 20 µm. At the closed end of the nanotube we have 
a ﬂux zero boundary condition, which shows that nothing is allowed to pass through. 
The other assumption is that the initial bulk concentration cd does not change. The 
implementation and boundary condition of the model is discussed in appendix A. 
2.3.3 Diﬀusion-adsorption (present model) 
We solved the diﬀusion equation (Fick�s second law), equation 2.2, for dye molecules 
concentration c(r, z.t), where r is the distance from the center of the pore in a radial 
direction, z is the distance from the closed end of the pore and t is the time, 
∂c 2 D 
�
1 ∂ 
� 
∂c 
�� 
D ∂2c 
∂t 
= D� c = 
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2 r ∂r 
r
∂r 
+ 
d2 ∂z2 
(2.2) 
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Figure 2.3: Top panel: Schematic representation of a TiO2 nanotube pore where R0 
is the pore radius and d is the thickness of the nanotube ﬁlm. Bottom panel: The 
boundary condition as applied in the Finite Element model (Comsol). 
To ﬁnd the net ﬂux of dye molecules J(z, t) moving towards the pore surfaces, 
∂c 
J = −D (2.3)
∂t 
we consider the molecules ﬂowing onto the surface and being adsorbed onto it less the 
desorbed molecules to give the fractional surface coverage, given by, 
θ(z, t) = Γ(z, t)/Γmax (2.4) 
where Γ(z, t), is the surface coverage a distance z from the electron extracting electrode 
and Γmax is the maximum surface coverage of the TiO2 nanotube ﬁlm. If all molecules 
a distance lmol out from the surface are adsorbed, where lmol is the length of the dye 
molecule, 
Γmax 
∂θ(z, t)
= kadslmolc(r, z, t) (1− θ(z, t))− kdesΓ(z, t) (2.5)
∂t 
where kads and kdes are respectively the adsorption and desorption rate of dye molecules. 
22

It is worth mentioning that lmol is used in this model to account for the length of the dye 
molecules sticking on the nanotube surface. If there is no energy barrier to overcome 
for adsorption to occur then, every collision between a dye molecule and an active site 
will result in the adsorption of the dye molecule. The change in the dye concentration 
in the TiO2 ﬁlm arises from two processes: diﬀusion of dye molecules to the active layer 
on the TiO2 ﬁlm and the dye molecules adsorbing and desorbing from the active side 
in the layer. The diﬀusion of dye molecules on the TiO2 ﬁlm is described by the simple 
diﬀusion equation (Fick�s second law, equation 2.2) and the adsorption and desorption 
of dye molecules is described by surface ﬂux boundary equation (Langmuir equation, 
equation 2.5). 
We assume a state of quasi equilibrium, i.e, adsorption and desorption take place 
quickly compared to the time taken for the dye molecules to diﬀuse to the surface, thus 
the left hand side of equation 2.5 is set to zero [51, 53]. Hence, if κ = kads ,kdes 
kadslmolc(r, z, t)(1 − θ(z, t))− kdesΓmaxθ(z, t) = 0 (2.6) 
so 
c(r, z, t)/ccon 1 
θ(z, t) =
1 + c(r, z, t)/ccon 
= 1− 
1 + c(r, z, t)/ccon 
(2.7) 
where c(r,z,t) is the dye concentration and ccon is the constant for Langmuir isotherm 
given by, 
Γmax 
ccon = (2.8)
κlmol 
The boundary conditions at the curved surface (radial axis), at all times t is given by 
∂θ(z, t) Γmax/ccon ∂c(R0, z, t) ∂c(r, z, t)
����J(r = R0, t) = Γmax ∂t = (1 + c(R0, z, t)/ccon)2 ∂t = − D ∂r r=R0 
(2.9) 
The boundary conditions at the surface (along the nanotube), at all times t is given by 
∂θ(z, t) Γmax/ccon ∂c(R0, z, t) ∂c(r, z, t)
����J(z, t) = Γmax ∂t = (1 + c(R0, z, t)/ccon)2 ∂t = − D ∂z z=0 
(2.10) 
The adsorption and diﬀusion of the dye molecules into TiO2 nanotube pore was im­
plemented and solved using the 2D axial symmetry in Comsol (FEM) Finite Element 
Methods Multiphysics package. The problem is set up as an axially symmetric transient 
conversion diﬀusion problem for the dye molecule ﬂux and adsorption in the cylindrical 
geometry. The boundary conditions of bottom, top and side are all of conversion dif­
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fusion type. At the beginning of the simulation the pore is empty except at a distance 
w which is deﬁned as w = 0.01×d, where d is the length of the TiO2 nanotube. 
2.4 Results 
2.4.1 Characteristic time 
Simple analytical characteristic time expressions were developed to understand the 
general behaviour of the diﬀusion of dye molecules along the nanotube radius and the 
surface (length) of the TiO2 nanotube. Along a pore radius, the diﬀusion towards the 
pore surface occurs very quickly. The time scale is determined by the characteristic 
time for a dye molecule to diﬀuse along a radius to the pore surface, 
R2 
tr = 0 (2.11)
D 
where D is the dye diﬀusion coeﬃcient, R0 is the radius of the pore. Along the pore 
surface the time scale is determined by, 
d2 
tz = (2.12)
D 
where d is the length of the pore. 
2.4.2 Numerical results 
As illustrated using the characteristic time expressions equations 2.11 and 2.12, the 
diﬀusion along the pore radius is very fast compared to the diﬀusion along the pore 
surface, where adsorption and desorption of dye molecules takes place. For shorter 
time scales the pore is ﬁlled only in the radial direction. For example, with a radius of 
the nanotube R0 = 10nm and the diﬀusion coeﬃcient D = 2 × 10−10m2s−1, the radial 
diﬀusion time scale is ≈ 50 ps. For long times, the pore is ﬁlled as the dye is replenished 
from outside the pore and the dye concentration everywhere reaches a uniform value 
of cd. Because of the rapid diﬀusion in the radial direction noted above, the surface 
concentration does not vary with the radius of the nanotube except over times much 
shorter than shown here. Diﬀusion along the pore is slowed down by adsorption of the 
dye molecules at the pore surface. The adsorbed molecules are removed from solution, 
so more dye has to diﬀuse in from the pore entrance at z = d to replace them. 
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Figure 2.4: 3D plot of c(r, z, t = 0) (A) and c(r, z, t → ∞) (B). The z axis goes into 
the page, with the open edge of the pore at z = d (open end) at the back and the r 
axis goes from left to right, with the right hand edge being r = R0. 
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Figure 2.4 (A), shows the initial condition. As shown in the ﬁgure, initially we have an 
empty pore except at distances z > 0.01d, where we have the bulk concentration (cd) of 
dye ﬂowing into the pore. Figure 2.4 (B), shows the distribution of the concentration 
at longer time, it can be observed by looking at the colour change that there are dye 
molecules adsorbed on the surface of the pore. At longer time (t→ ∞) we expect the 
concentration cd to be uniformly distributed along the pore. This is clearly illustrated 
by the colour bar of ﬁgure 2.4 (B). 
2.4.2.1 Duration of dye loading 
Currently the dye loading procedure followed is dipping the TiO2 ﬁlms into dye so­
lution for several hours and even days. The dipping duration time is important as it 
determines the photocurrent of the device [38, 39]. Optimization of the dye uptake 
time is one of the important factors especially for the manufacturing of the DSSCs as 
shorter times will be eﬀective for industrial solar cell production, rather than hours 
or days. Ghicov et al. [39] reported that the short circuit photocurrent increases up 
to 4 days of dye loading and for greater immersion times like 7 days the short circuit 
photocurrent decreases due to aggregation of dye on the surface. This process leads 
the dye molecules to gather together or sit on top of each other. If micro-cluster of 
dye molecules is present on the surface of the TiO2 semiconductor, the eﬃciency of the 
electron injection is reduced. Therefore an optimum time is needed for dye uptake to 
prevent the dye aggregation [37]. 
Simulations were performed to study the factors aﬀecting the dye loading time. As 
illustrated in ﬁgure 2.5 (A) and (B), the value of the adsorption-desorption ratio (κ) 
plays an important role in the time taken for dye uploading. Comparing the two ﬁgures 
(A) and (B), it is clear that there is a diﬀerence in the saturation time between the 
two values of κ. As shown by the characteristic times expressions (see section 2.4.1 
above) the diﬀusion along the pore radius is faster compared to the slower diﬀusion 
on the nanotube surface which is aﬀected by the adsorption and desorption of dye 
molecules. This delay is seen more clearly for the much larger value of κ used in ﬁgure 
2.5 (B), as in this case almost all the molecules landing on the surface stick. These 
results show that the dye uptake time depends on the value of κ. From the ﬁgure our 
simulation shows that, it can take as long as 25 minutes or 2000 minutes depending 
on the values of κ and diﬀusion coeﬃcient, to reach a saturation time for the dye 
upload for an initial dye concentration of cd = 6× 1021 m−3. These results show that, 
depending on the nature of the material (κ and D), it can take few hours for suﬃcient 
dye uploading. Several time scales have been reported for dye uptake like 20 minutes 
for higher dye concentration (5×10−4M) [38], which was enough to give a higher light 
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Figure 2.5: Time required to upload the dye on the pore, measured as c(r = R0, z = 
0, t)/cd=0.99, for κ = 104 (A) and κ = 106 (B). The value used for calculations are cd 
= 6× 1021 m−3 , D = 5.5 × 10−10 m2s−1, Γmax = 2 × 1019 m−2, d = 20 µm. 
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Figure 2.6: Dependence of c(r = R0, z = 0, t/tz)/cd on the diﬀerent values of diﬀusion 
coeﬃcient, for D = 2 × 10−8 m2s−1 (cycle), D =2 × 10−9 m2s−1 (star), D = 2 × 10−10 
m2s−1 (solid line), κ = 106 ,cd = 6 × 1021m−3, Γmax = 2 × 1019 m−2 
conversion eﬃciency, 5h for adsorption of phenol red into the TiO2 nanotube ﬁlm with 
diﬀusion coeﬃcient of about 9 ×10−7cm2s−1 [41] and 1 to 7 days for dye uptake on 
TiO2 nanotubes ﬁlm [39]. This shows that the optimization of the duration of dye 
loading on the TiO2 ﬁlm is an important subject for research in DSSCs and there is a 
need to optimize the dye uploading time for a better performance of the solar cell and 
industrial production. The meanings of D and κ need to be understood, so that an 
optimum time and suﬃcient coverage of the ﬁlm can be achieved. 
The adsorption of dye molecules onto the TiO2 surface is based on the diﬀusion process, 
thus the diﬀusion coeﬃcient plays an important role on the dye uptake time. A higher 
value of diﬀusion coeﬃcient reduces the time to upload the dye, while a lower value 
increases the time for dye uptake in the pore. For a higher diﬀusion coeﬃcient we 
expect the dye molecules to move fast compare to lower diﬀusion coeﬃcient, which 
results in greater number of dye molecules moving into and sticking on the surface of the 
nanotube in less time. This results show that the value of the diﬀusion coeﬃcient should 
be as high as possible and its meaning need to be understood both experimentally and 
theoretically. Figure 2.6 shows the time variation of the dye uptake on the pore at the 
closed end. It can be observed that the variation is the same for diﬀerent diﬀusion 
coeﬃcients. The graph has been scaled by the time tz, given by equation 2.12. 
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Figure 2.7: The eﬀect of changing the TiO2 nanotube ﬁlm thickness on the surface 
coverage, i.e., d = 10 µm (solid line), d = 15 µm (dashed line), d = 20 µm (dash dot 
line), d = 25 µm (dotted line) the value used for calculations are cd = 6× 1021 m−3 , 
D = 8.5 × 10−10 m2s−1, R0 = 10 nm, Γmax = 5 × 1019 m−2 and κ = 2 ×106 
2.4.2.2 Surface coverage 
As discussed above in DSSCs the surface of the TiO2 nanotube or porous ﬁlm is one 
of the most important factors, as it gives the probability of the amount of dye to be 
adsorbed onto it. The understanding is that the higher the surface area covered by 
the dye molecules, the higher the probability of absorption of photons. As the dye 
is the main parameter for the photon absorption, there is a need to understand the 
eﬀects of the ﬁlm surface on the amount of dye molecules adsorbed onto the surface. In 
DSSCs based on the TiO2 nanotubes ﬁlm, several parameters need to be understood 
for the adsorption of dye onto the surface. These are parameters such as the nanotube 
length and others. Simulations were done in order to evaluate the inﬂuence of the TiO2 
nanotube length on the surface coverage and the saturation time. 
Figure 2.7 shows the eﬀect of varying the nanotube ﬁlm thickness on the surface cov­
erage. As indicated in the ﬁgure, the surface coverage increases with increasing ﬁlm 
thickness. It is also worth to note that the variation of the nanotube ﬁlm thickness is 
achieved by increasing the length of the nanotube. Thus as we increase the thickness 
of the TiO2 nanotube ﬁlm, we are increasing the surface area, which gives a higher 
probability of dye molecules sticking on the surface. This is also one of the research 
areas in dye sensitized solar cells that has been given attention for the improvement of 
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Figure 2.8: Dependence of the surface coverage on the initial dye concentration (cd), 
i.e., cd = 6× 1021 m−3 (solid line), cd = 1.8× 1022 m−3 (doted line), cd = 3× 1022 m−3 
(dashed line), cd = 4.2× 1022 m−3 (dash dot line), the value used for calculations are 
D = 8.5 × 10−10 m2s−1, d = 20 µm, Γmax = 5 × 1019 m−2 and κ = 2 ×106 
the eﬃciency [42]. A close look in the ﬁgure 2.7 shows that the initial speed of the dye 
uptake process is the same for diﬀerent values of nanotube thickness. The increasing 
of the saturation time with the increasing ﬁlm thickness, is from the fact that as we 
increase the ﬁlm thickness we are increasing the number of the active sites (surface 
available for dye attachment) on the ﬁlm. So we expect more dye molecules to be 
adsorbed on the surface of the ﬁlm and this will lead to an increase in the saturation 
time as it will now take longer than in a thin ﬁlm with less active sites. 
As reported by Ghicov et al. [39], increasing the thickness of the ﬁlm leads to an 
increase in the short circuit photocurrent. This increase can be attributed to the higher 
surface available for dye attachment and therefore a higher number of photogenerated 
electrons. As illustrated on ﬁgure 2.7 increasing the length of the nanotube increases 
the surface coverage, which means that there will be a higher amount of dye molecules 
adsorbed on the surface. 
The initial dye concentration (bulk concentration) is one of the main factors which 
aﬀects the surface coverage and the dye uptake time. Figure 2.8 illustrates the depen­
dence of the surface coverage on the initial dye concentration (cd). It can be observed 
from the ﬁgure that the surface coverage (θ) increases with increasing cd. As we increase 
the amount of the bulk concentration we are increasing the number of dye molecules 
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Figure 2.9: Surface coverage at the extracting electrode side for long times θ(0, t →∞) 
vs initial concentration cd, d = 10 µm, Γmax = 2 × 1019 m−2 and κ = 106 
in the solution. Thus we are also increasing the probability of more dye molecules to 
diﬀuse into the nanotube and hence reducing the saturation time. As illustrated in 
the ﬁgure the saturation time decreases with increasing cd. Similar eﬀects of the initial 
bulk concentration on the saturation time were reported experimentally by Chou et 
al. [38]. They further reported that at higher dye concentrations, a shorter immersion 
time is needed to obtain the highest overall light conversion eﬃciency and for lower 
dye concentrations, a longer immersion time is needed to obtain the highest overall 
light conversion eﬃciency, as insuﬃcient surface coverage of the light-absorbing dye 
molecules attached on the surface of the ﬁlm would result in the reduction in the num­
ber of electrons injected, consequently decreasing the short circuit current density and 
overall light conversion eﬃciency [38]. 
As discussed above the initial bulk concentration (cd) at the open end of the pore is 
an important parameter, as it determines the concentration and coverage thoughout 
the pore at very long times. Figure 2.9 shows how the surface coverage θ(0, t → ∞) 
from equation (2.7) varies with cd. The ﬁgure demonstrates that θ(0, t →∞) is close to 
unity for a wide range of cd values. This is in agreement with the Langmuir assumption 
that only a monolayer is formed at the surface of the pore. 
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2.5 Comparison with experimental results 
Experiments measurements of dye uptake on the TiO2 nanotubes ﬁlm were performed 
by H.Wang, at the University of Bath, Department of Chemistry. The TiO2 nanotubes 
ﬁlm samples were annealed in air at 450 oC for 2 h and then cooled to 100 oC before be­
ing immersed in a glass vial containing the dye cis-bis(isothiocyanato)bis(2,2’-bipyridyl­
4,4’-dicarboxylato)-ruthenium(II) bis-tetra (N719) in ethanol at diﬀerent initial con­
centration (0.01 and 0.03 mM). The vial was then sealed completely. The variation 
of the absorption spectrum of the solution with time was monitored by a UV-Visible 
spectrophotometer (Varian, Cary 50). The characteristic absorption peak of the dye 
at 535 nm was used to calculate the amount of the dye adsorbed onto the ﬁlm. Sim­
ulations were performed to compare the modelling results with the experimental dye 
uptake results. The main parameters used for the ﬁtting of results are the diﬀusion 
coeﬃcient (D) and adsorption-desorption ratio (κ). 
Simulations were performed for comparison with the experimental results. The param­
eter Γmax used for ﬁtting was calculated as described by Jennings et al. [29]. The value 
of diﬀusion D = 4 × 10−11 m2s−1 used for the ﬁtting was found to be in agreement 
with the reported results in literature. For example a value of D = 1× 10−11 ms−1 for 
diﬀusion of Phenol Red on nanotube arrays of 1000 µm length [41] and D = 4× 10−11 
m s−1 for adsorption of proteins on the walls of a microchannel [49]. The value of κ 
was determined from the normal Langmuir constant (K). K is in dimension of mol−1 
m3 and our κ is dimensionless as we account the length which is occupied by the dye 
molecule (lmol) on the ﬁlm. The value of K can be determined from the dye uptake 
under equilibrium conditions (time greater than 30 h). From the Langmuir surface 
coverage (θ) equation given by [49], 
Kc 
θ = (2.13)
1 +Kc 
it follows that, 
1 1 1 1 
= + (2.14)
Γ KΓeq c Γeq 
So that Γmax and K can be determined from a straight line ﬁt of Γ
1 vs 1 c . This is clearly 
illustrated by ﬁgure 2.10. Only the lower bulk concentration were considered, as there 
is aggregates problem of dye molecules when using the higher bulk concentration. After 
getting the value of K we convert it to κ as [54], 
32 
Figure 2.10: Graph of Γ
1 vs 1 c with a straight line ﬁt, to illustrate how Γmax and K can 
be determined. 
� 
Γeq 
�
κ = K (2.15)
lmol 
where Γeq is the monolayer coverage from the dye uptake under equilibrium. 
Figure 2.11 (A) and (B) compare the experimental and modelling results for dye ad­
sorption on a 20 µm nanotube for the bulk concentration of 0.01 mM and 0.03 mM 
respectively. From ﬁgure (A) we observe good agreement between the modelling and 
experimental results. After several hours it can be seen that experimentally the dye 
uptake reaches equilibrium slowly. The reason for the observed lower rate for dye ad­
sorption at longer time, is that at this point in time there are less active sites on the 
TiO2 nanotube ﬁlm available for the dye molecules to be adsorbed. At the beginning 
of the adsorption, there are large number of vacant active sites on the TiO2 nanotube 
ﬁlm available and the initial rate of dye uptake is quite fast. However as the active sites 
are ﬁlled, fewer vacant active sites remain and relatively more dye molecules remain 
in solution. For higher concentrations, at the beginning of the process we have a large 
number of vacant active sites and more dye molecules in the solution, which leads to a 
faster diﬀusion process. This can be observed on ﬁgure (B), which shows that, experi­
mentally the adsorption of dye is very fast for the ﬁrst few hours and starts to saturate 
quickly. This observation clearly illustrates that during the process of adsorption and 
desorption of dye molecules into the TiO2 ﬁlm, we are changing the concentration inside 
the ﬁlm and occupied sites of the surface. 
33 
0 5 10 15 20 25 30 35
time (h)
0
0.25
0.5
0.75
1
1.25
1.5
θ  
 ×
1 0
-
8
A
0 5 10 15 20 25 30 35
time (h)
0
0.25
0.5
0.75
1
1.25
1.5
1.75
2
2.25
2.5
θ  
 ×
1 0
-
8
B
Figure 2.11: Comparison between the experimental (ﬁlled circle) and modelling (solid 
line) results for dye uptake on a 20 µm nanotube, for bulk concentration 0.01mM (A) 
and 0.03mM (B). The value used for modelling are D = 4 × 10−11 m2s−1, Γmax = 8.5 
× 1019 m−2 and κ = 1 × 106 
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The similar observation of a very fast dye uptake for the ﬁrst few hours and then a 
slower rate as the active layer of the ﬁlm decreases, was also reported by Holliman et. 
al [55], where they have studied the dye adsorption on diﬀerent TiO2 ﬁlm samples. 
The faster and slower dye uptake can be attributed to the fact that, at the beginning 
of the process there are many numbers of active sites on the TiO2 nanotube ﬁlm and 
for a longer time the active sites on the TiO2 nanotubes ﬁlm decreases and it takes 
longer for the dye molecules to ﬁnd an active site to stick. It is clear from ﬁgure 2.11 
(A) and (B), that for a lower concentration the saturation time is higher compared 
to the saturation time for higher concentration. The trend of the modelling and the 
experimental results for the eﬀect of diﬀerent dye concentrations on the immersion 
time for dye adsorption agree well with the results reported by Chou et. al [38]. To 
understand the discrepancy between the Comsol based model and the experimental 
results, a 1D model was developed using an eﬀective diﬀusion coeﬃcient illustrated 
in Appendix A, section A.2.3. It is worth mentioning that the Comsol based model 
mimics the experimental dye uptake process as it takes into account both diﬀusion and 
the adsorption and desorption of the dye molecules at the surface of the ﬁlm, while the 
1D model only takes into account the diﬀusion of the dye. 
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2.6 Conclusion 
In this work we have developed a simple model for dye uptake in DSSCs. The model pre­
sented shows that it can take a few hours for the dye to be adsorbed onto a nanoporous 
TiO2 ﬁlm in a DSSC, in agreement with experimental results. Our model shows that 
the time depends on the ratio of adsorption to desorption rates κ and so will vary for 
diﬀerent ﬁlm materials. The diﬀusion coeﬃcient also plays an important role in the 
dye uptake time, but our modelling results show that the concentration variation is 
the same for diﬀerent diﬀusion coeﬃcients and can be given by scaling the time by the 
simple expression for tz in equation (2.11). 
Future work 
In this work more eﬀort was devoted to the adsorption of dye molecules into the TiO2 
nanotube ﬁlm as one of the ﬁlms which has recently been taken into consideration for 
eﬃciency improvement of the dye sensitized solar cells. The focus of this work was 
looking at the diﬀusion of dye into the nanotube, but the dye molecules can also be 
adsorbed on the outside of the nanotube. Further work will be to extend the model 
so that it can also take into consideration the dye molecules which are adsorbed on 
the outer side of the nanotube ﬁlm. The market production of the dye sensitized solar 
cell is based on the TiO2 porous ﬁlm, work is in progress looking at the dye uptake 
process in the TiO2 nanoparticle ﬁlm rather than the TiO2 nanotube ﬁlm. Currently 
further work is planned to be done, where more eﬀort will be looking at the variation of 
diﬀerent TiO2 ﬁlm geometries and all the other related parameters. The experimental 
starting point can be done by comparing the dye uptake on anatase, brookite and rutile 
TiO2 ﬁlms. 
36

Chapter 3 
Electron Diﬀusion Length in Dye 
Sensitized Solar Cells 
3.1 Preamble 
In this chapter we introduce a reliable new approach to estimate the eﬀective electron 
diﬀusion length Ln theoretically described using a multiple trapping model which in­
volves calculating the eﬀective electron diﬀusion coeﬃcient Dn and lifetime τn. We 
show that in this context, 
Ln = 
�
Dnτn � L0 = 
�
D0τ0 (3.1) 
where Ln and L0 are the eﬀective and free electron diﬀusion length respectively. The 
parameters D0 and τ0 are deﬁned as the free diﬀusion coeﬃcient and lifetime of the 
conduction band electrons respectively. 
In dye sensitized solar cells (DSSCs) light absorption occurs on dye molecules attached 
to TiO2 nanoparticles. An electron is injected from the excited dye to the TiO2 semi­
conductor ﬁlm and moves by diﬀusion until it is collected at the substrate or lost by re­
combination during the process [29, 56, 57, 58]. The apparent absence of electrical ﬁeld 
components normal to the substrate is attributed to eﬀective shielding of photoinjected 
electrons by high concentration of ions in the electrolyte. The diﬀusion of electrons 
to the substrate contacts gives rise to a time delay between the electron injection into 
the TiO2 semiconductor ﬁlm and electron collection at the substrate. The competition 
between the electron transport to the anode and the electron transfer to tri-iodide (I−3 ) 
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ions in the electrolyte determines the eﬃciency of the collection of the photoinjected 
electrons. The important parameter in this process is the eﬀective electron diﬀusion 
length (Ln), deﬁned as the average distance an injected electron can travel through the 
cell before recombination. Ln is determined by Dn and τn as [29, 56, 57, 58, 59, 60], 
Ln = 
�
Dnτn (3.2) 
If Ln � d (where d is the device thickness), only a small fraction of injected electrons 
will be lost before it is collected. Thus, a longer electron diﬀusion length is desirable 
for a higher probability of collecting more injected electrons. Eﬃcient cells are charac­
terized by a value of Ln that considerably exceeds the TiO2 ﬁlm thickness [61, 62]. In 
the multiple trapping model, Dn and τn are controlled by the distribution of electrons 
in the conduction band and the trapping states, apart from D0 and τ0. 
Several recent studies have indicated that values for Ln derived by diﬀerent method­
ological approaches can be signiﬁcantly diﬀerent [19, 63, 64]. It has been shown that 
the reason for the discrepancy between the techniques is probably caused by invalid 
assumptions in the analysis of the steady state data, like the assumption that recombi­
nation of electrons with electrolyte is ﬁrst order in conduction band concentration [64]. 
Despite the limited relevance of Ln obtained by small-perturbation methods to device 
operation, it is important to reaﬃrm the underlying theoretical model commonly used 
to describe electron transport in DSSCs. In a related study of the electron diﬀusion 
length, Leng et al. [65] have recently found that steady state IPCE measurements and 
transient photovoltage measurements yield similar values of the Ln in a TiO2 based wa­
ter splitting cell [65]. Recently Jennings et al. [66] compared three diﬀerent techniques 
(IPCE, electrochemical impedance spectroscopy (EIS), modulated impedance method 
(IMPS and IMVS)) to study the electron diﬀusion length and found good agreement. 
They also concluded that the simple diﬀusion recombination (multiple trapping) model 
used to describe the DSSCs operation is correct, provided the assumptions and condi­
tions made during experimental measurements are the same [66]. In this work following 
in agreement with Jennings et al. [66] conclusion, we set out to show that using the 
ﬁrst order electron recombination assumption in the multiple trapping model the value 
Ln and L0 are almost the same. 
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3.2	 Intensity modulated photocurrent and photovoltage 
spectroscopy 
A standard characterization technique of a photovoltaic (PV) device consists of the de­
termination of the DC current-voltage curves under diﬀerent incident light intensities. 
Such curves do not provide any information about the internal dynamics of the PV de­
vices. Therefore additional information needs to be obtained using time and frequency 
dependent measurements. The application of small perturbations, such as small AC 
amplitude variation in the light intensity of variable frequency drives the system out 
of equilibrium so that measurements of transient response provide information about 
internal processes [58, 59, 67]. 
Intensity modulated photocurrent and photovoltage spectroscopy (IMPS and IMVS), 
are well established methods for the determination of an eﬀective electron diﬀusion 
coeﬃcient and lifetime, Dn and τn [68]. These are the most important ingredients for 
estimating Ln especially when calculated at the same average quasi Fermi level (cor­
responding to the same free electron concentration or equivalently the same trapped 
electron concentration). IMPS and IMVS involve a superimposition of a small si­
nusoidal perturbation of the light intensity on a large steady state background level 
[58, 59, 60, 67, 69]. In terms of theory analytical IMPS expressions for the diﬀusion 
limited and kinetically limited case have been derived [60], where the extraction rate 
constant kext for electron transfer from TiO2 to the substrate is included. Numerically 
the solution for the excess electron density proﬁle can be obtained for short and open 
circuit when kext value is large and zero respectively. So far a useful approach to extract 
the eﬀective diﬀusion coeﬃcient is by ﬁtting the experimental IMPS responses to the 
analytical solution. This approach assumes that Dn is constant throughout the ﬁlm, 
whereas it must vary with position [29, 60, 67]. In this work we consider a full numeri­
cal solution of the time dependent continuity equation with trapping and detrapping of 
electrons to calculate the frequency dependence of the IMPS and IMVS response data. 
Thus a convenient way to estimate Dn and τn is obtained by noting the minimum of 
the frequencies at which they are minimized. These frequencies corresponds to the 
inverse of the mean transient time (τtr) for electron diﬀusion to the substrate (IMPS) 
and the inverse of the electron life time (IMVS) [29]. 
A widely used but incorrect approach is when Ln is derived using Dn and τn calculated 
at the same intensity. This approach gives a diﬀerent quasi Fermi level at short and 
open circuit. Under open circuit the quasi Fermi level is higher compared to the short 
circuit and this leads us to underestimate Ln, as the IMPS response is obtained at 
a lower EFn value compared to IMVS response. This problem can be avoided by 
calculating the eﬀective diﬀusion coeﬃcient and life time at the same quasi Fermi level, 
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which constitutes a major correction in the calculation of Ln as we demonstrate below. 
3.3 Multiple trapping model 
The multiple trapping model is essentially an attempt to explain electron transport, 
which experimentally could be looked at through measurements by frequency domain 
techniques, incident photon-to-current conversion eﬃciency (IPCE) ratio, electrochem­
ical impedance spectroscopy (EIS), etc. Electrons are assumed to partake in a random 
walk in the TiO2 conduction band, being free. This random walk is interrupted by 
trapping events where an electron becomes localized in a trap state below the con­
duction band edge; the electron is now taken to be immobile and trapped until it is 
thermally released back into the conduction band and the random walk continues. This 
trapping and detrapping process occurs multiple times during transit across the TiO2 
ﬁlm, hence the name multiple trapping model. 
As a model which is related to electron transport in the dye sensitized solar cell, it 
considers diﬀusion as the main driving force of electrons in the TiO2 semiconductor. 
Several works have been reported using the multiple trapping model to describe several 
aspects of electron transport on the DSSCs [70, 71, 72]. As far as the author knows it 
has not hitherto been shown that in the multiple trapping model L0 � Ln. 
Experimentally the eﬀective electron diﬀusion coeﬃcient as measured by frequency 
domain techniques is found to vary with the intensity [29]. This intensity dependence 
is often explained by the multiple trapping model. The time dependent continuity 
equation for conduction band density nc, in which traps are explicitly considered, is 
given by [29, 56, 57, 58, 59, 60, 68, 73, 74], 
∂nc ∂
2nc ∂nt = D0 + αI0e−αx − kcb(nc − neq)− (3.3)
∂t ∂x2 ∂t 
∂nt ∂f 
∂t 
= Nt0� 
∂t
� = �ktnc(1− f)− kdNt0f� = kt�nc(1− f)− eetf� (3.4) 
The continuity equation for f is 
∂f ∂nt
Nt0� 
∂t
� = �ktnc(1 − f)− kdNt0f� − ktb(nc − neq) = 
∂t 
− ktbNt0�f − feq� (3.5) 
where D0 is the free electron diﬀusion coeﬃcient, α the absorption coeﬃcient, I0 the 
40

illumination intensity, kcb is the recombination rate of conduction band electrons, neq 
is the equilibrium density of electrons in the dark, Nt0 is the total density of trap 
sites, f is the trap occupation probability, kt is the trapping rate, ktb is the trap 
recombination rate of electrons with electrolyte and kd is the detrapping rate. It is 
crucial to note that kd is not a constant, but depends on the trap energy ET as it 
is given by kd = ktNceet/Nt0, where eet = exp [[−(EC − ET )]/(kBT )] as there is a 
distribution of traps in DSSCs [29, 75]. 
At steady-state conditions the rate of trapping at any given point in the TiO2 ﬁlm 
must be equal to the rate of detrapping at that same point. Thus the generation and 
capture terms for the exchange of carriers between band and trap states cancel out and 
so the trapping and detrapping can be left out of the continuity equation 3.3. As a 
result the presence of trap states cannot have any eﬀect on steady-state characteristics 
of the cell, such as the electron diﬀusion length. 
The traps are described satisfactorily in terms of an energy-dependent distribution 
equation, 
Nt0β 
� 
β (EC − ET )
� 
g(ET ) = exp , (3.6)
kBT 
− 
kBT 
where the factor β represents the rate at which the trap distribution falls oﬀ into the 
bandgap [58, 59, 69, 76]. 
The angular brackets in equation 3.5 represent the averaging over the trap distribution, 
equation 3.6, as �f� is given by, 
� EC 
�f� = dET g(ET )f(ET ) (3.7) 
EFneq 
If f is approximated by a low temperature stepfunction in equation 1.1, the density of 
the trapped electrons is given by [29, 59, 69, 76], 
Nt0 
� 
exp 
� 
(EC − EFn)
� 
− exp 
� 
(EC − EFneq)
�� 
= 
Nt0 
�� 
nc 
�β �neq �β� 
nt � 
Nc 
−β
kBT 
−β
kBT Nc Nc 
− 
Nc 
(3.8)
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3.3.1 Boundary conditions 
At the anode, that is, x = 0 
nt ∂nc 
����Nc ≈ D0 = kext(nc − neq) (3.9)∂x x=0 
At the cathode i.e. x = d 
∂nc 
���� = 0 (3.10)∂x x=d 
where kext is the electron extraction rate constant at the substrate x = 0 and d is the 
ﬁlm thickness. The short circuit photocurrent or IMPS solution is obtained by allowing 
kext to be large [29, 56, 57, 58, 59, 60, 67], while the photovoltage or IMVS solution is 
obtained by setting kext to be zero. 
The ﬁrst boundary condition states that, the electron extraction rate at the anode (x 
= 0) is ﬁrst order in the local electron concentration. The second boundary condition 
indicates that at the cathode side of the TiO2 (x = d) no electron concentration gradient 
exists. 
During the IMPS and IMVS measurements the cell is illuminated with the sinusoidally 
modulated light with a small ac component (10% of the dc component). We assume 
a small modulation δ � 1 of the steady states incident light intensity I0ss, at a ﬁxed 
angular frequency (ω = 2πf) given by [29, 60, 62, 77], 
I0 = I0ss + δI0 exp(iωt) (3.11) 
which will result in a modulation of the steady state conduction electron density ncss 
given by, 
nc = ncss + δnc exp(iωt) (3.12) 
and of the steady state trap occupation probability fss given by, 
f = fss + δf exp(iωt). (3.13) 
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For a modulated incident light intensity, equation 3.3 and 3.5 becomes respectively, 
(ignoring terms greater than 1st order in δn and δf) 
d2δnc
iωδnc = D0 − kbδnc + αδI0 exp(−αx)− iωNt0 < δf > . (3.14)dx2 
iωNt0 
� 
nc δnc
δf = (1− fss − δf) +

Nckt Nc

− eet (fss + δf) (3.15)
Nc 
Hence 
δf 1 (1− fss)= �
iωNt0 
(3.16)

δnc Nc + nc + eetNckt Nc 
From equations 3.7 and 3.8 it follows that 
δnt Nt0 
� 
δf 
� 
δnc = (3.17)
Nc Nc δnc NcNc 
Rewriting eqn 3.14, 
d2δnc − γ2δnc + αδI0e
−αx 
= 0 (3.18)
dx2 D0 
where 
⎧⎨ ⎩
iω + kcb 
⎫⎬ ⎭
 (3.19)

�
(1− fss�
iωNt0 
1
 )(iωNt0/kt) 
nc 
ktNc 
+ Nc + eet 
γ2 =

D0 
Since γ varies with x, at short circuit, equation 3.18 can be solved numerically. The 
Numerical Recipes routine solvde was used to solve the equation. 
The photocurrent conversion eﬃciency is given by, 
Φ(ω) = 
D0 ∂δnc (3.20)

δI0 ∂x x=0 
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3.3.2 Photovoltage 
The quasi Fermi level (EFn) is deﬁned through the electron conduction band density 
as, 
nc = Nc exp 
−(Ec − EFn) (3.21)
kBT 
where Nc is the density of the conduction band of states in the TiO2 semiconductor, 
Ec is the conduction band energy. 
In the dark, at equilibrium, the conduction band electron density is determined by the 
dark Fermi level (EFneq) and is given by, 
neq = Nc exp 
−(Ec − EFneq) (3.22)
kBT 
The photovoltage (Uphoto) or the open circuit voltage (Voc) is deﬁned simply as the 
diﬀerence between the quasi Fermi level (EFn) of the TiO2 and the dark Fermi level 
(EFneq), 
qVoc = EFn − EFneq (3.23) 
so that the pertubation in photovoltage δUphoto calculated at open circuit 
kBT 
�
δnc 
�
δUphoto = ln 1 + (3.24) 
q nc 
From equation 3.3, within the multiple trapping model, nc ∝ I0. At open circuit, 
in the steady state where ∂nc/∂t = ∂nt/∂t = 0, nc does not vary signiﬁcantly with 
position x so the term ∝ D0 can be neglected. Thus, if we assume in equation 3.3 that 
exp(αx) ≈ 1 throughout the device, 
αI0
αI0 ≈ kcbnc nc ≈ (3.25)⇒ 
kcb 
3.4 Quasi static model 
When a dye sensitized solar cell (DSSC) is perturbed away from equilibrium, for ex­
ample by a short pulse of light, the timescale of the relaxation of free carriers is not 
only determined by the values of D0 and τ0, but also by the trapping and detrapping 
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�terms in the continuity equation 3.3. If the trapping and detrapping processes are very 
fast with respect to free carrier relaxation processes (transport and recombination), 
an approximate equilibrium between free and trapped electron carriers is maintained 
even when the system as a whole is perturbed away from equilibrium, this is known 
as the quasi static approximation. Bisquert and Vikhrenko [78] have introduced the 
quasi-static assumption that the free and trapped electrons remain essentially in a lo­
cal equilibrium, even when the system is displaced away from equilibrium by some 
perturbation. 
The quasi-static condition relates the time dependence of the conduction band electron 
∂ncdensity ∂t in the noncrystalline TiO2 ﬁlm to the corresponding rate of change of the 
∂ntdensity of trapped electrons ∂t , by 
∂nt ∂nt ∂nc = (3.26)
∂t ∂nc ∂t 
Then equation 3.3 in the absence of a generation term can be witten as, 
∂nc ∂
2nc nc − neq 
∂t 
= Dn 
∂x2 
− 
τn 
(3.27) 
where 
�
∂nt 
�−1 � ∂nt �−1 
Dn = 1 + D0 ≈ D0 (3.28)
∂nc ∂nc 
and 
∂nt ∂nt
τn = (1 + )τ0 ≈ ( )τ0 (3.29)
∂nc ∂nc 
This approximation is only valid if Dn does not vary with x. The reason is that the 
more general form of the continuity equation in the absence of recombination is, 
∂nc ∂Jn nc − neq 
∂t 
= 
∂x 
− 
τn 
(3.30) 
∂nc ∂Jn ∂2ncwhere Jn = -Dn ∂x . If Dn varies with x, ∂x = Dn ∂x2 . Since Dn varies with nc (x) 
this problem occurs at short circuit, see ﬁgure 3.2, (A). This problem does not exist 
when ﬁnding the photovoltage since at open circuit the charge density is independent 
of x to a very good approximation, see ﬁgure 3.2 (B). We address this problem by 
solving the continuity equation for a ﬁxed free charge density (ncqs) equal to the charge 
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Figure 3.1: Graphical illustration of density of the electron trap distribution g(ET ), 
illustrating the exponential distribution of traps in DSSCs. 
density at a constant quasi Fermi level which is equal to the average quasi Fermi level, 
that is, 
“ −(EC−EFnav ” 
kBTncqs = Nce (3.31) 
where EFnav is the average quasi Fermi level. 
With this assumption the expressions derived by Dloczik et al. [60], for Φ can be used 
with D0 replaced by Dnqs where 
nc 
��
Dnqs = D0 
nt 
�� (3.32) 
nc =nqs 
where Dnqs eﬀective diﬀusion coeﬃcient calculated from the quasistatic approxima­
tion. The expressions for Φ are given in section B.3 of Appendix B for substrate and 
electrolyte side illumination. 
Figure 3.1 illustrates the density of electron trap states in the TiO2 which appear to be 
distributed exponentially in energy [75]. In general, the density of electrons in the con­
duction band is many orders of magnitude lower than the density of trapped electrons. 
Although electron transport and electron transfer involve conduction band electrons, 
46

dynamic measurements of photocurrent and photovoltage are strongly inﬂuenced by 
trapping/detrapping since the trap occupation responds to changes in the density of 
electrons or the change in the electron quasi Fermi level in the conduction band [75]. 
In this work we account for the trapping and detrapping of electrons as illustrated in 
equation 3.3. 
3.5 Results 
The parameter values common to all the ﬁgures are I0 = 3.08 × 1020 m−2s−1 T = 293K, 
D0 = 0.4 cm2 s−1 , d = 13 µm, α = 5.3×104 m−1 , T = 293K, Tc = 1090K, kt = 1× 1010 
s−1 , Nc = 1× 1026m−3 , Nt0 = 1× 1027 m−3 , τ0 = 4× 10−5 s and kext = 1× 103 ms−1 , 
unless indicated on the ﬁgure captions. These values were chosen to be consistent with 
the parameter values used in [29, 68] and to maximize agreement with experimental 
data. 
The electron density proﬁles for short circuit and open circuit conditions are illustrated 
in ﬁgure 3.2. Figure 3.2, (A), demonstrates the proﬁle of the short circuit electron den­
sity gradient that drives the electrons to the anode. At short circuit the photocurrent 
is determined by the exponential trap distribution at the anode where the electron den­
sity is much lower compared with its value at the cathode side. The proﬁles have the 
same shape for diﬀerent values of intensity, as illustrated on the ﬁgure 3.2, (A). Figure 
3.2, (B), illustrates the electron density proﬁle at open circuit and it can be noted that 
the proﬁles scale linearly with intensity, since the free electron life time is independent 
of intensity under open circuit [29]. Thus from the two ﬁgures of the electron density 
proﬁles, under open circuit conditions the concentration of electrons is much higher 
compared to its maximum value under short circuit conditions at the same intensity. 
3.5.1 Electron trapping rate constant 
The electron trapping rate constant (kt) is one of the most important parameters of the 
modelling. In ﬁgures 3.3 and 3.4, the characteristic plots of photocurrent response (Φ) 
are presented, for diﬀerent values of the electron trapping rate. As illustrated in ﬁgure 
3.3 for the lower values of kt, we observe several behaviours in the IMPS responses. The 
reason for the diﬀerent spectra is competition between trapping and recombination. It 
is clear from ﬁgure 3.3 that the minimum angular frequency (ωmin) varies with kt. This 
will aﬀects transition time (τtr) and hence the eﬀective diﬀusion coeﬃcient of electrons 
to the anode as illustrated by equation 3.33. As illustrated in ﬁgure 3.4, ωmin for higher 
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Figure 3.2: Short (A) and open (B) circuit electron density proﬁle for illumination 
from substrate side, for the intensity I0 = 1 × 1019 m−2s−1 (solid line), I0 = 1 × 1020 
m−2s−1 (dashed line) and I0 = 1 × 1021 m−2s−1 (dash-dot line) respectively. 
trapping rate is almost on the same position. For higher values of kt, for example 1 ×
1011 s−1 and 1× 1012 s−1 we observe a limit in the trapping rate constant as the two 
values of kt give similar IMPS responses, especially at lower frequencies. For this work 
kt was taken as 1 × 1010 as it was found to give IMPS response which agrees well with 
the experimental IMPS results. As illustrated on the ﬁgure 3.4, it can be observed that 
for a lower value of trapping rate, the response is higher compared to a large value of 
the trapping rate. 
The IMPS response transient time (τtr) is related to the ﬁlm thickness, d and Dn by, 
1 d2 
τtr = = (3.33)
ωmin ζDn 
where ζ is a numerical factor which depends upon the layer thickness and the direction 
of illumination [19, 29, 79]. 
Figure 3.5 illustrates the dependence of the transient time (τtr) on the electron trap­
ping rate. As demonstrated in the ﬁgure, τtr decreases with an increasing kt. At the 
higher value of the trapping rate, τtr is almost independent of the trapping rate. This 
follows from the observation above that at higher values of the trapping rate, the IMPS 
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Figure 3.3: Im (Φ) vs Re(Φ) for diﬀerent electron trapping rate, kt = 1 ×106 s−1 (solid 
line), kt = 1 ×107 s−1 (dashed line), kt = 1 ×108 s−1 (dash-dot line), for substrate side 
illumination. 
Figure 3.4: Im (Φ) vs Re(Φ) for diﬀerent electron trapping rate, kt = 1 ×109 s−1 (solid 
line),kt = 1 ×1010 s−1 (dotted line), kt = 1 ×1011 s−1 (dashed line), kt = 1 ×1012 s−1 
(dash dot line) for substrate side illumination. 
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Figure 3.5: Dependence of the transient time (τtr) on the electron trapping rate (kt), 
for substrate side illumination. 
response is almost similar at lower frequencies and hence the τtr will be constant as it 
is obtained from the minimum angular frequency (ωmin) of the IMPS responses. 
3.5.2 Short and open circuit quasi Fermi level 
Figure 3.6 illustrates the simulated short circuit and open circuit quasi Fermi levels 
(EFn). It can be observed from the ﬁgure that the short circuit EFnsc is lower that 
the open circuit EFnoc. This can be noted from the fact that, the short circuit electron 
density is lower than the open circuit electron density, see ﬁgure 3.2. The short circuit 
electron density and the short circuit quasi Fermi level vary with position, while the 
open circuit electron density and quasi Fermi level are independent of position. At 
short circuit the electron quasi Fermi level is determined by the balance between the 
electron injection and transport to the anode contact and electron transfer to the I3
−
is neglected, but at open circuit the quasi Fermi level is given by the balance between 
electron injection to the TiO2 and transfer to I3
−. The main objective of this work is 
to show that in the multiple trapping model the free electron diﬀusion length (L0) is 
almost equal to the eﬀective diﬀusion length (Ln), provided the diﬀerence between the 
open and short circuit quasi Fermi levels is taken into consideration. This is achieved 
by calculating the second intensity (I0oc) to align the open circuit quasi Fermi level 
(EFnoc) to the average short circuit quasi Fermi level (EFnscav) as discussed in section 
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Figure 3.6: Short circuit (solid line), average short circuit (dotted line) and open circuit 
(dashed line) quasi Fermi proﬁle for substrate side illumination, I0 = 3.08 × 1020 
m−2s−1 . 
3.5.3 below. I0sc = 3.08 × 1020 m−2s−1 was used as the original intensity to calculate 
EFnsc, EFnscav(0.5444 eV) and EFnoc (0.6321 eV). The shift required to align EFnscav 
and EFnoc is ΔEFn = 0.0877 eV (the diﬀerence between EFnoc and EFnscav) and the 
calculated second intensity, I0oc = 9.56 × 1020 m−2s−1 . 
As reported by Jennings et al. [29] there are many diﬀerent ways to calculate the 
average or mean short quasi Fermi level values. They argued that, EFnscav values can 
be calculated from the integrated free electron density, trapped electron density and the 
average value of the EFn from the continuity equation. In this work the average short 
circuit EFnsc was obtained by using the average value of the EFn from the continuity 
equation and this was compared to the values obtained by the integrated free electron 
density as reported by Jennings and we found that the two methods gives nearly the 
same value of the average short circuit EFnsc. This is clearly illustrated in ﬁgure B.1, 
in Appendix B. 
The diﬀerence between the electron EFn under open and short circuit conditions is 
the key issue in this work, since the electron transport is measured under short circuit 
conditions and the electron transfer to I−3 is characterized under the open circuit con­
dition. The transport of electrons is characterized by Dn and electron recombination 
is characterized by τn extracted using the IMPS and IMVS responses respectively and 
hence to obtain the correct value of the eﬀective diﬀusion length Dn and τn must be 
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calculated at the same EFn. 
3.5.3 Determination of second intensity (I0oc) 
As shown in ﬁgure 3.6, we can align EFnscav and EFnoc by either shifting EFnoc to 
EFnscav, or by shifting EFnscav to EFnoc. For consistency in this work EFnoc was 
shifted down to EFnscav. 
The electron density (nc) is given by, 
nc = Nc exp 
− (Ec − EFn) (3.34)
kBT 
and since it is directly proportional to intensity we can assume that, 
αI0sc 
Nc exp 
− (Ec − EFnsc) 
kcb 
= 
kBT 
(3.35) 
and 
αI0oc = Nc exp 
− (Ec − EFnoc) (3.36)
kcb kBT 
dividing equation 3.35 by 3.36 and solving for I0oc, we get 
I0oc = I0sc exp
(EFnsc − EFnoc) (3.37)
kBT 
where EFnscav is the average short circuit quasi Fermi level value, EFnoc is the open 
circuit quasi Fermi level value and (EFnscav − EFnoc) gives the diﬀerence between the 
short and open circuit quasi Fermi level at the original intensity I0sc. 
After calculating the second intensity (I0oc), we determine the open circuit quasi Fermi 
level, which correspond to the average short circuit quasi Fermi level. This gives a way 
to calculate τn, which corresponds to Dn at the same quasi Fermi level. The value of 
second intensity (I0oc), is lower than the initial intensity, which is in line with the fact 
that we are shifting down the open circuit quasi Fermi level (EFnoc) to a lower value 
corresponding to the short circuit EFnsc value. As mentioned above, we can also shift 
the short circuit quasi Fermi level to the same point as the open circuit quasi Fermi 
level, which in turn gives a higher value of the second intensity as it depend on the sign 
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of the arguments in equation 3.37. 
3.5.4	 Determination of eﬀective electron diﬀusion coeﬃcient and life 
time 
Using the two diﬀerent intensities (I0sc and I0oc) values we now calculate Dn and τn at 
the same quasi Fermi level respectively. Figure 3.7 shows the real and imaginary part of 
the photocurrent (A) and photovoltage (B) responses calculated from the full numerical 
model where trapping and detrapping of electrons are considered. The values of Dn is 
extracted from the IMPS responses and τn is extracted from the IMVS responses. The 
eﬀective electron diﬀusion coeﬃcient is related to the transient time (τtr), which deﬁnes 
the electron transport from the TiO2 to the anode, given by the inverse of the minimum 
angular frequency (ωmin) where ωmin is deﬁned as the minimun angular frequency of 
the imaginary IMPS or IMVS response respectively. From equation 3.33, the eﬀective 
diﬀusion coeﬃcient can be obtained as, 
ωmind
2 
Dn =	 (3.38)
ζ 
where ζ is the numerical factor which depends upon the layer thickness and the direction 
of illumination [19, 29, 79]. To validate the value of ζ, simulations were done using the 
quasistatic assumption to calculate the value of Dn, and the corresponding ωmin from 
its IMPS response. This is discussed in detail in appendix B. The calculation was done 
for the ﬁlm thickness of 13 µm and we obtained a value of ζ = 2.7486 and ζ = 2.433 
for substrate and electrolyte side illumination respectively. Our electrolyte side values 
agree well with the values reported by Jennings et al. [29]. 
The eﬀective electron life time (τn) is calculated at open circuit, where we get the IMVS 
response as shown in ﬁgure 3.7 graph B, this is achieved by setting kext = 0 in equation 
3.9. The eﬀective electron life time is related to the minimum angular frequency (ωmin) 
of the IMVS by, 
1 
τn =	 (3.39)
ωmin 
The calculated value of Dn and τn are diﬀerent from D0 and τ0 and are intensity 
dependent as indicated in ﬁgure 3.8, (A) and (B). Dn increases with an increase in the 
intensity and τn decreases with an increase in the intensity. The intensity dependence 
arises from the inﬂuence of electron trapping/detrapping on the dynamic photocurrent 
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Figure 3.7: Typical full numerical IMPS (A) and IMVS (B) response for illumination 
from substrate side. 
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Figure 3.8: Intensity dependence of the eﬀective electron diﬀusion coeﬃcient and life 
time 
and photovoltage responses [75]. This is clearly shown in ﬁgure 3.1. As we increase 
the intensity the electron quasi Fermi level increases and hence the ﬁlled trap states 
level. The electrons most likely to detrap come from the topmost occupied level. As 
this level approaches the conduction band, the detrapping time decreases rapidly, so 
the electrons take less time to diﬀuse through the TiO2 ﬁlm. 
The intensity dependence of D0 and τ0 shows that IMVS and IMPS can be used to 
determine τn and Dn in DSSCs for a wide range of intensities. The intensity depen­
dence of Dn indicates that electron transport in DSSCs is inﬂuenced by trapping and 
detrapping of electrons from a distribution of trapping levels that are probably located 
at the surface of the TiO2 particles [80]. In general, it is understood that under practi­
cal operating conditions, Dn � D0 and τn � τ0 [29]. In the multiple trapping model, 
the eﬀective diﬀusion coeﬃcient varies with distance from the fact that at short circuit 
conditions, the free electron density and electron quasi Fermi level vary with the dis­
tance and fall steeply close to the anode. This can also be observed from ﬁgure 3.2, 
graph A, which shows the proﬁle of the short circuit free electron density. 
Figure 3.9 illustrates the intensity dependency of τtr of the IMPS responses. As shown 
in the ﬁgure τtr decreases with increasing intensity. The τtr gives the average time for 
collection of photoinjected electrons at the anode. This dependence of τtr is due to the 
fact that, as the intensity increases, the rate of electron transport increases as there 
is an increase in the photoinjected electrons. This is clearly illustrated from equation 
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Figure 3.9: Intensity dependence of transition time (τtr). 
3.38 which shows that as ωmin increases Dn will also increase and hence τtr decreases. 
3.6 Comparison of the diﬀerent models 
As a way of illustrating that our extracted values of the eﬀective electron diﬀusion 
coeﬃcient from the multiple trapping model agree with the other model, Dn values 
were calculated using the quasistatic model developed by Bisquert and Vikhrenko, see 
section 3.4. Dn from the full numerical solution is shown on ﬁgure 3.10. A comparison 
with Dn from the quasistatic model is also provided. There is good agreement between 
the two sets of values. The slight diﬀerence could be because in the quasi static model it 
is assumed that when the solar cell is displaced away from equilibrium by illumination, 
the trapping and detrapping takes place very fast and the equilibrium is maintained, 
it is necessary to use the average value of free electron density, while the full numerical 
model takes into account that at short circuit the free electron density varies with 
distance. 
To further illustrate the importance of the multiple trapping model assumption that, 
Dn at short circuit varies with position, the IMPS response calculated from the qua­
sistatic model is compared to the full numerical solution. As illustrated in ﬁgure 3.11, 
there is a good agreement between the quasistatic and full numerical IMPS responses, 
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Figure 3.10: Comparison of the eﬀective diﬀusion coeﬃcient calculated from the full 
numerical ωmin (solid line) and from the quasi static (dashed line) approach at diﬀerent 
intensities. 
especially at lower frequency and they begin to deviate at high frequency, near ωmin. 
Our full numerical solution is reproduced well by the the quasistatic model. This agree­
ment validates the assumption made in the quasistatic model that the trapping and 
detrapping processes occur suﬃciently fast that the system behaves as though it is in 
equilibrium with a well deﬁned quasi-Fermi level determined by the electron density 
at that point. The deviation of the quasistatic model from the full numerical solution, 
even at lower frequency, fulﬁlls the fact that in the full numerical model Dn varies with 
position and depends on the account of the trapping and detrapping of electron as also 
reported by Peter [75]. 
3.7 Estimation of the electron diﬀusion length 
The eﬀective electron diﬀusion length can be calculated by taking the square root of the 
product of the eﬀective diﬀusion coeﬃcient and life time, at the same value of the quasi 
Fermi level. This approach does not underestimate the value of Ln as it has taken into 
account the diﬀerence between the short and open circuit quasi Fermi levels. Overall 
we would like to stress that if the diﬀerence between the short circuit and open circuit 
quasi Fermi level is taken into consideration, the eﬀective and free electron diﬀusion 
lengths are almost equal, that is, 
Ln = 
�
Dnτn � L0 = 
�
D0τ0. (3.40) 
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Figure 3.11: IMPS response for the multiple trapping model (solid line), quasistatic 
model (dashed line) for a 13 µm DSSC. 
τ0 (s) Dn (m2s−1) τn (s) 
4 × 10−5 
1 × 10−5 
2.5 × 10−6 
SE 
2.37×10 −9 
2.85×10 −9 
3.21×10 −9 
EE 
2.95×10 −9 
3.22×10 −9 
3.44×10 −9 
SE 
0.740 
0.198 
0.063 
EE 
0.668 
0.182 
0.060 
Table 3.1: Extracted value of Dn and τn for diﬀerent values of τ0 for substrate (SE) 
and electrolyte (EE) side illumination. 
Simulations were performed for three values of L0, obtained by varying τ0 while ﬁxing 
D0 at the value listed at the start of this section. As discussed above the extraction 
of Dn and τn from the IMPS and IMVS respectively for illumination from substrate 
(SE) and electrolyte (EE) at the same quasi Fermi level was followed and values of 
Dn and τn are calculated using the ωmin from both the IMPS and IMVS of the full 
numerical solution. Table 3.1 shows the τ0 values used to obtain diﬀerent L0 and the 
corresponding extracted values of Dn and τn. 
In support of the argument that L0 � Ln, values of L0 and Ln for substrate (SE) and 
electrolyte (EE) side illumination are shown on table 3.2. Table 3.2 compares the L0 
from Table 3.1 with the values of Ln calculated using Dn and τn respectively. It is 
clear from table 3.2, that if the diﬀerence between the open circuit and short circuit 
quasi Fermi level is taken into consideration, L0 is close to Ln. This result shows that 
the procedure used to calculate Ln, by considering the diﬀerence between the short 
circuit and open circuit EFn [29, 75], is in good agreement with the quasistatic model 
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L0 (µm) Ln (µm) 
SE EE 
40 41.88 44.39 
20 23.75 24.21 
10 14.22 14.37 
Table 3.2: Comparison between L0 and Ln extracted from diﬀerent values of D0,τ0 and 
(Dn,τn) respectively for substrate (SE) and electrolyte (EE) side illumination, given in 
table 3.1. 
prediction that L0 and Ln must be equal. The values of Ln in this study are equal to 
or greater than the ﬁlm thickness leading to complete collection of the photogenerated 
and injected electrons in the external circuit. 
The fact that L0 � Ln means that the free electron diﬀusion length can be used to 
characterize the DSSCs. The collection of the photogenerated electrons depends on 
the competition between the diﬀusion of electrons into the TiO2 and the recombina­
tion with the redox electrolyte. The procedure followed in this work shows that the 
eﬀective diﬀusion lengths and free diﬀusion length are almost equal and greater than 
the ﬁlms thickness. The values of Ln in this study are larger than the average ﬁlm 
thickness leading to complete collection of the photogenerated and injected electrons 
in the external circuit. 
It is important to note that in the multiple trapping model Dn and τn depend on 
the trap distribution and on the illumination intensity, but their square root product, 
Ln is almost independent of intensity [29, 59, 75]. So the eﬀective diﬀusion length is 
independent of trap occupancy as also reported by Bailes et al. [76]. 
3.8 Comparison with experimental results 
An experimental measurement of IMPS was performed by H.Wang at the University of 
Bath, Department of Chemistry. The IMPS was carried out with a DSSC under short-
circuit. The DSSC consisted of a dye (N719) coated TiO2 mesoporous ﬁlm (13 µm), and 
an electrolyte composed of 0.5 M NaI, 0.05 M I2, 0.5M tert-butylpyridine in a solvent 
mixture of acetonitrile and valeronitrile (85:15, V/V) as well as a thermally platinised 
counter electrode. A red light emitting diode (LED, 627 nm) was used as the light 
source to adjust the electron density in the TiO2 ﬁlm. A 5% of the bias illumination 
was superposed to the bias illumination through a Solartron 1260 frequency response 
analyzer. The current generated by the bias illumination was oﬀset with a potentiostat 
and the current signal from the modulated light was recorded by the potentiostat which 
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was connected to a computer. 
The theoretical predictions and experimental data were scaled to give the same zero 
frequency intercept on the real axis which should correspond to the steady state IPCE. 
Figures 3.12 and 3.13 compare the experimental and theoretical IMPS responses cal­
culated using the full numerical and the analytical solutions for substrate side (A) and 
electrolyte side illumination (B), for two diﬀerent intensities, I0 = 3.08 × 1020 m−2s−1 
and I0 = 1.047 × 1021 m−2s−1 respectively. These results indicate that there is good 
agreement between modeling and experiment at low frequency and that the value of 
ωminIMPS is similar for all three cases. Deviations arise between the models and the 
experimental data, since the experimental IMPS results are aﬀected by the RC atten­
uation at high frequency, where R is the series resistance of the contacts and C is the 
capacitance of the substrate electrode [67, 77, 81, 82]. In electrolyte side illumination, 
deviations between experiment and theory occur at lower frequencies because a delay 
is introduced into the electron transport to TiO2, which depends on the illumination 
side. 
3.9 Near infrared (IR) response 
The electron transient time (τtr) and recombination time are important parameters to 
characterize the eﬃciency of DSSCs as discussed above. Near infrared (IR) absorption 
method is currently used to study the electron transport in DSSCs [67, 74, 68]. It 
has been shown that the near IR measurements method provide a simple and reliable 
way of characterizing the trapped (nt) electron density under variety of experimental 
conditions [74]. The advantage of this technique is that it allows the measurements of 
the IR responses for both short and open circuit at the same conditions, that is at pair 
of intensities (I0sc and I0op) where short circuit trapped electron density is the same 
as the open circut trapped electron density (nt) and hence the quasi Fermi level [68]. 
This allows Dn and τn to be determined at the same trapped electron density. In this 
section we show that even when the measurements of the short and open circuit IR 
responses are done under the same conditions and intensity, their minimum angular 
frequency (ωmin) are not the same. 
As discussed above the majority of electrons in the dye sensitized solar cells are trapped 
and the current is carried by a much lower density of free electrons in the conduction 
band [76]. The density of the trapped electrons can be measured as a function of 
trap occupancy by electrical techniques such as impedance [83] and charge extraction 
[84]. Steady state infrared (IR) transmittance measurements are well established as 
a way of following electron accumulation in porous TiO2. Transient IR absorption 
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Figure 3.12: Comparison between the experimental (dashed line), multiple trapping 
model (solid line) and quasistatic model (dotted line) IMPS responses for substrate 
(A) and electrolyte (B) side illumination, I0 = 3.08 × 1020 m−2s−1 . 
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Figure 3.13: Comparison between the experimental (dashed line), multiple trapping 
model (solid line) and quasistatic model (dotted line) IMPS responses for substrate 
(A) and electrolyte (B) side illumination, I0 = 1.047 × 1021 m−2s−1 . 
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measurements on porous TiO2 and DSSCs have been widely used to follow electron 
injection and trapping on the pico-second time scale as well as on longer scale. The use 
of the near-infrared transmittance to follow changes in the density of trapped electrons 
under diﬀerent conditions have been described by Nguyen et al. [74]. A steady state 
method of determining the electron diﬀusion length in dye sensitized solar cells using 
the near infrared absorption method have been described by Wang and Peter [68]. The 
advantage of the infrared method, to determine the electron diﬀusion length is that, the 
near-infrared method looks at the trapped electron rather than the free electrons. This 
makes the IR method a convenient way of establishing the trap electron occupancy in 
DSSCs [68]. 
As illustrated by Nguyen et al. [74] the near-infrared (IR) absorption measurement 
is a reliable way to measure the trapped electron density . Theoretically the infrared 
measurements are generally thought to probe the integrated trapped electron density 
of photogenerated charge carriers throughout the cell. It follows from equation 3.16 
that IR responses can be calculated as [85], 
δQt = 
Nt0 
� d ��
iωNt0 
1− f
nc
ss
(x
(
) 
x) 
� 
δnc(x)
dx (3.41)
Nc Nc 0 
Nckt 
+ Nc + eet 
� 
Nc 
where δQt is the infrared response. 
The density of trapped electrons under steady state can be predicted theoretically using 
the following approach. The starting point is the continuity equation, which describes 
the injection, transport and recombination of electrons in DSSCs. Solution to the 
continuity equation with appropriate boundary conditions gives the proﬁles of the free 
electron density through out the device, see ﬁgure 3.2. The quasi Fermi level relative 
to the conduction band can then be calculated from the Boltzmann relationship. Once 
EFn is known, the local total trapped electron density can be obtained. The total 
trapped electron density can be obtained from equation 3.8. 
3.9.1 Results 
The parameter values common to all the ﬁgures are: I0 = 1 × 1020 m−2s−1 T = 293K, 
D0 = 0.4 cm2 s−1 , d = 13 µm, α = 5.3×104 m−1 , Tc = 950K, kt = 1 × 1010 s−1 , 
Nc = 1 × 1026m−3 , Nt0 = 1 × 1027 m−3 , τ0 = 4 × 10−5 s and kext = 1 × 103 m s−1 , 
unless indicated on the ﬁgure captions. These values were chosen to be consistent with 
the parameter values used in [29, 68] and to maximize agreement with experimental 
data. 
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Figure 3.14: Trapped electron density calculated from the steady state continuity equa­
tion for open circuit (solid line) and short circuit (dashed line) conditions. 
Figure 3.14 illustrates the simulated trapped electron density proﬁles, nt, under open 
circuit and short circuit conditions. The ﬁgure 3.14 illustrates that the short circuit 
trapped electron density is lower compared to the open circuit trapped electron density 
and hence the electron quasi Fermi level at short circuit is lower compared to open 
circuit. Following Wang and Peter [68] and section 3.5.2 above, we determine the 
eﬀective electron diﬀusion length using the total trapped electron density. There is 
a need to establish a pair of intensities for which the trapped electron density is the 
same at open circuit as at short circuit. This is the same idea which was introduced in 
section 3.5.2 above by using the free electron density and hence the quasi Fermi level 
to show that if the diﬀerence between short and open circuit is taken into consideration 
Ln � L0. 
Figure 3.15 demonstrates the dependence of the trapped electron density on the free 
electron diﬀusion coeﬃcient (D0). It can be observed from the ﬁgure that a lower value 
of the diﬀusion coeﬃcient gives rise to a higher trapped electron density. 
3.9.2 Comparison with experimental results 
Figures 3.16 and 3.17 illustrate the comparison between experimental and modeling IR 
responses, for short and open circuit respectively. The ﬁgure shows good agreement 
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Figure 3.15: Dependency of the short circuit trapped electron density calculated from 
the steady state continuity equation on the diﬀusion coeﬃcient for D0 = 0.4 × 10−2 
m2s−1 (solid line), D0 = 0.4 × 10−3 m2s−1 (dashed line), D0 = 0.4 × 10−4 m2s−1 
(dashed-dot line). 
between the modeling and the experimental results especially for the imaginary IR 
responses for both short and open circuit, as their ωmin are used to extract Dn and 
τn respectively. Our results show that ωmin of the short and open circuit are not the 
same. This result shows that even when the short and open circuit IR responses are 
measured at the same quasi Fermi level, the transport time (τtr) is diﬀerent from the 
recombination time (τn) as expected. This is in line with the fact that at short circuit 
the minimum angular frequency is related to the transport time, as we are looking at 
electron diﬀusion and at open circuit it is related to the electron recombination time 
The good agreement between the modelling and the experimental results shows that 
the near IR measurements can be used to study electron transport in DSSC. 
3.10 Thickness dependence 
In order to improve the DSSCs performance, optimization of the thickness of the porous 
TiO2 layer is very important because the cell characteristics exhibit signiﬁcant variation 
depending on the thickness of the porous TiO2. Several studies have been conducted 
experimentally [63, 86, 87, 88] and theoretically [70, 71] to determine the eﬀect of the 
TiO2 ﬁlm thickness on the performance of dye sensitized solar cells (DSSCs). Most 
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Figure 3.16: Comparison between numerical solution (solid line) and experimental 
results ( ﬁlled circles) for short circuit infrared response. 
Figure 3.17: Comparison between numerical solution (solid line) and experimental 
results ( ﬁlled circles) for open circuit infrared response. 
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of the papers are based on the study of eﬀects of the ﬁlm thickness on short circuit 
current [86, 87], open circuit voltage [70, 86], ﬁll factor [87], maximum power point [71], 
electron diﬀusion length [63], etc. The study of the dependence of the electron diﬀusion 
length on the ﬁlm thickness is of more importance. Since by estimating the electron 
diﬀusion length we can get information about the electron transport and recombination 
processes in the dye sensitized solar cells. 
It has been shown that the ﬁlm thickness dependence of the photocurrent and photo-
voltage is limited at higher ﬁlm thicknesses [86, 87]. Hara et al. [86] has reported that 
the photocurrent density increases up to 16 µm for DSSC due to an increase in the 
amount of dye adsorption on the surface of the TiO2 ﬁlm. Ito et al. [87] reported that 
the maximum short circuit photocurrent density corresponding to SE and EE side il­
lumination is obtained for TiO2 ﬁlm thicknesses of 19 µm and 16 µm respectively. The 
most common utilized TiO2 ﬁlm thickness in various studies has been reported to be 
around 11-13 µm [89], although as reported by Hara and Ito [87, 86], ﬁlm thicknesses 
can be greater than this, because the Ln in DSSCs is expected to be longer than 20 
µm [89]. 
Barnes et al. [63] reported that there is no clear link between electron diﬀusion length 
and the ﬁlm thickness. As discussed above the electron diﬀusion length is the key 
parameter to characterize the performance of the solar cell. The collection of the 
photogenerated electrons depends on the competition between the diﬀusion of electrons 
into the TiO2 ﬁlm and the recombination of electrons with the redox electrolyte. In 
order to understand the meaning of the electron diﬀusion length in DSSCs, as described 
above, we calculate the diﬀusion lengths using Dn and τn obtained from the IMPS and 
IMVS respectively, where the diﬀerence between the short circuit and open circuit quasi 
Fermi level was taken into account, to investigate the dependence of the ratio Ld 
n on 
the ΔEFn, the diﬀerence between the open circuit and the short circuit quasi Fermi 
level at the same intensity. 
3.10.1 Results 
The parameter values common to all the ﬁgures are: d = 13 µm, α = 2.5×105 m−1 , I0 
= 1 × 1020 m−2s−1, T = 293K, Tc = 1090K, D0 = 0.4× 10−4m2 s−1 , kt = 1× 1010 s−1 , 
Nc = 1× 1026m−3 , Nt0 = 1× 1027 m−3 , τ0 = 4× 10−5 s and kext = 1× 103 m s−1 unless 
indicated on the ﬁgure captions. These values were chosen to be consistent with the 
parameter values used in [29, 68] and to maximize agreement with experimental data. 
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3.10.1.1 Dependence of eﬀective diﬀusion coeﬃcient and lifetime 
Figure 3.18, (A), illustrates the dependence of Dn for substrate side illumination on 
the TiO2 ﬁlm thickness. It is evident from the ﬁgure that Dn increases with increasing 
device thickness (d). The same observation was reported by Nakade et al. [90]. The 
eﬀective electron life time decreases with an increasing ﬁlm thickness as shown in ﬁgure 
3.18, (B). At higher device thicknesses τn is almost independent of the device thickness. 
3.10.1.2 Dependence of electron quasi Fermi level 
Figure 3.19 shows the electron quasi Fermi level proﬁle variation for diﬀerent TiO2 ﬁlm 
thicknesses. The variation of EFn at short circuit and open circuit indicates the electron 
distribution on the ﬁlm respectively. As illustrated in the ﬁgure the proﬁle distribution 
of the Fermi level diﬀer for diﬀerent device thicknesses. At lower ﬁlm thicknesses, we 
expect a high probability of electron recombination compared to higher ﬁlm thicknesses. 
For higher device thickness d > 15µm our results shows that the proﬁle variation of the 
short circuit Fermi level is the same. For higher values of the device thickness, higher 
than the value used here, there are eﬀects on the electron transport, like the higher 
resistance of the thicker ﬁlm [71], the depth of the light absorption [70, 71, 86], etc. 
Figure 3.20 illustrates the dependence of ΔEFn on the device thickness (d). ΔEFn 
is deﬁned as the diﬀerence between the open and short circuit quasi Fermi levels at 
the same intensity. As illustrated in the ﬁgure, ΔEFn decreases with increasing device 
thickness, this is from the fact that Voc decreases with an increase in device thickness 
[71, 86, 91]. As light is transmitted into the depth of the TiO2 ﬁlm, the intensity 
gradually decreases. Therefore as d increases the free electron density becomes lower, 
resulting in a lower Voc. Ni et al. [71] further explain that the higher resistance of the 
thicker ﬁlm also contributes to the reduction of the photovoltage. At higher thicknesses 
the number of useful photons for electron photogeneration will reach a limit and thus a 
further increase in the device thickness will not increase the performance of the cell. An 
increase in the device thickness leads to an increase of loss in the injected electrons due 
to recombination of the electrons in the TiO2 nanoparticles and increasing the series 
resistance of the cell, resulting in a decrease in the photovoltage. The decrease of Voc 
with an increase in the thickness is also due to TiO2 sites where no dye is adsorbed [87]. 
For higher thicknesses there will be a large surface area not covered by dye compared 
to lower thicknesses. Thus increasing the thickness leads to an increase in the non-
excited area which lowers Voc. As the short circuit EFn does not vary at higher device 
thicknesses but the open circuit EFn decreases, ΔEFn will decrease with increasing d. 
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Figure 3.18: Dependence of Dn (A) and τn (B) on the device thickness (d), for substrate 
side illumination. 
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Figure 3.19: Dependence of quasi Fermi level EFn proﬁle on the device thickness (d) 
for substrate side illumination). d = 5 µm (solid line), d = 10 µm (dashed line), d = 
15 µm (dash-dot line), 
Figure 3.20: Dependence of ΔEFn on the device thickness (d) thickness for substrate 
side illumination. 
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Figure 3.21: Dependence of Ln (A) and Ld 
n (B) on the device thickness (d).

3.10.1.3 Dependence of electron diﬀusion length

Figure 3.21 (A) and (B), illustrates the dependence of Ln and Ld 
n on d respectively. As

shown in the ﬁgure (A), the dependence of Ln on d does not give clear information, 
as there is no trend in Ln varying with d. The similar trend of the dependence of Ln 
on the ﬁlm thickness was also experimentally observed and reported by Barnes et al. 
[63]. Further to the dependence of the electron diﬀusion length on the ﬁlm thickness 
we investigate the dependence of Ld 
n on the ﬁlm thickness as illustrated in ﬁgure 3.21,

(B). It can be observed from the ﬁgure that, there is no trend in the dependence of

nL on d.d Thus the dependence of Ln and ratio 
nL
d on device thickness does not show

a clear way forward on the improvement of the electron transport and performance of 
the dye sensitized solar cells. 
3.10.2 Comparison with experimental result 
Experimental measurements were carried out by H. Wang at the University of Bath, 
Department of Chemistry to investigate the dependence of Ln on ΔEFn. Two types 
of TiO2 paste/colloid (Solaronix HT and Dyesol) were employed in order to adjust 
the thickness of TiO2 ﬁlm. Diﬀerent DSSCs of diﬀerent TiO2 thickness were made. 
As described in section 3.8, IMPS and also IMVS measurements in this case were 
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Figure 3.22: Comparison between the experimental (ﬁlled circles) and simulations (cir­

cles) results, for the dependence of
 nLd on ΔEFn. 
performed to determine the EFnsc, EFnoc,Δ EFn and Ln for the diﬀerent solar cells. 
Simulations were performed for diﬀerent values of d to calculate the value of Ln by 
extracting the value of Dn and τn at the same quasi Fermi level. Δ EFn was calculated 
n 
from EFnscav and EFnoc at the same intensity, see 3.5.2 above. Figure 3.22 shows the 
comparison between the modelling and the experimental results for the dependence of 
L on ΔEFn. The results show good agreement. As illustrated in the ﬁgure ΔEFn d 
increases with increasing
 nLd . As 
L
d 
n increases with increasing ΔEFn to further improve 
the performance of the dye sensitized solar cells more work needs to be done to look 
towards enhancing the light harvesting eﬃciency of the dye over a broader spectrum 
such as the infrared region. 
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3.11 Conclusion 
The multiple trapping model based on diﬀusion as the main driving force for electron 
transport in dye solar cells has been presented. In this work we were able to show that 
the free electron diﬀusion length (L0) is almost equal to the eﬀective diﬀusion length 
(Ln) provided the diﬀerence between the quasi Fermi levels is taken into consideration. 
The IMPS and IMVS are a better way of estimating the electron diﬀusion length in 
DSSCs, as they can be used over a wide range of intensities to determine Dn and τn 
respectively. Our IMPS simulation results shows good agreement with the experimental 
IMPS results. 
We also succeeded in showing that the dependence of electron diﬀusion length of dye 
sensitized solar cells in TiO2 ﬁlm thickness has no trend which can give information on 
electron transport. The diﬀerence in the electron quasi Fermi level at open and short 
circuit at the same intensity, is found to depend on the ratio Ld 
n and our simulations 
results also show good agreement with the experimental results. 
Future work 
The problem encountered in the literature is that several studies show that diﬀerent 
experimental methodologies give diﬀerent values of Ln [19, 63, 64], while other studies 
show the agreement between diﬀerent methodologies [65, 66]. This shows that much 
work still needs to be done to understand the real meaning of Ln in DSSCs and electron 
transport as a whole. The meaning of the Dn and τn needs to be understood as these 
parameters describe the performance of the solar cells. In this work our calculations are 
based on the assumption that the electron recombination is ﬁrst order, currently work 
is in progress to extend the model to understand for the case when the recombination 
is not ﬁrst order or nonlinear. 
The ﬁlm morphology also aﬀects the path length of the electrons in the ﬁlm. From the 
multiple trapping model, the longer the transport pathway, the more electrons undergo 
trapping and detrapping events and the longer they spend in the particle network 
before being collected. In this scenario transport is limited both by trapping and ﬁlm 
morphology. The optimization of the ﬁlm morphology, thickness and understanding 
the absorption coeﬃcient as it varies with the ﬁlm thickness needs more attention to 
improve the eﬃciency of DSSCs. 
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Chapter 4 
Study of Photo-Generated 
Charge Carrier Density in Dye 
Sensitized Solar Cells by 
Microwave Reﬂectance 
4.1 Introduction 
In this work, simulations of microwave reﬂectivity experiments have been carried out 
with the aim of quantifying the charge carrier density in Dye Sensitized Solar Cells 
(DSSCs). These calculations are made relatively diﬃcult by the complex multilayered 
structure of the DSSCs. The main focus of this work is to quantify the relationship 
between the photomodulated reﬂectivity and conductivity of the porous TiO2 semicon­
ductor layer. Interpretation of the experimental results requires a relationship between 
the reﬂectivity and conductivity to be established. In addition to calculating this pro­
portionality factor, we also want to quantify the electron transport in DSSCs, as a 
better understanding of the transport mechanism could lead to improved device eﬃ­
ciency. Ultimately, we aim to simulate and explain the experimental results. We need 
to answer and explain the following questions, 
1. What is the relation between the photomodulated reﬂectivity and the photocon­
ductivity? 
2. How does the reﬂection coeﬃcient depend on the device geometry? 
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3. Why is the relationship between the conductivity and light intensity nonlinear? 
Microwave reﬂectivity is now a well established tool for measurements of charge carriers 
in semiconductors [92, 93]. This technique can be used to determine bulk minority-
carrier lifetimes and surface recombination velocities, carrier mobilities, dielectric con­
stants and eﬀective masses, and to study charge transfer from excited dye molecules 
to semiconductors [94]. Knowledge of the kinetics of free charge carriers is essential to 
understand the function and performance of solar cells and of many semiconductor de­
vices [95]. Microwave reﬂection measurements of these kinetics are attractive because 
they avoid the need for contacts or special sample preparation and are non-destructive 
[96]. Another important fact is that, as this technique involves high frequency it is 
sensitive to high mobility charge carriers. Measurements of free charge carrier kinetics 
at microwave frequencies range are appropriate for the study of the low conductivity 
semiconductor materials [97]. 
To summarize, since microwave reﬂectivity is sensitive to the concentration of free 
charge carriers, such measurements can be used to monitor photo-induced change in 
carrier density in semiconductor materials [97]. 
4.2 Conductivity of semiconductor materials 
In DSSCs, a porous TiO2 layer functions as an electron collector and transport mate­
rial. As mentioned above the porous TiO2 ﬁlm has a high surface area, which gives 
high probability of dye surface coverage and has attracted much interest in DSSCs 
[98]. Better understanding of the transport mechanism in this material could lead to 
eﬃciency improvements of the solar cells. Thus the microwave reﬂection measurements 
are useful for the future development of DSSCs. 
Electromagnetic waves penetrate much deeper in materials with a low electrical conduc­
tivity and are reﬂected by highly conducting materials such as metals [99]. As the TiO2 
is assumed to have a low conductivity, we expect the microwaves to penetrate deeply 
and the reﬂection of the microwave power to give information about the electron trans­
port. The reﬂection of the microwaves by a semiconductor layer is determined by its 
conductivity as discussed in section 4.4 below. The conductivity is determined by the 
concentration of the free carriers, such as electrons [99]. In the dark the concentration 
of the free charge carriers is low in pure semiconductor materials. Under illumination 
the concentration of the free carriers increases. The photo induced free charge carriers 
will change the conductivity of the semiconductor and hence the reﬂected microwave 
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power [99, 100]. The conductivity is related to the free electron density by, 
σ = ncµeq (4.1) 
where nc is the free electron carriers density, µe is the electron mobility and q is the 
electron charge. The contribution made by positive charge to the conductivity can be 
neglected due to their low mobility. Thus photomodulated experiments yield a quantity 
dependent upon the change in conductivity (Δσ) on illumination [96]. This assumption 
is made throughout this work. 
Several microwave frequency photoconductivity experiments have been reported in the 
literature. The majority of these studied silicon (Si) [93, 95, 96, 97, 99, 101, 102]. There 
are few measurements of porous semiconductors [103, 104, 105, 106]. In particular, very 
few experimental results have been reported on porous TiO2 ﬁlms [104, 107] and so far 
no work has been reported on microwave measurements in a fully working dye sensitized 
solar cell according to the our knowledge. The experimental measurements are based on 
the assumption of a linear relationship between the photomodulated microwave power 
reﬂection and the change in conductivity [96]. 
4.3 Experimental setup and measurements 
The experimental measurements were performed by Halina Dunn [108]. The experi­
mental arrangement is illustrated in ﬁgure 4.1. DSSCs, and the simpliﬁed structures 
relevent to them, were ﬁxed onto the end of a waveguide as clearly illustrated in ﬁgure 
4.2 and irradiated with a few mW (milliwatt) of ≈ 33 GHz microwaves. The power 
reﬂected back into the waveguide was sampled by a directional coupler and measured 
with a detector. The main aim of our calculations was to provide a proportional factor 
that can be used to relate experimental microwave reﬂectivity to the TiO2 conductivity. 
As illustrated in ﬁgure 4.2 measurements were performed in two diﬀerent cases, a case 
with a highly conducting layer behind the solar cell (short) (A) and without a short 
(B). Figure 4.2 illustrates the diﬀerent layers making up a DSSC and as mentioned 
earlier it can be observed that the structure of DSSC is quite complex, as it has several 
layers of diﬀerent thicknesses. As shown in the ﬁgure there is a window in the highly 
conducting ﬂuorine tin oxide (FTO) layers to allow microwave power to pass through 
to the TiO2 layer. The windows were created by etching away the FTO. They are the 
same dimension as the waveguide opening. The ﬁgure illustrates the diﬀerent layers 
of material which build up the dye sensitized solar cell. We have several layers of 
diﬀerent thicknesses: 1mm glass, 200 nm FTO layers with a window, compact TiO2 
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Figure 4.1: The graphical representation of the setup of the experiment to measure the 
reﬂection coeﬃcient using microwave techniques, image from [108] 
Figure 4.2: Illustration of the experimental setup of the microwave reﬂection measure­
ments. (A) represents a case when we have a shorting layer behind the cell and (B) 
represents a case without a short. 
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Figure 4.3: Electromagnetic spectrum with the wavelength in free space. 
(Comp TiO2), TiO2 (13 µm) and the electrolyte (12 µm). The compact TiO2 layer 
is essential to avoid short circuiting and loss of current through recombination at the 
FTO electrode [109]. As illustrated in ﬁgure 4.2 (A) the last layer of FTO is not etched 
and acts as a short. All the microwave power which reaches it will be reﬂected back. 
Simulations where done for both types of the structure (with and without a short). 
4.4 Physical principles of microwave reﬂection 
The electromagnetic spectrum shown in ﬁgure 4.3 covers radiation with a diﬀerent wide 
range of properties. Microwaves are electromagnetic waves that have a frequency range 
from around 0.3 GHz to 300 GHz with corresponding wavelengths ranging from 1m to 
1mm. 
The theoretical analysis of the microwave reﬂectance involves solving Maxwell’s equa­
tions with the appropriate boundary conditions. Maxwell’s equations are given by 
[110, 111, 112]: 
∂B �× E = − 
∂t 
(4.2) 
∂D �× H = J+ 
∂t 
(4.3) 
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� · D = ρ (4.4) 
� · B = 0 (4.5) 
where E is the electric ﬁeld, H is the magnetic ﬁeld, D = � E, B = µ H, J = σ E, µ is 
the permeability, � is the permittivity, σ is the electrical conductivity of the medium, D 
is the electric ﬂux density, B is the magnetic ﬂux density and J is the electric current 
density. 
4.4.1 Propagation of waves in an isotropic dielectric 
Before we consider the reﬂection of microwave at an interface, we must ﬁrst understand 
how the characteristics of a medium aﬀect the propagation within that medium. 
In general, a dielectric material can be described by the permittivity, �, the permeability, 
µ, and the electric conductivity, σ. Using a relative permittivity �r and a relative 
permeability µr, � and µ are written as � =�r�0 and µ = µrµ0, where �0 and µ0 are 
the permittivity and permeability of free space. These properties of the materials 
determines the attenuation and phase of the microwave ﬁelds. For a plane wave in a 
homogeneous lossy medium propagating along z axis, the electric ﬁeld can be simply 
written as [110, 113], 
E = Re 
�
E0e(−γz+jwt)
� 
(4.6) 
where ω is the angular frequency of wave, γ is the propagation constant and Re denotes 
that the real part of the expression is taken (in some notation this is implicitly assumed). 
The propagation constant determines the change undergone by the amplitude and 
phase of the wave as it propagates in a given direction �
σ 
γ = jω �µ(1 + ) = α+ jβ (4.7)
jω�
The real part of the propagation constant is deﬁned as the attenuation constant (α) 
while the imaginary part is deﬁned as the phase constant (β). The attenuation constant 
determines the rate at which the ﬁelds of the wave are attenuated and the phase 
constant determines the rate at which the phase changes as the wave propagates. The 
bigger α becomes, the higher the attenuation. 
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α and β can be expressed in terms of the material properties, �,µ and σ respectively 
as [110, 113], 
ω2 
� � 
σ2 
� 
α2 = µ� −1 + 1 + (4.8)
2 ω2�2 
and 
ω2 
� � 
σ2 
� 
β2 = µ� 1 + 1 + 
ω2�2 
(4.9)
2 
For a case of a lossless material, σ = 0, the attenuation constant (α) is zero, and β 
= ω
√
µ� so no power is lost during the propagation of the wave. The propagation 
constant becomes complex given by, 
γ = 
�
jω�µ (4.10) 
For a lossy material, σ � ω�, the propagation constant has both the real and imagi­
nary parts and α = Re(γ) and β = Im (γ). Thus the wave travels with attenuation 
determined by σ of the material. 
For a good conductor σ � ω� and �
ωµσ 
α = β � (4.11)
2 
Thus both the attenuation constant and the phase constant increase as 
√
γ. The atten­
uation of the waves in a good conductor increases with frequency as clearly illustrated 
by 4.11. The inverse of equation 4.11 described the skin depth which is described as 
[110], 
� 
2 
δs = (4.12)
ωσµ 
where ω is the angular frequency (2πf), σ is the electrical conductivity and µ is the 
permeability. The skin depth, equation 4.12 shows that the depth to which the elec­
tromagnetic radiation can penetrate a conducting surface decreases as the electrical 
conductivity and the angular frequency increases. The skin depth is of the order of a 
micron or less for most metals at microwave frequencies. On the other hand, microwaves 
only partially reﬂect from and freely propagate through dielectric materials. It is the 
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combination of these two conditions which allowed the development of microwave re­
ﬂection method which permits the measurements of dielectric properties in diﬀerent 
materials. As in this work the angular frequency is ﬁxed, thus the skin depth will be 
determined by the conductivity of the semiconductor TiO2 and hence the reﬂection 
coeﬃcient will depend on the conductivity. 
As described above when microwaves are directed towards a material, part of the energy 
is reﬂected, part is transmitted through the surface and of this latter quantity part of 
it is absorbed. The proportions of energy, which falls into these categories have been 
deﬁned in terms of the dielectric properties. The dielectric constant (�) tells us a lot 
about reﬂection properties and wavelength in the material. The free space wavelength 
(λ0) is reduced by a factor � as the microwaves propagates inside the material [114], 
λ = 
λ0 (4.13)√
� 
4.4.2 Reﬂection from an interface 
When a plane wave propagating in a homogeneous medium encounters an interface 
with a diﬀerent medium, a portion of the wave is reﬂected from the interface while 
the remainder is transmitted. This situation is shown in ﬁgure 4.4. The reﬂected 
and transmitted waves can be determined by considering the electromagnetic ﬁeld 
boundary conditions at the interface. The expressions of the incident Ei, reﬂected Er 
and transmitted Et electric ﬁelds may be written as [113], 
Ei = E0e(−γ1z+jωt), (4.14a) 
Er = Γ E0e(γ1z+jωt), (4.14b) 
Et = TE0e(−γ2z+jωt) (4.14c) 
where Γ is the voltage reﬂection coeﬃcient and T is the voltage transmission coeﬃcient. 
At the interface (z=0) the tangential continuity electric and magnetic ﬁeld boundary 
conditions must be satisﬁed so that, 
Ei +Er = Et 1 + Γ = T (4.15)⇒ 
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Figure 4.4: Reﬂection and transmission of a plane wave incident on a single lossy 
dielectric material, normal incidence, picture from [113]. 
and 
T
Hi +Hr = Ht ⇒ 1�−	
µ
Γ 
0 
= �
µ 
(4.16) 
�0 � 
where µ0 is the permeability of the free space, �0 is the permittivity of the free space, 
µ is the permeability of the medium and �0 is the permittivity of medium as illustrated 
in the ﬁgure. 
The voltage reﬂection coeﬃcient can be given as [92], 
Γ =
(γ1 − γ2)	 (4.17)
(γ1 + γ2) 
where γ1 is the permittivity of the ﬁrst medium and γ2 is the permittivity of the second 
medium. 
The total electric ﬁeld in the two media are given as, 
E1 = Ei + Er = E0 
�
e(−γ1z+jωt) + Γe(γ1z+jωt)
� 
(4.18) 
at medium one and 
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E2 = Et = E0 
�
Te(−γ2z+jωt)
� 
(4.19) 
at medium two. 
The power reﬂection coeﬃcient R(σ) is calculated from the voltage reﬂection coeﬃcient 
as [92], 
ΔV (σ)
= Γ (4.20)
V (σ) 
which is equivalent to the ﬁeld reﬂection coeﬃcient ΔE
E
(σ
(σ
)
) , 
ΔP (σ) 
�
ΔV (σ)
��
ΔV (σ)
�∗ �ΔE(σ)��ΔE(σ)�∗ 
R(σ) = = = = ΓΓ∗ (4.21)
P (σ) V (σ) V (σ) E(σ) E(σ) 
where ∗ denotes the complex conjugate. 
4.4.3 Microwave interference within a layered dielectric structure 
As discussed above when a plane wave propagating in a homogeneous medium encoun­
ters an interface with a diﬀerent medium, a portion of the wave is reﬂected from the 
interface while the remainder of the wave is transmitted. The dye sensitized solar cell 
is made up of several layers as illustrated under the experimental setup and measure­
ments, so we understand that the microwave will undergo multiple reﬂection within the 
solar cell structure. As a way of developing the modelling we need to ﬁrst understand 
the behaviour of the multiple reﬂection within diﬀerent layers. 
Kunst and Beck describe a simple case for calculating the reﬂection coeﬃcient of a 
dielectric layer with thickness d [92]. In general as illustrated in ﬁgure 4.5 the wave in­
cident on the boundary with the second medium is partially reﬂected back and partially 
transmitted to medium 2. At the interface between materials 2 and 3, the transmitted 
to material 2 ﬁeld is partially reﬂected back and partially transmitted to the material 
3, etc. If there is also another material 4, the same process of reﬂection will happen 
between material 3 and material 4. Thus there will be multiple reﬂections at the dif­
ference interfaces and the reﬂection coeﬃcient can be calculated by summing all these 
reﬂections. 
As the wave is reﬂected back and transmitted through the material its magnitude and 
phase change, thus in other words the magnitude and phase of the wave will decrease 
as it is reﬂected back and forth through the material. This makes Γ depend on the 
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Figure 4.5: Illustration of normal plane wave reﬂection on a single layer of a dielectric 
material of thickness d, where a, b,c, represent the diﬀerent medium and 1,2, indicates 
the interfaces. 
magnitude and phase of the wave at the interface. In a homogeneous medium, the 
voltage reﬂection coeﬃcients at positions z1 and z2 are related by [92], 
Γ(z1) = Γ(z2)e 2γ(z1−z2) (4.22) 
The voltage reﬂection coeﬃcient Γ1 at interface 1 is given by, 
Γ1 = Γab =
(γb − γa) (4.23)
(γa + γb) 
The interface between two media are characterized by the propagation constant γ1 and 
γ2, the voltage reﬂection coeﬃcients Γ1 and Γ2 in these media are related by, 
(Γbc + Γ1e(2γd))Γ2 = 1 + ΓbcΓ1e(2γd) 
(4.24) 
where d is the thickness of the layer. 
If anywhere Γ is known as a function of material constants, successive application of 
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equation 4.24 at the interfaces and of equation 4.22 in homogeneous media ﬁnally yields 
the voltage reﬂection coeﬃcient. If there is a short (in other words when we have a 
highly conducting layer at the end of structure), i.e., Γ = -1 at the last interface , Γ(σ) 
is given by, 
Γ(σ) =
(Γ1 − e−2γ2d) (4.25)
(1− Γ1e−2γ2d) 
The reﬂection coeﬃcient is calculated as [92], 
R(σ) = 
R12 + e4α2d − 2e2α2d(fcos2β2d− gsin2β2d) (4.26)
1− R12e4α2d − 2e2α2d(fcos2β2d− gsin2β2d) 
where R12 = Γ12Γ∗ The real and imaginary part of Γ are denoted by f and g, 12. 
respectively. 
The above discussion is based on a layer of dielectric, but as mentioned above the DSSC 
has a multilayered structure. Considering this and the above way of summing the 
reﬂection coeﬃcient in a single dielectric slab, we show how this idea can be extended 
to a multilayer system as illustrated on ﬁgure 4.6. As discussed above the voltage 
reﬂection coeﬃcients at interface 1,2,3, are given by, 
Γ1 = Γab =
(
(
γ
γ
b
a 
−
+
γ
γ
a
b
)
) 
(4.27a) 
(4.27b) 
Γbc + Γ1e(2γΔzb) Γ2 = 1 + ΓbcΓ1e(2γΔzb) 
(4.27c) 
(4.27d) 
Γcd + Γ2e(2γΔzc) Γ3 = 1 + ΓcdΓ1e(2γΔzc) 
(4.27e) 
(4.27f) 
Γde + Γ3e(2γΔzd) Γ4 = 1 + ΓdeΓ1e(2γΔzd) 
(4.27g) 
The same theory can be used for all n layers, since the total voltage reﬂection coeﬃcient 
can be obtained by summing all the diﬀerent reﬂections on the interfaces. Based on 
this argument a one dimensional model was developed as a starting point to solve the 
problem. The results and limitations of the one dimensional model are discussed below 
in section 4.5.2.1. 
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Figure 4.6: Multilayered structure of diﬀerent material a, b, c, d, which can be extended 
to any number of layers as indicated by n, where 1,2,3,4,5 represent diﬀerent interface. 
4.4.4 Propagation and reﬂection in a waveguide 
The waveguide is in essence a device for transporting electromagnetic energy from one 
region to another. It can support multiple modes. Each mode is characterized by 
a cutoﬀ frequency, below which the wave will be attenuated. The waveguide can be 
forced to operate in a low single mode if an appropriate frequency is used. 
The rectangular waveguide has a width a in the x-direction, and a height b in the 
y-direction. The z-axis is the direction in which the waveguide is to carry power. 
Simulations were performed using a rectangular waveguide, following the experimental 
setup and the choice of a rectangular waveguide used with the dimension of height, b= 
7mm, the width, a= 3.5mm and the microwave frequency of 33 GHz. The rectangular 
waveguide supports the use of the TE10 mode. The TE10 mode is the dominant mode 
of a rectangular waveguide, since it has the lowest attenuation of all modes. The other 
advantage of this waveguide is that it support only one dominant mode in the frequency 
range between 26.4 to 40.1 GHz [110]. The speed of the wave in a waveguide is lower 
than the speed of wave in the free space and the propagation constant is given as [92], 
�
π2 
γ = 
2 
− ω2µ0�0�r + jωµ0σ (4.28) 
a
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where a is the width of the waveguide. As discussed above we can replace γ given 
by equation 4.7 with the adjusted value of γ given be equation 4.28 to calculate the 
reﬂection. 
4.4.5 Data normalization and presentation 
As described above the experimental measurements were performed so that from the 
data we can extract the conductivity of the TiO2 semiconductor. The experimental 
data are presented in terms of the normalized reﬂection coeﬃcient (R(σ)) given by [96], 
ΔP (σ)
R(σ) = (4.29)
P (σ) 
where P(σ) is the reﬂected microwave power and ΔP(σ) the change in the reﬂected 
microwave power due to the change in conductivity of the cell on illumination. 
The reﬂection coeﬃcient R�(σ) is also deﬁned as the ratio between change in the re­
ﬂected microwave power ΔP (σ) and incident power Pin as [92], 
ΔP (σ)
R�(σ) = (4.30)
Pin 
The numerical calculation yields R(σ), ΔR(σ), ΔR(σlight) for uniform Δσ [93], where R(σdark ) 
ΔR(σ) = R(σlight)− R(σdark ) (4.31) 
and 
The photomodulated reﬂectivity is given by, 
ΔR(σlight) =
[R(σlight)− R(σdark )] = AΔσ (4.32)
R(σdark ) R(σdark) 
where A is a proportionality constant, R(σdark ) is the reﬂection coeﬃcient at the dark 
conductivity and R(σlight) is the reﬂection coeﬃcient under illumination. Following 
the experimental measurements the dark conductivity value was estimated as σdark 
= 10−13Ω−1m−1 and the illumination conductivity (σlight) range was deﬁned between 
10−3 and 10 Ω−1m−1 . The proportionality constant A can be calculated from the 
slope of the photomodulated reﬂectivity as a function of photoconductivity [93]. The 
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proportionality constant is one of the most important calculations in this chapter as 
it is used later to deduce the photoconductivity of the TiO2 using the experimental 
results. 
To quantify the charge carrier kinetics two types of measurements were performed: 
measurements of dark reﬂection coeﬃcient (R(σdark )) as a function of device structure 
and material properties and the photomodulated measurements [108]. 
4.4.6 General case 
As discussed above in section 4.4, it is possible to calculate the reﬂection coeﬃcient for 
a single layer and multilayered structure. The problem encountered is that there will 
be diﬀerent modes involved during the reﬂection and it is not easy to determine the 
number of the propagating modes. We calculate the reﬂection coeﬃcient for the single 
mode propagated by the waveguide. 
4.5 Calculations 
A good way of dealing with a complex problem is to start from a simple approximation. 
As described in the experimental setup and measurements section the procedure used 
to attach the solar cell at the end of the waveguide makes it more complicated than the 
simple model described in the previous section. Nevertheless, we ﬁrst tried to account 
for the data using such an approach. It is worth mentioning that comparison between 
the simple one dimensional (1D) model and experimental results was performed and it 
was unable to reproduce any experimental observations. Since this did not work, we 
concluded that the way that a sample was mounted necessitated a full Finite Element 
Methods (FEM) calculation as described here. Looking at the experimental setup, our 
understanding of the problem is that the microwaves travel in the waveguide until they 
interact with the diﬀerent layers of the photocell. Some of the microwave power will be 
absorbed by the TiO2 semiconductor layer, while some will be reﬂected and some will 
radiate from the structure. This result shows the limitation of the 1D model to explain 
the experimental results as it does not take into account the power escaping from sides 
of the structure. This is clearly illustrated by a three dimensional (3D) waveguide with 
a dielectric slab as described in section 4.5.2.1 below. 
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4.5.1 Model software and theory 
As deﬁned in the dye uptake in DSSCs chapter the Comsol Multiphysics software is 
a numerical package for ﬁnding approximate solutions of partial diﬀerential equations 
(PDE) as well as of integral equations, using FEM. Comsol can also be used to ﬁnd 
the approximate solution of partial diﬀerential equations (PDE) that involves complex 
geometries and boundaries, such as waveguides with arbitrary cross-sections. The ﬁeld 
volume is divided into a mesh of 3D ﬁgures such as pyramids, cylinder or rectangular 
boxes. The problem can be reduced from 3D to a 2D problem in which a mesh of 
two dimensional (2D) ﬁgures such as triangles, etc are employed. In the context of 
optical waveguides, the Comsol software can be used for mode solving and propagation 
problems. In this work the use of Comsol was appropriate to mimic the experimental 
geometries as illustrated above in section 4.3. The other advantage of using Comsol in 
this chapter is that as we will have multiple reﬂections from diﬀerent layers, it will be 
simpler to use Comsol as it automatically computes the reﬂection coeﬃcient. 
The walls of manufactured waveguides are usually good conductors. The model ap­
proximates them as perfect electric conductors. This implies a boundary condition 
which sets the tangential component of the electric ﬁeld to zero [50, 115], that is, 
n× E = 0 , (4.33) 
where E is the electric ﬁeld and n is the surface normal vector. 
At the interface between the materials, for example between glass and TiO2 layers we 
have a boundary condition that ensures the continuity of the tangential component of 
the electric ﬁeld [50, 116], i.e., 
n× ( E1 − E2) = 0 (4.34) 
where E1 and E2 is the electric ﬁeld vector for diﬀerent material. 
Finally the absorbing boundary condition is applied to parts of the structure which are 
expected to radiate microwaves. All our structures are excited by a single mode TE10 
rectangular waveguide. The waveguide is excited by the transverse electric (TE) wave, 
which is a wave that has no electric ﬁeld components in the direction of propagation. 
In this work 33 GHz microwaves were used with a rectangular waveguide of 3.5 × 7 
mm internal dimension. Comsol computes the scattering parameter (S11) of the active 
port automatically and we can calculate the reﬂection coeﬃcient (R) in terms of power. 
These parameters described the amplitude and phase of the waves passing through the 
89

ports. For our purpose only the magnitude is needed to the calculate the reﬂected 
power, so the reﬂection coeﬃcient was calculated as [50, 117], 
S2R = 11 (4.35) 
The 3D RF Module of Comsol version 3.5a was run on a Linux computer with 8 CPUs, 
speed of 3 GHz and memory of 64 GB. 
4.5.2 Model validation 
As a way of validating our Comsol calculations, several steps were followed. Firstly, 
the results of the analytical 1D model described in section 4.4.3 were reproduced. In 
addition a variety of 2D and 3D calculations were performed on more complex structures 
to conﬁrm that the physical valid results were obtained. 
4.5.2.1 The one dimensional model and its limitation 
A simple Matlab program which implements the analytical 1D theory of section 4.4.3 
was written by Stephen Bingham. This model considers a rectangular waveguide ﬁlled 
with a slab of dielectric material. The results where compared with Comsol calculations 
in two cases, with and without a short as shown in ﬁgure 4.7. As illustrated in ﬁgure 
4.8, it can be seen that there is good agreement between the two approaches, especially 
at low conductivity. The discrepancy of the 3D Comsol calculation at high conductivity 
can be related to the meshing which was found to be a problem during the simulation 
as discussed in detail in Appendix A, section A.3.2. 
4.5.2.2 Calculations of waveguide modes in 2D and 3D 
The failure of the simple 1D model implies that microwave radiation by the structure is 
important as illustrated in ﬁgure 4.9. We decided to try and quantify the eﬀects using a 
waveguide T-Junction that approximate the dimensions of the solar cells structure. 2D 
calculations are much faster than a full 3D calculations. A number of simulations were 
performed to verify the eﬀect of the dielectric constant on the waveguide T-Junction 
structure. The T-Junction waveguide walls are all metallic, so we understand that for 
a symmetric structure, the wave will be distributed evenly in the parallel arms of the 
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Figure 4.7: A side view of the 3D continuous waveguide with a dielectric slab inside 
for a case without (A) and with (B) a short. 
“tee“. The reﬂection will depend on the dimension of the waveguide structure. Figure 
4.10, (B), illustrates the eﬀects of the change in the dielectric value in parallel arm of 
the T-Junction waveguide. The modes are more complex than the air ﬁlled case, ﬁgure 
(A). A similar analysis was also carried out using a full 3D calculations illustrated in 
ﬁgure 4.11. 
4.5.2.3	 Reﬂection calculations for simpliﬁed structure using 3D calcula­
tions 
After understanding the mode distribution in a waveguide T-Junction structure in 
2D and 3D, we then developed a compromise 3D geometry to calculate the reﬂection 
coeﬃcient by varying the conductivity of the TiO2 layer. This structure lacks the 
metal surfaces of the waveguide to which the solar cell structure is attached. It also 
limits the photocell structure to a simpliﬁed three layered stack. These approximations 
can be expected to be valid because the microwave reﬂection should be dominated by 
the highly conducting TiO2 layer. The three layered structure allows this layer to be 
positioned at diﬀerent distance from the end of the waveguide. 
Apart from using the Comsol to demonstrate the limitations of the 1D model in the 
current work and after understanding the results and behaviour of modes in the waveg­
uide T-Junction in 2D and 3D, there was a need to further validate the full 3D model 
before doing all the simulations. This was done to check that continuity between the 
diﬀerent layers was achieved and that the model gives meaningful results. The conti­
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Figure 4.8: Comparison between a 1D Matlab simulations (solid line) and a 3D con­
tinuous waveguide with a slab of dielectric material inside (dashed line), for a case 
without a short (A) and with a short (B). 
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Figure 4.9: Side view of a T-Junction illustrating the reﬂection (R) and transmis­
sion (T) of microwave power when interacting with a dielectric constant,�, solar cell 
structure. 
Figure 4.10: The variation of the microwave electric ﬁelds inside the waveguide T-
Junction structure, for the T-Junction parallel arm ﬁlled with air (A) and for dielectric 
constant � = 4 (B). 
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Figure 4.11: A 3D T-Junction air ﬁlled waveguide illustrating mode distribution. 
nuity between the layers was one of the problems encountered during the setting up of 
the model as described in Appendix A. 
During the calculations of reﬂection coeﬃcients in the 3D model, special attention was 
paid to the meshing generated by Comsol, since it was found that incorrect meshing 
could occur. This problem results in invalid boundary conditions and hence the in­
correct reﬂectance values. For this purpose various structures were tested with variety 
of material parameters such as conductivity and dielectric constant. The boundary 
condition on the parallel arm (glass slab and photocell) allows the microwaves to radi­
ate through. A waveguide T-Junction with a parallel arm of a single slab glass ﬁgure 
4.12, was used to calculate the reﬂection coeﬃcient for comparison with the reﬂection 
coeﬃcient of the photocell, ﬁgure 4.13. The reﬂection coeﬃcient was calculated for a 
case when the distance L of the photocell is 1mm or 2mm. The width w of the glass 
was also varied so that it is equal to the width of the photocell. 
The dielectric constant � = 7 was used during the simulations for comparisons. For the 
model structure ﬁgure 4.13, a test was made on the thinner layer for a low (σL) and 
high (σH) conductivity. The value of conductivity was chosen from the fact that at low 
conductivity we know that the reﬂection coeﬃcient will be a function of the structure 
and at high conductivity the photocell behaves as though it only consist of one layer 
and the reﬂection coeﬃcient will be a function of structure again. Table 4.1 show the 
results for the two cases. It can be observed that there is good agreement between the 
two geometries and this demonstrates that the continuity between the diﬀerent layers 
was achieved. 
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Width of photocell w 2.013mm 3.013mm 1mm 2mm 
Glass 0.6832442 0.70053685 0.365502 0.8097474 
Photocell (σL) 0.66018766 0.70282906 
Photocell (σH) 0.3772502 0.8134665 
Table 4.1: Reﬂection coeﬃcient calculated from a single glass slab, ﬁgure 4.12 and 
photocell ﬁgure 4.13 , for σL = 1× 10−13Ω−1m−1 and σH = 1× 109Ω−1m−1 in the 
middle layer of the photocell. 
Figure 4.12: A waveguide T-Junction where the parallel arm length is a slab of a glass. 
The height of the waveguide b=7mm, the width a = 3.5mm, parallel arm length d = 2 
cm, exciting waveguide length e = 3 cm. 
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Figure 4.13: The modeling geometry structure with an inserted view of the photocell 
used. The height of the waveguide (b)= 7mm, the width (a)= 3.5mm, L is the distance 
varying between 1mm and 2mm for device1 and device2 respectively, G represents a 
glass layer of 1mm thickness, parallel arm length d = 2cm, exciting waveguide length 
e = 3cm and the TiO2 = 13 µm. 
4.5.3 Results 
4.5.3.1 Unmodulated reﬂectivity 
Although our primary goal is to simulate the photomodulated reﬂectivity experiments 
of Dunn et .al [108], the simulations have to be based upon the simpler unmodulated 
case. Our ﬁrst task therefore was to calculate the reﬂectivity as a function of geometry 
and material parameters. The results below are based on the approximate 3D geometry, 
where we have a waveguide and photocell with three layers, 1mm glass, 13 µm TiO2 
and 1mm glass with a optional layer which acts as a short (high conductivity layer 
behind the photocell) as illustrated in ﬁgure 4.13. The glass dielectric constant is � = 
7, and we assume that the glass does not absorb any microwave power. The boundary 
conditions employed in these calculations were the same as in section 4.5.2.3 above. 
4.5.3.1.1 Geometry dependence Experimental measurements of the dark reﬂec­
tion coeﬃcient (R(σ)) for diﬀerent geometries of the solar cells were carried out, by 
inserting a variable number of 1mm glass layers between the waveguide end and the 
basic structure of ﬁgure 4.2, (B). To mimic the experimental measurements simula­
tions were therefore performed by varying distance L in ﬁgure 4.13 by 1mm to study 
the geometry dependence. As illustrated in ﬁgure 4.14 varying the distance L causes 
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Figure 4.14: The eﬀect of changing the geometry on the reﬂection coeﬃcient, calculated 
with a short (solid line) and without a short (dashed line), with experimental results 
(ﬁlled circle) for a case without a short. The value used are � = 20 and σ = 1
10−13Ω−1m−1 
× 
. 
oscillations in R(σ). Placing a conducting short behind the structure increases the 
magnitude of this variation. The probable cause of these oscillations is interference ef­
fects within the structure similar to those described in section 4.4.3 above. It is evident 
from ﬁgure 4.13 that the reﬂection coeﬃcient depends on the structure. 
4.5.3.1.2 Material property dependence in speciﬁc device structure Af­
ter studying the geometry dependence of the reﬂection coeﬃcient by looking at the 
dark conductivity, simulations were performed to study the eﬀect of varying material 
parameter, such as conductivity and dielectric constant to a few speciﬁc device ge­
ometries. Only two geometries were used: Device1 has a 1mm glass layer between 
the active TiO2 semiconductor layer and the waveguide. In device2 this distance is 
2mm. For both devices, calculations with and without a short behind the photocell 
were performed. 
The simulation results of reﬂection coeﬃcient in ﬁgures 4.16 (A) and (B), show that 
it is convenient to divide the results into three conductivity ranges for discussion, low 
conductivity range,transition range and high conductivity range. The low conductivity 
range is deﬁned as the range where the reﬂection coeﬃcient is independent of the change 
in conductivity because all microwaves pass straight through the TiO2 layer. The high 
conductivity range is deﬁned as the range where the reﬂection coeﬃcient also becomes 
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Figure 4.15: A side view of the modeling structure, illustrating how the two devices 
are achieved by varying the distance L between 1mm and 2mm as illustrated and also 
the optional layer which acts as a short 
independent of conductivity as the active TiO2 layer reﬂects all the microwaves. The 
transition range is deﬁned as the intermediate range where the reﬂection coeﬃcient has 
a complex dependence on the conductivity. Figures 4.16, illustrates how the reﬂection 
coeﬃcient varies with the conductivity for device1, (A), and device2, (B), clearly show­
ing the diﬀerent ranges. In this work we are most interested in the low conductivity 
range as is the experimental relevant range. All the discussion of the results are based 
on an experimental light conductivity range of 1× 10−3 and 10 Ω−1 m−1 . 
Figure 4.16 shows calculated reﬂection coeﬃcient (R(σ)), for diﬀerent dielectric con­
stants for the sample, with and without a short. The results are illustrated for device1, 
(A) and device2, (B). The ﬁgure illustrates that the reﬂection coeﬃcient is a function 
of the electrical conductivity and the dielectric constant. It is also clear from the ﬁgure 
that, for a given electrical conductivity and dielectric value, we get diﬀerent reﬂection 
coeﬃcients depending on the geometry of photocell structure. It is relevant to com­
pare this results with those of the simple Kunst and Beck [92] 1D model calculations 
in ﬁgure 4.8. The qualitative diﬀerence between our calculations and the Kunst and 
Beck model are probably due to the complications of radiating microwaves from the 
structure. The absence of reﬂection minimum for some dielectric constant is discussed 
below. 
For the case without a short our results illustrate that at low conductivity the pho­
tocell become transparent to microwaves. Most microwaves will reach the back of the 
photocell and escape into the environment. The reﬂection coeﬃcient is independent 
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Figure 4.16: Reﬂection coeﬃcient as a function of conductivity for device1, (A), and 
device2, (B), without a short and with a short respectively, for diﬀerent values of 
dielectric constant (�) as shown. 
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of the change in TiO2 electrical conductivity at this low range. As the conductivity 
increases we reach a range where the reﬂection coeﬃcient decreases. The same eﬀects 
are observed in the Kunst and Beck case [92] and like that case it is probably due to 
microwave absorption by the structure. The graph also shows that there is a value 
of the conductivity where we reach a minimum in the reﬂection coeﬃcient for both 
devices for most values of the dielectric constant. This minimum value of the reﬂection 
coeﬃcient depends on the photocell geometry as illustrated in ﬁgure 4.16. After this 
value the reﬂection coeﬃcient increases, until a range where it is again independent 
of conductivity. At this high conductivity range the active TiO2 semiconductor layer 
behaves like a metal and all microwave power is reﬂected back. At this stage the model 
is eﬀectively reduced to two layers only, i.e., the high conductivity TiO2 layer and glass. 
The reﬂection coeﬃcient is now a function of the thickness of the glass layer. 
For the case with a conducting short, at low conductivity the photocell is transparent to 
microwaves and most of the power will reach the back of the photocell and be reﬂected 
back. As the conductivity increases we again reach a transition where the sample starts 
to absorb the microwave power and there is a decrease in the reﬂection coeﬃcient. 
The reﬂection coeﬃcient decreases with increasing conductivity until we reach a stage 
where we have a minimum which depends on the geometry of the sample. After this 
minimum value the reﬂection starts to increase because the photocell starts to reﬂect 
more microwave power and the TiO2 layer starts to behave more like a metallic layer. 
The reﬂection increases until it reaches a high constant value since all the microwaves 
are reﬂected back by the conducting TiO2 layer. At this range of conductivity the 
reﬂected power reaches a constant value independent of the change in conductivity. In 
this range the presence of a short no longer aﬀects the reﬂection coeﬃcient. 
The TiO2 dielectric constant also plays an important role in determining the reﬂection 
coeﬃcient as shown in ﬁgure 4.17. The reﬂection coeﬃcient for the case without a 
short is always less than with a short. For device1 (L = 1mm) the reﬂection coeﬃcient 
decreases with increasing dielectric constant, while for device2 (L = 2mm) it increases. 
This shows that the reﬂection coeﬃcient depends on both the structure and the dielec­
tric constant of the TiO2 semiconductor. The same conclusion was reached by Spada 
et al. [118]. The results suggest that microwave reﬂection techniques can be used 
to calculate the dielectric constant of the porous TiO2 semiconductor at microwave 
frequencies. 
In summary as shown in ﬁgure 4.16 the reﬂection coeﬃcient (R(σ)) depends on the 
structure, electrical conductivity and the dielectric constant. For device1, the reﬂec­
tion coeﬃcient is lower compared to device2 for both cases (with and without a short). 
The minima in the reﬂection coeﬃcients diﬀer for the two devices. For device1 the 
reﬂectance minima are between 90 and 120 Ω−1m−1 and for device2 the minima are 
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Figure 4.17: The dependence of reﬂection coeﬃcient (R(σ)) on the dielectric constant 
(�), for the device1 (dashed line) and device2 (solid line) without a short (A) and with 
a short (B), the value of the conductivity used σ = 1× 10−13Ω−1m−1 . 
between 70 and 90 Ω−1m−1. The dependence of the reﬂection coeﬃcient on the dielec­
tric constant diﬀers for each device as shown in ﬁgure 4.16. For device1 an increase in 
the dielectric value reduces the reﬂection coeﬃcient, while for device2 it increases. 
4.5.3.2 Photomodulated reﬂectivity 
The normalized photomodulated reﬂectivity ( ΔR(σlight)) can be determined via the R(σdark ) 
change in the reﬂection coeﬃcient under illumination compared to the dark [97]. As 
discussed under the data normalization and presentation section, the proportionality 
constant (A) can be used to relate the experimentally measured reﬂected microwave 
power to the conductivity and hence to understand the relation between the conduc­
tivity and illumination. In the current work ΔR(σlight) is calculated using equation R(σdark ) 
4.32. 
ΔR(σlight) also follows similar trend of the three ranges of conductivities, i.e., low light R(σdark ) 
conductivity, transition and high light conductivity ranges discussed above. For exper­
imental relevant conductivities we can assume that the conductivity of TiO2 is in the 
low range. Our calculations study the eﬀects of varying the TiO2 dielectric constant 
for the two geometries referred as device1 and device2, above. 
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Figure 4.18: -ΔR(σlight) as a function of light conductivity for device1, (A) and ΔR(σlight) R(σdark ) R(σdark ) 
for device2 with diﬀerent sign, (B), for the case without a short (dashed line) and with 
a short (solid line). The dielectric constant � = 20. 
Figure 4.18, (A), compares ΔR(σlight) for device1, with and without a short. It can R(σdark ) 
be observed that for both cases we have a linear relationship between ΔR(σlight) andR(σdark ) 
ΔR(σlight)the light conductivity. R(σdark ) is greater with a short. Figure 4.18, (B), shows 
the calculations for Device2. Although the calculation with a short is qualitatively 
similar to that of device1, the behavior of device2 without a short is fundamentally 
diﬀerent. ΔR(σlight) is positive. The diﬀerence can be understood from the unmodulated R(σdark ) 
reﬂectivity simulations in ﬁgure 4.16. 
Simulations were performed to study ΔR(σlight) for diﬀerent dielectric constants, ﬁgures R(σdark ) 
4.19 and 4.20. It can be observed that the ΔR(σlight) of device1 is less sensitive to �R(σdark ) 
than device2. Figure 4.19 of device1 shows that in the low conductivity range ΔR(σlight) R(σdark ) 
is linearly dependent on the light conductivity (σlight). But for device2, ﬁgure 4.20, it 
can be further observed that the linear behaviour of ΔR(σlight) depends on the dielectric R(σdark ) 
value. For example at a conductivity of 5 Ω−1m−1 for � = 25 we start to reach the 
transition range, where ΔR
R
(σ
(σ
)
) is no longer a linear function of σlight. For � = 30 this 
transition occurs at higher σlight (10 Ω−1m−1). Figure 4.21 illustrates the eﬀect of 
varying the dielectric constant on ΔR(σlight) for a ﬁxed σlight of 5Ω−1m−1. As discussed R(σdark ) 
above the reﬂection coeﬃcient is a function of dielectric constant and we expect also 
ΔR(σlight)that R(σdark ) is aﬀected by this. 
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Figure 4.19: -ΔR(σlight) as a function of light conductivity for device1 (L = 1mm)R(σdark ) 
without a short, for diﬀerent values of dielectric constant (�r) as shown. For � = 30 the 
ΔR(σlight)- R(σdark ) lies just above � = 25. 
ΔR(σlight)Figure 4.20: R(σdark ) as a function of light conductivity for device2, without a short 
for diﬀerent values of dielectric constant (�), with diﬀerent sign, that is, positive on (A) 
and negative (B) as indicated. 
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ΔR(σlight)Figure 4.21: R(σdark ) as a function of dielectric constant (�) for device1, without a 
short, for a ﬁxed light conductivity value of 5Ω−1m−1 . 
Our modelling results show a change in sign of ΔR(σlight) , between the two devices, R(σdark ) 
for � = 20. Using this value we obtain a negative ΔR(σlight) for device1 and a positive R(σdark ) 
value for device2. The same change in sign was observed experimentally as will be 
discussed in section 4.6.1 below. Figure 4.20 shows a change in sign of ΔR
R
(σ
(σ
)
) for 
diﬀerent dielectric values. For � = 20 we get a positive sign and for � ≥ 25 is negative. 
The small magnitude and non-linearity of the � = 25 simulations suggests that it may 
be close to the value of � at which the sign changes. In general this results show that 
there can exist a value of � between 20 and 25 which can give a zero ΔR(σlight) andR(σdark ) 
also a value which will give a nonlinear relation between ΔR(σlight) and conductivity. A R(σdark ) 
ΔR(σlight)minimum in R(σ) curve leads to a negative R(σdark ) , see ﬁgure 4.16 (B). For a large 
� = 30 the eﬀect is exaggerated further as clearly illustrated in 4.16 (B). 
In summary the interesting diﬀerence between device1 and device2 is that we were able 
to observe the change in sign of ΔR(σlight) by varying � for device2 but not for device1. R(σdark ) 
ΔR(σlight)This is an interesting result as we might expect to see a change in sign on R(σdark ) 
ΔR(σlight)for diﬀerent devices rather than single device. The linearity of R(σdark ) will depend 
on the device geometry and the dielectric constant. 
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4.6 Comparison with experimental results 
Experimental measurements of the microwave reﬂectivity were made by Halina Dunn 
[108] on the structure which was very close to that of a normal functioning DSSC. The 
basic structure is shown in ﬁgure 4.2, (B). In this section we compare the modelling 
described in the previous section to these experimental results. 
4.6.1 Dependence on device structure and material properties 
Figure 4.22 compares the modelling and experimental results of the photomodulated 
reﬂectivity ( ΔR(σlight)) for diﬀerent geometries. Experimentally the diﬀerent geome-R(σdark ) 
tries were achieved by inserting a variable number of 1mm glass layers between the 
waveguide and the basic structure of ﬁgure 4.2, (B). The theoretical results were able 
to demonstrate the change in sign of ΔR(σlight) for the diﬀerent geometries as illustrated R(σdark ) 
in the ﬁgure when the dielectric value is 20. The good agreement in the sign change 
between the simulation and experimental results shows that microwave reﬂection can 
be used to measure the dielectric constant of the porous TiO2 semiconductor. When 
using other values of the dielectric constant (for example � = 25,30), we were unable 
to see a change of sign in ΔR(σlight) . It was tempting to conclude that the dielectric R(σdark ) 
constant of the TiO2 is about 20, but we know that the presence of electrolyte will 
aﬀect this value. 
Table 4.2 compares the experimental and modelling results of the dark reﬂection coef­
ﬁcient (R(σdark )) for diﬀerent value of L (the distance between the waveguide and the 
TiO2 layer). The experimental R(σdark ) (0.2408) and the value calculated (0.2320) for 
L = 1mm (equivalent to device1) is in good agreement. It is likely that the small dis­
agreement in the experimental and modelling results for diﬀerent values of L is because 
the modelling does not fully consider all the complications in the experimental arrange­
ment like other layers of the solar cell, positioning of the sample at the waveguide end, 
etc. 
4.6.2 Non-ideality in the light intensity dependencies 
There has been much discussion recently about non-ideal behaviour of DSCs [21, 29, 75]. 
In an ideal DSC, the intensity dependence of the DSC photovoltage is given by 
dVoc kBT = 2.303m (4.36)
d log10 I0 q 
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Figure 4.22: Comparison between the modelled (solid line) and experimental (dashed 
line) ΔR(σlight) for diﬀerent geometries (achieved by varying L (mm) in ﬁgure 4.13) R(σdark )
without a short. The modelling parameters used are � = 20 and the dark and light 
conductivity of the TiO2 layer are 10−13 and 5 Ω−1m−1 respectively. 
Distance (L mm) 
1 
Experimental 
0.2408 
Modelling 
0.2320 
2 0.4870 0.4441 
3 0.3422 0.2923 
4 0.4856 0.4387 
Table 4.2: Comparison of experimental dark reﬂection coeﬃcient (R(σdark )) and the 
values calculated for diﬀerent geometries (achieved by varying L in ﬁgure 4.13). The 
modeling values are calculated using the dielectric value (�) = 20 and the electrical 
conductivity of the TiO2 layer equal to 10−13Ω−1m−1 . 
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Figure 4.23: Experimental results: Variation of photoconductivity with open circuit 
voltage (A) and variation of photoconductivity with light intensity (B) [108]. 
where the factor 2.303 is log10(e) and the ideality factor m = 1. This result can 
be straightforwardly obtained from equation (3.29). At room temperature, T=300K, 
kBT=0.026 eV so a plot of Voc vs log10I0 will give a slope of 59 mV/decade. However, 
most DSCs are not ideal: generally Uphoto increases by more than 59 mV/decade, and 
values as large as 120 mV/decade are not uncommon. Nonideal behaviour has been 
shown empirically to correspond to values of m exceeding unity, so that for example, 
if m=2, the slope becomes 118 mV/decade. 
As shown in equation 4.1, the photoconductivity σ depends on the product ncµe. From 
equation (3.3), nc ∝ I0 and from the Einstein relationship, µe ∝ D0 in the steady state 
and µe ∝ Dn for transient behaviour. The microwave experiments were conducted for 
steady state illumination, so µe ∝ D0. Since D0 is independent of the intensity, σ ∝ nc 
and so measurements of σ at diﬀerent light intensities can be used to deduce how nc 
varies with I0 and hence if the solar cell is ideal or not. 
Our simulation results show, for a variety of structures and for experimental relevent 
material parameters that the microwave reﬂectivity is proportional to the TiO2 con­
ductivity. In other words, the parameter A is a constant (see ﬁgure 4.19) that is 
independent of conductivity. Figure 4.24, open circles, shows plot of conductivity cal­
culated from the proportionality constant A generated by our simulations for device1. 
However these plots are not fully consistent with the relation between the conductivity 
and free electron density equation 4.1 and also the assumption made see section 4.2 
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Figure 4.24: Comparison between the experimental conductivity results using cyclic 
voltammetry measurements (ﬁlled circle) and microwave results calculated using pro­
portional constant A (empty circle) as a function of open circuit voltage (V0c). 
above. These discrepancies are being investigated at present. One possibility is that the 
assumption made that the trapped or bound charges do not aﬀect the microwave reﬂec­
tion is incorrect. Recent measurements of conductivity using the alternative methods of 
cyclic voltammetry across a gap in the electrode in contact with the TiO2 suggest that 
some discrepancy exists with the microwave reﬂectivity measurements as illustrated in 
ﬁgure 4.24. 
Figure 4.24 illustrates the fact that the microwave reﬂectivity is sensitive to trapped 
electrons in addition to the conduction electron density. Therefore further work is 
needed to interpret this data. 
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4.7 Conclusions 
Both the unmodulated and modulated reﬂectivity aﬀects have been calculated by solv­
ing a three-dimensional multilayer system using Maxwell’s equations. The dependence 
of the reﬂection coeﬃcient on the conductivity, the structure geometry and the di­
electric constant were discussed. The results show that the reﬂection coeﬃcient is a 
function of all these parameters and the microwave frequency used. By comparing the 
behaviour of the photomodulated reﬂectivity results for the sample with and without a 
short we have demonstrated that the photomodulated reﬂectivity is always higher for a 
structure with a short. The photomodulated reﬂectivity simulation and the experimen­
tal results for diﬀerent geometries were compared and show good agreement. Overall 
our results show that microwave reﬂectivity can be used to calculate the conductivity 
and the dielectric value of porous TiO2 semiconductors at microwave frequencies. 
Future work 
The aspects of the experimental results which cannot be explained by the modelling 
suggests that further calculations would be worthwhile. As the modelling geometry 
used is an approximation to the experimental setup, a better geometry needs to be 
developed which includes all the experimental features such as including all the other 
layers and taking better consideration of the mounting of the cell, etc. Apart from 
geometry, the main assumption of this work was that the majority of the reﬂection is 
due to conductivity. Consequently we need to also include the eﬀect of the changes 
in bound charges in the modelling. Apart from the modelling, experiment has to be 
repeated using a better arrangement rather than the complex arrangement used as de­
scribed in this work. For example, a simple arrangement of measuring the conductivity 
of the TiO2 can be done by using the photocell example of the modelling. Further 
experimental work will be done on a fully working dye sensitized solar cell by a DSSCs 
reseach group in Uppsala University, Sweden to measure the dielectric constant of the 
dye sensitized solar cell at diﬀerent microwave frequency ranges. This will simplify the 
modelling as we will be able to know the correct dielectric value. 
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Chapter 5 
Overall Discusion and 
Conclusions 
5.1 Dye uptake in DSSCs 
The model presented for dye uptake in DSSCs shows that it can take a few hours for 
the dye molecules to be adsorbed onto a nanotube TiO2 ﬁlm, in agreement with exper­
imental results. The comparison between the dye uptake simulations and experimental 
results give evidence for the fact that during the process of dye uptake, we are changing 
the surroundings and coverage of the TiO2 ﬁlm and this lowers the diﬀusion rate. Thus 
as described by Nestle and Kimmich the diﬀusion coeﬃcient can be taken to vary with 
the change of concentration in the TiO2 ﬁlm and it can be described as a concentration 
dependent diﬀusion coeﬃcient [119]. This is a signiﬁcant result as it creates a stepping 
stone of understanding the dye uptake process in dye sensitized solar cells. Currently 
more attention has been given to understand this process and to achieve a reliable way 
of optimizing the uptake time. Much work is in progress to develop new light absorbing 
dyes to try and extend dye absorption to the near infred [120]. Even if an improvement 
on the eﬃciency can be achieved by changing the structure of the dye or getting a new 
type of dye the optimum dye uptake time still needs to be achieved. Here we have 
shown factors that are important on the dye uptake process and there is a need to 
understand them further to get a better way of minimizing the dye uptake time. 
In general our model of the dye uptake in DSSCs was based on the assumption of dye 
molecules ﬂowing inside the nanotube as the adsorption and desorption takes place. 
From the TiO2 nanotube ﬁlm as illustrated in ﬁgure 2.2, it is is clear that the dye 
molecules can also stick on the outside of the nanotubes. The condition of the dye 
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molecules to be adsorbed on the outside of the nanotubes are based on two facts of the 
space between the nanotubes, 
1. If the space between the nanotubes is not enough for the dye molecule to diﬀuse 
in, there will be no adsorption of the dye molecules on the outside walls 
2. If the space is wide enough the dye molecules will diﬀuse and there will be ad­
sorption of dye molecules on the outside of the nanotubes 
In future we need to account for the dye molecules that are adsorbed on the outside of 
the nanotubes. 
5.2 Electron diﬀusion length in DSSCs 
The most important conclusion which was reached from this thesis is that in the multi­
ple trapping model the free electron diﬀusion length (L0) is almost equal to the eﬀective 
electron diﬀusion length (Ln) and estimated to be signiﬁcantly greater than the ﬁlm 
thickness (d). In fact, the good agreement between the IMPS experimental results and 
multiple trapping model IMPS solution is good evidence that the multiple trapping 
model can be used as a tool to explain the electron transport in the dye sensitized solar 
cells. The only condition needed to be followed for this conclusion is to calculate the 
eﬀective electron diﬀusion coeﬃcient and life time at the same quasi Fermi levels or is 
to adhere to the same conditions and assumptions during experimental measurements. 
From the numerical IMPS calculation of electron diﬀusion length, we were able to 
show that the electron transition time constant (τtr) is related to the eﬀective diﬀusion 
coeﬃcient as also experimentally described by Jennings et al. [29] and Dunn et al. [79]. 
This is a signiﬁcant result, since the electron transient time in DSSCs is important 
as it determines the electron diﬀusion coeﬃcient under short circuit condition. Our 
results also validate that the experimental methods of measuring the transport times 
using intensity modulated photocurrent spectroscopy, under short-circuit conditions 
is correct. Recently Jennings et al [66] during their study of diﬀerent techniques to 
estimate the value of electron diﬀusion length, reached the conclusion that the multiple 
trapping model used to describe the electron transport in DSSCs is correct. 
The general problem encountered is the diﬀerence in the interpretation of the electron 
diﬀusion length by diﬀerent research groups. Some groups reported that Ln derived 
from the IMPS and IMVS compared to the electron diﬀusion length calculated from 
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other techniques like the ratio of IPCE for electrolyte and substrate side illumination 
are diﬀerent [19, 63, 64]. But in agreement with our results Leng et al. [65] and 
Jennings et al. [66] demonstrated that if the same assumptions and conditions are 
taken into consideration during measurements on the diﬀerent techniques, the results 
of the electron diﬀusion length Ln are similar. This results shows that the assumption 
of the multiple trapping model is correct and hence Ln is almost equal to L0. 
As there are diﬀerences between the reported results in the literature, there is a need 
for further work to be done on understanding the meaning of Ln, both experimentally 
and theoretically. More theoretical models need to be established to study electron 
transport and estimate the electron diﬀusion length based on the other experimental 
techniques which are used. This will lead to a better comparison between diﬀerent 
techniques using both theoretical simulations and experimental results. In general 
there is still a need to study and understand the electron transport in terms of the 
electron diﬀusion length and hence to understand both the free and eﬀective diﬀusion 
coeﬃcient and lifetime respectively. 
5.3	 Study of photo-generated charge carrier density in 
DSSCs by microwave reﬂectance 
For the experimental conductivity range considered in this work, our main conclusion 
was of the linear relationship between the photomodulated reﬂectivity and the conduc­
tivity. Our results shows that for the structure without a short the photomodulated 
reﬂectivity is lower compared to that with a short and hence that better experimental 
sensitivity is obtained. 
The linear relation between the conductivity and the photomodulated reﬂectivity does 
not explain the non-ideality of the experimental results relating the light intensity (I0) 
and the conductivity. This raised the question of whether the results are aﬀected by 
the trapped electrons at high intensity or the changes in mobility. Since the modelling 
assumes that the reﬂection is due to the conductivity only, there is a need to take into 
consideration the eﬀects of dielectric changes on the reﬂection. 
More work needs to be done both experimentally and theoretically to establish if a 
non-ideality in the relation between light intensity and conductivity in DSSCs really 
exists and in order to establish the physical origin of this non-ideality. In general the 
electron transport process in DSSCs still needs more attention and more systematic 
studies need to be done. 
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Appendix A 
Calculation employing COMSOL 
Multiphysics 
A.1 Introduction 
Comsol Multiphysics is a commercially available software and a powerful interactive 
environment for modeling and solving all kinds of scientiﬁc and engineering problems 
based on partial diﬀerential equations (PDE’s). With this software one can easily ex­
tend conventional models for one type of physics into multiphysics models that solve 
coupled physics phenomena and do so simultaneously. When solving the PDE’s, Com­
sol Multiphysics uses the ﬁnite element method (FEM). The software runs the ﬁnite 
element analysis together with adaptive meshing and error control using a variety of 
numerical solvers. It is possible to build models by deﬁning the relevant physical quan­
tities such as material properties, loads, constraints, sources, and ﬂuxes rather than by 
deﬁning the underlying equations. One can always apply these variables, expressions, 
or numbers directly to solid domains, boundaries, edges and points independently of the 
computational mesh. A simpliﬁed version of the manual of Finite Element Method has 
been developed by Jonny Williams in our group (Device modelling group, University 
of Bath) [117]. Currently, our modelling group has access to two Comsol Multiphysics 
modules: 
1. Comsol Multiphysics (General comsol module) and 
2. Radio frequency (RF) Module. 
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For creating a new model, the software allows us to choose the dimension of the problem, 
which can be 1,2 and 3. Depending on the dimension of the model you want to follow, 
the ﬁrst step is to choose the related Comsol package to the problem. In this work 
two diﬀerent models were considered with diﬀerent application, a 2D Axial symmetry 
model simulation was considered in the chapter of the dye uptake in DSSCs and in the 
chapter of the study of photo-generated charge carriers density in DSSCs by microwave 
reﬂectance a 3D RF module simulation was considered. 
COMSOL Multiphysics support two ways of specifying the mathematical model for 
expressing our physical phenomena: 
1. A free-form entry of custom partial diﬀerential equations, or 
2. Use a specialized physics application mode. 
A.2 Implementation of dye uptake in DSSCs model 
The problem of dye uptake in TiO2 nanotube ﬁlm is based on the Langmuir isotherm, 
where the concentration of dye diﬀuses into the ﬁlm as adsorption and desorption of 
dye takes place on the surface and we assume that a monolayer of dye molecules is 
formed. The model can be simulated as a 3D cylindrical geometry. But due to axial 
symmetry in Comsol, it is easy to model the 3D geometry in 2D axial symmetry. One 
of the reasons for this is to limit the computing time, as it easier to run a 2D rather 
than 3D model. The other reason is that as the boundary conditions of the two ends 
(sides) of the nanotubes (cylinder) are the same, we can only look at half view of the 
cylinder. The model can now be set as a 2D axial symmetry slab as followed in this 
work. 
Now we consider the implementation of the dye uptake in 2D axial symmetry diﬀusion 
equation. The 2D-axial means we have our cylindrical symmetry cases along a (work) 
plane of dimension by default r (radial or horizontal) and z (height parallel to the axis). 
When we deﬁne our cut view of the object, we work only in the positive r (or r≥0) 
quadrants (z might be negative or positive) [50]. 
Many models have been done following the same procedure of modeling the 3D ge­
ometry as a 2D axial symmetry geometry provided the boundary condition of the two 
other sides are the same, one example is on Comsol model library of the version 3.5a 
as Terminal falling velocity of a sand grain [50]. 
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The ﬁrst thing to consider when using Comsol Multiphysics is to understanding the 
problem and then choose the module you need to use. The next step will be to draw 
the geometry needed for the problem and implement the boundary conditions. As 
discussed above in this work we use a 2D Axial Symmetry together with the transient 
diﬀusion analysis. This was done because we are varying the time as the adsorption 
and desorption of the dye molecules takes place during the diﬀusion processes. After 
drawing the geometry we need to set the boundary conditions and specify the correct 
dimensions of the structure. For our nanotube we have to set the radius and the 
length as 10nm and 20µm respectively. However our size of the nanotube is in order of 
nanometer for the radius and micrometer for the thickness (length) of the nanotube, 
so we need to set this, so that it will be easier to view the geometry. 
A.2.1 Boundary conditions 
We now consider the implementation of the subdomain diﬀusion coeﬃcient and bound­
ary conditions of the model. In this case we only have one subdomain, so we set the 
diﬀusion (D) value on the subdomain and the next step will be to set the boundary 
conditions. The initial boundary condition used in this model was, 
2 
Cdint = cd × 
�
1− r � × (z > d − w) (A.1)
R2 0 
where Cdint is the initial concentration, cd is the initial dye concentration, R0 is the 
radius of the nanotube, r is the distance from the center of the nanotube, z is the 
distance along the pore from the ﬁrst end of the pore, d is the length of the TiO2 
nanotube and w is the width of the pore over which have a non-zero concentration 
(w = 0.01d). The above equation A.1 was used as the initial condition in this work 
where we assume that at the beginning of the simulation the pore is empty except at 
distance d− w. It was also compared to the zero initial condition and the results were 
the same. The advantage of using the initial boundary conditions deﬁned by equation 
A.1, was that we know what the initial condition will look like. 
At the surface of the TiO2 nanotube we expect the adsorption and desorption process 
to take place and the dye molecules to stick or to be adsorbed, so we need to set these 
boundary conditions at the surface of the TiO2 nanotube which is given by equation 
A.2. As our nanotube view is given by a 2D axial symmetry as a rectangle, we have 
4 sides which we have to consider for the boundary conditions. We set each boundary 
segment from 1-4, where 1 is set as an axial symmetry, 2 as initial bulk concentration 
(cd), 3 as ﬂux zero boundary condition and 4 adsorption-desorption boundary condition 
as shown in ﬁgure 2.3 bottom panel on page 22. 
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At boundary (2), the initial dye concentration cd does not change throughout the 
simulations and at boundary (3) a zero ﬂux boundary condition, illustrate that there 
will be no diﬀusion of dye concentration after this point. As we are working with a 2D 
axial symmetry, the boundary condition on one side of the surface is the axial symmetry 
(1) boundary condition and on the other side we have the Langmuir boundary (4) 
condition given by, 
∂Γ(z, t) 
�
Γ(z, t)
� 
−J(z, t) = 
∂t 
= kadslmolc(r, z, t) 1− Γmax − kdesΓ(z, t) (A.2) 
where J(z, t) is the ﬂux of dye moving towards the pore surface, Γ(z, t) is the surface 
pore coverage of dye molecules at time t, Γmax is the initial maximum pore surface 
coverage, kads is the adsorption coeﬃcient, kdes is the desorption coeﬃcient. 
The cross-section area of the pore can be calculated as 
Apore = 2πR0d (A.3) 
and the volume of the pore 
Vpore = πR20d (A.4) 
where R0 is the radius of the nanotube and d is the length of the nanotube. 
At a longer time the total number of dye molecules is constant given by, 
N = Nsol +Nsurf (A.5) 
where 
� d � R0 
Nsol(t) = 2π dz c(r, z, t)rdr (A.6) 
0 0 
and 
� d 
Nsurf = 2πR0Γmax θ(z, t)dz (A.7) 
0 
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A.2.2 Meshing 
Meshing is dividing the geometry of the system into small elements. The ﬁnite element 
methods approximates the solution within each element, using some elementary shape 
function that can be constant, linear or higher order. Depending on the element order 
in the model, a ﬁner or coarser mesh is required to resolve the solution. There are 
many ways of meshing in Comsol like, 
1. Meshing the geometry directly (automatic mesh) or 
2. Meshing using each subdomain on the geometry, this method is used to control 
the number of elements in certain parts of the geometry, like boundaries and 
interfaces. 
In this work we have only one subdomain and it was easier to follow the automatic 
mesh, while meshing the whole geometry. In many cases we need a ﬁner mesh near the 
boundary and so we need to mesh the edge accordingly to achieve a uniform mesh. In 
this work a ﬁner automatic mesh was used, where mesh was reﬁned two times. 
The last step is to run the model and as discussed under the boundary conditions we 
have to get the initial value ﬁrst to make sure that there are no other numerical results 
before the start of the simulations. There are two solver parameters, which can be 
used in Comsol, we can use solve the problem using the initial solution or using the 
last solution in the model. For the case of this work, we have only solve the model after 
getting the initial value, to make sure that at the beginning of the simulation there is 
no other solution involved. 
A.2.3 Concentration dependent diﬀusion coeﬃcient 
The model discussed above, as implemented in Comsol assume that the diﬀusion co­
eﬃcient (D) obeys Fick’s law [121]. The simulation results of this model show good 
agreement with experimental results at lower concentration and at higher concentra­
tion there is a discrepancy between the predicted and experimental data discussed in 
chapter 2. To understand the Comsol based model a step further was taken by looking 
at diﬀusion coeﬃcient which vary with the concentration. The reason for the eﬀective 
diﬀusion coeﬃcient is based on the argument that during the dye uptake process, the 
surroundings and the coverage on the surface changes, and this makes the diﬀusion 
coeﬃcient to vary with the change of the concentration inside the TiO2 ﬁlm. The main 
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problem with this model is that it only uses few boundary condition as it looks only 
at the diﬀusion of the concentration, without taking into account the adsorption and 
desorption of the dye molecules on the surface of the ﬁlm. 
As a way of validating and understanding the Comsol model based results, a 1D dif­
fusion model was developed by Dan Staﬀ in our group, based on the reported con­
centration dependent diﬀusion coeﬃcient by Nestle and Kimmich [119]. The diﬀerence 
between the current model (the Comsol model followed in this work) and the concentra­
tion diﬀusion coeﬃcient model is that this model uses an eﬀective diﬀusion coeﬃcient 
(Deff ), which varies with the change in the concentration on the ﬁlm. The model is 
based on the assumption that the concentration cb of bound molecules in the sorbent 
material is proportional to the concentration c of the unbound sorbate in the same 
material [119], 
cb = kc (A.8) 
where k is a material constant. 
In this case, the diﬀusion of unbound sorbate obeys 
∂c 2 ∂cb 2 ∂c = D� c − = D� c − k (A.9)
∂t ∂t ∂t 
This modiﬁed diﬀusion equation can be simpliﬁed to 
∂c D 2 
∂t 
=
1 + k
� c (A.10) 
Thus the diﬀusion coeﬃcient has been modiﬁed to 
D 
Deff = (A.11)1 + k 
where D is the diﬀusion coeﬃcient in the absence of any absorption reactions and Deff 
is the eﬀective diﬀusion coeﬃcient or the concentration dependent diﬀusion coeﬃcient. 
Figure A.1 illustrate the results of the 1D model. It can be observed from the ﬁgure 
that there is a good agreement between the experimental and modeling results. The 
results also validate the fact that when the process of diﬀusion and adsorption is taking 
place in the TiO2 ﬁlm, we are changing other parameters involved, like the arrangement 
of the dye molecules on the surface of the ﬁlm, movement of the dye molecules, etc. 
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Figure A.1: Comparison between the experimental (diamond) and modelling (solid 
line) results for dye uptake on a 20 µm nanotube, for the diﬀerent dye concentration, 
i.e, 0.01mM (black), 0.03mM (red) and 0.07mM (blue), The values used for calculation 
are D = 4 × 10−10 m2s−1, Γmax = 8.5 × 1019 m−2 and κ = 1.65 × 104 . 
A.3	 Study of photo-generated charge carrier density in 
DSSCs by microwave reﬂectance 
A.3.1	 Model implementation 
We now consider the implementation of the microwave reﬂectance simulations in DSSCs. 
The radio frequency (RF) Module of Comsol Multiphysics was used. The models were 
built in both 2 dimensions (2D) to 3 dimensions (3D). As described in chapter 4, the 
current work was started in 1D, then 2D and ﬁnally in 3D. In this section most of the 
discussions will be of the implementation of the 3D model which was ﬁnally used. The 
model setup, together with the boundary conditions and calculations of the reﬂection 
coeﬃcient, will be discussed in detail. 
The understanding of the problem was that, the experimental measurements can be 
explained by modelling microwaves emitted from a waveguide and then interacting 
with a multilayer structure representing a photocell. As the results of the interaction 
some of the microwave power will be reﬂected, absorbed and some will escape at the 
boundaries of the photocell depending on the dielectric constant and conductivity values 
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of the TiO2 semiconductor. As shown in ﬁgure 4.13 the setup was approximated as a 
T-Junction structure in 3D. 
A well deﬁned user friendly Comsol manual has been compiled by Jonny Williams in 
our group [117]. As discussed above, the understanding was to have a T-Junction 
structure, where we have a waveguide irradiating a 13 µm TiO2 semiconductor layer 
sandwiched between two glass layers of variable thickness and an optional ﬁnal layer 
representing a high conductivity short. The main challenge when drawing the diﬀerent 
layers is to make sure that there is continuity between them, for example between the 
waveguide and the ﬁrst glass layer. As the TiO2 is a very thin layer (microns) between 
two thick glass layers it is not easy to draw it correctly to maintain the continuity 
between the layers. More details are discussed in section A.3.2 below. Due to this 
continuity problem, there was a need to ﬁrst perform our simulations in 2D. The main 
aim was to understand the setting up of the problem and also to get idea of the expected 
results before working in 3D. 
For RF module subdomain settings, all we need to specify is the dielectric constant, �,(or 
relative permittivity), electric conductivity (σ) and the relative permeability (µr). In 
our case we have two glass layers with the same value of � and TiO2 with a high � which 
act as the active semiconductor layer. This is the only layer where we are changing 
conductivity and we set the µr = 1 as we are considering a nonmagnetic material. The 
Comsol software also allows us to use the refractive indexes of the material, but in 
this work we were interested on the change in conductivity on the TiO2 semiconductor 
layer, so there was no need to use the refractive indexes. 
At the surface of the photocell there are several properties of the boundary conditions 
which we need to consider. The model uses ports to set wave excitation and radiation 
by the structure. Only one port is considered as a wave excitation port and at this 
port we need to set the properties of the wave. For example, we need to set the type 
of wave, transverse electric rectangular wave to a TE10 mode. 
A.3.2 Problems encountered with Comsol 
It was found that Comsol does not converge to the correct values due to continuity 
problem in setting up the model. The main problem arises from the fact that there is 
very large diﬀerence between the thicknesses of the layers of the photocell, as we have 
a TiO2 layer of few micrometers between glass layers of thickness in millimeters. This 
made it diﬃcult for comsol to create an appropriate mesh. There are two ways to deal 
with this problem. Changing the mesh parameter or by setting the mesh parameters 
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manually. 
The computing time was also a problem when using 3D simulations. For the simple 
case of a 2D model there was no problem of the computing time and it was easy to 
get results for a range of conductivities in few hours using automatic meshing. For 
the 3D model the computing time was a problem as the computing time was several 
hours, especially when using automatic meshing. This is an inherent problem of 3D 
calculations. It appears to be due to inappropriate meshing. A more eﬃcient and 
ﬂexible meshing algorithm is needed that allows the parameter to be individually set 
for each domain. During the simulations changing from automatic meshing to coarse 
meshing improved the computing time. 
As discussed on section A.3.1 above, the other problem encountered was the continuity 
between the photocell layers, as it was very diﬃcult to have a small thickness layer of 
few micrometers between the two thick glass layers and achieve the continuity bound­
ary conditions. This leads to convergence problems in the model until a better way 
of setting the layer thickness was achieved by drawing the layers, and setting their di­
mensions and boundary conditions at the same time rather than drawing the complete 
geometry and then setting the dimension and boundary conditions. This leads to a 
better way of maintaining the smooth continuity between the layers and hence solves 
this convergence problem. 
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Appendix B 
Electron Diﬀusion Length in 
DSSCs 
B.1 Average quasi Fermi level 
The main assumption on this work was based on the fact that if the diﬀerence between 
average short and open circuit quasi Fermi level can be taken into consideration, then 
L0 ≈ Ln. As discussed by Jennings et al. [29] the mean or average quasi Fermi level 
at short circuit can be obtained in three diﬀerent ways, that is, it can be obtained as 
an average value of the short circuit quasi Fermi level or by integrating the free and 
trapped electron concentration and then calculate the value of average short circuit 
quasi Fermi level. Figure B.1 shows the short circuit EFn proﬁle calculated from the 
continuity equation with the mean short circuit EFn values calculated by averaging the 
short circuit EFn and the integrated free electron density. It can be observed from the 
ﬁgure that there is good agreement between the average EFn calculated by averaging 
the short circuit EFn and by integrating the free electron density. 
B.2 Zeta factor 
As the numerical factor was used to extract the eﬀective diﬀusion length, it was also im­
portant to validate the value of the numerical factor (ζ) obtained experimentally using 
the theoretical calculations. Simulations were done using the quasi static assumption 
to calculate the value of Dn and use its IMPS response to extract the minimum angular 
frequency. After getting the two values, that is the Dn and the corresponding IMPS 
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Figure B.1: Short circuit EFn (black line), average short circuit EFn (red line) and 
average short circuit EFn from nc (green line) for substrate side illumination. The values 
used for the calculation are d = 13 µm, α = 5.3×104 m−1 , I0 = 3.08 × 1020 m−2s−1 , 
T = 293K, Tc = 1090K, D0 = 0.4× 10−4m2 s−1 , kt = 1× 1010 s−1 , Nt0 = 1× 1026m−3 , 
Nc = 1× 1027 m−3 , τ0 = 4× 10−5 s and kext = 1× 103 m s−1 . 
response ωmin, equation 3.38 was used to calculate the value of ζ. The calculations 
were done using Dn values calculated for substrate (SE) and electrolyte (EE) side il­
lumination. Our results shows that ζ depends on the thickness of the ﬁlm and the 
illumination side in the DSSCs as also reported by Jennings et al. [29]. Figure B.2 
illustrate the dependence of ζ on the optical density of the ﬁlm (αd), where α is the 
absorption coeﬃcient and d is the thickness of the ﬁlm. 
For substrate side illumination the value of ζ becomes very large for higher values of 
αd, this may be because ωmin increases as the value of the optical density increase. For 
electrolyte side illumination the value of ζ becomes almost constant at higher values of 
αd. This two observations for SE and EE side illumination illustrate that ζ depends 
on the illumination side. For the EE side illumination the same results were reported 
by Jennings et al. [29]. 
B.3 IMPS analytical expression 
The analytical solution to the continuity equations can be obtained for substrate and 
electrolyte side illumination as described by Dloczik et al. For the substrate and elec­
trolyte side illumination and diﬀusion controlled electron collection, the normalized 
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Figure B.2: Numerical factor ζ calculated for diﬀerent values of the optical density 
(αd), for substrate (dashed line) and electrolyte (solid line) side illumination, Dn = 
1.47 × 10−9 m2s−1 and Dn = 2.73 × 10−9m2s−1 respectively, I0 = 1 × 1020m2s−1 . 
solution is given by [60], 
2α exp(−αd)−exp(−γd) 
Φ(ω) = 
jphoto = 
α exp(γd)− exp(−γd) + γ−α (B.1)
qδI0 α+ γ exp(γd) + exp(−γd) 
where � 
1 ω 
γ = + i (B.2)
Dnτn Dn 
and the electrolyte

Φ(ω) = 
jphoto = 
α exp((γ − α)d)− exp −((α+ γ)d) + 2α exp((γ−γα−)dα )−exp(−γd) 
qδI0 α+ γ exp(γd) + exp(−γd) 
(B.3) 
where α is the absorption coeﬃcient, Dn is the eﬀective diﬀusion coeﬃcient, τn is the 
eﬀective electron life time, jphoto is the photocurrent density, I0 is the illumination 
intensity, q is the electron charge and d is the ﬁlm thickness. 
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B.3.1 Attenuation 
As discussed on the chapter under comparison to the experimental results, there is a 
deviation between the IMPS numerical solution and experimental results. At higher 
frequency the experimental IMPS response are aﬀected by the attenuation, which is 
related to the resistance (R) and capacitance (C) of the solar cell electrode [67, 77, 81, 
82, 122]. To obtain the attenuation responses the IMPS response (Φ(ω)) is multiplied 
by the complex attenuation function 
1 
A(ω) = (B.4)
1 + iωRC 
where R is the series resistance and C is the capacitance of the electrode. It have been 
found that under short circuit conditions, R and C are due to the SnO2/TiO2 interface. 
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