We construct a tau cover of the generalized Drinfeld-Sokolov hierarchy associated to an arbitrary affine Kac-Moody algebra with gradations s ≤ 1 and derive its Virasoro symmetries. By imposing the Virasoro constraints we obtain solutions of the Drinfeld-Sokolov hierarchy of Witten-Kontsevich and of Brezin-Gross-Witten types, and of those characterized by certain ordinary differential equations of Painlevé type. We also show the existence of affine Weyl group actions on solutions of such Painlevé type equations, which generalizes the theory of Noumi and Yamada on affine Weyl group symmetries of the Painlevé type equations.
Introduction
In the seminal paper [8] of Drinfeld and Sokolov, an integrable hierarchy of Korteweg-de Vries (KdV) type was constructed from any given affine Kac-Moody algebra g and a vertex of its Dynkin diagram. The construction and properties of these integrable hierarchies together with their generalizations [3, 13, 20] constitute an important part of the theory of integrable systems. They also have close relationships with several different research areas of mathematics and physics, such as conformal and cohomological field theories, see [12, 16, 15, 14, 28] and references therein. In particular, it was proved in [12] that the total descendant potential (or the partition function) of the FJRW invariants of ADE-singularities are tau functions of the Drinfeld-Sokolov hierarchies associated to the untwisted affine Kac-Moody algebras of ADE type, which generalizes the Witten-Kontsevich theorem on the relationship between the topological 2d gravity and the KdV hierarchy [41] . Such relationships were also studied for the FJRW theory and the Drinfeld-Sokolov hierarchies associated to the boundary singularities and untwisted affine Kac-Moody algebras of BCFG type respectively [28] . In establishing these relationships the Virasoro symmetries of the integrable hierarchies play an important role, they are used to select the solutions of the DrinfeldSokolov hierarchies whose tau functions coincide with the total descendant potential of the FJRW invariants.
The Virasoro symmetries of the Drinfeld-Sokolov hierarchies were studied in [23, 42] (see also references therein). In [23] Hollowood et al constructed the Virasoro symmetries of the generalized Drinfeld-Sokolov hierarchies associated to untwisted affine Kac-Moody algebras, based on a zero-curvature formalism of these hierarchies that involves certain functions taking values in the corresponding Lie groups. In particular, when the affine Kac-Moody algebra is of ADE type, such symmetries can be represented as infinitesimal transformations of the form τ →τ = τ + ǫL k τ, k = −1, 0, 1, 2, . . . .
(1.1)
Here the tau function τ was introduced via the representation theory of affine Kac-Moody algebras [22] and the linear operators L k , independent of τ , obey the Virasoro commutation relations. For the Drinfeld-Sokolov hierarchy associated to an arbitrary affine Kac-Moody algebra and its zeroth vertex of its Dynkin diagram, the Virasoro symmetries acting on the tau function were studied in [42] by one of the authors of the present paper. In [42] the tau function was defined by choosing a special class of Hamiltonian densities, and the actions of the Virasoro symmetries on the tau function coincide with (1.1) for the Drinfeld-Sokolov hierarchies of ADE type, while such actions have the same form as (1.1) but with index k = 0, 1, 2, . . . for those hierarchies associated to twisted affine Kac-Moody algebras. Here we note that there is an error in the equation (4.25) of [42] for the twisted case, such that in this case the index should be k ≥ 0 rather than k ≥ −1; in fact, on the right hand side of the equation mentioned [(B k ) ≥0 + d k , L 1 ] contains only terms with nonnegative homogeneous degree when k ≥ −1 for the untwisted case and when k ≥ 0 for the twisted case. In contrast, it is founded in [42] that the actions of Virasora symmetries on the tau function cannot be linearized as in (1.1) for all k ≥ −1 whenever the affine algebra is of BCFG type.
In this paper we consider the generalized Drinfeld-Sokolov hierarchies associated to an arbitrary affine Kac-Moody algebra, of either untwisted or twisted type. Recall that in [3, 20] , the construction of the generalized Drinfeld-Sokolov hierarchies depends on two gradations s ≤ s ′ . When s is the gradation s m and s ′ is the principal gradation 1 = (1, 1, . . . , 1) (see below), the corresponding generalized Drinfeld-Sokolov hierarchies coincide with the original Drinfeld-Sokolov hierarchies. The generalized Drinfeld-Sokolov hierarchies we consider here is for s ′ = 1, and we will omit the word "generalized" henceforth. For such integrable hierarchies, we defined their tau functions in [29] by using the approach of [42] , and now we continue to study their Virasoro symmetries represented via the tau functions and their solutions selected by certain Virasoro constraints.
In order to study the Virasoro symmetries of a Drinfeld-Sokolov hierarchy, we need to consider a certain extension, called the tau cover, of this integrable hierarchy to avoid nonlocal terms. Let g be an arbitrary affine Kac-Moody algebra of rank ℓ. Denote by s = (s 0 , s 1 , . . . , s ℓ ) an arbitrary gradation satisfying 0 ≤ s i ≤ 1 (s ≤ 1 for short; see Subection 2.2 below). For instance, the gradation s m is defined as s i = δ im , and in particular s 0 = (1, 0, . . . , 0) is called the homogeneous gradation. It is known that the Drinfeld-Sokolov hierarchy associated to the triple (g, s, 1) (see [8, 20, 29] ) can be represented as the following system of evolutionary equations of an unknown vector function u = (u 1 , u 2 , . . . , u ℓ ) as Here J + stands for the set of positive exponents [25] of g, and X i j are differential polynomials in u (note that u ′ = ∂u/∂t 1 ). Given a solution of the hierarchy (1.2), we define its tau function τ s such that [29] ∂ log τ s ∂t j = ω j , ∂ω
where Ω s kj , symmetric with respect to the indices k and j, are certain differential polynomials in u (see also [42] and [11, 30] for the cases s = s 0 and s = 1 respectively). Following the notions in [10] , the system consists of (1.2) and (1.3) is called the tau cover of the Drinfeld-Sokolov hierarchy (1.2) . In fact, letting m 1 , m 2 , . . . , m ℓ ∈ J + be the lowest ℓ positive exponents, note that u → (ω m 1 , ω m 2 , . . . , ω m ℓ ) is up to a Miura-type transformation [8, 3] , hence the Drinfeld-Sokolov hierarchy can be represented as a system of evolutionary equations of a single tau function.
One of the main results of the present paper is the following reformulation of the tau cover of the Drinfeld-Sokolov hierarchy, which enables us to define the Virasoro symmeties and to study their properties (see Theorem 3.11 below for a more precise statement). Here Λ j are certain generators for the principal Heisenberg subalgebra of g, and the subscript "< 0" means the projection to the negative component of the decomposition g = g <0 [s] ⊕ g ≥0 [s] .
Note that if we introduce the Kac-Moody group associated to g and the exponential map from g to this group, then Θ = e V has been introduced in [22] to study the tau functions of the generalized Drinfeld-Sokolov hierarchy. However, the notion of Kac-Moody group is sophisticated and unnecessary here. The above theorem shows that we can resolve the problem by using element in g only. On the other hand, we will show further that the components of V with respect to a certain basis can be represented as differential polynomials in u i and ω j , which ensure that the Virasoro symmetries for V (see (1.5) ) are indeed local symmetries for the tau cover (1.2), (1.3), i.e. these symmetries can be represented via differential polynomials in u i and ω j .
Following the approach of [23, 42] , in order to construct the Virasoro symmetries of the DrinfeldSokolov hierarchy (1.2), we need to extend g to a so-called Kac-Moody-Virasoro algebra d s ⋉ g, where d s is a Virasoro operator generated by {d s k | k ∈ Z} (see [40] for example). With the help of the unknown function in (1.4), we introduce the following evolutionary equations:
with (I) k = −1, 0, 1, 2, . . . for g being untwisted and s equal to s 0 up to a diagram automorphism of g;
(II) k = 0, 1, 2, . . . for any other case (to be emphasized, all cases that g is twisted are included).
The range of the index k will be explained in the proof of Lemma 4.1 (cf. [23] for the untwisted case and [42] for the case s = s 0 ). We will show that the derivations (1.5) commute with ∂/∂t j for all j ∈ J + acting on V , hence they lead to a series of symmetries on the tau cover of the DrinfeldSokolov hierarchy by using Theorem 1.1. Furthermore, we will represent these symmetries (1.5) via the tau function τ s in the following form (see Theorem 4.4 for the definition of the operators 6) and prove the following Virasoro commutation relations
with k and l given in the cases (I) or (II) above.
As an application of the tau cover above, we have an algorithm to calculate the formal power series solutions to the Cauchy problem of (the tau cover of) the Drinfeld-Sokolov hierarchy associated to (g, s, 1) with arbitrary initial values given (see Proposition 3.15 below). This algorithm will be applied to study the special solutions that fulfill certain Virasoro constraints.
More precisely, in the above cases (I) and (II), if the tau function satisfies the following equations respectively
with a p and b p being constants that vanish except finitely many of them, then we will see that the tau function must satisfy a series of Virasoro constraints, indexed by k ≥ −1 and k ≥ 0 respectively (see Theorem 4.9).
The equation (1.8) is called the (generalized) string equation, which makes sense only for the untwisted affine Kac-Moody algebras. For instance, in Case (I) if we consider the string equation (1.8) with s = s 0 and a p = δ p1 , then it determines the topological solution of the Drinfeld-Sokolov hierarchy that plays a crucial role in cohomological field theories, as mentioned in the beginning. Such topological solutions can be computed by using Proposition 3.15 below. For example, the topological solution τ s 0 for g = A (1) 1 is just the well-known Witten-Kontsevich tau function up to rescaling the time variables.
In contrast to the string equation, the equation (1.9) makes sense in both cases (I) and (II). We will call this equation the similarity equation, for it is related to the so-called similarity reductions of integrable hierarchies in the literature (see, for example, [6, 17, 18, 19] ).
If we take b p = δ p1 in the similarity equation (1.9), then the solution log τ s of the DrinfeldSokolov hierarchy is determined up to ℓ−1 free parameters (see Theorem 4.11 below). For example, when g = A (1) 1 and s = s 0 , the solution τ s 0 is called the Brezin-Gross-Witten tau function of the KdV hierarchy [4, 21] . This specified tau function gives (after rescaling the time variables) a generating function for the intersection numbers on the moduli spaces M g,n of stable curves with certain Theta cohomology classes involved [32] , which is an analogue of the Witten-Kontsevich tau function selected by the string equation [27, 41] . For this reason, such kind of solutions of the Drinfeld-Sokolov hierarchy will be called of Brezin-Gross-Witten type.
In general, we will show the following result (see Theorems 5.1 and 5.6 below for more details). Theorem 1.2 For the Drinfeld-Sokolov hierarchy associated to (g, s, 1) together with the similarity equation (1.9), the following assertions hold true:
(i) The solution space is characterized by a system of ODEs of Lax form (5.1), or equivalently, the compatibility condition of a system as follows (see (5.6) below):
(ii) When s = 1, the Lax equation (5.1), i.e. the compatibility condition of (1.10), can be represented in the form:
where θ i are unknown functions, χ i are constants, with the conditions (5.24) being fulfilled, and ϕ i = ϕ i x, θ j , θ ′ j , θ ′′ j , . . . are polynomials in their arguments. Moreover, the system of ODEs (1.11) admits a class of rational Bäcklund transformations R j with j = 0, 1, 2, . . . , ℓ, which give a realization of the affine Weyl group corresponding to g. Namely, these Bäcklund transformations satisfy 12) where m ij = 2, 3, 4, 6 or ∞ when a ij a ji = 0, 1, 2, 3 or ≥ 4 respectively, with A = (a ij ) 0≤i,j≤ℓ being the generalized Cartan matrix of affine type for g.
Let us give some illustration to the theorem. When we take b p = 0 for some p ∈ J >1 in the similarity equation (1.9), we will see that the ODEs given by the compatibility condition of (1.10) are of Painlevé type. For instance, if one take g = A (1) 1 and b p = δ p3 , then the similarity reduction gives the second Painlevé equation P2 for s = 1, and the thirty-fourth Painlevé equation P34 (or P4' in the appendix of [7] ) for s = s 0 . Some other examples will be given, including the ODEs for g = A (1) 2 and b p = δ p2 that are related to the fourth Painlevé equation P4 (see also [6] ). A systematic investigation of the relation between (generalized) Drinfeld-Sokolov hierarchies and higher-order ODEs of Painlevé type may date back to Noumi and Yamada [33, 34, 36] . For such ODEs of Painlevé type, by representing them into a certain symmetric form, Noumi and Yamada constructed a class of birational Bäcklund transformations, whose commutation relations admit the generating relations for affine Weyl groups [35, 36] . This approach was developed by a series of work, for example, [17, 18, 19, 26, 31] , most of which relied on matrix realizations of affine Kac-Moody algebras of some particular types. As it is hinted at the end of [36] (without a proof there), we obtain the second part of Theorem 1.2 aiming at a unified construction of the birational Bäcklund transformations related to the Drinfeld-Sokolov hierarchy associated to (g, s, 1). In particular, for g = A
(1) ℓ with ℓ ≥ 2 and b p = δ p2 , we can verify the assertion straightforward with the help of the explicit formulae for R j , which coincides with the results in [34, 38] ) obtained in a different way. Note that our proof is independent of matrix realizations of g. As it is mentioned above, the generalized Drinfeld-Sokolov hierarchies can be defined such that other gradations (namely, other Heisenberg subalgebras) are chosen [13, 20] , and their relations to equations of Painlevé type were studied in [17, 18, 19, 26] e.t.c. for some particular cases. Such cases, which are not contained in the present paper, will be considered elsewhere. This paper is arranged as follows. In Section 2 we lay out some properties of affine Kac-Moody algebra and Kac-Moody-Virasoro algebra. In Section 3 we firstly recall the definition of DrinfeldSokolov hierarchies and their tau-covers, then prove Theorem 1.1, which leads to an algorithm to solve the Cauchy problem of Drinfeld-Sokolov hierarchies. In Section 4 we construct a series of Virasoro symmetries on the tau cover of each Drinfeld-Sokolov hierarchy, and study its solutions to the Virasoro constraints. In Sectoin 5, we derive ODEs of Painlevé type from similarity reductions of Drinfeld-Sokolov hierarchies, and study their discrete Bäcklund transformations. The final section is devoted to some concluding remarks.
Preliminaries
Let us first recall, mainly following [25, 40] , some properties of affine Kac-Moody algebras.
Affine Kac-Moody algebras and their principal Heisenberg subalgebras
Let A = (a ij ) 0≤i,j≤ℓ be a generalized Cartan matrix of affine type X (r) ℓ ′ with r = 1, 2, 3. The corresponding Kac labels and the dual Kac labels are denoted by {k i } ℓ i=0 and {k ∨ i } ℓ i=0 respectively, which satisfy the relations
Denote by g(A) the complex affine Kac-Moody algebra associated to A. Let h be a fixed Cartan subalgebra of g(A), Π = {α 0 , α 1 , . . . , α ℓ } and Π ∨ = {α ∨ 0 , α ∨ 1 , . . . , α ∨ ℓ } be the corresponding sets of simple roots and simple coroots respectively, and ∆ be the root system of g(A). Then the algebra g(A) admits the following root space decomposition:
There is a set {e i ∈ g α i , f i ∈ g −α i | i = 0, 1, . . . , ℓ} of Chevalley generators satisfying the following Serre relations:
where 0 ≤ i, j ≤ ℓ, and δ ij is the Kronecker symbol. The Cartan subalgebra of g(A) can be written as
where d is the scaling element and it satisfies the following conditions:
On h there is a nondegenerate symmetric bilinear form defined by
where i, j = 0, 1, . . . , ℓ. The canonical central element of g(A) reads 8) which satisfies the relations
Here h is called the Coxeter number. The bilinear form on h can be uniquely extended to the normalized invariant symmetric bilinear form (· | ·) on g(A).
] be the derived algebra of g(A). Then g is generated by the Chevalley generators, and g(A) = g ⊕ Cd. We will also call g the affine Kac-Moody algebra associated to A below in case there is no confusion. According to (2.6), the adjoint action of d induces on g the principal gradation
We fix a cyclic element
and consider its adjoin action on g. It is known that
with H = {X ∈ g | ad Λ X ∈ Cc}. The subalgebra H is called the principal Heisenberg subalgebra of g which can be represented as 12) where J is the set of exponents given by 13) and the basis elements Λ j ∈ g j are chosen to satisfy the conditions
(2.14)
In particular, since m 1 = 1 ∈ J is a single exponent, there is a constant ν such that
The Kac-Moody-Virasoro algebras
Let us consider gradations on g that are indexed by integer vectors of the set
For any given vector s = (s 0 , s 1 , . . . , s ℓ ) ∈ S, there is an element d s ∈ h defined by the conditions
so d s induces the following gradation on g:
For any X ∈ g, suppose that its degree-zero part with respect to (2.10) reads
In particular,
We call h s the Coxeter number of g with respect to the gradation s. Given a gradation s on g, let us recall the realization of g of type s (see § 7 and § 8 of [25] ). We start with a simple Lie algebra G of type X ℓ ′ , on which there is a diagram automorphism σ of order r. Let {E i , F i , H i ∈ G | i = 0, 1, . . . , ℓ} be a set of elements of G that is defined in § 8.3 of [25] . It is known that E i (i = 0, 1, 2, . . . , ℓ) generate the Lie algebra G, and so do F i (i = 0, 1, 2, . . . , ℓ). The assignment deg
Then we have the following infinite dimensional Lie algebra:
with z being a parameter and c ′ a central element. More precisely, if we denote by X(k) an element z k ⊗ X ∈ z k ⊗ G k mod rh s , then the Lie bracket and the normalized invariant bilinear form on g s are defined by 24) where ξ, η ∈ C and k, l ∈ Z, and ( · | · ) G is the normalized bilinear form on G. As it is shown in § 8.7 of [25] , the Lie algebra g s gives a faithful realization of g. In other words, there is an isomorphism
such that the following elements are mapped to the Chevalley generators and the simple coroots of g:
Clearly, one has R s (c ′ ) = c.
Lemma 2.2
For i = 0, 1, 2, . . . , ℓ, the following elements
of g are independent of the gradation s.
Proof: The statement is trivial for R s (E i (s i )) and R s (F i (−s i )). According to the definition of E i , F i and H i and the root-space decomposition of G, one can represent H i in the form
with i 1 , i 2 , . . . i m contain exactly rk j times of j ∈ {0, 1, . . . , ℓ}. So
is independent of s. For k ≥ 2, the independence of R s (H i (rh s k)) on s can be derived recursively by using the following relations:
In the same way, when k ≤ −1 we can show the validity of the statement for R s (H i (rh s k)) with E i (s i ) replaced by F i (−s i ). Finally, we complete the proof by using the relations:
Note that the isomorphism (2.25) induces an isomorphism, also denoted as R s ,
In particular, we denote
The action of d s k on an element Z ∈ g is written as [d s k , Z], then these derivations satisfy the following relations:
The relations (2.29) show that {d s k } generate a Virasoro algebra (with trivial center), say, d s , hence we obtain a so-called Kac-Moody-Virasoro algebra d s ⋉ g. Lemma 2.3 For any Z ∈ g and k ∈ Z, the element d s defined in (2.17) satisfies the following identities:
Proof: It follows from (2.19) and (2.28) that we only need to check d s | R s (H i (0)) = 0 for i = 0, 1, 2, . . . , ℓ, which can be easily verified by using (2.17), (2.20), and (2.26). Thus the lemma is proved.
In [40] , Wakimoto studied the relations between the derivations d s k with different gradations s. Let us review some results that will be applied in Section 4 below. Denote byÅ = (a ij ) 1≤i,j≤n the Cartan matrix of finite type given by the affine Cartan matrix A with the zero-th row and the zero-th column deleted. Given a gradation s ∈ S, we introduce a vector
and an element
According to Lemma 2.2, the elements ρ s 0 (rh s ′ k; s ′ ) ∈ g are independent of s ′ whenever k = 0. In terms of the above notations, let us present Wakimoto's Lemma 2.4 in [40] in the following lemma. Note that in Wakimoto's original lemma, the central element term is missing.
Lemma 2.4 For s 0 = (1, 0, . . . , 0) and any s ∈ S, the following equalities hold true:
(2.34)
Proof: Denote by d k the right hand side of (2.34). We need to show that d k with k ∈ Z also satisfy the relations (2.28) and (2.29) . By using the definition (2.31) of r i and the properties (2.1) of k i , we obtain the identities
from which it follows that
Similarly, for k = 0 and 0 ≤ j ≤ ℓ we have
Thus by using Lemma 2.2 we arrive at the relations
In the same way, we can prove the relations
Now by using Leibniz's rule we arrive at
Finally, we check the commutation relation (2.29) for d k as follows:
where we have used the fact that ρ s 0 (0; s 0 )− ρ s ∈ Cc and the properties (2.9). Therefore, the lemma is proved.
The above lemma yields the following corollary.
Corollary 2.5 Given any gradation s, s ′ ∈ S and any integers k, l ∈ Z, the element
(2.36)
The tau covers of Drinfeld-Sokolov hierarchies and their solutions
In this section, we first recall the Drinfeld-Sokolov hierarchy associated to an affine Kac-Moody algebra and construct a tau cover of it, then we reformulate this tau cover in terms of the dressing operator of the Drinfeld-Sokolov hierarchy. This new formulation of the tau cover plays an important role in our study of the Virasoro symmetries of the Drinfeld-Sokolov hierarchies, which is given in the next section. Based on this tau cover, we also construct power series solutions of the initial value problem of the Drinfeld-Sokolov hierarchy.
Drinfeld-Sokolov hierarchies and their tau covers
Let g be an affine Kac-Moody algebra of rank ℓ. Apart from the principal gradation 1 = (1, 1, . . . , 1), we fix a gradation s = (s 0 , s 1 , s 2 , . . . , s ℓ ) ∈ S with s i ≤ 1 (s ≤ 1 for short), and denote
In what follows, we will use notations like
Let us briefly review the construction of the generalized Drinfeld-Sokolov hierarchy associated to the triple (g, s, 1) mainly following the notations used in [29] (cf. the original definition given in [8, 20] ). We first introduce a Borel subalgebra
and consider operators of the form
with x being the coordinate of R. Note that the Lie bracket on g can be extended naturally to C ∂ ∂x ⋉ C ∞ (R, g), then we have the following dressing lemma.
Lemma 3.1 ( [42, 29] ) For an operator L of the form given in (3.2), there exists a unique function U (Q) ∈ C ∞ (R, g <0 ) satisfying the following two conditions:
Moreover, both U (Q) and H(Q) are x-differential polynomials with zero constant terms in the components of Q w.r.t a basis of B (differential polynomials in Q for short).
The Borel subalgebra B contains a nilpotent subalgebra N := g 0 ∩ g <0 , that is, the subalgebra generated by the elements f i with s i = 0. It follows from (2.15) and the Serre relations (2.3) that
Since N ∩ H = {0} (see (2.12) and § 14 of [25] ), the map ad Λ 1 : N → B is an injection. Thus one can choose an ℓ-dimensional subspace V of B such that
Let us fix a complement subspace V in (3.6) henceforth, and consider operators of the form
By using the method of [8, 20] , we can prove the following results [29] .
Lemma 3.2 The following assertions hold true:
takes the form of (3.7). Moreover, both N and Q V are differential polynomials in Q with zero constant terms.
(ii) For an operator L V of the form given in (3.7), let U (Q V ) be the function determined by Lemma 3.1, there is a unique function R(Q V , Λ j ) ∈ C ∞ (R, N ) for any fixed j ∈ J + such that the commutator
Moreover, the components of R(Q V , Λ j ) are differential polynomials in Q V with zero constant terms.
Here and in what follows, the subscript "≥ 0" (respectively, "< 0") of a g-valued function means its projection to g ≥0 (respectively, to g <0 ) with respect to the gradation s.
Due to the second assertion of the above lemma, one can formulate the Drinfeld-Sokolov hierarchy as follow.
Definition 3.3
The Drinfeld-Sokolov hierarchy associated to the triple (g, s, 1) is given by the following evolutionary equations:
It can be verified that the flows (3.9) are compatible with each other (they are assumed to commute with ∂/∂x). In particular, one has ∂/∂t 1 = ∂/∂x, so from now on we identify t 1 with x.
Let us choose a basis η 1 , η 2 , . . . , η ℓ of the subspace V, and represent Q V in the form
Then the Drinfeld-Sokolov hierarchy (3.9) can be represented in terms of the unknown function u := (u 1 , u 2 , . . . , u ℓ ) as follows:
Here X i j are differential polynomials in u (the prime means to take the derivative with respect to x). In particular, one has X i 1 = u ′ i . Now let us define the differential polynomials
14)
where
) with H(Q V ) being determined by Lemma 3.1 (recall that h is the Coxeter number of g).
Denote t = {t j | j ∈ J + }. The first assertion of the proposition implies that, given a solution u(t) of the Drinfeld-Sokolov hierarchy (3.9), there locally exists a function τ s = τ s (t), called the tau function, such that
Note that log τ s is determined by u(t) up to a linear function in t.
Definition 3.5 The tau cover of the Drinfeld-Sokolov hierarchy associated to (g, s, 1) is defined as the following hierarchies for the unknown functions f , ω j (j ∈ J + ), u i (i = 1, 2, . . . , ℓ):
Remark 3.6 When s = s 0 , the formulae (3.15) to define tau function are equivalent with those in [42] , where
Note that all components of ∂H(Q V )/∂t k are total derivatives in u (see, for example, (3.14)). When s = 1, the tau function in (3.15) coincides the one defined in [11, 30] .
Remark 3.7 It is known that the Drinfeld-Sokolov hierarchy (3.18) has a Hamiltonian structure, and the functions h j given in Proposition 3.4 are densities of the Hamiltonian functionals [8, 3, 42] . From Proposition 3.4 it follows that these densities of the Hamiltonians satisfy the tau-symmetry condition [10] . Moreover, if we denote h = (h m 1 , h m 2 , . . . , h m ℓ ) with m 1 , m 2 , . . . , m ℓ being the first ℓ positive exponents of g (see (2.13)), then it is known that u → h = h(u, u ′ , . . . ) is a Miura-type transformation. Conversely, one can represent u = u(h, h ′ , . . . ) as differential polynomials in h which may not be truncated unless s = s 0 .
The tau covers of the integrable hierarchies play crucial roles in the application of the DrinfeldSokolov hierarchies to the study of topological field theory. In fact, the tau function corresponds to the partition function of the topological field theory, and ω j , Ω kj are the one-point and the two-point correlators respectively.
A reformulation of the tau cover
In this subsection, we are to show that the tau cover (3.16) of the Drinfeld-Sokolov hierarchy can be reformulated as the following hierarchy of differential equations for an unknown function V , depending on infinitely many variables t = {t j | j ∈ J + } and taking value in g <0 :
Let us note that if a matrix realization of g is taken and its Lie group is generated by the exponential map, so that the adjoint actions can be represented by matrix multiplication, then one has an equivalent representation for the equations (3.18). Indeed, denote Θ = e V , then one can write (3.18) in the form
This hierarchy of differential equations for Θ were used in the literature [30, 23, 42] to study the tau functions and Virasoro symmetries of the Drinfeld-Sokolov hierarchy. The relation of these equations with the Drinfeld-Sokolov hierarchy is given by the following dressing procedure: if we define the Lax operator L (see (3. 2)) by
then the equations (3.20) lead to the Drinfeld-Sokolov hierarchy (3.9) that consists of evolutionary equations for the unknown functions u 1 , . . . , u ℓ . To avoid the notion of Kac-Moody group, we would like to work with the function V that takes value in the Kac-Moody algebra, instead of its exponential Θ.
More exactly, if we expand the function V with respect to the decomposition (2.18) in the form
then the equations (3.18) can be represented recursively as follows:
Lemma 3.8 For any solution V of (3.18), the following equalities hold true:
Here i, j ∈ J + .
Proof: Denote Y = ∂V /∂t j , then the equalities (3.23) can be verified as follows:
To show the validity of the equalities (3.24), let us denote A j = e ad V Λ j . It is easy to see that [A i , A j ] = 0 for i, j ∈ J + . Then, for any k ∈ J + , it follows from (3.23) that
On the other hand, the left hand side of (3.26) is expanded to 27) where Z = [∂/∂t i , ∂/∂t j ] V (the terms that contain the first-order derivatives with respect to the time variables are cancelled). Since s ≤ 1, we have Z ∈ g <0 ⊂ g <0 . Suppose that Z = 0, and let l < 0 be the largest integer such that Z l := Z| g l = 0 with respect to the decomposition (2.10). We take k = 1 in (3.27) and consider its highest degree term
It implies that Z l lies in H ∩ g <0 , and that l is in fact a negative exponent. Let us take k = −l in (3.27) and consider the highest degree term, then we arrive at Z l = 0 due to (2.14), which is in contradiction with our assumption that Z l = 0. So the equalities (3.24) hold true, and the lemma is proved.
It follows from the equalities (3.24) that the flows (3.18) are compatible, so the systems of differential equations (3.18) form an integrable hierarchy. We proceed to introduce the tau function of the hierarchy (3.18), and then establish its relation with the tau cover (3.16) of the DrinfeldSokolov hierarchy.
Given a solution V of the equations (3.18), we introduce a collection of functions {ω j | j ∈ J + } as follows:
Note that this notations (also τ s below) have been used in the last subsection as part of the unknown functions of the tau cover (3.16). We will show later that they actually coincide.
Lemma 3.9 The functions ω j satisfy the following conditions:
Proof: By using (2.19) and (3.23), we have, for j, k ∈ J + ,
Thus the lemma is proved.
From the above lemma it follows the existence of a function τ s = τ s (t) such that
Definition 3.10 The function τ s is called the tau function of the hierarchy of differential equations (3.18).
The following Theorem is the main result of this section, which shows the equivalence between the hierarchy of differential equations (3.18) and the tau cover (3.16) of the Drinfeld-Sokolov hierarchy (3.9). A proof of the theorem will be given in the next subsection.
Theorem 3.11 Let g be an affine Kac-Moody algebra of rank ℓ with two gradations s ≤ 1, and a decomposition (3.6) be fixed for the Borel subalgebra B defined in (3.1). The following two assertions hold true:
of the form (3.7) and (3.10) such that the functions u 1 , . . . , u ℓ are differential polynomials of the components of V and they, together with ω j (j ∈ J + ) and f = log τ s in (3.28) and in (3.31) respectively, give a solution of the tau cover (3.16) of the Drinfeld-Sokolov hierarchy (3.9). Moreover, the components of the function V can be represented uniquely as elements of the ring
with zero constant terms, denoted as
(ii) If the functions f = log τ s , ω j (j ∈ J + ) and u 1 , . . . , u ℓ satisfy the tau cover (3.16) of the Drinfeld-Sokolov hierarchy (3.9), then the function V given by (3.34) solves the equations (3.18).
Proof of Theorem 3.11
Let us proceed to prove Theorem 3.11. Suppose that V is a solution of the hierarchy of differential equations (3.18). We consider an operator as follows
Indeed, since Λ 1 ∈ (g 0 ∪ g 1 ) ∩ g 1 and V takes value in g <0 ⊂ g <0 , then we have Q ∈ g 0 ∩ g ≤0 ; on the other hand, by using (3.28) we obtain
So the function Q takes value in the Borel subalgebra B, and the operator L is of the form (3.2).
From the first assertion of Lemma 3.2, it follows the existence of a unique function N taking value in N such that
takes the form (3.32). Note that both N and Q V can be represented as differential polynomials in Q, and so all these three functions can be represented as differential polynomials in V .
Lemma 3.12 For the operator L V defined in (3.36), the functions U (Q V ) and H(Q V ) given via Lemma 3.1 are uniquely determined by the following equations:
Proof: By using the Baker-Campbell-Hausdorff formula (see [24] for example), a g <0 -valued function W can be uniquely determined by the relation
Clearly, we have [Ω, Λ j ] = −ω j c for any j ∈ J + , so
By using the facts that [d s , N ] = 0 and the commutation relation (2.14), we obtain
Since ∂Ω/∂t 1 ∈ H ∩ g <0 , it follows from (3.39), (3.40) and Lemma 3.1 that
The lemma is proved.
Lemma 3.13
The functions ω j and the operator L V defined by (3.28) and (3.36) respectively satisfy the following equations:
with j, k ∈ J + , where R(Q V , Λ j ) is introduced in Lemma 3.2.
Proof: By using (3.23) and Lemma 3.12, the equations (3.41) can be proved as follows:
In order to prove the equations (3.42), by using (3.18) we rewrite the operator L defined in (3.35) as follows:
hence we have
So it follows from (3.36) that
Note that the function ∇ t j ,N N takes value in the nilpotent subalgebra N , and both sides of (3.46) take value in the subspace V. Hence, according to the second assertion of Lemma 3.2, we have
whose components are differential polynomials in Q V . Therefore, the equation (3.42) holds true. The lemma is proved.
Denote by Ω s kj the right hand side of (3.41), then from the above lemma we know that the functions f = log τ s , ω j (j ∈ J + ) defined by (3.28), (3.31) and the functions u 1 , . . . , u ℓ given in (3.32) satisfy the tau cover (3.16) of the Drinfeld-Sokolov hierarchy (3.9).
To finish the proof of the first assertion of Theorem 3.11, we still need to show that the function V can be represented via u i with i = 1, 2, . . . , ℓ and ω j with j ∈ J + . For this purpose let us first prove the following lemma.
Lemma 3.14 Given any X ∈ g <0 , there exists a unique elment (M, Y ) of N × g <0 such that
Moreover, both M and Y can be represented as polynomials in the components of X.
Proof: According to the Baker-Campbell-Hausdorff formula and properties of the adjoint representation, the equation (3.47) can be represented as
Let us represent Z = M, X, Y in the form Z = k≤−1 Z k with Z k ∈ g k . By using the fact that g <0 = N ⊕ g <0 , we can solves M k and Y k uniquely in a recursive way from (3.48), and they are clearly polynomials in X. The lemma is proved.
Recall that the functions U (Q V ) and Ω that are defined by (3.37) and (3.38) take values in g <0 , hence they determine a g <0 -valued functionṼ by the relation
which implies that e ad V = e −ad N e adṼ .
By using Lemma 3.14, we know that the N -valued function N and g <0 -valued function V must be polynomial inṼ , so they are polynomials in U (Q V ) and Ω. Thus, we arrive at the fact that the components of V are elements of the ring R (recall (3.33)) with zero constant terms, so the first assertion of Theorem 3.11.
In order to prove the second assertion of the theorem, let us assume that
is a solution of the tau cover (3.16) of the Drinfeld-Sokolov hierarchy, with V being the fixed complement subspace of B and
For the operator L V = ∂/∂x + Λ 1 + Q V , let U (Q V ) and H(Q V ) be the functions determined via Lemma 3.1. Denote Ω = j∈J + ω j j Λ −j , then it follows from (3.14) that
For any j ∈ J + , the above operator L V satisfies (3.9), which can be recast to
Note that the second term on the right hand side is equal to Ω s 1j c. On the other hand, by using the dressing formula (3.3) for L V again we have
then it satisfies, by taking the equations (3.50) and (3.51) together, that
With the help of (2.11), by an induction on the principal gradation and the same arguments used in the proof of Lemma 3.4 in [42] , we know that G j takes values in H ∩ g <0 and that
Since both G j and ∂Ω/∂t j are differential polynomials in u 1 , u 2 , . . . , u ℓ with zero constant terms, then the first equality together with (3.49) leads to
Note that the second equality in (3.54) is also satisfied.
According to the Baker-Campbell-Hausdorff formula and Lemma 3.14, there is a unique function (N, V ) lying in N × g <0 such that
Moreover, both V and N are differential polynomials in the ring R with zero constant terms. For any g-valued function X, by using the notations [X, ∂/∂t j ] = −∂X/∂t j , we have
where in the third equality we have used (3.52). Observe that ∇ t j ,−N (−N ) + e −ad N R(Q V , Λ j ) lies in g 0 , hence it must vanish. So we arrive at the equation
Therefore, we complete the proof of Theorem 3.11.
Formal power series solutions of the tau cover
Let us consider the Cauchy problem of the system of equations (3.16) with initial values
where U k i and W j are arbitrary constants. To solve this problem, we introduce the following notations: for m ≥ 2,
then their initial values are given by
Thus, we can write down the formal power series solution to the system of equations (3.16) with the above initial data via the tau function given by log τ s (t) = Without loss of generality, the constant term will be omitted below.
The solution (3.59) can be represented alternately as follows. We note that the initial conditions (3.56) are equivalent to the following data:
With the help of these data, the functions w j (x) := ω j | tp=xδ p1 can be solved from the equations:
moreover, similar to (3.58), the following functions can be calculated:
, j 1 , j 2 , . . . , j m ∈ J + , m ≥ 2.
(3.62) Thus, the solution (3.59) can also be represented as follows: (see the equalities (3.14) and Remark 3.7), the initial date (3.60) can also be replaced by
Therefore, we conclude the following result.
Proposition 3.15
For the system of equations (3.16) with initial data given by any of (3.56), (3.60) or (3.64), there locally exists a unique formal power series solution (up to a constant term) given by (3.59) or (3.63).
Remark 3.16 Theorem 3.11 implies that, the initial value V (0) := V | t=0 is determined by (3.56), and it provides an algebraic way to compute the initial values (3.58). More precisely, denote A j (0) = e ad V (0) Λ j , then by using (3.28) and (3.23) we have
By using the Leibniz rule, the values W j 1 j 2 ...jm can be computed recursively. For instance,
In fact, for such values W j 1 j 2 ...jm one can also derive certain generating functions that generalize those given in [5] . This will be considered in another occasion.
Examples
At the end of this section, let us illustrate the system of equations (3.18) and its solutions with some examples.
Example 3.17 Let g be of type A
1 and s = s 0 = (1, 0). In this case the exponents are given by all the odd integers, and the elements Λ j are chosen as in [8] . Denote
where f 0 , f 1 are the Chevalley generators. We choose the subspace V = Cf 1 , and represent the function Q V in the form Q V = −uf 1 . Note that the functions U (Q V ) and V are calculated in [42] , and the function V can be represented in terms of u and ω 1 , ω 3 , . . . as follows:
In particular, the functions ω 1 , ω 3 and u are related by
Since ∂ω 3 /∂t 1 = ∂ω 1 /∂t 3 , then one derives from (3.66) the KdV equation
In this case, the Drinfeld-Sokolov hierarchy (3.42) is the KdV hierarchy.
Applying the approach in the previous subsection, we obtain the following tau function of the KdV hierarchy with the initial data u| t j>1 =0 = 
1 and s = 1 = (1, 1). In this case the nilpotent subalgebra N is trivial, and the subspace
, then by using the relation
The functions ω 1 , ω 3 and v satisfy
Then the relation ∂ω 3 /∂t 1 = ∂ω 1 /∂t 3 leads to the modified KdV equation
The Drinfeld-Sokolov hierarchy in this case is the modified KdV hierarchy, which is related to the KdV hierarchy via the Miura transformation u = −v 2 +v ′ . It is easy to see that the tau functions τ 1 and τ s 0 of these two integrable hierarchies are related by the formula (see, for instance, Example A.1 in [42] )
Similarly to the above example, one can write down the formal power series expression of the tau function log τ 1 with any given initial data.
Example 3.19 Let g be of type A
2 and s = s 0 = (1, 0). The Coxeter number is h = 3, the set of exponents is given by J = 6Z ± 1, the constant in (2.15) is ν = √ 2, and the generators Λ j are chosen as in [42] . We take the subspace V = Cf 1 , and the function Q V = − √ 2 uf 1 . Then, the function V in equation (3.18) reads 
Virasoro symmetries and Virasoro constraints for Drinfeld-Sokolov hierarchies
We want to consider in this section the Virasoro symmetries of the tau cover (3.16) of the DrinfeldSokolov hierarchy, and the corresponding Virasoro constraints to the tau function of the hierarchy.
Virasoro symmetries
Observe that the commutation relations (2.14) between the generators for the principal Heisenberg subalgebra H are preserved by the scaling transformations: Λ ±j → λ ±1 j Λ ±j for arbitrary nonzero constants λ j with j ∈ J + , so we can adjust these generators so that they also satisfy the following commutation relations (recall (2.28)):
Suppose that a function V of t = {t j | j ∈ J + } taking value in g <0 solves the system of equations (3.18) . Let Ξ = j∈J + t j Λ j , and introduce
Here to ensure that the right hand side of (4.2) makes sense, one may assume all but only finitely many t j vanish. From (2.36) and (2.29) it follows that B k takes value in g and that they satisfy the commutation relations
Similar to the system of equations (3.18), we introduce the following evolutionary differential equations for V : (II) k ≥ 0 whenever rh s > 1, namely, all cases except those in class (I). In particular, it includes all cases that correspond to twisted affine Kac-Moody algebras.
The reason that we take such values of the indices k will be explained in the proof of Lemma 4.2 (cf. [23] when g is untwisted). 
where the range of k is specified in the above cases (I) or (II).
Lemma 4.2 Let V be a solution of the systems (3.18) and (4.4), then it also satisfies the following equations:
Here j ∈ J + and k takes the same integers as in Lemma 4.1.
Proof: By using (3.18) we check (4.7) as follows:
Let us proceed to prove the commutativity (4.8) of the flows. For the same reason as in proving (3.24) , it suffices to verify that
Let us denote A j = e ad V Λ j as before, then the left hand side of the above equation equals
Here in the second equality we have used the fact that [(A j ) ≥0 , d s k ] <0 = 0 whenever k takes values specified in Cases (I) and (II) as given above. The lemma is proved.
It follows from the above lemma that the flows (4.4) are symmetries of the hierarchy of evolutionary differential equations (3.18). 
with k being given as in Cases (I) and (II). Here N is the N -valued function determined by (3.36), whose components are differential polynomials in V .
Proof: The equations (4.11) follow directly from (4.6) and (3.28). Secondly, by using (3.36), (3.37) and (3.43) we obtain
which, together with (4.11), yields (4.12). Finally, the equations (4.10) define symmetries since
Finally, The proposition is proved.
Theorem 4.4
The symmetries ∂/∂β k of the tau cover of the Drinfeld-Sokolov hierarchy satisfy the following Virasoro commutation relations:
Moreover, these symmetries can be represented in the form
where C s is a constant given by (recall (2.32))
Proof: By using (4.5) and (4.10) we obtain
Here in the second and the fourth equalities we have used (2.30), and the fifth equality is due to (4.3) . So the first assertion of the theorem holds true. By using (3.37) and the fact that [d s , N ] = 0 we have, with the indices i, j lying in
Here in the second and the third equalities we have used the normalization equations (4.1) and (2.14), and in the last equality we have used the condition (3.4). Note that the first term on the right hand side of (4.16) vanishes when k = −1 (only in Case (I)), and it is a constant when k = 0, that is,
due to (2.36). Thus we have proved the theorem.
Remark 4.5 From (3.14) and Remark 3.7 it follows that Q V can be represented via second-order derivatives of log τ s with respect to the time variables. Hence the right hand side of (4.14) can always be represented in terms of the functions ω j = ∂ log τ s /∂t j together with the time variables.
Example 4.6 When s is the principal or the homogeneous gradation, we have respectively
Due to the commutation relation (4.13), we have the following definition.
Definition 4.7 The flows defined by (4.10)-(4.12) are called the Virasoro symmetries of the tau cover of the Drinfeld-Sokolov hierarchy (3.9) (the words "on the tau cover" are usually omitted) associated to (g, s, 1).
Remark 4.8 When the affine Kac-Moody algebra g is of untwisted type, the Virasoro symmetries ∂/∂β k were constructed by Hollowood, Miramontes and Guillen [23] via a Lie group element Θ that is given in (3.20). In particular, if g is of simply-lace type (type A
6,7,8 ) and s = s 0 , then the Virasoro symmetries can be represented via certain linear Virasoro operators acting on the tau function [23, 42] . More precisely, there are a series of Virasoro operators L k independent of τ s 0 such that the Virasoro symmetries can be represented by the action of these operators on the tau function:
It is known that the Virasoro symmetries for the Drinfeld-Sokolov hierarchies associated to the twisted affine Kac-Moody algebras with s = s 0 can also be represented as the actions of linear operators on the tau function; however, for the Drinfeld-Sokolov hierarchies associated to the affine Kac-Moody algebras of BCFG type, we do not have such property of linearization of the Virasoro symmetries (see [42] and references therein).
Virasoro constraints
Let us consider solutions of the Drinfeld-Sokolov hierarchy associated to (g, s, 1) that satisfy either of the following Virasoro constraints:
for Cases (I) and (II), (4.21) where a p and b p are constants which vanish except for finitely many of the exponents p ∈ J + . We call equation (4.20) the (generalized) string equation, and equation (4.21) the similarity equation for it is related to the so-called similarity reductions of the Drinfeld-Sokolov hierarchy.
Theorem 4.9 The equations (4.20) and (4.21), respectively, lead to the following Virasoro constraints to the tau function of the Drinfeld-Sokolov hierarchy (3.9):
. . for Cases (I) and (II), (4.23)
where S k (log τ s ) are the right hand side of (4.14) (recall Remark 4.5).
Proof: The constraints (4.22) have been proven in [42] for s = s 0 and a p = δ p1 , and in general cases the proof is almost the same, so we omit it here. Let us check the validity of (4.23). Note that the similarity equation (4.21) is just the equation
Since ∂/∂β 0 is a symmetry of the hierarchy (3.18), it follows that
So by using (4.4) and (3.18), we have
To simplify the notations in this proof, let us identify g with its realization (2.22). By using (2.27), (2.36) and (4.1) we have
Then the subscript "< 0" in the equality (4.25) can be understood as to take the negative part of the Laurent series in z. For any k ≥ 1, by multiplying z rh s k to the equality (4.25) we obtain
Thus, from (4.10) and (3.28), it follows that
Therefore the theorem is proved.
Definition 4.10
We call the series of equations (4.22) Virasoro constraints of the first type, and call the series of equations (4.23) Virasoro constraints of the second type.
Solutions of Witten-Kontsevich and of Brezin-Gross-Witten types
In this subsection, we illustrate how to obtain solutions of the Drinfeld-Sokolov hierarchy satisfying the Virasoro constraints (4.20) or (4.21).
We first consider the Virasoro constraint (4.20) with s = s 0 and a p = δ p1 , which is just the string equation in the literature. In this case, by taking the derivatives of the string equation with respect to t m i and t 1 , we obtain (recall (2.13) and note m ℓ = h − 1 in the current case):
As mentioned in Remark 3.7, the functions u 1 , . . . , u ℓ in the system (3.16) can be represent by
are determined by (4.27). Furthermore, for any j ∈ J + we take the derivative of the string equation with respect to t j+h and then obtain
According to Proposition 3.15, we know that log τ s 0 is determined up to a constant term. Such a tau function, which fulfills the Virasoro constraints of the first type (with s = s 0 and a p = δ p1 ), is called the topological solution of the corresponding Drinfeld-Sokolov hierarchy. In particular, the topological solution for A
1 is the well-known Witten-Kontsevich tau function given in (3.67). We remark that another algebraic procedure was proposed in [5] to compute explicitly the topological solution via Hankel determinants.
In contrast to the string equation (4.20), the similarity equation (4.21) is weeker. Let us proceed to consider solutions of the Drinfeld-Sokolov hierarchy satisfying this constraint.
Theorem 4.11 Suppose that to solutions of the Drinfeld-Sokolov hierarchy it is imposed the Virasoro constraint (4.21) with b p = δ p1 , namely
Then its solution log τ s is determined by the following ℓ − 1 parameters
Proof: Following Subsection 3.4, let us consider the initial data w j (x) = ω j | tp=xδ p1 with j ∈ J + for some solution of the system (3.16) satisfying the constraint (4.28). By taking t p = xδ p1 in (4.28), we have
For p ∈ J >1 , by taking the derivative of (4.28) with respect to t j , we obtain
In particular, it follows from (4.29) that
Then the functions µ i (x) = u i | tp=xδ p1 are determined by (4.30) and (4.32) due to Remark 3.7. By using (4.31) again and the fact that Ω s jk are differential polynomials in u = (u 1 , . . . , u ℓ ), we have
Thus the conclusion follows from Proposition 3.15.
Example 4.12 Let us consider the solution of the Drinfeld-Sokolov hierarchy associated to (g = A
1 , s 0 , 1) of the form given in the above theorem. Note that in this case C s 0 = 1/16 (recall (4.18)), then by letting t p = δ p1 in (4.28) and with the help of the notations in Example 3.17 we have
According to Proposition 3.15, we can find the following solution log τ This tau function is the so-called Brezin-Gross-Witten tau function of the KdV hierarchy [4, 21] , and it gives a generating function for certain intersection numbers on the moduli space of stable curves [32] .
Example 4.13 Let g be of type A
2 and s = s 0 . In this case, we have C s 0 = 1/36 and ℓ = 1. The unique tau function determined by (4.28) is given by log τ s 0 = − 1 6 log 1 − 
with an arbitrary constant C, then together with (4.11)-(4.12) they still give a series of symmetries on the tau cover (3.16) of the Drinfeld-Sokolov hierarchy. It is easy to see that the constant C does not change the communication relations (4.13) for k, l ≥ 0, and that the similarity equation (4.24) also induces the Virasoro constraints of the form (4.23). Under this setting, the conclusion of Theorem 4.11 is modified to the following: the solution log τ s of the Drinfeld-Sokolov hierarchy (3.9) satisfying the similarity equation (4.24) with (4.36) is characterized by ℓ parameters
In particular, one sees W 1 = C s + C. As an example, such a tau function of the KdV hierarchy that depends on one parameter was derived by Bertola and Ruzza [2] (cf. [9] ), and they showed that this tau function satisfies the Virasoro constraints (4.23).
Similarity reductions of Drinfeld-Sokolov hierarchies
Recall in Theorem 4.11 that the similarity equation (4.21) with parameters b p = δ p1 leads to a system of linear ODEs (4.31), which can be solved to obtain the initial conditions for the solutions of the Drinfeld-Sokolov hierarchy. In what follows, we will choose b p in other ways, say b p = δ pj (j ∈ J >1 ), then the above-mentioned ODE are nonlinear and of the Painlevé type. We show in this section that there exist affine Weyl group actions on the solution spaces of these Painlevé type ODEs. In the particular cases when the affine Kac-Moody algebra g is of type A
ℓ , C
(1) ℓ and D (1) 2n+2 , such kind of affine Weyl group actions are given in [19, 17, 31, 34] .
Similarity reductions
Let us study solutions of the Drinfeld-Sokolov hierarchies that are constrained by the similarity equations.
Theorem 5.1 Given a solution of the tau cover of the Drinfeld-Sokolov hierarchy associated to (g, s, 1) that satisfies the similarity equation (4.21), then the following Lax equation holds true:
with Q V and N given in (3.7) and (3.8).
Proof: Recall that the similarity equation (4.21) leads to (4.25) , from which it follows that
With the help of (2.36), (3.43) and (4.1), the above equation can be recast to
By using (4.21) again, we have
Let e ad N act on (5.4) (recall (3.36) and (3.37)), and take t p = xδ p1 , then we arrive at the Lax equation (5.1). The theorem is proved.
Suppose that it is given a solution (L, M ) of the Lax equation (5.1), then we can recover the solution of the Drinfeld-Sokolov hierarchy together with the similarity equation (4.21) . In fact, from L we have the initial data µ i (x) = u i | tp=xδ p1 with i = 1, 2, . . . , ℓ, then we can solve w j (x) = ω j | tp=xδ p1 for all j ∈ J + from the following equations:
Here the two equations are derived from the similarity equation (4.21) by taking t m = xδ m1 and by taking the derivative with respect to t j , respectively. So the solution log τ s of the Drinfeld-Sokolov hierarchy is determined by using Proposition 3.15.
The procedure in proving Theorem 5.1 is called the similarity reduction of the Drinfeld-Sokolov hierarchy, and it leads to a system of ordinary differential equations (5.1) of u i | tp=xδ p1 and ω j | tp=xδ p1 (note that the function N in (5.3) may depend on ω j ). From another point of view, if we take a matrix realization of G as in [8, 25] and identify g with its realization (2.22) , then the Lax equation (5.1) is just the compatibility condition of the following linear system of an unknown vector function Ψ = Ψ(x; z):
Remark 5.2 In [29] we have proved a general Γ-reduction theorem for the Drinfeld-Sokolov hierarchies. More exactly, suppose that (g, s, 1) is a triple with g possessing a diagram automorphism σ given in Tables 1-3 of [29] and s consistent with σ. We can choose a basis Λ j (j ∈ J) of the principal Heisenberg subalgebra H to be eigenvectors of σ with eigenvalues ζ j . The Γ-reduction theorem shows that the diagram automorphism σ induces an action on the flows ∂/∂t j (j ∈ J + ) of the Drinfeld-Sokolov hierarchy, and the flow ∂/∂t j is invariant under the action of σ if and only if ζ j = 1. Note that the folded Dynkin diagram of g with respect to σ corresponds to another affine Kac-Moody algebra, say,ḡ, on which there are gradationss ≤ 1 induced by the gradation s ≤ 1 of g respectively. From the reduction procedure in [29] , we conclude: 
ODEs of Painlevé type
Let us give some examples of ODEs that are induced by the similarity equation (4.21) with b p = δ pk for some k ∈ J >1 .
Example 5.3 Let g be the affine Kac-Moody algebra of type A
1 . We consider the similarity equation (4.21) with b p = δ p3 , that is,
By taking its second-order derivative with respect to t 1 we arrive at the equation
We consider the cases when s = 1 and s = s 0 and follow the notations of Example 3.18 and Example 3.17 for these cases respectively. In order to write down explicitly the ODEs from the similarity reductions, let us denote
(i) When s = 1, by using (3.68) we can represent the equation (5.8) in the form
Assume the function λ is not identically zero, then the above equation leads to the second Painlevé equation (P2)
The formal power series solution of this equation has the form
where a, b and c are arbitrary parameters, and p i are certain polynomials of these constant parameters. If a matrix realization of g is taken as in [8] , then we have the Lax equation (5.6) for P2 given by
(ii) When s = (1, 0), by using (3.66) we can rewrite the equation (5.8) in the form
which is just the Painlevé equation (P34; see, for example, [2] )
This equation is related to P2 via the Miura transformation µ = −λ 2 + λ ′ . The formal series solution of (5.11) has the expression
with arbitrary parameters a, b and c, and q i are certain polynomials of these parameters. It leads to solutions of the KdV hierarchy that satisfies the similarity equation. In particular, if we take (a, b, c) = (0, 1, 0), then we obtain the solution of the KdV hierarchy corresponding to the Witten-Kontsevich tau function given by (3.67) with W j = δ j3 /16.
The Lax pair (5.6) for the Painlevé equation P34 is given by
We observe that whenμ(x) := µ(x) − x = 0, the equation (5.11) can be rewritten asμ 12) which is the Painlevé equation P4' given in Appendix B of [7] .
Given a solution of the Painlevé equation (5.10) or (5.11), we have
by taking derivatives on the left hand side of the equation (5.7) with respect to t j for j ∈ J + . From (5.13) we obtain a solution of the Drinfeld-Sokolov hierarchy by using Proposition 3.15.
Example 5.5 Let g be of type A
2 and s = s 0 = (1, 0). Let us consider the similarity equation Denote µ(x) = u| t j =δ j1 x as before. By taking the second-order derivative of (5.18) with respect to t 1 and putting t p = xδ p1 , we arrive at a seven-order nonlinear ODE
(5.20) This ODE can be verified to pass the Painlevé test (see, e.g., Chapter 2 of [7] ). More precisely, the leading behavior of its solution at movable singularities is −3(x − x 0 ) −2 , and the Fuchs indices are j = −1, 2, 3, 4, 7, 8, 12 that correspond to seven arbitrary parameters.
The general formal power series solution to (5.20) has the form
with arbitrary parameters a 0 , a 1 , . . . , a 6 and polynomials p i of these parameters. We can also write down the Lax pair (5.6) for the ODE (5.20) as we have done in the previous examples.
Affine Weyl group actions
Motivated by a series of work of Noumi, Yamada et al (see [36] and references therein), let us study the affine Weyl group actions on the space of solutions of the Lax equation (5.1) with s = 1, that is
Note that in this case we have V = B and rhd 1 0 = −d 1 = −d (recall the notations for the affine Kac-Moody algebra g in Section 2). Here we denote Q| tp=xδ p1 by Q to simplify notations. Observe that the functions Q and M take values in g 0 and g ≥0 respectively, and they satisfy
Let us introduce the following scalar functions (recall the notations in Subsection 2.1):
Clearly, we have
Let us note that θ := (θ 1 , θ 2 , . . . , θ ℓ ) gives a coordinate system for the space V = B, moreover, the functions χ i and ϕ i are elements of the ring C x, θ, θ ′ , θ ′′ , . . . . Here only ℓ equations are independent.
(iii) Denote ξ j = χ j /(νϕ j ) for j = 0, 1, . . . , ℓ. Then the Lax equation (5.22) has the Bäcklund transformations
defined by the following relations:
More explicitly, for i, j = 0, 1, 2, . . . , ℓ, we have
Recall that A = (a ij ) 0≤i,j≤ℓ is the Cartan matrix of g.
Proof:
We represent M in the form 
, then the definition of the functions ϕ i given in (5.23) implies that
Hence, the equation (5.31) is equivalent to the following ones:
Clearly, the left hand side is ϕ ′ i , while the right hand side is r.h.
Thus we arrive at the equations (5.25) and conclude this assertion.
To prove the third assertion of the theorem, we first note that the action R j yields
From (5.25) we obtain ̺ j = 0. Secondly, since
the negative part ofM in (5.28) reads
which takes value in g −1 and satisfies the relations: for any i = 0, 1, 2, . . . , ℓ,
It follows thatM <0 indeed vanishes, and hence we can expandM = m k=0M k withM k lying in g k . In particular, we havẽ
It is easy to check that both functionsQ andM satisfy the relations Finally, by using (5.36), (5.32) and (5.28), it is straight forward to verify
38)
The theorem is proved.
The above theorem shows that the actions of R j on the constants χ i generate an affine Weyl group associated to the Cartan matrix A = (a ij ) 0≤i,j≤ℓ . Moreover, by using a general result of [36] , we have the following proposition. where m ij = 2, 3, 4, 6 or ∞ when a ij a ji = 0, 1, 2, 3 or ≥ 4 respectively.
Proof: For the Cartan matrix A = (a ij ) 0≤i,j≤ℓ of the affine Kac-Moody algebra g, a certain nilpotent Poisson algebra K was constructed in [36] (in fact, an even more general setting has been considered there, but here only the case of affine type is concerned). The Poisson algebra K is generated by φ i ∈ g * together with a set of parameters λ i with i = 0, 1, 2, . . . , ℓ, say, K = C(λ i , φ i , {φ i , φ j }, {φ i , {φ j , φ k }}, . . . ). It is shown by Noumi and Yamada [36] that such automorphisms R j satisfy the relations (5.40), namely, they give a realization of the affine Weyl group for the Cartan matrix A = (a ij ) 0≤i,j≤ℓ .
Noumi and Yamada also explained a Lie theoretic background for the above nilpotent Poisson algebra. More exactly, one can choose (see § 4.1 in [36] ) 
Examples
Let us give more details of the ODEs (5.25) and their discrete symmetries for some examples of affine Kac-Moody algebras.
Example 5.8 Assume g to be of type A 
It is straight forward to verify that
• If k = j, then R j (ξ j ) = −ξ j , and hence R j 2 (ϕ i ) = ϕ i ;
• If a jk = 0, then R k (ξ j ) = ξ j , and hence R k R j (ϕ i ) = R j R k (ϕ i );
• If a jk = −1, namely k − j = ±1, then R j R j+1 R j (ϕ i ) = R j (ϕ i + hb i,j+1 ξ j+1 + hb ij R j+1 (ξ j )) = ϕ i + hb ij (ξ j + R j R j+1 (ξ j )) + hb i,j+1 R j (ξ j+1 ) = ϕ i + hb ij R j+1 (ξ j ) + hb i,j+1 R j (ξ j+1 ) = R j+1 R j R j+1 (ϕ i ), (5.51) in which the third equality holds true since ξ j + R j R j+1 (ξ j ) = ξ j + R j χ j + χ j+1 ϕ j − hξ j+1 = ξ j + −χ j + χ j+1 + χ j ϕ j − h χ j+1 +χ j ϕ j+1 +hξ j = ξ j + χ j+1 (ϕ j+1 + hξ j ) ϕ j ϕ j+1 − hχ j+1 = ξ j + ξ j+1 (ϕ j+1 + hξ j ) ϕ j − hξ j+1 = ξ j ϕ j + ξ j+1 ϕ j+1 ϕ j − hξ j+1 = χ j + χ j+1 ϕ j − hξ j+1 = R j+1 (ξ j ).
Thus we have derived the relations (5.40) based on the explicit representation (5.48) of R j . The result agrees with that achieved in [34] (see also [38] ), where a matrix realization of g was used.
In the current case the system of ODEs (5.25) can be represented in an alternative form as follows. Let us expand U (Q) = m<0 U m with U m ∈ g m , then by using Lemma 3.1 we have 6 
Concluding remarks
In this paper we present a tau cover for the Drinfeld-Sokolov hierarchy associated to any affine Kac-Moody algebra g with two gradations s ≤ 1, and construct a series of Virasoro symmetries for the tau cover of the integrable hierarchy. This tau cover leads to an algorithm to construct formal power series solution of the Cauchy problem of the Drinfeld-Sokolov hierarchy with arbitrary initial values. By using this algorithm, we compute solutions of the Drinfeld-Sokolov hierarchy that satisfy two types of Virasoro constraints which are given by the string equation and the similarity equation respectively. In particular, the Virasoro constraints given by the similarity equation lead to a system of ODEs of Painlevé type. When s = 1, the solution space of such ODEs admit an affine Weyl group actions, which generalizes the theory of Noumi, Yamada et al on the affine Weyl group symmetries in Painlevé type equations. Moreover, for the affine Kac-Moody algebras that are listed in Tables 1-3 of [29] , the associated ODEs of Painlevé type also possess discrete symmetries that are induced from the automorphisms of the Dynkin diagrams of the affine Kac-Moody algebras. We hope that these results would help us to have a better understanding of properties of higher order Painlevé-type equations and their relations to the Drinfeld-Sokolov hierarchies.
The Drinfeld-Sokolov hierarchies we consider in this paper are associated to the principal Heisenberg subalgebra of g. There are generalized Drinfeld-Sokolov hierarchies that are associated to other Heisenberg subalgebras of g, see for example, [13, 20, 25] , and they can also yields ODEs of Painlevé type [17, 18, 19, 26] . It is natural to ask how the similarity reductions of the Drinfeld-Sokolov hierarchies corresponding to different Heisenberg subalgebras are related to each other. We will study this question elsewhere.
