ABSTRACT. In this paper, we introduce the notion of Ft-consistent expectation defined on L(Ω, F , P ) and prove an existence and uniqueness theorem for solutions and a comparison theorem of BSDE under E µ -dominated F -expectations. Furthermore, as an application of this comparison theorem, we obtain the decomposition theorem for E-supermartingales.
1. Introduction. By [7] , we know that there exists a unique adapted and square integrable solution to a backward stochastic differential equation (BSDE for short) of the type (1) y
provided the function g is Lipschitz in both variables y and z, and ξ and (g(t, 0, 0)) t∈ [0,T ] are square integrable. The function g is said to be the generator of BSDE (1) . We denote the unique adapted and square integrable solution of BSDE (1) , denoted by E g [ξ] , is called the g-expectation of ξ; y (T,g,ξ) t , denoted by E g [ξ|F t ], is called the conditional g-expectation of ξ (see [8] ).
The g-expectation is a kind of nonlinear expectation, which can be considered to be a nonlinear extension of the well-known Girsanov transformations. The original motivation for studying g-expectations comes from the theory of expected utility (see [2] ), which is fundamentally important in economics. This theory is seriously challenged by the famous Allais and Ellsberg paradoxes (see [6] ). The notion of non-additive probability, or capacity, is then introduced to axiomatize preferences which do not satisfy the von Neumann-Morgenstern axioms. Nonlinear expectations are another useful notion in this setting. Since the notion of g-expectation was introduced, many researchers have studied the properties of g-expectation. In 2002, Coquet et al. [3] introduced the notion of F -expectation defined on L 2 and obtained the existence and uniqueness theorem for solutions of BSDE under E μ -dominated F -expectations, comparison theorems and decomposition theorems for E-supermartingales. Furthermore, by using the decomposition theorem for E-supermartingales, they were able to prove the important result that any E μ -dominated F -expectation can be represented as a g-expectation.
Obviously, we know that, if a random variable ξ is in L 1 (Ω, F , P ), the classical mathematical expectation of ξ is meaningful. But, in the past several years, researchers have studied g-expectations which are confined to L 2 (Ω, F , P ). Recently, [4, 5] have given the extensions of g-expectations, i.e., the definitional domain of g-expectation is extended to L(Ω, F , P ), which are called generalized g-expectations and investigated with their related properties.
In this paper, inspired by [4, 5] , we study F t -consistent expectations defined on L(Ω, F , P ) and prove an existence and uniqueness theorem for solutions and a BSDE comparison theorem under E μ -dominated Fexpectations in L. Furthermore, as an application of this comparison theorem and the monotonic limit theorem of BSDE in [5] , we obtain a decomposition theorem for E-supermartingales. These results nontrivially generalize the corresponding results of [3] . This paper is organized as follows. In Section 2, we present the notions of generalized g-expectation and F t -consistent nonlinear expectations defined on L and give their related properties that are useful in this paper. In Section 3, we give our main results such as the existence and uniqueness theorem for solutions of BSDE under E μ -dominated F -expectations, comparison theorems and decomposition theorems for E-supermartingales, including the proofs. 
Generalized g-expectations and
where N is the set of all P -null subsets.
For simplicity, we consider the d = 1 case, but our method is easily extended to higher dimensions. We also make the natural choice of
Suppose a function g:
satisfies the following conditions:
(A.1) There exists a Lipschitz constant μ > 0 such that, for all
Generalized g-expectations.
Lemma 2.1 (see [1] ). Suppose g satisfies (A.1) and
has a unique pair of adapted processes (y
Remark 2.1. From Lemma 2.1, we have: suppose g satisfies (A.1) and (A.2). Then, for each given ξ ∈ L(Ω, F , P ), BSDE (3) has a unique pair of adapted processes (y
Now, we introduce the notions of generalized g-expectation and generalized conditional g-expectation.
For more details, see [5] .
Definition 2.1 (Generalized g-expectation). Suppose that g satisfies (A.1) and (A.2). The generalized g-expectation
E g [·] : L(Ω, F , P ) −→ R is defined by E g [ξ] = y (T,g,ξ) 0 .
Definition 2.2 (Generalized conditional g-expectation)
. The generalized conditional g-expectation of ξ with respect to F t is defined by
Generalized and generalized conditional g-expectations are in general nonlinear. However they meet the following basic properties of usual expectations (see [5] ).
(ii) For all stopping times τ and
+ η if and only if g does not depend on y.
The next proposition will be useful in this paper. [5] ). Suppose g satisfies (A.1) and (A.2).
Proposition 2.2 (see
(i) For any ξ, η ∈ L p (Ω, F , P ) (1 < p < 2), then |E g [ξ|F t ] − E g [η|F t ]| ≤ e 1/2(p−1)μ 2 T +μT (E[|ξ − η| p |F t ]) 1/p , a.s.; (ii) For any ξ ∈ L p (Ω, F , P ) (1 < p < 2), then |E g [ξ|F t ]| ≤ e 1/2(p−1)μ 2 T (E[|ξ| p |F t ]) 1/p , a.s.
Definition 2.3 (Generalized g-martingale). A process (X
The decomposition theorem of generalized g-supermartingale obtained by [4] will play an important role in this paper.
Proposition 2.3 (Decomposition theorem of generalized g-supermartingale). Assume that g satisfies
. Then (X t ) has the following decomposition 
For notational simplification, we will henceforth write
F t -consistent nonlinear expectations. Definition 2.4. A nonlinear expectation defined on L(Ω, F
satisfying the following properties:
(i) Strict monotonicity:
(ii) Preservation of constants:
The F -expectation has the following property:
The proof is very similar to that of Lemma 3.1 in [3] . We omit it.
From Proposition 2.4, such an η is uniquely defined. We also denote
Remark 2.2. Let g satisfy (A.1) and (A.2); then the related general-
Remark 2.3. Suppose that g satisfies (A.1), (A.2) and g does not depend upon y; then the associated generalized g-expectation is dominated by E μ , where μ is the Lipschitz constant in (A.1).
Lemma 2.2. If E is dominated by
Proof. A simple consequence of
The proof of Lemma 2.2 is complete.
From now on, we will deal with the F -expectation E[·] also satisfying the following condition:
for all X ∈ L(Ω, F , P ) and for all Y ∈ L(Ω, F t , P ).
Proposition 2.5. Let E[·], E 1 [·] and E 2 [·]
be F -expectations satisfying (6) and (7) . Then
(
ii) For a given ζ ∈ L(Ω, F , P ), the mapping E ζ [·] = E[· + ζ] − E[ζ] : L(Ω, F , P ) → R is also an F -expectation satisfying (6) and (7). Its conditional expectation under
F t is E ζ [·|F t ] = E[· + ζ|F t ] − E[ζ|F t ], a.s. In particular, E −μ [Y |F t ] ≤ E[X + Y |F t ] − E[X|F t ] ≤ E μ [Y |F t ], a
.s., for all X, Y ∈ L(Ω, F , P ).
The proof of Proposition 2.5 is very similar to those of Lemmas 4.3, 4.4 and 4.5 in [3] . We omit it.
The following lemma will be very useful later.
Lemma 2.3. If E[·] meets (6) and (7), there exists a constant
C p > 0 such that, for all Y ∈ L p (Ω, F , P ) (1 < p < 2) and for each t ≤ T ,(8)|E[X + Y |F t ] − E[X|F t ]| ≤ C p (E[|Y | p |F t ]) 1/p , a.s.
Proof. By Propositions 2.2 and 2.5, we have
where
|). The proof of Lemma 2.3 is complete.
From now on, we will always assume that E[·] is an F -expectation satisfying (6) and (7). 
Main results and proofs.

BSDE under
For a given terminal data X ∈ L(Ω, F , P ), we consider the following type of equation:
Theorem 3.1. We assume (B.1) and (B.2). Then there exists a unique process Y (·) ∈ M(0, T ; P ; R) which solves (9).
Proof. For a given terminal data X ∈ L(Ω, F , P ) and each y(·) ∈ M(0, T ; P ; R), we define a mapping π · (y(·)) by
Obviously, π · (y(·)) ∈ M(0, T ; P ; R).
Without loss of generality, suppose y 1 (·), y 2 (·) ∈ M p (0, T ; P ; R) (1 < p < 2). By Lemma 2.3, we have
By Hölder's inequality and (B.1),
This with (10) yields
By multiplying both sides of the above inequality by e 2Ct and then integrating both sides on [0, T ] with respect to t, it follows that
We observe that, for any constant α ∈ R, the following two norms are equivalent in M p (0, T ; P ; R):
From this, we can obtain that π · (y(·)) is a contraction mapping on M p (0, T ; P ; R). It follows that this mapping has a unique fixed point Y (·):
So the proof of Theorem 3.1 is complete.
Theorem 3.2 (Comparison theorem). Let Y be the solution of (9)
and Y the solution of
where X ∈ L(Ω, F , P ) and φ ∈ M(0, T ; P ; R). If
then we have
Equation (12) becomes an equality if and only if (11) become equalities.
Proof. The main approach of the following proof derives from Coquet et al. [3] . In the case of φ(t) = 0, dP × dt almost everywhere, the proof is very similar to that of Theorem 6.2 in [3] , so we omit it.
In order to prove the general case φ(t) ≥ 0, dP × dt almost everywhere, we define for n = 1, 2, 3, . . . , Y n to be the solution of
. . , n − 1. This equation can be written, piece by piece, as
From the first part of the proof, we have for
In order to prove that Y t ≥ Y t , it suffices to show the convergence of the sequence (Y n ) to Y . Without loss of generality, we assume that there exists a 1
Using Hölder's inequality, we have, for each t ∈ [0, T ],
Gronwall's lemma applied to the above inequality shows that
Finally, we investigate the possible equality in (12). From Y t = Y t , a.s., then
Since X ≥ X, a.s., φ(t) ≥ 0, dP × dt − a.e., it follows from the strict monotonicity of E[·] that X = X, a.s., φ(t) = 0, dP × dt − a.e. So the proof of Theorem 3.2 is complete. The proof is very similar to that of Lemma 5.2 in [3] . We omit the proof. In the following, we do not distinguish E-martingales and their RCLL modifications. Lemma 3.1 has an immediate consequence as follows:
F t -consistent martingales and decomposition theorem for E-supermartingales.
Definition 3.1. A process (X t ) t∈[0,T ] ∈ M(0, T ; P ; R) is called an E-martingale (respectively E-supermartingale, E-submartingale), if for each 0 ≤ s ≤ t ≤ T , X s = E[X t |F s ], (resp. ≥ E[X t |F s ], ≤ E[X t |F s ]) a.s.
Lemma 3.2. Let E[·]
be an F -expectation satisfying (6) and (7) . Then, for each X ∈ L(Ω, F , P ) and g ∈ M(0, T ; P ; R), the process
The next lemma shows that every E-martingale admits continuous paths.
be the corresponding pair. Then we have Proof. For n ≥ 1, we define y n to be the solution of the following BSDE:
We then have the following: Without loss of generality, assume Y ∈ S p (0, T ; P ; R) (1 < p < 2). We have the following: Lemma 3.5. There exists a positive constant C which is independent of n such that: 
