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We introduce a new network marker for climate network analysis. It is based upon an avail-
able special definition of local clustering coefficient for weighted correlation networks, which was
previously introduced in the neuroscience context and aimed at compensating for uninformative
correlations caused by indirect interactions. We modify this definition further by replacing Pear-
son’s pairwise correlation coefficients and Pearson’s three-way partial correlation coefficients by the
respective Kendall’s rank correlations. This reduces statistical sample size requirements to compute
the correlations, which translates into the possibility of using shorter time windows and hence into
shorter response time of the real-time climate network analysis. We compare this proposed network
marker to the conventional local clustering coefficient based on unweighted networks obtained by
thresholding the correlation matrix. We show several examples where the new marker is found to
be better associated to tropical cyclones than the unweighted local clustering coefficient.
I. INTRODUCTION
Network analysis is recognized as a powerful tool in cli-
mate science nowadays, in essence being a specialization
of the general correlation networks approach [1], which
is also well established in systems biology [2–5] and neu-
roscience [6, 7]. Correlation networks in climate science
are constructed based upon cross-correlations in multi-
variate time series of chosen climate variables between
nodes of a spatial grid (e.g. a geographic coordinate grid
on Earth surface). Such networks are then used to com-
pute various graph metrics, which in turn become input
features for subsequent analysis to identify patterns of
climate dynamics [8–11].
It was suggested in [12] and in follow-up publications
(see [13] for review) to use climate network metrics as
input features to machine learning algorithms, and this
approach was successfully applied to predicting El Niño
phases. From the machine learning perspective, network
analysis can be viewed as a preprocessing stage to re-
duce the dimensionality of input data. Without such
preprocessing, the input data at any specified moment
of observation would include all data in a time section
of specific duration (sliding time window preceding the
current moment) of the multivariate time series. The di-
mensionality of such data is the product of the number of
spatial grid points and the number of time samples within
the window. Network analysis reduces this dataset to a
few graph metrics. In case of local metrics, which are
computed for a specific geographic location associated to
a network node (e.g. node degree or local clustering co-
efficient), machine learning methods can be applied also
locally, with the set of local network metrics at a specified
geographic point taken as input features, while the met-
rics themselves are computed, generally speaking, based
on full multivariate input data. Thus, network analysis
in the context of machine learning allows to cut down
the dimensionality of the learning problem by orders of
magnitude, while still retaining the dependence of the
outcome upon all available data.
It is essential for the efficiency of this approach that as
much as possible of information contained in the initial
data be retained in the feature set produced by network
analysis. A common practice in the literature on cli-
mate networks is to construct an unweighted graph based
upon the correlation matrix of the input data by simple
thresholding: network nodes are associated to the spa-
tial grid nodes of the input data, and a link between two
specific nodes is assumed to exist if the corresponding
component of the correlation matrix (i.e. the correlation
coefficient of the corresponding variables) exceeds a cho-
sen threshold. The threshold value is a free parameter
of the method, and generally allows tuning to maximize
performance (in whatever quantitative sense), but it is
also common to fix the threshold value by specifying the
edge density (defined as the fraction which linked pairs of
nodes constitute among the total number of node pairs),
e.g. at 5%, without any further optimization. Regard-
less of whether the threshold value is optimized or not,
thresholding inevitably leads to information loss.
A known way to mitigate the information loss intro-
duced by thresholding is to construct and analyze an en-
semble of several unweighted graphs at once, by using
a series of threshold values, which has been successfully
applied to genetic network analysis [14]. It is also pos-
sible to eliminate the thresholding operation at all, by
analyzing a full weighted graph whose edge weights are
determined by (in the simplest case, taken equal to) the
respective pairwise correlation coefficients. The transi-
tion from unweighted to weighted networks calls for the
respective extension of graph metrics definitions. For
many metrics such extensions are available [15], but may
be not unique, thus giving rise to an additional problem
of choosing the best weighted-network modification of a
particular graph metric. An important consideration to




























This approach was successfully followed in the neu-
roscience context [16], where an improved formulation
of local clustering coefficient (LCC) specially focused on
weighted correlation networks was proposed and demon-
strated to outperform the conventional thresholding ap-
proach in terms of an illustrative neuroscience problem
(revealing the age dependence of human brain network
structure based on functional magnetic resonance data).
The key distinctive feature of the special definition of
LCC for weighted correlation networks [16] consists in
accounting for three-way partial correlations in order to
compensate for spurious correlations caused by indirect
interactions, which otherwise disguise the true interac-
tion structure in the correlation matrix.
No literature is currently available to implement this
approach in climate science. The present study aims
at filling this gap by adapting the correlations-focused
weighted-network LCC definition from [16] to climate
network analysis. We further modify the LCC defini-
tion of [16] by switching from (parametric) Pearson’s
to (non-parametric) Kendall’s correlations (which moves
from capturing linear to more general monotonic depen-
dencies between variables and imposes weaker require-
ments to sample size as compared to both Pearson’s and
Spearman’s correlation [17]) and relate the LCC of mean
sea level pressure correlation networks to available data
on tropical cyclones. We show that the LCC modifica-
tion based on three-way partial correlations outperforms




As a source of multivariate time series for construct-
ing climate correlation networks we use ERA5 reanalysis
data [18], which is essentially a model-based interpolation
of available climatic observational data to a regular grid
over geographic coordinates and time. We use time series
of mean sea level pressure (MSLP) on a coordinate grid
with step of 0.75° over latitude and longitude, and time
grid with step of 3 hours. The data are taken for the sea
surface within the range 5°N to 30°N latitude and 50°E
to 100°E longitude (northern part of the Indian ocean),
the time range covers 38 years from 1982 to 2019.
We compute pairwise correlations of MSLP anoma-
lies between the nodes of the geographic coordinate grid.
Anomaly is defined as the deviation of the ERA5 reanal-
ysis data from local daily climate normals, which in turn
are computed by averaging the observable (here, MSLP)
at the specific location (grid node) over all daily time
samples for the particular date of year and over all years
of observation (for simplicity, data for 29 February of leap
years are discarded).
We relate our findings to the Best Track data [19] on
tropical cyclones in the region, which are obtained from
the Regional Specialized Meteorological Centre for Trop-
ical Cyclones Over North Indian Ocean (India) and con-
tain information on the position and strength of all reg-
istered cyclones in the region over time.
B. Correlation analysis
To quantify correlation, we use the Kendall’s rank cor-
relation coefficient τ [20] (more precisely, the Goodman-
Kruskal version thereof, see below), which is defined
for a joint bivariate sample (taken for definiteness on
a grid of observation times {ti}) of two random vari-
ates (x1(ti), x2(ti)) as a normalized difference between
the counts of concordant and discordant pairs of bivari-
ate observations[21]. Normalization is meant to ensure
that τ ∈ [−1, 1], and in particular, τ = 1 (τ = −1) im-
plies a deterministic increasing (decreasing) functional
dependence between x1 and x2. Different formulations
for the normalizing denominator are available in the lit-
erature, depending on the chosen way to account for ties
(i.e. equality cases with xk(ti) = xk(tj)), which is still
a matter of research [22]. As long as ties are negligible
in our problem due to the continuous nature of climate
variables, the method of their resolution is not actually
significant. For definiteness, we opt to discard tied pairs
if such occur, and define the normalizing denominator as
the total of concordant and discordant pairs, as suggested
in [23], [24, Eq. (15.2) and below therein], the resultant
quantity also known as the Goodman-Kruskal gamma co-
efficient [25, Eq. (2.39) therein], named after authors who
applied it to variates taking on finite sets of values [26,
Eq. (21) therein].
Our choice of the Kendall’s rank correlation coefficient
over other available measures of association is due to the
following considerations: (i) it imposes weaker require-
ments on sample size compared to both Pearson’s and
Spearman’s correlation coefficients [17], which translates
into shorter length of the sliding time window, and hence
better time resolution; (ii) like any rank-order statis-
tics (including Spearman’s correlation), it is invariant
to monotone nonlinear transformations of variables [25,
Sec. 5.5], which is not the case with Pearson’s correla-
tion being only invariant to linear transformations (es-
sentially, Kendall’s and Spearman’s correlation assess the
proximity of a bivariate sample to an arbitrary mono-
tone dependence between variates, instead of proximity
to linear dependence as in Pearson’s correlation); (iii) it
is more robust to outliers (large-amplitude noise) than
both Pearson’s and Spearman’s correlation coefficients
[27].
Correlation coefficient attributed to a particular mo-
ment of time is computed over a time window of 10 days
preceding the given moment. We developed an optimized
online algorithm to compute Kendall’s rank correlation
coefficient over a sliding time window, which benefits
from the reuse of computation results obtained at the
previous position of the sliding window.
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C. Network metrics
We consider both weighted and unweighted networks,
the former represented by the full unchanged matrix of
Kendall’s pairwise rank correlation coefficients (τij), and
the latter constructed by thresholding the correlation ma-
trix: a pair of nodes are considered connected when their
correlation coefficient exceeds a threshold, which in turn
is chosen so that the fraction of connected nodes among
the total number of node pairs (edge density) is a speci-
fied quantity (taken equal to 5% for definiteness).
Local clustering coefficient (LCC) for a given node i
on an unweighted graph is defined as the ratio of the
number of closed triangles (connected triplets of nodes)
containing the node i to the total number of node triplets
constructed from this node and its adjacent nodes [28].
LCC may be expressed in terms of the adjacency matrix
aij of an unweighted graph (by definition, aij = 1 if a




1≤j<l≤N,(j,l 6=i) aij · ail · ajl∑
1≤j<l≤N(j,l 6=i) aij · ail
, (1)
where N is the total number of nodes in the network, and
indices i, j, l enumerate the nodes. Note that the denom-
inator in (1) is essentially the number of unordered pairs
(2-combinations) among the nodes adjacent to i and can
be equivalently expressed as ki(ki− 1)/2, where ki is the
degree of the node i (the number of the nodes adjacent
to i). We show the formulation (1) due to its straightfor-
ward correspondence with the weighted-network exten-
sion of the LCC definition (see Eq. (2) below).
Several extensions of the LCC definition to account for
weighted networks are available in the literature [16, 29–
32]. The version of [16] was specifically focused on cor-
relation networks, as opposed to other LCC definitions
adapted to weighted graphs in general. The idea behind
this definition is to compensate for the impact that indi-
rect interaction paths (e.g. node j interacting with node
i, which in turn interacts with node l) inevitably have
upon the correlation matrix. Namely, the nodes j and l
in the example above are expected to exhibit some corre-
lation even in the absence of actual direct interaction be-
tween them, implying that such indirect correlations dis-
guise the true interaction structure in the correlation ma-
trix. In order to minimize the influence of such indirect
correlations on the resultant LCC value, the definition of
LCC in [16] makes use of the three-way partial Pearson’s
product-moment correlation coefficient ρpartjl|i [33], which
essentially indicates the surplus correlation between the
nodes j and l beyond their indirect correlation through
the node i.
In our study we modify the LCC definition from [16]
by replacing all Pearson’s product-moment correlation
coefficients by the respective Kendall’s rank correlation
coefficients, which produces the expression
LCCweii =
∑
1≤j<l≤N,(j,l 6=i) |τij · τil · τ
part
jl|i |∑
1≤j<l≤N(j,l 6=i) |τij · τil|
, (2)
where the three-way partial Kendall’s rank correlation
coefficient τpartjl|i is defined according to [25, Section 12.6]
as
τpartjl|i =





Notably, this expression is analogous to the definition
of the three-way partial Pearson’s correlation coefficient
ρpartjl|i [16, 33] with all pairwise Pearson’s correlations re-
placed by the respective Kendall’s correlations.
As long as the expression (3) contains a division by
zero whenever |τij = 1| or |τil = 1|, such values of the
indices j and l are excluded from summation both in the
numerator and in the denominator of (2), whenever this
occurs (such cases turn out to be rare but not impossible
in our actual computations). Essentially, as mentioned
in Sec. II B, unity absolute value of Kendall’s τ implies
that the bivariate statistics within such a pair of variables
(between nodes i and j, or i and l) is indistinguishable
by available data from a deterministic monotone func-
tional dependence. This may be seen as a justification for
our decision to exclude such pairs of nodes from summa-
tion, which may be interpreted as them being temporar-
ily lumped together into a single node (for a particular
position of the time window), as soon as they turn out
to behave as a single node anyway. That said, exclud-
ing unity-correlated pairs of nodes inevitably introduces
a methodical perturbation into the obtained LCC value,
and the final justification for this operation relies mostly
on our observation that such perturbations, being rare
and relatively small, do not affect the capability of thus
computed LCC as a climate marker.
As it is pointed out in [16], the use of three-way partial
correlations, which naturally appear in (2) due to the
triangle-based nature of the LCC definition, allows to
avoid the computation of full partial correlation matrices
(taking account of all indirect correlation paths between
each pair of nodes), which is a difficult task in terms
of both computational burden and poor tractability for
statistical estimation [34].
Note also that due to the absolute value taken in (2),
positive and negative correlations are assumed to con-
tribute equally to the LCC value [16].
It was shown in [16] that LCC defined in terms of
three-way partial correlations better reveals the age de-
pendence of brain connectivity by functional magnetic
resonance data as compared to the LCC definition (1) for
unweighted networks (constructed by thresholding the
correlation matrix with two threshold values correspond-
ing to fixed edge densities 10% and 20%), and as well
to other available LCC definitions for weighted networks
[29–32]. The present study is the first to apply the LCC
definition (2) to climate networks.
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III. RESULTS
We have computed snapshots of LCC (namely, its re-
spective formulations (1) or (2)) for each position of the
sliding time window using both the full weighted corre-
lation network and the unweighted network with edge
density 5% obtained by thresholding the correlation ma-
trix. We focus on the relation of the computed LCC value
(both versions thereof) to the available data on tropical
cyclones in the region of interest, as per the Best Track
database [19]. We represent the results in the form of a
color geographic map for LCC (sea area only) for each
given position of the time window, superimposed with
a track of a cyclone if the current time of observation
(defined as the ending time of the time window used to
construct the network) falls within the existence period
of this cyclone.
We aim at demonstrating that the LCC formulation
(2) based on a weighted network may deliver informa-
tion associated with a tropical cyclone above and beyond
the information delivered by the unweighted LCC for-
mulation (1). In the present study we limit ourselves
to substantiating this statement by examples where it is
evident by a visual side-by-side comparison of the respec-
tive color maps. Several such examples are presented in
the Figure 1, where each row corresponds to a particu-
lar moment of observation (indicated above each map)
during a tropical cyclone (the name and the time pe-
riod of each cyclone is indicated above the cyclone track),
color encodes the unweighted (left column) and weighted
(right column) versions of LCC at the same observation
time. Each cyclone track is marked with a series of cir-
cles, whose radius visualizes the cyclone strength in the
respective location. The current position of a cyclone (at
the time of observation) is marked with a red circle.
The comparison of the respective maps in the Figure 1
on the left and on the right leads to an observation that
the weighted version of LCC (on the right) produces a
more pronounced local peak in the vicinity of the cur-
rent location of the cyclone than the unweighted version
thereof (on the left). Note that the Figure 1 intentionally
shows only examples supporting the statement above. In
other cases the weighted LCC version may show little
or no improvement over the unweighted version. Nev-
ertheless, when addressing a question, whether a new
quantitative indicator (here, the weighted-network LCC
formulation) should be included in the toolset of climate
network analysis to get the most information of it, even
an individual positive example is sufficient to draw a pos-
itive conclusion.
IV. CONCLUSION
We have found several particular cases where the new
proposed network marker defined by Eqs. (2) and (3)
turns out to be better associated to tropical cyclones than
the unweighted local clustering coefficient. This finding
alone is sufficient to recommend the usage of this marker
among the toolset of climate network analysis, in partic-
ular, in application to predicting extreme climate events.
Up to this point we have not identified any specific pre-
dictive criterion (e.g. for tropical cyclones) based on the
proposed marker. Formulating such a criterion, which re-
mains a matter of further study, would additionally make
possible a quantitative comparison of the considered net-
work measures in terms of prediction accuracy.
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