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a b s t r a c t
This paper addresses the problem of shape preserving spline interpolation formulated as
a differential multipoint boundary value problem (DMBVP for short). Its discretization
by mesh method yields a five-diagonal linear system which can be ill-conditioned for
unequally spaced data. Using the superposition principle we split this system in a set
of tridiagonal linear systems with a diagonal dominance. The latter ones can be stably
solved either by direct (Gaussian elimination) or iterative methods (SOR method and
finite-difference schemes in fractional steps) and admit effective parallelization. Numerical
examples illustrate the main features of this approach.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In practical applications we consider the problem of passing a curve/surface through a finite sequence of points. We
want the curve/surface to preserve in some sense the shape of the data. Hyperbolic tension splines (see [1–12]) and thin
plate splines [13–17] remain very popular tools to solve this problem. Unfortunately, it is difficult to evaluate such splines
especially for small and large tension parameters. At present, efficient methods to evaluate exponential functions are the
so-called (nonstationary) subdivision schemes (see [18–20]).
A method for constructing interpolation splines by solving differential multipoint boundary value problems (DMBVP)
with subsequent discretization was described in [1,3,17,4]. In comparison with the standard approach [12], this method
does not involve hyperbolic/biharmonic function evaluation, but requires the solution of a five-diagonal system, which can
be ill-conditioned for unequally spaced data (see [9]).
It is shown below that this system can be split into diagonally dominant tridiagonal linear ones, which can also be solved
without hyperbolic function evaluation and admit effective parallelization based on the superposition principle. The latter
systems can be efficiently treated by the Gaussian elimination or by iterative methods such as successive overrelaxation
(SOR) or finite-difference schemes in fractional steps [21].
The content of this paper is as follows. In Section 2we formulate the 1D problem. In Section 3, we give its finite-difference
approximation and show how to eliminate the ‘‘extra’’ unknowns. System splitting based on the superposition principle
is considered in Section 4. The basic steps of 1D algorithm are summarized in Section 5. Important particular cases of
discrete cubic splines and hyperbolic tension splines on a quasiuniformmesh are handled in Sections 6 and 7. In both cases
corresponding linear systems have a diagonal dominance. Section 8 presents a stable parallel algorithm for a five-diagonal
system. In Sections 9 and 10 we formulate the 2D problem and give its finite-difference approximation. The algorithm for
the numerical solution of 2D problem is described in Section 11. Section 12 gives the SOR iterative method. Section 13 is
concerned with a finite-difference scheme in fractional steps and treats its approximation and stability properties. Finally,
Section 14 provides some graphical examples to illustrate the main features of discrete hyperbolic and thin plate tension
splines.
∗ Tel.: +1 7 383 3307373; fax: +1 7 383 3306342.
E-mail address: kvasov@post.nsu.ru.
URL: http://kvasov.nsu.ru/.
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.05.019
844 B. Kvasov / Journal of Computational and Applied Mathematics 236 (2011) 843–859
2. 1D problem formulation
Suppose that we are given the data
(xi, fi), i = 0, . . . ,N + 1, (1)
where a = x0 < x1 < · · · < xN+1 = b. Define
f [xi, xi+1] = (fi+1 − fi)/hi, hi = xi+1 − xi, i = 0, . . . ,N.
Data (1) are called monotonically increasing if
f [xi, xi+1] ≥ 0, i = 0, . . . ,N,
and are called convex if
f [xi, xi+1] ≥ f [xi−1, xi], i = 1, . . . ,N.
The shape preserving interpolation problem consists in constructing a sufficiently smooth function S such that S(xi) = fi
for i = 0, . . . ,N + 1 and S is monotone/convex on the intervals of monotonicity/convexity of the input data.
Obviously, the solution to the shape preserving interpolation problem is not unique.We seek it in the formof a hyperbolic
tension spline.
Definition 1. The hyperbolic interpolation spline S with the set of tension parameters {pi ≥ 0| i = 0, . . . ,N} is defined as
the solution to the DMBVP
d4S
dx4
−

pi
hi
2 d2S
dx2
= 0 for all x ∈ (xi, xi+1), i = 0, . . . ,N, (2)
S ∈ C2[a, b] (3)
with the interpolation conditions
S(xi) = fi, i = 0, . . . ,N + 1 (4)
and the boundary conditions
S′′(a) = f ′′0 and S′′(b) = f ′′N+1. (5)
Boundary conditions (5) are used for simplicity. They can be replaced by boundary conditions of other types [3].
The second derivative values in the endpoint conditions (5) must be adjusted to the behavior of the data. Otherwise we
can obtain an incompatibility with the shape preserving restrictions [3]. For example, we can use the restrictions
f ′′0 f [x0, x1, x2] ≥ 0, f ′′N+1f [xN−1, xN , xN+1] ≥ 0.
If we set pi = 0 for all i in (2), then the solution to problem (2)–(5) is a cubic spline of the class C2, which gives a smooth
curve but does not always preserve the monotonicity/convexity of the input data. In the limit as pi → ∞, we obtain a
polygonal line that is shape preserving for the input data but is not smooth. In standard algorithms for automatic selection
of the shape parameters pi (see [3,7,8], etc.), the latter are chosen so that the resulting curve is as much similar to a cubic
spline as possible and simultaneously preserves the monotonicity/convexity of the input data.
3. Finite-difference approximation
Consider the discretization of the DMBVP formulated. For this purpose, on each subinterval [xi, xi+1], we introduce an
additional nonuniform mesh
xi,−1 < xi = xi,0 < xi,1 < · · · < xi,ni = xi+1 < xi,ni+1, ni ∈ N
with the steps hij = xi,j+1 − xij, j = −1, . . . , ni, i = 0, . . . ,N . We search for a mesh function
{ uij, j = −1, . . . , ni + 1, i = 0, . . . ,N },
satisfying the difference equations
24u[xi,j−2, . . . , xi,j+2] − 2
pi
hi
2
u[xi,j−1, xij, xi,j+1] = 0, j = 1, . . . , ni − 1, i = 0, . . . ,N. (6)
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The approximation of smoothness conditions (3) gives the relations
ui−1,ni−1 = ui,0,
D1i−1,ni−1ui−1,ni−1 = D1i,0ui,0, i = 1, . . . ,N, (7)
D2i−1,ni−1ui−1,ni−1 = D2i,0ui,0,
where
D1ijuij = λiju[xi,j−1, xij] + (1− λij)u[xij, xi,j+1],
D2ijuij = 2u[xi,j−1, xij, xi,j+1], λij = hij/(hi,j−1 + hij).
Conditions (4) and (5) are transformed into
ui,0 = fi, i = 0, . . . ,N, uN,nN = fN+1 (8)
and
u[x0,−1, x0,0, x0,1] = f ′′0 , u[xN,nN−1, xN,nN , xN,nN+1] = f ′′N+1. (9)
Relations (7) and boundary conditions (9) make it possible to eliminate the ‘‘extra’’ unknowns ui,−1 and ui,ni+1, i =
0, . . . ,N . To show this we use the notation
Mi = 2u[xi−1,ni−1−1, xi−1,ni−1 , xi−1,ni−1+1] = 2u[xi,−1, xi,0, xi,1].
Multiplying these equalities by hi−1,ni−1−1/2 and hi,0/2, respectively, we rewrite them in the form
D1i−1,ni−1ui−1,ni−1 = u[xi−1,ni−1−1, xi−1,ni−1 ] +
hi−1,ni−1−1
2
Mi,
D1i,0ui,0 = u[xi,0, xi,1] −
hi,0
2
Mi.
Using the second equality in (7) we obtain
Mi = 2u[xi−1,ni−1−1, xi,0, xi,1], i = 1, . . . ,N. (10)
Thus the second divided differences in Eq. (6) of the form
u[xi−1,ni−1−1, xi−1,ni−1xi−1,ni−1+1] and u[xi,−1, xi,0, xi,1]
can be replaced by u[xi−1,ni−1−1, xi,0, xi,1]. This permits us to eliminate the unknowns ui−1,ni−1+1 and ui,−1, i = 1, . . . ,N . The
unknowns u0,−1 and uN,nN+1 are eliminated from boundary conditions (9). The discretemesh solution is defined as
{ uij, j = 0, . . . , ni, i = 0, . . . ,N }. (11)
The existence and uniqueness conditions of a solution to linear system (6)–(9) will be obtained below.
4. System splitting and mesh solution evaluation
To solve system (6)–(9), we introduce the notation
Mij = 2u[xi,j−1, xij, xi,j+1], j = 0, . . . , ni; i = 0, . . . ,N. (12)
Then difference Eq. (6) on the interval [xi, xi+1] become
Mi,0 = Mi,
12
xi,j+2 − xi,j−2
 Mi,j+1 −Mij
xi,j+2 − xi,j−1 −
Mij −Mi,j−1
xi,j+1 − xi,j−2

−
pi
hi
2
Mij = 0, j = 1, . . . , ni − 1, (13)
Mi,ni = Mi+1,
whereMi andMi+1 are given numbers.
By virtue of (12) and in view of interpolation conditions (8), we have
ui,0 = fi,
2
hi,j−1 + hij
ui,j+1 − uij
hij
− uij − ui,j−1
hi,j−1

= Mij, j = 0, . . . , ni, (14)
ui,ni = fi+1.
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Thematrices of systems (13) and (14) are diagonally dominant. Thus these systems have a unique solution that can be stably
found by tridiagonal Gaussian elimination.
To solve systems (13) and (14), we only need to determine the values Mi, i = 0, . . . ,N + 1 so that conditions (7) and
(9) are satisfied. For this we use a superposition principle: the general solution to the linear system is a sum of the general
solution to the homogeneous system and the particular solution to the nonhomogeneous system.
Let αij and βij, j = 0, . . . , ni be the solutions to system (13) with the boundary conditions Mi,0 = 1, Mi,ni = 0 and
Mi,0 = 0,Mi,ni = 1, respectively. Then the solution to system (13) can obviously be written as
Mij = Miαij +Mi+1βij, j = 0, . . . , ni. (15)
Now, let γij and δij, i = 0, . . . , ni be the solutions to system (14) with the zero boundary conditions ui,0 = ui,ni = 0
and the right-hand sides αij and βij, respectively, and let εij be the solution to homogeneous system (14) with the boundary
conditions εi,0 = fi and εi,ni = fi+1. Since
εij = fi(1− tij)+ fi+1tij, j = 0, . . . , ni,
where tij = (xij − xi)/hi, we find for the solution to system (14) that
uij = fi(1− tij)+ fi+1tij +Miγij +Mi+1δij, j = 0, . . . , ni. (16)
As thematrices of systems (13) and (14) are diagonally dominant andmonotonous then applying themaximumprinciple
and the comparison theorem [22], we obtain
0 ≤ αij ≤ 1, 0 ≤ βij ≤ 1, 0 ≤ αij + βij ≤ 1,
−h2i /4 ≤ γij, δij ≤ 0, j = 0, . . . , ni, i = 0, . . . ,N.
Using the formula (16), substituting ui−1,ni−1−1 and ui,1 into (10), and taking into account boundary conditions (9), we
obtain
M0 = f ′′0 ,
aiMi−1 + biMi + ciMi+1 = di, i = 1, . . . ,N, (17)
MN+1 = f ′′N+1,
where
ai = −γi−1,ni−1−1hi−1,ni−1−1
, bi = hi−1,ni−1−1 + hi,02 −
δi−1,ni−1−1
hi−1,ni−1−1
− γi,1
hi,0
,
ci = − δi,1hi,0 , di =
fi+1 − fi
hi
− fi − fi−1
hi−1
.
The coefficients of system (17) are nonnegative. The system has a diagonal dominance if the following inequalities
bi ≥ ai + ci, i = 1, . . . ,N
are satisfied. The last ones are valid if the mesh is chosen so that
hi−1,ni−1−1
2
− δi−1,ni−1−1
hi−1,ni−1−1
≥ −γi−1,ni−1−1
hi−1,ni−1−1
,
hi,0
2
− γi,1
hi,0
≥ − δi,1
hi,0
, i = 1, . . . ,N. (18)
If the inequalities (18) are fulfilled, system (17) has a unique solution. The last one can be found by tridiagonal Gaussian
elimination or by some iterative method. For example, we can apply the successive overrelaxation method
M(k+1)i = (1− ω)M(k)i +
ω
bi

di − aiM(k+1)i−1 − ciM(k)i+1

, i = 1, . . . ,N
with the relaxation parameter ω ∈ (1, 2).
Let the scalars Mi be found for all i. Then system (6)–(9) is split in separate subsystems for each interval [xi, xi+1],
i = 0, . . . ,N . Systems (13) and (14) are easily transformed to systems with symmetric diagonally dominant matrices that
have positive diagonal elements. All their eigenvalues are positive and these matrices are well-conditioned. This provides
existence and uniqueness of the mesh solution.
Using the second equality in (7), we put
mi = D1i−1,ni−1−1ui−1,ni−1 = D1i,0ui,0, i = 1, . . . ,N.
Then
mi = u[xi−1,ni−1−1, xi−1,ni−1 ] +
hi−1,ni−1−1
2
Mi = u[xi,0, xi,1] − hi,02 Mi
B. Kvasov / Journal of Computational and Applied Mathematics 236 (2011) 843–859 847
and
mi = hi,0hi−1,ni−1−1 + hi,0
u[xi−1,ni−1−1, xi−1,ni−1 ] +
hi−1,ni−1−1
hi−1,ni−1−1 + hi,0
u[xi,0, xi,1], i = 1, . . . ,N.
These equalities permit us to easily find the scalars mi using mesh solutions. In particular, for the boundary conditions
S ′(a) = f ′0 and S ′(b) = f ′N+1 we obtainh0,0
2
− γ0,1
h0,0

M0 − δ0,1h0,0M1 = f [x0, x1] − f
′
0,
−γN,nN−1
hN,nN−1
MN +
hN,nN−1
2
− δN,nN−1
hN,nN−1

MN+1 = f ′N+1 − f [xN , xN+1].
These relations can be used instead of the first and last equations in system (17) if at the ends of the interval [a, b], the values
of the first derivative interpolation function are given.
5. 1D algorithm
In contrast to the standard approach [1,3,17] based on the direct solution of five-diagonal linear system (6)–(9), the
method described in Section 4 splits this system into tridiagonal linear systems whose solution does not require hyperbolic
function evaluation. This provides stability and a cheap and easy way of obtaining mesh solution (11).
The basic steps of the algorithm described in Section 4 are as follows.
Step 1. Solve 2(N + 1) tridiagonal systems (13) with the boundary conditionsMi,0 = 1,Mi,ni = 0 andMi,0 = 0,Mi,ni = 1 in
order to determine αij and βij (j = 0, . . . , ni, i = 0, . . . ,N), respectively.
Step 2. Solve 2(N + 1) tridiagonal systems (14) with the homogeneous boundary conditions ui,0 = ui,ni = 0 and the
right-hand sides αij and βij in order to determine γij and δij (j = 0, . . . , ni, i = 0, . . . ,N), respectively.
Step 3. Calculate the parametersMi (i = 0, . . . ,N + 1) from system (17).
Step 4. Find the values uij (j = 0, . . . , ni, i = 0, . . . ,N) by formula (16).
Steps 1 and 2 in this algorithm can be joined. Instead of 2(N + 1) tridiagonal systems (13) and (14), we consider N + 1
five-diagonal systems
ui,0 = fi, D2i,0ui,0 = Mi,
24u[xi,j−2, . . . , xi,j+2] − 2
pi
hi
2
u[xi,j−1, xij, xi,j+1] = 0, j = 1, . . . , ni − 1, i = 0, . . . ,N, (19)
ui,ni = fi+1, D2i,niui,ni = Mi+1.
First, we find the solutions γij and δij to these systems with the boundary conditions ui,0 = ui,ni = 0 and, accordingly,
D2i,0ui,0 = 1, D2i,niui,ni = 0 and D2i,0ui,0 = 0, D2i,niui,ni = 1; i.e. 2(N + 1) five-diagonal systems of form (19) are solved. Next,
Steps 3 and 4 are executed to determine the mesh solution uij (j = 0, . . . , ni, i = 0, . . . ,N).
These algorithms can be effectively parallelized using the superposition principle [23,21] and implemented on
multiprocessor computers.
6. Case of discrete cubic spline
Let us put to zero all tension parameters: pi = 0 for all i. In this case the solution to system (6) is a cubic polynomial that
can be represented as (see [24])
ui(x) = ui(xi)(1− t)+ ui(xi+1)t +Mi

Φi(x)− Φi(xi)(1− t)
+Mi+1Ψi(x)− Ψi(xi+1)t,
x ∈ [xi, xi+1], i = 0, . . . ,N, (20)
whereMj = D2j,0ui(xj), j = i, i+ 1, t = (x− xi)/hi.
Here functionsΦi and Ψi satisfy the conditions
Φi(xi+1 − hi,ni−1) = Φi(xi+1) = Φi(xi+1 + hi,ni) = 0, D2i,0Φi(xi) = 1,
Ψi(xi − hi,−1) = Ψi(xi) = Ψi(xi + hi,0) = 0, D2i,niΨi(xi+1) = 1
and can be written as
Φi(x) = (xi+1 − x− hi,ni−1)(xi+1 − x)(xi+1 − x+ hi,ni)2(3hi + ei,ni − ei,0)
,
Ψi(x) = (x− xi + hi,−1)(x− xi)(x− xi − hi,0)2(3hi + ei,ni − ei,0)
, (21)
eij = hij − hi,j−1, j = 0, ni.
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According to (20) and (21), we put
γi(x) = Φi(x)− Φi(xi)(1− t) = t(1− t)(x− xi − 2hi − ei,ni)2(3hi + ei,ni − ei,0)
h2i ,
δi(x) = Ψi(x)− Ψi(xi+1)t = t(1− t)(xi+1 − x− 2hi + ei,0)2(3hi + ei,ni − ei,0)
h2i .
Then in (16) we have
γij = γi(xij), δij = δi(xij), j = 0, . . . , ni.
For convenience instead of the inequalities (18) we consider the ones with respect to the intervals [xi, xi+1] of the main
mesh
ri,1 = hi,02 −
γi,1
hi,0
+ δi,1
hi,0
≥ 0, ri,ni−1 =
hi,ni−1
2
+ γi,ni−1
hi,ni−1
− δi,ni−1
hi,ni−1
≥ 0, i = 0, . . . ,N.
By formulas (34) we obtain
ri,1 = hi2 +
2δi,1
hi,0
= hi
2
− 2
hi
Ψi(xi+1) = hi(hi + ei,0 + ei,ni)+ 2hi,0hi,−12(3hi + ei,ni − ei,0)
,
ri,ni−1 =
hi
2
+ 2γi,ni−1
hi,ni−0
= hi
2
− 2
hi
Φi(xi) = hi(hi − ei,0 − ei,ni)+ 2hi,ni−1hi,ni2(3hi + ei,ni − ei,0)
.
If now max(|ei,0|, |ei,ni |) ≤ hi/2 for all i, then ri,1 > 0 and ri,ni−1 > 0 and system (17) is diagonally dominant. Hence, the
discrete cubic spline exists and is unique.
7. Case of quasiuniformmesh
Let us consider the mesh which is uniform separately on each interval [xi, xi+1], i = 0, . . . ,N , i.e. hij = τi for
j = −1, . . . , ni. In this case the solution to system (6) can be represented as (see [1,3])
uij = Ui(xij), j = −1, . . . , ni + 1,
where
Ui(x) = fi(1− t)+ fi+1t + ϕi(1− t)h2i Mi + ϕi(t)h2i Mi+1 (22)
and
ϕi(t) = sinh(kit)− t sinh(ki)p2i sinh(ki)
, ki = 2ni ln
 pi
2ni
+

pi
2ni
2
+ 1
 .
System (17) can be rewritten as
M0 = f ′′0 ,
−γi−1,ni−1−1
τi−1
Mi−1 +
τi−1 + τi
2
− δi−1,ni−1−1
τi−1
− γi,1
τi

Mi − δi,1
τi
Mi+1 = di, i = 1, . . . ,N, (23)
MN+1 = f ′′N+1.
According to (22) we have
αi = −δi,1
τi
= − 1
τi
ϕi(ti,1)h2i = −nihiϕi
 1
ni

= −hi ni sinh(ki/ni)− sinh(ki)p2i sinh(ki)
= −γi,ni−1
τi
,
βi = τi2 −
γi,1
τi
= τi
2
− 1
τi
ϕi(1− ti,1)h2i = hi
 1
2ni
− niϕi

1− 1
ni

= τi
2
− δi,ni−1
τi
.
Function ϕi satisfies the conditions
ϕi(0) = ϕi(1) = Λiϕi(0) = 0, Λiϕi(1) = h−2i ,
where
Λiϕi(t) = ϕi(t − τi)− 2ϕi(t)+ ϕ(t + τi)
τ 2i
.
It follows from here that
ϕi

− 1
ni

+ ϕi
 1
ni

= 0, ϕi

1− 1
ni

+ ϕi

1+ 1
ni

= 1
n2i
.
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Applying the second of these relations we have
βi = hini2

ϕi

1+ 1
ni

− ϕi

1− 1
ni

= hi ni cosh(ki) sinh(ki/ni)− sinh(ki)p2i sinh(ki)
.
Using power series expansions of the hyperbolic functions in the above expressions for αi and βi, we obtain
βi ≥ 2αi > 0, i = 0, . . . ,N for all ni > 1, pi ≥ 0.
Therefore, system (23) is diagonally dominant. Hence, it has a unique solution. Eliminating from this system the
parameters M0 and MN+1 we obtain a system with a symmetric matrix whose eigenvalues are all positive. Now we can
conclude that quasiuniform mesh system (6)–(9) has a unique solution which can be represented in the form U(xij),
j = −1, . . . , ni + 1, i = 0, . . . ,N , while the constantsMi are determined from system (23).
Matrices of systems (13), (14) and (23) are diagonally dominant and can be easily transformed to symmetric matrices
with positive diagonal elements that are positive definite (all their eigenvalues are positive) andwell-conditioned. Therefore,
the solution of these systems can be stably obtained by Gaussian elimination or by different iterative methods (Jacoby,
Gauss–Seidel, SOR, etc.) that are all convergent.
8. Parallel algorithm for five-diagonal system
For quasiuniform mesh system (6)–(9) after eliminating the unknowns ui,−1, ui,ni+1, i = 0, . . . ,N takes the form
(see [1,3])
Au = b, (24)
where
u = (u0,1, . . . , u0,n0−1, u1,1, . . . , u2,1, . . . , uN,1, . . . , uN,nN−1)T ,
b = (−(a0 + 2)f0 − τ 20 f ′′0 ,−f0, 0, . . . , 0,−f1,−γ0,n0−1f1,−γ1,1f1,−f1, 0, . . . , 0,−fN+1,−(aN + 2)fN+1 − τ 2N f ′′N+1)T
with
γi−1,ni−1−1 = ai−1 + 2
ρi − 1
ρi
, γi,1 = ai + 2(1− ρi), i = 1, . . . ,N
and A is the following five-diagonal matrix
b0 − 1 a0 1
a0 b0 a0 1
1 a0 b0 a0 1
. . .
1 a0 b0 a0
1 a0 η0,n0−1 δ0,n0−1
δ1,1 η1,1 a1 1
a1 b1 a1 1
. . .
1 aN bN aN 1
1 aN bN aN
1 aN bN − 1

with
ai = −(4+ ωi), bi = 6+ 2ωi, ωi =

pi
ni
2
; i = 0, . . . ,N,
ηi−1,ni−1−1 = bi−1 +
1− ρi
1+ ρi , ηi,1 = bi +
ρi − 1
ρi + 1 , ρi =
τi
τi−1
,
δi−1,ni−1−1 =
2
ρi(ρi + 1) , δi,1 = 2
ρ2i
ρi + 1 , i = 1, . . . ,N.
In [1,3,17] system (24) is solved using five-diagonal Gaussian elimination. In the general case for unequally spaced data
this systemmay be ill-conditioned [9]. To avoid this problem let us consider a parallel algorithm of Gaussian elimination for
the solution of system (24).
We cancel equations of system (24) which are most close to the data points xi or more precisely the equations
(b0 − 1)u0,1 + a0u0,2 + u0,3 = −(a0 + 2)f0 − τ 20 f ′′0 ,
ui−1,ni−1−3 + ai−1ui−1,ni−1−2 + ηi−1,ni−1−1ui−1,ni−1−1 + δi−1,ni−1−1ui,1 = −γi−1,ni−1−1fi, (25)
δi,1ui−1,ni−1−1 + ηi,1ui,1 + aiui,2 + ui,3 = −γi,1fi, i = 1, . . . ,N,
uN,nN−3 + aNuN,nN−2 + (bN − 1)uN,nN−1 = −(aN + 2)fN+1 − τ 2N f ′′N+1.
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Let numbers u(0)i,1 , u
(0)
i,ni−1, i = 0, . . . ,N , be given which correspond to the removed equations. System (24) is split in N+1
subsystems
ui,0 = fi, ui,1 = u(0)i,1 ,
ui,j−2 + aiui,j−1 + biuij + aiui,j+1 + ui,j+2 = 0, j = 2, . . . , ni − 2, (26)
ui,ni−1 = u(0)i,ni−1, ui,ni = fi+1.
Let us show that the obtained systems have a unique solution which can be found by usual five-diagonal Gaussian
elimination.
We rewrite system (26) as
Aiui = fi,
where
ui = (ui,2, ui,3, . . . , ui,ni−2)T ,
fi = (−aiu(0)i,1 − fi,−u(0)i,1 , 0, . . . , 0,−u(0)i,ni−1,−aiu(0)i,ni−1 − fi+1)T .
The matrix Ai is symmetric. We observe that
Ai = Ci + Di, Ci = B2i − ωiBi,
where
Bi =

−2 1
1 −2 1
. . .
. . .
. . .
1 −2 1
1 −2
 , Di =

1
0
. . .
0
1
 .
Since,
λj(Bi) = −2

1− cos jπ
mi

, j = 1, . . . ,mi − 1, mi = ni − 2,
we have
λj(Ci) = 4

1− cos jπ
mi
2
+ 2ωi

1− cos jπ
mi

, j = 1, . . . ,mi − 1.
In addition, the eigenvalues of Di are 0 and 1, thus we deduce from a corollary of the Courant–Fisher theorem [25] that the
eigenvalues of Ai satisfy the following inequalities
λj(Ai) ≥ λj(Ci) ≥ 4

1− cos π
mi
2
+ 2ωi

1− cos π
mi

.
Hence, Ai is a positive matrix and we directly obtain that the five-diagonal linear system has a unique solution which can
be stably found by usual five-diagonal Gaussian elimination [25].
We obtain a solution u(0)ij , j = 0, . . . , ni, i = 0, . . . ,N .
Using Eqs. (25) let us recalculate the scalars u(0)i,1 , u
(0)
i,ni−1, i = 0, . . . ,N . For i = 1, . . . ,N we find
u(1)i−1,ni−1−1 =
1
∆i

ηi,1F
(0)
i,1 − δi−1,ni−1−1F (0)i,2

,
u(1)i,1 =
1
∆i
−δi,1F (0)i,1 + ηi−1,ni−1−1F (0)i,2 ,
where
F (0)i,1 = −γi−1,ni−1−1fi − ai−1u(0)i−1,ni−1−2 − u(0)i−1,ni−1−3,
F (0)i,2 = −γi,1fi − aiu(0)i,2 − u(0)i,3 ,
∆i = bi−1bi + (bi − bi−1)1− ρi1+ ρi − 1.
From first and last equations of system (25) we calculate
u(1)0,1 =
1
1− b0

(a0 + 2)f0 + τ 20 f ′′0 + a0u(0)0,2 + u(0)0,3

,
u(1)N,nN−1 =
1
1− bN

(aN + 2)fN+1 + τ 2N f ′′N+1 + aNu(0)N,nN−2 + u(0)N,nN−3

.
Solving repeatedly system (26) we obtain a solution u(1)ij , j = 0, . . . , ni, i = 0, . . . ,N , etc. The calculations show that this
algorithm is convergent.
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9. 2D problem formulation
Let us consider a rectangular domainΩ = Ω ∪ Γ where
Ω = {(x, y)|a < x < b, c < y < d}
and Γ is the boundary ofΩ . We consider onΩ a mesh of lines∆ = ∆x ×∆y with
∆x : a = x0 < x1 < · · · < xN+1 = b,
∆y : c = y0 < y1 < · · · < yM+1 = d,
which divides the domainΩ into the rectanglesΩ ij = Ωij ∪ Γij where
Ωij = {(x, y)| x ∈ (xi, xi+1), y ∈ (yj, yj+1)}
and Γij is the boundary ofΩij, i = 0, . . . ,N , j = 0, . . . ,M .
Let us associate to the mesh∆ the data
(xi, yj, fij), i = 0, . . . ,N + 1, j = 0, . . . ,M + 1,
f (2,0)ij , i = 0,N + 1, j = 0, . . . ,M + 1,
f (0,2)ij , i = 0, . . . ,N + 1, j = 0,M + 1,
f (2,2)ij , i = 0,N + 1, j = 0,M + 1,
where
f (r,s)ij =
∂ r+sf (xi, yj)
∂xr∂ys
, r, s = 0, 2.
We denote by C2,2[Ω] the set of all continuous functions f onΩ having continuous partial and mixed derivatives up to
the order 2 in x and y variables. We call the problem of searching for a function S ∈ C2,2[Ω] with interpolation conditions
S(xi, yj) = fij, i = 0, . . . ,N+1, j = 0, . . . ,M+1, and such that S preserves the shape of the initial data the shape preserving
interpolation problem. This means that wherever the data increase (decrease) monotonically, S has the same behavior, and
S is convex (concave) over intervals where the data are convex (concave).
Evidently, the solution of the shape preserving interpolation problem is not unique. We are looking for a solution of this
problem as a thin plate tension spline. As usually we denote by∆ the Laplace operator∆S = ∂2S/∂x2 + ∂2S/∂y2.
Definition 2. An interpolating thin plate tension spline S with two sets of tension parameters {0 ≤ pij < ∞| i = 0,
. . . ,N, j = 0, . . . ,M + 1} and {0 ≤ qij <∞| i = 0, . . . ,N + 1, j = 0, . . . ,M} is a solution of the DMBVP
∆2S − rij∆S = 0 in eachΩij, (27)
where
rij = max
piα
hi
2
,
qβj
lj
2
, α = j, j+ 1, β = i, i+ 1,
hi = xi+1 − xi, lj = yj+1 − yj, i = 0, . . . ,N, j = 0, . . . ,M,
and
∂4S
∂x4
−

pij
hi
2
∂2S
∂x2
= 0, x ∈ (xi, xi+1), i = 0, . . . ,N, y = yj, j = 0, . . . ,M + 1, (28)
∂4S
∂y4
−

qij
lj
2
∂2S
∂y2
= 0, y ∈ (yj, yj+1), j = 0, . . . ,M, x = xi, i = 0, . . . ,N + 1, (29)
S ∈ C2,2[Ω], (30)
with the interpolation conditions
S(xi, yj) = fij, i = 0, . . . ,N + 1, j = 0, . . . ,M + 1, (31)
and the boundary conditions
S(2,0)(xi, yj) = f (2,0)ij , i = 0,N + 1, j = 0, . . . ,M + 1,
S(0,2)(xi, yj) = f (0,2)ij , i = 0, . . . ,N + 1, j = 0,M + 1, (32)
S(2,2)(xi, yj) = f (2,2)ij , i = 0,N + 1, j = 0,M + 1.
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By this definition an interpolating thin plate tension spline S is a set of the interpolating thin plate tension functions
which satisfy (27), match up smoothly and form a twice continuously differentiable function both in x and y variables
S(r,0)(xi − 0, y) = S(r,0)(xi + 0, y), r = 0, 1, 2, i = 1, . . . ,N,
S(0,s)(x, yj − 0) = S(0,s)(x, yj + 0), s = 0, 1, 2, j = 1, . . . ,M. (33)
C2 smoothness of the interpolating hyperbolic tension splines in (28) and (29) was proven in [1,3]. The computation of
the interpolating thin plate tension spline reduces to a computation of infinitely many proper one-dimensional hyperbolic
tension splines.
For all pij, qij → 0 the solution of (27)–(32) becomes a thin plate spline [14] while in the limiting case as pij, qij → ∞
in rectangleΩ ij the spline S turns into a linear function separately by x and y, and obviously preserves the shape properties
of the data on Ω ij. By increasing one or more of tension parameters the surface is pulled toward an inherent shape while
at the same time keeping its smoothness. Thus, the DMBVP gives an approach to solve the shape preserving interpolation
problem.
10. Finite-difference approximation of DMBVP
For practical purposes, it is often necessary to know the values of the solution S of a DMBVP only over a prescribed grid
instead of its global analytic expression. In this section, we consider a finite-difference approximation of the DMBVP. This
provides a linear system whose solution is called amesh solution. It turns out that the mesh solution is not a tabulation of S
but is supposed to be some approximation of it.
Let ni,mj ∈ N, i = 0, . . . ,N , j = 0, . . . ,M , be given such that
hi
ni
= lj
mj
= h.
We are looking for a mesh function
uik;jl| k = −1, . . . , ni + 1, i = 0, . . . ,N; l = −1, . . . ,mj + 1, j = 0, . . . ,M

,
satisfying the difference equations[
Λ1 +Λ2
2
− rij

Λ1 +Λ2

uik;jl = 0, (34)
k = 1, . . . , ni − 1, i = 0, . . . ,N; l = 1, . . . ,mj − 1, j = 0, . . . ,M ,[
Λ21 −

pij
hi
2
Λ1
]
uik;jl = 0, (35)
k = 1, . . . , ni − 1, i = 0, . . . ,N; l = 0 if j = 0, . . . ,M − 1; l = 0,mM if j = M ,[
Λ22 −

qij
lj
2
Λ2
]
uik;jl = 0, (36)
k = 0 if i = 0, . . . ,N − 1; k = 0, nN if i = N; l = 1, . . . ,mj − 1, j = 0, . . . ,M , where
Λ1uik;jl = ui,k+1;jl − 2uik;jl + ui,k−1;jlh2 ,
Λ2uik;jl = uik;j,l+1 − 2uik;jl + uik;j,l−1h2 .
The smoothness conditions (30) are changed to
ui−1,ni−1;jl = ui,0;jl,
ui−1,ni−1+1;jl − ui−1,ni−1−1;jl
2h
= ui1;jl − ui,−1;jl
2h
, (37)
Λ1ui−1,ni−1;jl = Λ1ui,0;jl, i = 1, . . . ,N, l = 0, . . . ,mj, j = 0, . . . ,M,
uik;j−1,mj−1 = uik;j,0,
uik;j−1,mj−1+1 − uik;j−1,mj−1−1
2h
= uik;j,1 − uik;j,−1
2h
, (38)
Λ2uik;j−1,mj−1 = Λ2uik;j,0, k = 0, . . . , ni, i = 0, . . . ,N, j = 1, . . . ,M.
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Conditions (31) and (32) take the form
ui,0;j,0 = fij, uN,nN ;j,0 = fN+1,j,
ui,0;M,mM = fi,M+1, uN,nN ;M,mM = fN+1,M+1, i = 0, . . . ,N, j = 0, . . . ,M, (39)
and
Λ1u0,0;j,0 = f (2,0)0,j , j = 0, . . . ,M;
Λ1u0,0;M,mM = f (2,0)0,M+1,
Λ1uN,nN ;j,0 = f (2,0)N+1,j, j = 0, . . . ,M;
Λ1uN,nN ;M,mM = f (2,0)N+1,M+1,
Λ2ui,0;0,0 = f (0,2)i,0 , i = 0, . . . ,N;
Λ2uN,nN ;0,0 = f (0,2)N+1,0,
Λ2ui,0;M,mM = f (0,2)i,M+1, i = 0, . . . ,N;
Λ2uN,nN ;M,mM = f (0,2)N+1,M+1,
Λ1Λ2u0,0;0,0 = f (2,2)0,0 , Λ1Λ2uN,nN ;0,0 = f (2,2)N+1,0,
Λ1Λ2u0,0;M,mM = f (2,2)0,M+1, Λ1Λ2uN,nN ;M,mM = f (2,2)N+1,M+1.
(40)
11. 2D algorithm
To solve finite-difference system (34)–(40) we propose first to find its solution on the refinement of the main mesh ∆.
The latter can be achieved in four steps.
First step. Evaluate all tension parameters pij on the lines y = yj, j = 0, . . . ,M + 1 and qij on the lines x = xi,
i = 0, . . . ,N + 1 by one of 1D algorithms for an automatic selection of shape control parameters; see, e.g., [3,7,8], etc.
Second step. Construct discrete hyperbolic tension splines [1] in the x direction by solving theM+ 2 linear systems (35). As
a result, one finds the values of the mesh solution on the lines y = yj, j = 0, . . . ,M + 1 of the mesh∆ in the x direction.
Third step. Construct discrete hyperbolic tension splines in the y direction by solving the N + 2 linear systems (36). This
gives us the values of the mesh solution on the lines x = xi, i = 0, . . . ,N + 1 of the mesh∆ in the y direction.
Fourth step. Construct discrete hyperbolic tension splines in the x and ydirections interpolating the data f (2,0)ij , i = 0,N+1,
j = 0, . . . ,M + 1, and f (0,2)ij , i = 0, . . . ,N + 1, j = 0,M + 1, on the boundary Γ . This gives us the values
Λ1u0,0;jl, Λ1uN,nN ;jl, l = 0, . . . ,mj, j = 0, . . . ,M,
Λ2uik;0,0, Λ2uik;M,mM , k = 0, . . . , ni, i = 0, . . . ,N. (41)
Now the system of difference equation (34)–(40) can be substantially simplified by eliminating the unknowns
uik;jl, k = −1, ni + 1, i = 0, . . . ,N, l = 0, . . . ,mj, j = 0, . . . ,M,
uik;jl, k = 0, . . . , ni, i = 0, . . . ,N, l = −1,mj + 1, j = 0, . . . ,M,
using relations (37) and (38), and the boundary values (40).
As a result one obtains a system with (ni − 1)(mj − 1) difference equations and the same number of unknowns in each
rectangle Ωij, i = 0, . . . ,N , j = 0, . . . ,M . This linear system can be efficiently solved by the SOR algorithm or applying
finite-difference schemes in fractional steps on single- or multiprocessor computers.
12. SOR iterative method
Using a piecewise linear interpolation of the mesh solution from the main mesh ∆ onto the refinement let us define a
mesh function
{u(0)ik;jl| k = 0, . . . , ni, i = 0, . . . ,N, l = 0, . . . ,mj, j = 0, . . . ,M}. (42)
In each rectangle Ωij, i = 0, . . . ,N , j = 0, . . . ,M , the difference equation (34) can be rewritten in the componentwise
form
uik;jl = 1
αij

βij

ui,k−1;jl + ui,k+1;jl + uik;j,l−1 + uik;j,l+1
− 2ui,k−1;j,l−1 + ui,k−1;j,l+1 + ui,k+1;j,l−1 + ui,k+1;j,l+1
− uik;j,l−2 − uik;j,l+2 − ui,k−2;jl − ui,k+2;jl

, (43)
where αij = 20+ 4rij and βij = 8+ rij.
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Now using (43) we can write down SOR iterations to obtain a numerical solution on the refinement
uik;jl = 1
αij

βij

u(ν+1)i,k−1;jl + u(ν)i,k+1;jl + u(ν+1)ik;j,l−1 + u(ν)ik;j,l+1
− 2u(ν+1)i,k−1;j,l−1 + u(ν)i,k−1;j,l+1 + u(ν+1)i,k+1;j,l−1 + u(ν)i,k+1;j,l+1
− u(ν+1)ik;j,l−2 − u(ν)ik;j,l+2 − u(ν+1)i,k−2;jl − u(ν)i,k+2;jl

,
u(ν+1)ik;jl = u(ν)ik;jl + ω(uik;jl − u(ν)ik;jl), 1 < ω < 2, ν = 0, 1, . . . , k = 1, . . . , ni − 1, i = 0, . . . ,N,
l = 1, . . . ,mj − 1, j = 0, . . . ,M .
Outside the domain Ω the extra unknowns u0,−1;jl, uN,nN+1;jl, l = 0, . . . ,mj, j = 0, . . . ,M , and uik;0,−1, uik;M,mM+1,
k = 0, . . . , ni, i = 0, . . . ,N , are eliminated using (41) and are not part of the iterations.
13. Method of fractional steps
The system of difference equations obtained in Section 11 can be efficiently solved by themethod of fractional steps [26].
Using the initial approximation (42) let us consider in each rectangleΩij, i = 0, . . . ,N , j = 0, . . . ,M , the following splitting
scheme
un+1/2 − un
τ
+ Λ11un+1/2 +Λ12un = 0,
un+1 − un+1/2
τ
+Λ22un+1 +Λ12un+1/2 = 0, (44)
where
Λ11 = Λ21 − rijΛ1, Λ22 = Λ22 − rijΛ2, Λ12 = Λ1Λ2,
u = uik;jl| k = 1, . . . , ni − 1, i = 0, . . . ,N; l = 1, . . . ,mj − 1, j = 0, . . . ,M.
Eliminating from here the fractional step un+1/2 yields the following scheme in whole steps, equivalent to the scheme
(44),
un+1 − un
τ
+ (Λ11 +Λ22)un+1 + 2Λ12un + τ(Λ11Λ22un+1 −Λ212un) = 0. (45)
It follows from here that the scheme (45) and the equivalent scheme (44) possess the property of complete
approximation [26] only in the case if
Λ11Λ22 = Λ212 or rij = 0 for all i, j.
Let us prove the unconditional stability of the scheme (44) or, which is equivalent, the scheme (45). Using usual harmonic
analysis [26] assume that
un = ηneiπz, un+1/2 = ηn+1/2eiπz, z = k1 x− xihi + k2
y− yj
lj
. (46)
Substituting Eqs. (46) into Eqs. (44) we obtain the amplification factors
ρ1 = ηn+1/2
ηn
= 1− a1a2
1− p√τa1 + a21
, ρ2 = ηn+1
ηn+1/2
= 1− a1a2
1− q√τa2 + a22
,
ρ = ρ1ρ2 = (1− a1a2)
2
(1− p√τa1 + a21)(1− q
√
τa2 + a22)
,
where
a1 = −4
√
τ
h2
sin2

k1h
2
π
hi

, k1 = 1, . . . , ni − 1, nih = hi,
a2 = −4
√
τ
h2
sin2

k2h
2
π
lj

, k2 = 1, . . . ,mj − 1, mjh = lj.
It follows from here that
0 ≤ ρ ≤ (1− a1a2)
2
(1+ a21)(1+ a22)
≤

1− a1a2
1+ a1a2
2
< 1
for any τ . This proves the unconditional stability of the scheme (44).
At each fractional step in (44) one has to solve a linear system with a symmetric positive definite pentadiagonal matrix.
This is much cheaper than directly solving the linear system (42). However, in general the scheme (44) has the property
of incomplete approximation [26]. For this reason, in iterations we have to use small values of the iteration parameter τ ,
e.g.,
√
τ/h2 = const .
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Table 1
Akima’s data [27].
xi 0 2 3 5 6 8 9 11 12 14 15
fi 10 10 10 10 10 10 10.5 15 50 60 85
a b
Fig. 1. Akima’s data with boundary conditions M0 = MN+1 = 0. (a) Interpolating discrete cubic spline (pi = 0). (b) Discrete hyperbolic spline with
p5 = p6 = p8 = 10.
Table 2
Späth’s data [12].
xi 0 1.0 1.5 2.5 4.0 4.5 5.5 6.0 8.0 10
fi 10 8.0 5.0 4.0 3.5 3.4 6.0 7.1 8.0 8.5
a b
Fig. 2. Interpolation Späth’s data [12]. Graphs of (a) cubic (pi = 0) and (b) hyperbolic (pi = 10) discrete splines.
14. Graphical examples
The aim of this section is to illustrate the tension features of discrete hyperbolic and thin plate tension splines on
quasiuniform mesh with some popular examples. Before, we want to notice that the continuous form Ui of our solution
given in (22) has the good shape preserving properties of cubics (see, e.g., [8]) in the sense that Ui is convex (concave) in
[xi, xi+1] if and only if Mi+j ≥ 0 (≤ 0), j = 0, 1, and has at most one inflection point in [xi, xi+1]. In order to preserve the
shape of the data, we therefore simply have to analyze the valuesΛiui0 andΛiui,ni and increase (if necessary) the values of
the tension parameters. All the strategies proposed for the automatic choice of tension parameters in continuous hyperbolic
tension spline interpolation can be used in our discrete context, see e.g., [3,7,8].
In the first example we have taken Akima’s data [27] of Table 1 and constructed discrete interpolants with 20 points for
each interval, with end conditionsM0 = 0 andMN+1 = 0. Fig. 1(a) shows the plot produced by a uniform choice of tension
factors, namely pi = 0. Fig. 1(b) shows a second mesh solution, which perfectly reproduces the data shape, where we have
set p5 = p6 = p8 = 10 while the remaining pi are unchanged.
The data for Fig. 2 (Table 2) were taken from [12]. The interpolating discrete cubic spline in Fig. 2(a) has extraneous
inflection points on the first, third, fourth and eighth intervals. Discrete hyperbolic spline in Fig. 2(b) (pi = 10 for all i) has
no such oscillations.
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a b
Fig. 3. Exponential boundary-layer type data [28]. (a) Interpolating discrete cubic spline (pi = 0). (b) Discrete hyperbolic spline (p9 = 10).
a b
Fig. 4. Model rocket’s data. (a) Interpolating discrete cubic spline (pi = 0). (b) Discrete hyperbolic spline with p0 = 5, p4 = 10, p6 = 15 and p7 = 30.
The data for the next example were taken from [28]. We consider interpolating the function
f (x) = 1− exp(100x)− 1
exp(100)− 1 , x ∈ [0, 1]
on the uniformmesh: xi = i/10, i = 0, 1, . . . , 10. In Fig. 3(a) the graph of the discrete cubic spline is shown (pi = 0 for all i).
The spline gives unacceptable oscillations. It is possible only to decrease their amplitude by either introducing a nonuniform
mesh that concentrates the knots in the domain having large gradients, or by choosing an appropriate parametrization. At
the same time in Fig. 3(b) the discrete hyperbolic spline with p9 = 10 exhibits the same monotonicity and convexity as f .
In both cases the end conditions S ′(x0) = 0 and S ′(x10) = −100 were used.
The next test used the following set of data which arises from thrust versus time measurements of model rockets:
{xi} = {0, .1, .2, . . . , 1}, {yi} = {0, 5, 33.5, 33, 16.5, 16, 16, 16, 16, 6, 0}. Fig. 4(a) shows a plot of the interpolating discrete
cubic spline which does not have the proper initial behavior and fails to preserve shape properties of the data. In contrast,
the proper choice of tension parameters in Fig. 4(b) with p0 = 5, p4 = 10, p6 = 15 and p7 = 30 overcomes both of these
difficulties.
In Sections 5 and 7 we have considered a parallel algorithm for the solution of linear systems based on the superposition
principle. This algorithmwas successfully tested on numerical examples considered in this section. Using the approach [23,
21] system (23) was split in three approximately equal parts. The number of iterations to obtain convergence maxj |M(k)j −
M(k−1)j | ≤ 0, 01 did not exceed 10. The parallel algorithm for the five-diagonal system from Section 8 takes slightly more
iterations.
In 2D case the approach developed in this paper was tested on a number of numerical examples. Because of space
limitations we consider here only two of them. The initial data (xij, yij, fij) in Fig. 5 were obtained by taking Akima’s data in
Table 1 both in x and y directions and using the formula f˜ij = fi + fj. As shown in Fig. 6 the usual discrete thin plate spline
does not preserve the monotonicity and convexity properties of the initial data. On the other hand the discrete thin plate
spline with tension in Fig. 7 preserves the data shape and gives a visually smooth surface.
The initial topographical data is shown in Fig. 8. Fig. 9 is obtained by setting all tension parameters to zero, that is,
considering the usual discrete thin plate spline interpolating the data. It gives oscillations which are unnatural for the data.
The situation can be substantially improved by using the thin plate tension spline with automatic selection of the shape
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Fig. 5. The initial data.
Fig. 6. The thin plate interpolation without tension.
Fig. 7. The thin plate interpolation under tension.
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Fig. 8. A view of the initial topographical data.
Fig. 9. A surface with no tension.
Fig. 10. The resulting surface under tension.
control parameters. The resulting discrete tension spline in Fig. 10 has no oscillations and simultaneously keeps a visually
smooth surface.
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Applying the SOR iterative method or using the method of fractional steps we obtain practically the same results.
However the method of fractional steps converges about three times faster than the SOR iterations. But the operation count
at each step of the SOR iterative method is approximately three times less than that in the method of fractional steps.
Therefore, the performance of both methods is very similar. They can be also easily modified for use on parallel processor
computers.
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