Healthcare-associated infections (HAIs) are a leading cause of adverse patient outcomes. Further elucidation of the etiology of these infections and the pathogens that cause them has been a primary goal of research in infection control and healthcare epidemiology. Longitudinal studies, in particular, afford a range of statistical methods to better understand the process of pathogen acquisition or HAI development. This review intends to convey the scope of available statistical methodology.
INTRODUCTION
Healthcare-associated infections (HAIs) are a major threat to patient safety. A large literature exists on the etiology of HAIs, the transmission dynamics and risk factors for acquiring specific healthcareassociated pathogens, and the impact of interventions to prevent HAIs and organism transmission. Most available data are from observational cohort studies. Randomization of hospital and patient-level exposures is often not feasible or presents ethical dilemmas. A number of statistical approaches are available for longitudinal data, and each method can inform distinct aspects of the infection or colonization process. Logistic regression is the most frequent method of analysis. Other methods include Poisson regression, survival analyses, or mechanistic (mathematical) models. Below, we discuss approaches to the analysis of data from cohort studies and important considerations for each approach.
LOGISTIC REGRESSION
Commonly employed to analyze case-control studies, logistic regression has many other applications. Its use in healthcare epidemiology is widespread as it is easily performed and interpreted by the infection control community. In a review of observational studies published in 2014 from two major journals within the field (American Journal of Infection Control and Infection Control and Hospital Epidemiology), almost half (43%) reported longitudinal cohort designs for the study of HAI occurrence or pathogen acquisition, as opposed to case-control or interrupted time series studies. Of these cohort studies, 63% used logistic regression for the primary analysis ( Fig. 1) . Three important limitations, however, require consideration when using logistic regression for cohort studies in healthcare epidemiology.
First, logistic regression necessitates the classification of outcomes (e.g. infected or not infected) at some arbitrary point in time (e.g. by time of discharge). This approach informs whether or not an event occurred, as opposed to when an event occurred [1, 2] . There are many scenarios in which the timing of an event will have important implications and could be of primary interest. Consider the demonstrated impact of antibiotic exposure and risk of Clostridium difficile infection [3 & ]. In this case, we know the if, what we are missing is the when. The primary question of interest then may not be 'is antibiotic exposure associated with infection?', but instead 'what antibiotics or patterns of antibiotic treatment are associated with faster progression to infection?' or 'when is the period of highest risk postexposure?' [4 && ]. These questions are not answered easily with logistic regression.
Second, simple logistic regression does not account for the change in risk imposed by an exposure over time. For example, risk factors and causative pathogens for early-onset sepsis in neonates (0-3 days of life) are notably different than those for late-onset sepsis (4-120 days of life), with the former associated with vertical transmission processes and the latter with hospital exposures [5]. Thus, without awareness of these time-dependent trends, a risk factor analysis for all sepsis types by time of discharge could be misleading.
KEY POINTS
Cohort studies represent a large portion of investigations of healthcare-associated infectious outcomes. Despite the range of statistical methods available for longitudinal studies, logistic regression remains the dominant approach.
Poisson models and survival analysis provide the opportunity to assess variation in time to the event of interest as well as address data complexities, such as time-varying exposures, time-varying hazards, and competing risks.
Mechanistic models explicitly characterize the infection process, are able to account for the uncertainty in our measurements and observations, and can be flexibly modified to assess the impact of interventions or exposures for strategic purposes.
Healthcare-associated infections remain a major threat to patient safety. Statistical methodologies are available to assess etiology of infection or colonization, inform transmission dynamics, and determine the impact of novel interventions. Finally, logistic regression does not account for varying lengths of stay (LOS) typically observed in a cohort of hospital patients. Investigators will often address this by adjusting for LOS in multivariable models to improve comparability of exposed and unexposed patients [6] [7] [8] . When doing so, investigators must carefully consider the composition of comparison groups at different time points during follow-up. Comparisons made among those with a prolonged length of stay may differ from those made early in follow-up among a potentially more heterogeneous group of individuals who have not yet been removed from observation through death or discharge. In addition, LOS may be a common effect of a risk factor and healthcare-associated infectious outcome and not a confounder of the association [9] [10] [11] [12] . Therefore, conditioning for LOS in logistic regression, although intuitive, may introduce bias [9, 13, 14] .
In general, results from logistic regression may approximate those from alternative time to event approaches described below when the following conditions are met: the outcome event is rare, effect size is weak, and the follow-up period is short [15 && ,16]. These conditions are unlikely to hold in many scenarios, particularly in the context of prolonged hospital stays or outbreaks. Therefore, a logistic regression approach to hospital-based longitudinal studies is best applied to research questions targeting narrow time windows, in which risk is constant. Below, we suggest alternative approaches to the analysis of data from cohort studies along with recommendations for their use. Though complexity increases with each of these approaches, overcoming obstacles inherent in hospital data is important to advance the science of infection prevention.
POISSON REGRESSION
Poisson regression models can approximate estimates obtained from logistic or log-binomial regression models [17, 18] . Unlike logistic regression, Poisson regression can account for time under observation by including a denominator of person-time at risk. These Poisson models estimate incidence rates that inform how quickly events are occurring in the population and account for each individual's contribution to person-time [19] . A common approach is to analyze aggregated numbers of events and total person-time. For example, Iwamoto et al. ]. The Poisson model is highly adaptable and can be fit in a manner that mimics survival approaches (discussed below) [21] .
The Poisson model has strict assumptions about the variability in event frequency that must be considered [19] . Hospital data often include rare events with greater variability than the model allows. This is particularly problematic when multiple mechanisms, some of which are not easily measured, are responsible for the variability in the outcomes. For instance, acquisition of MRSA in a neonatal intensive care unit may be related to healthcare worker-mediated transmission directly to neonates, healthcare worker-mediated patientto-patient transmission, parent-mediated transmission to neonates, or spread from contaminated products or environment. If we cannot account for the mechanisms underlying transmission, a Poisson model may output misleading standard errors that underestimate the true variability and may impact inference [19, 22] . This phenomenon is referred to as overdispersion and can be overcome through the use of negative binomial or quasi-Poisson regression models [19] .
SURVIVAL MODELS
Survival analysis is a powerful tool for analyzing the occurrence of HAIs or pathogen acquisition as well as the timing of these events [23] . Survival models can be particularly informative when risk of the outcome changes over time or is influenced by an exposure that changes over time. For hospital infection data, there is usually a time origin, often hospital or unit admission, that marks the beginning of the time a person is at risk for the outcome. In survival models, the time origin guides alignment and comparison of individuals with the same time at risk for the event of interest. We then can assess the likelihood, or hazard, of an event given survival to that point (i.e. being event-free and still under observation) [ ]. Note that time-varying exposures differ from the time-varying effects of exposures discussed above [26] . For example, survival analysis was used to assess the effect of time-varying antibiotic exposure on incident colonization with fluoroquinolone-resistant Escherichia coli in a long-term care facility and found that the receipt of amoxicillin-clavulanate after colonization with fluoroquinolone-susceptible E. coli was associated with increased risk of resistant colonization [34 & ]. This type of analysis can be accomplished with survival methods by constructing data in terms of person-periods, delineated by a change in exposure status. Similarly, Brown et al. [4 && ] utilized a Poisson approach with a data structure in which each record represented one person-day under observation. Therefore, investigators were able to account for the time-varying nature of antibiotic treatment on C. difficile risk. With the application of the person-period-based approaches comes the need to account for the within-patient correlation in responses. This is typically accounted for during survival analysis setup, but can also be addressed in Poisson regression through the use of generalized estimating equations [35] , which can also be used to account for facility-level clustering in multicenter studies.
Another important consideration related to allocation of person-time is accounting for time deemed by the investigator as not at risk, sometimes called immortal person-time [36] . For example, if a 48-h rule is utilized to distinguish community-acquired cases from hospital-acquired cases, this time should not be included as at-risk time in analyses of hospital-acquired events as a patient cannot have the event within this 48-h period. The impact of immortal person-time has typically been studied in the context of chronic conditions [33 && ]. It has been shown that inclusion of person-time attributed to prevalent carriers of vancomycin-resistant enterococcus notably inflated person-time denominators and, therefore, underestimated the incidence rate of vancomycin-resistant enterococcus acquisition [37] . Additional research is needed to assess the impact of this issue in healthcare epidemiology.
A final issue to consider in time-to-event analyses is competing risks. A competing risk is an event that will preclude the observation of the outcome. In the context of hospital infection data, proposed competing events include hospital discharge and death as HAIs are often not captured after discharge and cannot occur after death [38 && ,39] . This issue is of particular concern when the exposure is associated with the competing event [38 && ]. Consider a hypothetical study investigating the association between antibiotic exposure and risk of carbapenem-resistant Enterobacteriaceae acquisition. Patients who receive antibiotics may have longer lengths of stay. If true, antibiotic exposure is associated with a competing event (discharge). Thus, simply censoring discharged individuals (who are less likely to be exposed to antibiotics) may result in an underestimation of the overall effect of antibiotic exposure on pathogen acquisition as it does not account for the fact that exposed individuals are more likely to have longer stays. Approaches are available to account for competing risks in survival analysis, including the estimation of the subdistribution hazards based on the cumulative incidence function [40] or parametric mixture models [41] . A competing risk approach may give more accurate characterization of the risk that someone will experience after an exposure or intervention. Risk estimates that do not account for competing risks are not necessarily wrong, but do have a different meaning than those that do; hence, investigators should carefully consider whether a competing risk approach is appropriate. Importantly, all of the approaches discussed above assume independence, that an individual's risk of pathogen acquisition in the hospital setting is If competing risks are of concern, subdistrubution hazards approach or mixture models can be used Consider collaboration with colleagues experienced in the application of mathematical models
Can address interval-based measurements of outcome status
Model predictions should be validated b [49] (i.e. weekly surveillance culture) Model overfitting should be avoided in the context of small sample sizes or sparse events a Superscript denotes that information was not addressed in text. a All statistical approaches are susceptible to overfitting because of the addition of too many variables, often despite a small sample size or a small number of events. Overfitting can lead to spurious findings that cannot be replicated [56, 57] . b Considerations and solutions for mechanistic models.
independent of the colonization or infection status of others present on the unit. Because of the temporal and spatial relationships of healthcareproviders, patients, and the healthcare environment, we know this assumption is often not met in the context of hospital infection data [42, 43] . One way to address this issue common to all regression-type models is to account for the unitlevel burden of colonization at a given time [44,45,46 & ]. Alternatively, mechanistic or mathematical models can be used as discussed below.
MECHANISTIC MODELS
Mechanistic models, which include models often termed 'mathematical models' and agent-based models, extend purely statistical approaches with some explicit representation of the disease process. These types of models are intended to describe the spread of nosocomial pathogens and inherently address the dependency issue discussed above by taking into account modes of transmission [47] . Mechanistic models have been used to describe pathogen transmission dynamics or to predict the effectiveness of a novel intervention given a range of scenarios [48 && ]. Models are also able to address limitations in available data, such as interval-censored observations of colonization status (i.e. weekly surveillance screening) or testing limitations (e.g. single anatomic site surveillance cultures compared with multiple anatomic sites).
A number of different types of mechanistic models have been applied to the study of HAIs. These models can be distinguished by whether they describe subgroups or individuals, the degree to which they are data-driven, and how they incorporate random variation in event occurrence (stochasticity) [49] . Compartmental models divide the study population into homogeneous subgroups and assess the degree of movement between these compartments as a function of a series of differential equations. These equations reflect what is known about the process of transitioning between stages of colonization or infection. The aggregated impact of these transitions is estimated at the unit or population level. One such study modeled transitions from susceptible to colonized/infected states and found that environmental reservoirs may perpetuate transmission even when healthcare worker and patient reservoirs are no longer a factor, highlighting the need for thorough environmental disinfection [50] .
Other approaches, such as agent-based models, explicitly represent the individual by accounting for heterogeneity in the model actors and characterizing the spatial aspects of transmission. Often these models simulate transmission for a set of parameters informed by available data or prior literature [51,52 & ]. Highly data-driven approaches typically involve the estimation of unknown parameters (e.g. transmission rate) by fitting models directly to empirical data [49] . Finally, models can also be distinguished by the degree of stochasticity that is incorporated. In healthcare epidemiology, stochastic models are typically used to account for the role of chance in transmission processes within hospital units of relatively small sample size [49] . Markov process models form the basis of many stochastic approaches. A particular subtype, hidden Markov models, is particularly useful in the study of pathogen acquisition, as they can account for the largely unobserved process of transitioning from a noncolonized to colonized state [42, 53, 54] .
Mechanistic approaches have been widely used in infectious disease epidemiology and are an ideal alternative to models that make assumptions that cannot hold under contagion-based processes. Careful crafting of models requires appropriate expertise in modeling methods and healthcare epidemiology. Collaboration is key to produce the most informed and appropriately fit models of healthcare-associated transmission [47, 55] . Additional considerations for mechanistic approaches are discussed in Table 1 .
CONCLUSION
There are numerous methodologies available for the analysis of epidemiologic cohort data. Poisson regression and survival analysis are able to exploit the highly granular nature of hospital-based data through the incorporation of time at risk, the ability to address time-varying exposures, and the flexibility to account for a hazard of infection or colonization that changes over time. Mechanistic models, though more complex in their development, offer benefits when compared with many out-of-box solutions in that they explicitly account for and model uncertainty in the transmission process. Although overutilized in some contexts, logistic regression remains an important tool for risk factor analyses over short observation periods. The continued morbidity and mortality associated with HAIs and the threat posed by continually emerging, increasingly antibiotic resistant organisms make uncovering etiology and intervening a priority. We hope that investigators will take full advantage of the data and statistical resources available to address these challenges.
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