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Almost every system includes some level of uncertainty, which can play the
central role in many decision problems. Uncertain parameters can't be simply
ignored without losing accuracy and therefore making wrong decisions. There are
several ways how to deal with uncertainty in decision problems. The main idea
is to assign a probability distribution to the unknown parameters, supposing we
have enough statistical data available to do that. If there are no statistical data
available, the probability measure could only be based for example on a subjective
experience of an expert in the branch, in which the decisions should be made (e.g.
nancial and production planning). In many cases, we are considering a system
of future decisions, that should be made at specic times, and future observations
of a random parameters (e.g. interest rates) between two future times. This type
of decision process is called multistage stochastic program. The purpose of my
diploma thesis is to introduce the concept of the multistage stochastic programs.
As it was mentioned, we assign a probability distribution to the uncertain para-
meters, that enter the problem. The assumption, that the probability distribution
of the random data, which enter the problem, is known, is very often unrealistic.
Therefore, we try to approximate the true probability distribution in some way.
A quite reasonable is the scenario approach, when we try to approximate the
true probability distribution of the stochastic process by a discrete probability
distribution carried on a nite number of atoms (scenarios). The stochastic data
are often organized in the form of a scenario tree (e.g. for multistage stochastic
linear programs).
There are many methods of scenario and scenario tree generation. A vast
majority of them is mentioned in Chapter 6 and some of them are described into
more details. With the increasing number of scenarios, the multistage stochastic
program becomes very large. Consequently, this led to methods for reduction of
the scenario tree (they are also mentioned in Chapter 6).
A lot of problems in reality have the multistage structure, so the theory of mul-
tistage stochastic programming and scenario approach can be used in many elds
of human activity. There are several practical examples in Chapter 7 to illustrate
the wide range of elds, where this theory can be used. In addition to that, it is
shown, how to construct and reduce a scenario tree in GAMS\SCENRED 2.
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1. Introduction to Stochastic
Programming
In this chapter, the motivation example and the basic stochastic programming
model will be stated. Subsequently, some basic concepts, denitions and relati-
ons from the probability and optimization theory useful for the development of
stochastic programming models will be given.
1.1 Example of Motivation
As it was mentioned before, stochastic optimization deals with problems that
arise from very common practical situations in nancial management, electricity
management and many other elds of human activity. A very illustrative example
is the following problem inspired by [42]. Suppose you were running an exclusive
restaurant that oers seafood specialties. Before the next week starts, you have
to decide how many kilograms x of seafood you should purchase at price p for one
kilogram. One kilogram of seafood dishes is sold at the average price s at your
restaurant. Because the restaurant is luxurious and you take pride in oering
only very fresh seafood, at the end of the week, you can sell the remained raw
unsold seafood to another (not so renowned) restaurant at price r. The natural
assumption is that 0 ≤ r < p < s. Let D denotes the number of kilograms of
seafood sold in your restaurant per week (demand). If the amount of seafood sold
in your restaurant per particular week is equal to the already bought amount x
of seafood at the beginning of this particular week, you make a prot of (s− p)x.
Otherwise your prot is equal to (r − p)x + (s − r)D. Your aim is to maximize
the prot, which could be expressed as a function of x and D called the objective
function, in this case as
f(x,D) =
{
(s− p)x, x ≤ D
(r − p)x+ (s− r)D, x > D.
If the demand D was known, the optimal amount of kilograms x∗ would be the
same as the demand D, x∗ = D. But unfortunately, at the time we make a
decision about how much seafood we should buy, the future demand D is not
known. And this is the diculty, which stochastic optimization can handle.
Suppose you have been collecting data about the demand for a long time. We
can view the demandD as a random variable, whose probability distribution could
be estimated by the cumulative distribution function (cdf ) denoted by G(y). The
average prot over a very long period of time converges to the expected value by
the Law of Large Numbers, so it makes a good sense to maximize the expected
value of the objective function.
However, practically we have to take into account some other circumstances,
e.g. the limited amount of money in the time of purchase of seafood, limited
amount of seafood that could be sold to some other restaurant at the end of the
week etc. It means that we aim at maximizing the expected value of the objective
function subject to some constraints. In the next section, the basic model for
approaching such problems will be discussed.
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1.2 The stochastic programming model
In the last section, we tried to maximize the prot, that was modeled by the
objective function f(x,D), or its expected value. For some other problems, our
target is to minimize the objective function (e.g. minimizing the cost of some
process).
The general form introduced in [14] of the mathematical program in Rn could
be written as:
min f(x1, . . . , xn)
subject to
hk(x) = 0, k = 1, . . . , p
gl(x) ≤ 0, l = 1, . . . ,m
x ∈ X0. (1.2.1)
The constraints dene the set of feasible solutions X = {x = (x1, x2, . . . , xn) :
hk(x) = 0, k = 1, ..., p, gl(x) ≤ 0, l = 1, ...,m,x ∈ X0}, where f is a real function
and also hk for ∀ k and gk for ∀ l are real functions, X0 is a set of specic conditions
for x (e.g. integrability). All of the previously mentioned functions may depend on
parameters (parameter programs). In case of random parameters, we talk about
stochastic programs.
Let the objective function and the constraint functions be dependent on a
random parameter ω 1, which is as an element of a sample space Ω equipped with
a σ-algebra F , and its probability distribution is P. Let (Ω, F , P) be a probabi-
lity space. According to the dierent realizations of the random parameter ω, we
would have dierent optimal values for the stochastic programming problem and
we would not be able to decide which solution is the "best". As it was suggested
in the previous example, a possible way of solving that problem is to maximize
the expected value of the objective function. We will aim at solving the following
problem:
min fE(x, ω) := E[f(x, ω)],x ∈ X . (1.2.2)
To nd a solution for the problem as it is formulated above, we assume the
knowledge of the probability distribution P on (Ω, F) and that the expected va-
lue is well dened. Function fE(x, ω) is called expectation function.
We also need to adjust the constraints to the case of random parameters,
since for some values of ω it is impossible to meet the required conditions and
it is unrealistic to want that that constraints has to hold for all realizations of
ω. For dealing with this issue, the same approach of the expected value as for
the objective function could be used. We will then have the constraint functions
hEk (x, ω) := E[hk(x, ω)], k = 1, . . . , p and g
E
l (x, ω) := E[gl(x, ω)], l = 1, . . . ,m.
1The random parameter ω can be a random variable or a random vector. In the whole thesis,
generally it will not be written as bold symbol (usually used for vectors) to distinguish these
both cases. It will be written in bold only in case, when we want to emphasize, that it is a
vector.
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Another approach could be to use the probabilistic or chance constraints for the
functions gl, which means that we require, that the conditions has to be met with
a certain probability, P[gl(x, ω) ≤ 0] ≥ 1 − α, l = 1, . . . ,m, where α ∈ (0, 1) is
xed. If the probability distribution of hk(x, ω) is discrete, we can also use the
probabilistic constraints to them.
1.3 Basic concepts and denitions
In the whole thesis, basic knowledge of the probability theory is expected.
However, some terms and relationships especially needed for the optimization
will be briey mentioned. Theorems and propositions are usually given without
proofs. The source of section 1.3 is [42].
1.3.1 Expectation functions
Let R̄ denote the extended real numbers, R̄ := R ∪ {+∞} ∪ {−∞} and Z be
a random variable. Optimal values of the optimization problems can also take
values +∞ and −∞, therefore the random variables that occur in our problems
should be also allowed to take these values, which means that Z is a measurable
extended function, Z : Ω → R̄, called extended random variable. The expected





If there is no doubt about what probability measure is taken into account, we
can simply write E[Z]. Let Z+ := max{0, Z}, we say that the expected value
E[Z] = E[Z+] − E[(−Z+)] is well-dened, if it does not come both E[Z+] and
E[(−Z+)] to be +∞. If the expected value EP [Z] is well dened and nite, than
we say that the random variable Z is P -integrable.
The objective function f(x, ω) for a given x can be treated as a random
variable. The the expectation function fE(x, ω) := E[f(x, ω)] is well-dened, if
for every x ∈ X the objective function f(x, ·) is measurable and as well either
E[f(x, ω)+] < +∞ or E[(−f(x, ω))+] < +∞.
The domain of a function f is dened as:
dom f := {x ∈ Rn : f(x) < +∞}.
The eective feasible set is then given by X ∩ dom f .
We say that the extended real valued function f is proper, if for all x ∈ Rn
holds f(x) > −∞ and its domain is nonempty.
Some of the properties of the objective function f(x, ω) are inherited by the
expected value function fE(x, ω) := E[f(x, ω)]. For a xed x ∈ Rn, if the objective
function f(·, ω) is convex for P - almost every ω ∈ Ω, then the expected value
function fE(·, ω) is also convex.
There is a possibility to modify the objective function involving the constra-
ints. We can consider the following objective function for any ω ∈ Ω, whose
6
expected value will be minimized:
f̄(x, ω) :=
{
f(x, ω), x ∈ X
+∞, x 6∈ X .
Then we can rewrite our task (1.2.2) as
minE[f̄(x, ω)], x ∈ Rn 2.
1.3.2 Lower semicontinuous functions
Denition 1. The extended real valued function f : Rn → R̄ is lower semicon-




We say that function f is lower semicontinuous, if it is lsc at every point x ∈ Rn.
It could be shown, that if the epigraph of the function f , epi f := {(x, β) : f(x) ≤
β}, is a closed subset of Rn × R , function f is lsc.
Denition 2. We call an extended real valued function f : Rn → R̄ polyhedral,
if it is proper convex, lower semicontinuous, its domain is a convex closed poly-
hedron and it is piecewise linear on its domain.
Theorem 1. Suppose that for function f : Rn → R̄ holds −∞ < f(x) for every




In the next proposition, the relationship between the lower semicontinuity of
the objective function f(x, ω) and the lower semicontinuity of the expected value
function fE(x, ω) will be outlined.
Proposition 2. Suppose that the following conditions are met:
(i) the objective function f(·, ω) is lsc at x0 ∈ Rn for P -almost every ω ∈ Ω,
(ii) for every x ∈ Rn in the neighborhood of x0 the objective function f(·, ω) is
measurable,
(iii) there exists a P -integrable function Z(ω) such that for P -almost all ω ∈ Ω
and for all x in a neighborhood of x0 holds f(x, ω) ≥ Z(ω).
Then the expected value function fE(x, ω) := E[f(x, ω)] is well dened for all x
in the neighborhood of x0 and lsc at x0.
Proof. Expected value function fE(x, ω) is well dened for x ∈ Rn in a neighbor-
hood of x0 (follows from (ii) and (iii)). Assuming (iii) and using Fatou's lemma,













f(x, ω) dP (ω)
Adding the assumption (i) we obtain that f(x, ω) is lsc at x0.
Q. E. D.
The probabilistic constraints P[gl(x, ω) ≤ 0] ≥ 1 − α, l = 1, . . . ,m can
be written in the form E[1(0,+∞)gl(x, ω)] ≤ α, l = 1, . . . ,m. Assume that the
functions gl(·, ω) are lsc for P -almost every ω ∈ Ω and functions gl(x, ·) are
measurable for all x ∈ Rn. Functions 1(0,+∞)gl(·, ω) are then also lsc for P -almost
every ω ∈ Ω and bounded. Using the Proposition 2 we have that the expected
value functions E[1(0,+∞)gl(x, ω)] are lsc. Therefore the probabilistic constraints
dene a closed subset of Rn.
1.3.3 Optimal values and solutions
In the optimization problems as they were dened, our aim was to minimize
the objective function subject to some constraints. However, in many practical
problems we would like to maximize the objective function. We will consider a
function h : Rn ×Rm → R̄ and the corresponding functions φ(x) := inf
y∈Rm
h(x,y)
and ψ(x) := sup
y∈Rm
h(x,y).
Proposition 3. Suppose that functions φ(x) and ψ(x) are dened as it was stated
above. Then the following holds :
(i) if for every y ∈ Rm the function h(·, y) is lsc, then the function ψ(x) is lsc,
(ii) the function h(·, ·) is lsc and if there exists such
a bounded set S ⊂ Rm, that domh(x, ·) ⊂ S for all x ∈ Rn, then the function
φ(x) is lsc.
Denition 3. A mapping G that assigns to each ω ∈ Ω a subset of Rn is called
a multifunction G : Ω→ Rn.
If for every ω ∈ Ω is G(ω) a closed subset of Rn, we say that G is closed valued.
We say that a closed valued multifunction is measurable, if the inverse image
G−1(A) := {ω ∈ Ω : G(ω) ∩A 6= ∅} is F -measurable for every closed set A ⊂ Rn.
If G is measurable, the domain of G is domG := {ω ∈ Ω : G(ω) 6= ∅} = G−1(Rn)
is an F -measurable subset of Ω.
Denition 4. We call a mapping G : domG → Rn a selection of G, if for all
ω ∈ domG holds G(ω) ∈ G(ω). We say, that the mapping G is a measurable
selection of G, if G is measurable.
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Theorem 4. Castaining Representation theorem. Let G : Ω → Rn is a
closed valued multifunction. Suppose that:
(i) domG is an F-measurable subset of Ω ,
(ii) there exists such a countable family {Gi, i ∈ N} of measurable selections of
G, so that for every ω ∈ Ω the set {Gi(ω), i ∈ N} is dense in G(ω).
Then G is measurable.
Denition 5. We say that function (x, ω) → f(x, ω) is random lower semicon-
tinuous, if the corresponding epigraphical multifunction ω → epi f(·, ω) is closed
valued and measurable.
Because of the close valuedness of the epigraphical multifunction, the epigraph
epif(·, ω) is a closed subset of Rn × R, thus f(·, ω) is lsc.
Theorem 5. Assuming that σ-algebra F is P -complete and the following condi-
tions hold:
(i) function f(·, ω) is lsc for every ω ∈ Ω,
(ii) function f(·, ·) is measurable with respect to the σ-algebra of Rn×Ω given by
the product of σ-algebras B and F .
Then the extended real valued function f : Rn × Ω→ R̄ is random lsc.




and the respective set of optimal solutions
X ∗(ω) := argmin
x∈X
f(x, ω).
Theorem 6. Suppose that f : Rn × Ω→ R̄ is a random lsc function. Then both
the optimal value function ϑ(ω) and the optimal solution multifunction X ∗(ω) are
measurable.
Theorem 7. Let consider a random lsc function f : Rn+m × Ω → R̄ and the
corresponding optimal value function ϑ(x, ω) := inf
y∈Rm
f(x, y, ω). Suppose that
there exists such a bounded set S ⊂ Rm, that for all (x, ω) ∈ Rn × Ω the
dom f(x, ·, ω) ⊂ S.Then the optimal value function ϑ(x, ω) is lsc.
1.3.4 Conjugate Function and Subdierentials
In this subsection, a brief introduction to the theory of subdierentials and con-
jugate functions will be made using [45].
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Denition 6. We call a linear space W equipped with a norm ‖ · ‖ a Banach
space, if it is complete (every Cauchy sequence in W has a limit).
The space of all linear continuous functionals ζ : W → R forms the dual space
of W , which is denoted by W∗. We denote by 〈ζ, z〉 := ζ(z) a scalar product on
W∗ ×W for ζ ∈ W∗ and z ∈ W .
Denition 7. Let W be a Banach space, W∗ its dual space, f : W → R̄ an
extended valued function. The conjugate function of f is dened as
f ∗(ζ) := sup
ζ∈W
{〈ζ, z〉 − f(z)} .
The conjugate function f ∗ :W∗ → R̄ is always convex and lsc.
Denition 8. A vector t ∈ Rn is called a subgradient of f : Rn → R̄ at x0 if
f(x)− f(x0) ≥ tT (x− x0), ∀x ∈ Rn.
We call the set of all subgradients of f(x) at x0 the subdierential and denote it
by ∂f(x0). Function f is subdierentiable at x0, if the set ∂f(x0) is nonempty.
The subdierential ∂f(x0) is a closed convex subset of Rn. If f is subdierentiable
at x0, then f(x) > −∞ for any x and therefore function f is proper.
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2. Two-stage Problems
2.1 Linear Two-stage Problem
The example of motivation (1.1) in the rst section is a good example of a two-
stage problem. Before we know, what the demand D (number of kilograms of
seafood) will be the next week, we need to make a decision about how many kilo-
grams x of seafood to buy - rst stage decision variable. At the end of the week,
when the demand D is known, we will sell as many kilograms of the remaining
seafood as possible. At the second stage, our second stage decision variables are
the number of kilograms y that we sell at price s to our guests, and the quantity
z that we resell to another (not very renowned) restaurant at price r. Given the
amount of seafood bought x and the realization of the demand D, at the second






y ≤ D, y + z ≤ x,
y ≥ 0, z ≥ 0
The optimal solution of the above stated second stage problem is y∗ = min{x,D}
and z∗ = max{x−D, 0}. The optimal value is the prot f(x,D).




subject to Ax = b, x ≥ 0, (2.1.1)





subject to T(ω)x+W(ω)y = h(ω), y ≥ 0.
(2.1.2)
Vectors x and y refer to the rst and second stage decision variables, respectively.
We will denote the set of feasible solutions of the rst stage by X = {Ax = b,x ∈
Rn+}. The data in the second stage problem are ξ(ω) := (q(ω),h(ω),T(ω),W(ω))
and we can regard all the elements of the vector ξ(ω) as random. It can happen
that only some of the elements are random. From now onwards we will write
shorter ξ := (q, h, T, W). The expectation operator at the rst-stage problem
(2.1.1) is taken with respect to the probability distribution of the random vector
ξ3. We suppose the probability distribution of ξ to be known. The support of
3The notation ξ will be used to denote both the random vector and its particular realization.
If it is doubtful, then it will be written as ξ = ξ(ω).
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the probability distribution of ξ will be denoted by Ξ ⊂ Rd. If the second-
stage problem (2.1.2) is infeasible for some x and ξ ∈ Ξ, the function Q(x, ξ)
takes the value +∞. If the second-stage problem is unbounded from below, then
Q(x, ξ) takes the value −∞. It should be veried that the expected value is well
dened. We call the matrix T technology matrix and the matrix W recourse
matrix. According to the attributes of the recourse matrixW, we can classify the
stochastic linear program (SLP) as in is mentioned in [10] as follows:
• SLP with xed recourse, if the recourse matrix W is xed
• SLP with complete xed recourse, if the recourse matrix W is xed and if
the system Wy = z has a nonnegative solution for any right hand side z
• SLP with simple recourse is a special case of the complete xed recourse pro-
blems. We distinguish and penalize only two types of discrepancies y+i , y
−
i
in rows of the system Tx+Wy = h. Therefore the corresponding recourse
matrix takes on the form W = (I,−I), where I is the unit matrix of the
matching dimension.
• SLP with relatively complete recourse, if the second stage problem (2.1.2)
is feasible a.s. for an arbitrary x ∈ X and ω ∈ Ω
In case of an infeasible second-stage problem for a rst stage decision x ∈ X
and a realization of ξ, accepting such decision may have disastrous consequen-
ces and innite value of Q(x, ξ) is often used to reect this situation. Another
way of dealing with this situation is to adjust the constraints of the rst-stage
problem (2.1.1), so that we exclude rst-stage decisions, that will lead to an in-
feasible second-stage problem. The set described by so-called induced constraints
is denoted by XI . Then the rst-stage problem is written as:
min cTx+E[Q(x, ξ)] on the set X ∩XI (2.1.3)
It can be proven that (2.1.3) is a convex program supposing that the recourse
matrixW is xed. There are another conditions that should be met to ensure that
the objective function is well dened (e.g. a sucient condition is the existence
of all second order moments of the vector of all random parameters).
The set of induced constraints XI for the special case of SLP with xed recourse
can be written as:
XI = {x : ∃y ≥ 0 such that Wy = h−Tx a.s.} (2.1.4)
The problem (2.1.3) is then equivalent with
min E[cTx+ qTy]
subject to x ∈ X and y ≥ 0 such that
Wy+Tx = h a.s.
(2.1.5)
In the next subsection, the formulation of the linear two-stage problem for the
case of a discrete distribution of ξ will be introduced.
12
2.1.1 Discrete Distributions
This subsection is inspired by [45] and [42]. In order to simplify the presen-
tation we will suppose that the probability distribution of the random vector
ξ has a nite support. That means that ξ has a nite number K of possible
realizations ξk = (qk,hk,Tk,Wk) with corresponding (positive) probabilities
pk, k = 1, . . . , K. The support in this case is therefore Ξ = {ξ1, . . . , ξK}. In




Q(x, ξk) = inf{qTk yk : Tkx+Wkyk = hk,yk ≥ 0}. (2.1.1.1)
The expectation E[Q(x, ξ)] is equal to the optimal value of the following linear








subject to Tkx+Wkyk = hk,
yk ≥ 0, k = 1, . . . , K. (2.1.1.2)
If for at least one k ∈ {1, . . . , K} the corresponding second-stage program is in-
feasible, then the problem (2.1.1.2) is infeasible and therefore its optimal value
is +∞. The sum
K∑
k=1
pkQ(x, ξk) equals +∞ if at least one of Q(x, ξk) = +∞. We
will assume here that +∞+ (−∞) = +∞.










subject to Tkx+Wkyk = hk, k = 1, . . . , K,
Ax = b
x ≥ 0, yk ≥ 0, k = 1, . . . , K (2.1.1.3)
As it could be seen from the above stated formulation, the two-stage problem
can be formulated as one large-scale linear programming problem. The size of
the program (2.1.1.3) can be very large. As it is shown in [10], considering right
hand sides h consisting of n independent random components with probability
distributions approximated by alternative ones, for m-dimensional b we will ob-
tain m+ 2n equations as constraints.
2.1.2 Scenario Approach and Nonanticipativity Constra-
ints
We will still assume the nite number of scenarios as in the previous subsection.
The problem (2.1.1.3) can be relaxed by replacing vector x byK vectors, x1, . . . ,xK ,








subject to Tkxk +Wkyk = hk
Axk = b
xk ≥ 0, yk ≥ 0, k = 1, . . . , K
(2.1.2.1)
Problem (2.1.2.1) can be split into K smaller problems corresponding to each
scenario and thus this is easier for numerical solution. However, formulating the
problem like this, allows the rst-stage decisions x1, . . . ,xK to depend on the
future realization of he random data of the second-stage. Adding additional con-
straints, so-called nonanticipativity constraints,
xk = xj, for all 1 ≤ k < j ≤ K,
enables us to x this and therefore problem (2.1.2.1) becomes equivalent to
(2.1.1.3). Nonanaticipativity constraints guarantee that the rst-stage decision
variables do not depend on the realization of the random data. These constraints
are especially important in the multistage stochastic programs, which will be dis-
cussed later on. It is possible to rewrite the nonanticipativity constraints in the
form xk = xk+1 for k = 1, . . . , K−1. Another way of writing the nonanticipativity





pixi, k = 1, . . . , K.
2.1.3 Dual Problem and Optimality Conditions
The source for this section is [45]. The second-stage problem (2.1.2) is a linear




subject to WTd ≤ q (2.1.3.1)
Optimal values of the above stated dual problem (2.1.3.1) and the second-stage
problem (2.1.2) are equal to each other, if none of these problems is infeasible. If
the optimal values of both problems are nite, then the set of optimal solutions of
each of these two problems is nonempty. We will consider the following function:
sq(z) := inf {qTy : Wy = z, y ≥ 0}. (2.1.3.2)
According to the denition of the function Q(x, ξ), it is clear that using (2.1.3.2)
we have Q(x, ξ) = sq(h−Tx). Let a set
Π(q) := {d : WTd ≤ q}. (2.1.3.3)
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sq(·) is the support function of the set Π(q), which is convex, closed and poly-
hedral, therefore it has a nite number of extreme points. Function sq(·) is convex.
When the set Π(q) is empty, then sq(z) can take only the values +∞ or −∞. In
case of a nonempty set Π(q), the function sq(·) is positively homogeneous poly-
hedral. Some propositions are stated below, proofs can be found in [45], p. 28-31.
Proposition 8. The function Q(·, ξ) is convex for any given ξ. If the set Π(q) is
nonempty and the second-stage problem (2.1.2) is feasible for at least one x, then
the function Q(·, ξ) is polyhedral.
Proposition 9. Assume that for a given x = x0 and ξ ∈ Ξ the value of Q(x0, ξ)
is nite.
D(x, ξ) := arg max
d∈Π(q)
dT (h−Tx)
is the set of optimal solutions of the dual problem (2.1.3.1). Then Q(·, ξ) is sub-
dierentiable at x0 and
∂Q(x0, ξ) = −TTD(x0, ξ).
The expected value function
φ(x) := E[Q(x, ξ)]
will be considered.
Proposition 10. Assume that the probability distribution of ξ has a nite support
Ξ = {ξ1, . . . , ξK} and the expected recourse cost φ(·) has a nite value in at least






We will assume that the expectation function φ(·) := E[Q(·, ξ)] takes on a
nite value in at least one point x ∈ Rn. Using the Proposition 9 and 10 we have









D(x0, ξk) := arg max{dT (hk −Tkx0) : WTkd ≤ qk}.
Theorem 11. Let x be a feasible solution of the two-stage problem (2.1.1)-(2.1.2),
x ∈ X and φ(x) is nite. Then x is an optimal solution of the two-stage problem




















































with respect to x ≥ 0 and yk ≥ 0, k = 1, . . . , K, we have the dual problem of















qk −WTkdk ≥ 0, k = 1, . . . , K.

















qk −WTkdk ≥ 0, k = 1, . . . , K,
yTk (qk −WTkdk) = 0, k = 1, . . . , K.
The last two conditions correspond to feasibility and optimality of multipliers of
dk as solutions of the dual problems.
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2.2 Polyhedral Two-stage Problems
According to [45] we will write the two-stage stochastic programming problem in
a more general way,
min
x
f1(x) + E[Q(x, ω)], (2.2.1)




subject to T(ω)x+W(ω)y = h(ω). (2.2.2)
We say that the above formulated two-stage problem is polyhedral, if the following
holds:
• The function f1(·) is polyhedral. There exists vectors cj and scalars αj, j =








j x if a
T
k x ≤ bk, k = 1, . . . , K1,
+∞ otherwise,
and dom f1 = {x : aTk x ≤ bk, k = 1, . . . , K1} is nonempty. Because function
f1(·) is polyhedral, it is also convex and lower semicontinuous.
• Function f2 is random polyhedral, which means that there exist random
vectors qj = qj(ω) and random scalars γj = γj(ω), j = 1, . . . , J2, random
vectors vk = vk(ω) and random scalars rk = rk(ω), k = 1, . . . , K2, such that







j (ω)y if v
T
k (ω)y ≤ rk(ω), k = 1, . . . , K2,
+∞ otherwise,
and dom f2(·, ω) is nonempty for a.e. ω.
It is evident, that the linear two-stage model (2.1.1)-(2.1.2) is a special case of a
polyhedral two-stage model.
2.2.1 Scenarios and Optimality Conditions
The source for this subsection is [45]. The expected value function φ(x) :=
E[Q(x, ω)] is considered. We assume, that the probability measure P has a -
nite support, so there is a nite number of elementary events ωk with respective












subject to Tkx+Wkyk = hk, k = 1, . . . , K, (2.2.1.1)
where (hk,Tk,Wk) = (h(ωk),T(ωk),W(ωk)). If for at least one k ∈ {1, . . . , K}
the following set
dom f2(·, ωk) ∩ {y : Tkx+Wky = hk}
is empty, then the second-stage problem is infeasible and hence problem (2.2.1.1)
is infeasible and the optimal value is +∞. The proofs of the following proposition
and theorem could be found in [45].
Proposition 12. Assume a nite support of the probability measure P and that
the expectation function φ(·) := E[Q(·, ω)] has a nite value in at least one point





The Lagrangian of the second-stage problem (2.2.2) is
L(y,d;x, ω) := f2(y, ω) + d
T (h(ω)−T(ω)x−W(ω)y) .
The inmum of the Lagrangian function is
inf
y
L(y,d;x, ω) = dT (h(ω)−T(ω)x) + inf
y
[f2(y, ω)− dTW(ω)y]














If the optimal value Q(x, ω) of the second-stage problem (2.2.2) is less than +∞
for some (x, ω), then it is equal to the optimal value of the dual problem (2.2.1.2).
The set of optimal solutions of the dual problem (2.2.1.2) is denoted by D(x, ω).
Optimality conditions for polyhedral two-stage problems and nite number of
scenarios are given by the following theorem.
Theorem 13. Assume that the probability measure P with a nite support. Then
a point x is an optimal solution of the rst-stage problem (2.2.1), if there exists








2.3 General Formulation of the Two-stage Pro-
blem
As it has been already mentioned before, the value of the rst-stage decision vector
x has to be chosen before the realization of the unknown quantities, summarized
in the data vector ξ = ξ(ω), is known. The value of the second part, y, can be
chosen after the realization of ξ becomes known and it is generally dependent on
the realization of ξ and on the choice of the rst-stage decision vector x. At the
rst stage we have to solve the expectation optimization problem
min
x∈Y
E[F (x, ω)], (2.3.1)
where Y ⊂ Rn. For the rst stage problem we have
F (x, ω) := cTx+Q(x, ξ(ω)),
where Q(x, ξ) is the optimal value of the second-stage optimization problem
(2.1.2). Here, the explicit dependence on the second-stage decision variables y
is suppressed. This subsection is adopted from [42] and also the proof of Propo-
sition 14 could be found there.
Similarly to the problem (2.1.2.1), we can also relax the problem (2.3.1) -
we allow the rst-stage decision variables to depend on the random data and
we correct for that by imputing anticipativity constraints. We will denote by
M =M(Ω,F ,Y) the space of measurable mappings x(·) : Ω→ Y , for which the
expectation function E[F (x(ω), ω)] is well dened. Here x(·) is a vector valued
function of ω. We can write the relaxed problem as:
min
x(·)∈M
E[F (x(ω), ω)]. (2.3.2)




In problem (2.3.2), we minimize over all mappings x(ω) inM. If Ω := {ω1, . . . , ωK}
is nite with corresponding probabilities p1, . . . , pK , then x(ω) can be identied







Proposition 14. Assume that the following holds:
(i) the function F (x, ω) is random lower semicontinuous,












Nonanticipativity constraints of problem (2.3.2) can be expressed as x(ω) =
E[x(ω)] for all ω ∈ Ω. These constraints are an extension to constraints xk =
K∑
i=1
pixi, k = 1, . . . , K. It is sucient to verify the nonanticipativity constraints
for P -almost every ω ∈ Ω, because the expected value of two random variables
which may dier on a set of measure zero is the same. Using (2.3.2), Proposi-
tion 14 and the nonanticipativity constraints of problem (2.3.2) as they are stated
above, we have that
inf
x∈Y











E[V (x, ξ(ω)], (2.3.6)




subject to Gi(x,y, ξ(ω)) ≤ 0, i = 1, . . . ,m. (2.3.7)
Here we consider Y ⊂ Rn1 , Z ⊂ Rn2 , the objective function
F : Rn1 × Rn2 × Rd → R
and the constraint functionals
Gi : Rn1 × Rn2 × Rd → R, i = 1, . . . ,m.
We can formulate the above stated problem in an abstract form
min
x∈Y,y(·)∈Z
E[F (x,y(ω), ξ(ω))] (2.3.8)
subject to Gi(x,y(ω), ξ(ω)) ≤ 0, i = 1, . . . ,m. (2.3.9)
x ∈ Y , (2.3.10)
y(ω) ∈ Z, (2.3.11)
where Y := Rn1 and Z is a space of measurable functions Ω→ Rn2 . The second-
stage decision variables y(ω) are viewed as a random vector in Rn2 , whereas vector
ξ(ω) represents the random data of the problem with a given distribution. The
inequalities (2.3.9) and the inclusion (2.3.11) have to hold for P a.e. ω ∈ Ω. The
probability measure P on (Ω,F) generates the corresponding probability distri-
bution of the random vector (ξ(ω),y(ω)), so "for P−a.e. ω ∈ Ω" in that context
will mean that the event happens for a.e. realization of the random vector (ξ,y).
In the formulation (2.3.8.) - (2.3.11) we allow the second-stage decisions y to be
functions of the elementary event ω, therefore the functional space Z needs to be
specied : the mappings y : Ω→ Rn2 have to be measurable with respect to the
σ-algebra F such that the expectation (2.3.8) makes sense. Furthermore, since
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y is a function of ω, the probability space (Ω,F , P ) can be identied with the
probability space (Rd,B, Pξ) of the random vector ξ and y(·) can be viewed as
an element of a space of measurable mappings from Rd into Rn2 . If ξ has a nite
number of realizations, ξ1, . . . , ξK , the sample space can be identied with the
set Ω = {1, . . . , K} equipped with the σ-algebra of all its subsets. It is sucient
to consider mappings y : {1, . . . , K} → Rn2 , which could be identied with vec-
tors y1, . . . ,yK ∈ Rn2 . The decision space in case of nitely many realizations is
Rn1 × Rn2 × · · · × Rn2︸ ︷︷ ︸
K times
.
2.3.1 Value of Perfect Information
Following the paper [42], we will consider the two-stage stochastic programming
problem as it was stated in (2.3.6) with V (x, ξ) the optimal value of the second-
stage problem (2.3.7). In case the value of ξ is known at the time, when the
rst-stage decision should be made (we have a perfect information about the
data ξ), then the optimization problem becomes a deterministic problem
min
x∈Y
V (x, ξ). (2.3.1.1)




subject to Gi(x,y, ξ) ≤ 0, i = 1, . . . ,m. (2.3.1.2)
Both the optimal solution x̄(ξ) (if it exists) and the optimal value υ(ξ) of problem










is called the wait-and-see solution.
It is evident that for any x ∈ Y and any ξ holds V (x, ξ) ≥ υ(ξ). Therefore it
holds that








Using (2.3.5) we have that
inf
x∈Y







The optimal value of the stochastic programming problem (2.3.6) is always greater
than or equal to E[υ(ξ)]. We will suppose that problem (2.3.6) has an optimal
solution x. We obtain that V (x, ξ) − υ(ξ) is nonnegative for all ξ, therefore its
expected value is equal to zero if V (x, ξ)− υ(ξ) = 0 with probability 1 (w.p. 1).
For that reason, in (2.3.1.5) the equality holds if
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V (x, ξ(ω)) = inf
x∈Y
V (x, ξ(ω)) for a.e.ω ∈ Ω.
(2.3.1.6)
If there exists an optimal solution of (2.3.1.1) which does not depend on ξ w.p.
1., then the equality in (2.3.1.5) also holds.
Knowing the realization of ξ, the value of perfect information is the dierence
V (x, ξ)− υ(ξ). The expected value of perfect information is
EVPI := inf
x∈Y








The inequality (2.3.1.5) gives us that EVPI is always nonnegative and it is equal
to zero if condition (2.3.1.6) holds.
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3. Multistage Stochastic Programs
3.1 General Description of Multistage Stochastic
Programs
There are many situations in the real life, when decisions should be made at
certain time points. Usually, the horizon and the sequence of times (stages) at
which the decisions will be made are xed. We require that the decisions made at
any stage of the decision process are nonanticipative - they are allowed to depend
only on the past observations and decisions. The sources for this chapter are [45],
[10], [12], [14] and [42].
In the general T-stage stochastic program we consider a stochastic data process
ω = (ω1, . . . , ωT−1)
and a decision process
x = (x1, . . . ,xT ).
The decisions x2, . . . ,xT are assumed to be random vectors (not necessarily of
the same dimension), whereas x1 is a nonrandom vector-valued variable. The
random elements ωi of ω may be of quite general nature, but they are mostly real
random vectors. The realizations of ω are called trajectories or scenarios. As it
was before, the probability distribution of ω is denoted by P and its support by
Ω. The sequence of decisions and observations is
x1, ω1,x2, ω2, . . . ,xT−1, ωT−1,xT .
Furthermore, ωT , which becomes known after the decision xT is made, might
contribute to the overall costs. The decision process is nonanticipative, which
means that decisions taken at any stage of the process neither depend on fu-
ture realizations of the stochastic data, nor on future decisions, whereas the past
information and the probabilistic specication (Ω,F , P ) of the process ω are
exploited. We emphasize, that even in case when ωT contributes to the overall
costs, none of the decisions xt does depend on it. We assume that the proba-
bility distribution P is known and it does not depend on x. We will denote
by ωt−1,• := (ω1, . . . , ωt−1) the part of the stochastic data process that prece-
des the stage t and by xt−1,• := (x1, . . . ,xt−1) the sequence of decisions at stages
1, . . . , t−1. Therefore the decision at stage t is xt = xt(xt−1,•, ωt−1,•, P ). The mar-
ginal probability distribution of ωt is denoted by Pt and its conditional probability
distribution by Pt(·|ωt−1,•), t = 2, . . . , T − 1. We can express the dependence of
the decisions only on the history and the probabilistic specication as follows:
let the σ-eld generated by the observations ωt−1,• be denoted by Ft−1 ⊆ F .
The dependence of the tth-stage decision xt only on the past observations means,
that xt is measurable with respect to Ft−1, similarly, xt is Ft−1-adapted. In each
stage the decisions are limited by constraints that might depend on the previous
decisions and observations. Stages do not have to refer exactly to the time peri-
ods, they correspond to the steps in the decision process. The rst-stage decisions
consist of all decisions that have to be made before any further information is
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known, while the second-stage decisions can adapt to the known information, etc.
Let the importance of the rst-stage decison be illustrated by the example of the
decision about the capacity of a new water reservoir or the decision about an
initial contract or allocation of funds. The main emphasis is on the rst-stage
decision, which includes all decisions that have to be selected before. In the next
section, formulations of the multistage stochastic programs will be discussed.
3.2 Multistage Stochastic Programs Formulation
The outcome of the sequence x1, ω1,x2, ω2, . . . ,xT−1, ωT−1,xT will be quantied
by a function f0(x, ω). As it was before, our aim will be to minimize the expected
value E[f0(x, ω)] subject to some constraints. As it is in [12], we will consider
given nonempty sets Xt in Rnt , t = 1, . . . , T . The tth-stage constraints are then
denoted by
Xt(ω) = {xt,• ∈ X1 ×X2 × · · · × Xt : fti (xt,•, ωt−1,•) ≤ 0, i = 1, . . . ,mt}
(3.2.1)
We can see from the form of the constraints (3.2.1), that the choice of decisions
of Xt(ω) is not constrained by future decisions or observations, but this does not
generally exclude the presence of induced constraints - they must be fullled We
suppose, that all functions are measurable with respect to ω and all expectations
exist (this is especially fullled, if Ω is a nite set, and it is to guarantee the
existence of feasible and nonanticipative decision process x for almost all ω). We
also assume that relations including random elements hold with probability 1 and
that all inma are attained, therefore we write min instead of inf.
3.2.1 Two Formulations of Multistage Stochastic Program-
ming Problems
The aim of the T-stage stochastic program is to nd










Sometimes the realizations of ωT (those behind the horizon) may contribute to
the overall observed costs, but they do not aect the decision process (assumption
of nonanticipativity). The decison process may be aected by the probability dis-
tribution of ωT . If we choose the objective function f0 in (3.2.1.1) as an indicator











where I is a given interval of desirable values of f0. If we replace the requirement
that the constraints xt,• ∈ Xt(ω) a.s., t = 1, . . . , T by the requirement that xt,• ∈
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Xt(ω), t = 1, . . . , T, holds true with a prescribed probability, we have stochastic
program with probabilistic or chance constraints.
The second formulation of the T-stage stochastic program is based on a recur-
sive evaluation of the overall objective function. As it is in [14], this allows us to
write the multistage stochastic program as a sequence of a nested two-stage pro-
grams. There were various schemes considered to reduce the T -stage stochastic
program (3.2.1.1) to a sequence of similar t-stage programs, where t < T . If we
do not consider ωT , we can then dene the objective functions recursively as
ϕT (x
T•, ωT−1,•) ≡ f0 (x, ω)
ϕt(x







, t = 2, . . . , T − 1
ϕ1(x1) = Eω1 minx2
ϕ2(x
2,•, ω1). (3.2.1.2)
The minimization is realized over the corresponding tth-stage constraints. The
symbol Eω|ω′ denotes the expectation with respect to ω conditioned by ω
′.
For relating an optimal solution of the T -stage problem to those minimi-
zing the t-stage objective functions ϕt, we need to meet some requirements -
boundedness assumptions concerning sets dened by the t-stage constraints and
convexity of f0 as a function of x. In that case not only the canonical projecti-
ons of the optimal solution x̂T,• of the T -stage problem are optimal solutions
of the t-stage problems, t < T , but also the optimal solutions of the t-stage
problems can be extended to an optimal solution of the T -stage problem. We
will consider x̂1 ∈ arg minϕ1(x1) over the rst-stage constraints x1 ∈ X1 and
f1i(x1) ≤ 0, i = 1, . . . ,m1. We will obtain the next component of the optimal so-
lution, x̂2(x̂1, ω1), by solving min
x2
ϕ2(x̂1,x2, ω1) over the second-stage constraints,
etc. To extend these results to problems which include ωT , we introduce a ctious
decision xT+1, which does not aect the value of the objective function f0. As it
is in [14], for






we can write the scheme (3.2.1.2) as a sequence of nested two-stage stochastic
programs in the following form
minE[f0(x, ω)] := f10(x1 + Eω1 [ϕ1(x1, ω1)]
subject to x1 ∈ X1 and f1i(x1) ≤ 0, i = 1, . . . ,m1, (3.2.1.3)
where for t = 2, . . . , T , for given x1, . . . ,xt−1 and observed realizations of ω1, . . . ,
ωt−1, ϕt−1(x1, . . . ,xt−1, ω1, . . . , ωt−1) is the optimal value of the stochastic pro-
gram
min ft0(xt, ω
t−1,•) + Eωt|ωt−1,• [ϕt(x1, . . . ,xt−1,xt, ω1, . . . , ωt−1, ωt)]
subject to xt ∈ Xt and
fti(x1, . . . ,xt−1,xt, ω1, . . . , ωt−1) ≤ 0, i = 1, . . . ,mt.
(3.2.1.4)
Here we have ϕT ≡ 0 or it is an explicitly given function of x1, . . . ,xT , ω1, . . . , ωT ,
if we consider the contribution of ωT to the overall costs. We assume that all
constraints with random parameters hold almost surely.
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Multistage stochastic linear program with recourse is a special case of (3.2.1.3)
- (3.2.1.4), stated in [14]. All functions f with any indices are linear in the decision
variables. It is formulated as follows:
min cT1 x1 + Eω1 [ϕ1(x1, ω1)]
subject to A1x1 = b1,
l1 ≤ x1 ≤ u1, (3.2.1.5)
where the functions ϕt−1, t = 2, . . . , T , are dened recursively as
ϕt−1(x













t−1,•) ≤ xt ≤ ut(ωt−1,•) (3.2.1.6)
and ϕT ≡ 0 or a given function of x and ω. All equalities and inequalities hold
almost surely. The random vector ωt−1 generates the coecients bt, ct and ma-
trices At,Bt in the decision problem of the tth-stage, t = 2, . . . , T . Matrices At
are (mt, nt)-matrices and the remaining matrices and vectors have corresponding
dimensions. We suppose that all expectations are well-dened. For the rst stage,
we know the values of all elements b1, c1,A1. The decision variable (vector) x1
corresponds to the rst-stage. If the matrices At are known nonrandom for all t,
we speak of a xed recourse.
3.2.2 Linear Multistage Stochastic Programs
This subsection is based on [45] and [14]. As it was before, we will denote by
x1, . . . ,xT decision vectors corresponding to stages 1, . . . , T . We can express the
linear programming problem as:
min cT1 x1 + c
T
2 x2 + c
T
3 x3 + . . . + c
T
TxT
subject to A1x1 = b1,
B2x1 + A2x2 = b2,
B3x2 + A3x3 = b3,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
BT,xT−1 + ATxT = bT ,
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, . . . xT ≥ 0.
(3.2.2.1)
This problem can be viewed as a multistage stochastic programming problem,
where for the rst-stage, c1,b1 and A1 are known. For t = 2, . . . , T , some or all of
the vectors ct,bt and matrices At,Bt are random. We remind, that the random
coecients At,Bt,bt, ct, t = 2, . . . , T are generated by the random vector ωt−1.
We will denote by ξ1 := (c1,A1,b1) the vector of (known) rst-stage coecients.
Correspondingly, for t = 2, . . . , T , the vector of random coecients of the tth-
stage will be denoted by ξt := [ct(ωt−1),Bt(ωt−1),At(ωt−1),bt(ωt−1)]. Since it was
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already mentioned several times, that the elements of the vector of coecients ξt
for t = 2, . . . , T are (some or all) random generated by the random vector ωt−1, we
will write shortly ξt := (ct,Bt,At,bt). In case of doubts, whether it is a random
vector or its realization, it will be specied by putting ωt−1 as an argument of the
coecients.
Accordingly, we have the following sequence:
x1, ξ2, x2, ξ3, . . . . . . . . . , ξT , xT .
Our aim remains the same - to design the decision process in such way, that the
expected value of the total costs is minimal. The decision process is nonaticipa-
tive. We will assume 1 ≤ t1 ≤ t2 ≤ T , where t1, t2 denote some stages. Then
the history of ξ from time t1 to time t2 is denoted by ξ[t1,t2] := (ξt1 , . . . , ξt2).
Information available up to time t is correspondingly denoted by ξ[1,t]. We have
from nonaticipativity that the decision vector xt may depend on the information
available up to time t (which is ξ[1,t]), but neither on further realizations of ξ nor
on future decisions.
We will look at problem (3.2.2.1) from the view of the last stage T . At that
stage, all realizations of ξ are known (we know ξ[1,T ]) and the values of the earlier
decision vectors, x1, . . . ,xT−1 have been already chosen. Therefore at the last




subject to BTxT−1 + ATxT = bT ,
xT ≥ 0.
(3.2.2.2)
The optimal value of this problem is dependent on the decision vector at stage
T−1, xT−1 ∈ RnT−1 and on the data ξT = (cT ,BT ,AT ,bT ) and it will be denoted
by QT (xT−1, ξT ). We will have a look at stage T − 1, when xT−2 and ξ[1,T−1] are





QT (xT−1, ξT ) | ξ[1,T−1]
]
subject to BT−1xT−2 + AT−1xT−1 = bT−1,
xT−1 ≥ 0.
(3.2.2.3)
The above stated problem depends on x2 ∈ RnT−2 and on ξ[1,T−1], its optimal
value is denoted by QT−1(xT−2, ξ[1,T−1]).
In general, at stage t = 2, . . . , T − 1, we are solving the problem:
min
xt
cTt xt + E
[
Qt+1(xt, ξ[1,t+1]) | ξ[1,t]
]
subject to Btxt−1 + Atxt = bt,
xt ≥ 0.
(3.2.2.4)
The optimal value of the above stated problem is denoted by Qt(xt−1, ξ[1,t])




cT1 x1 + E [Q2(x1, ξ2)]
subject to A1x1 = b1,
x1 ≥ 0.
(3.2.2.5)
All next stages t, t = 2, . . . , T , are included in the above rst-stage problem in
the function Q2(x1, ξ2) through the corresponding expected values. Since ξ1 is
not random, function Q2(x1, ξ2) does not depend on ξ1.
We say, that decisions x̄t(ξ[1,t]) are optimal, if for t = 1, . . . , T the following
condition holds for almost every realization of the random process
x̄t(ξ[1,t]) ∈ arg minxt
{
cTt xt + Qt+1(xt, ξ[1,t]) : Atxt = bt − Btx̄t−1(ξ[1,t−1]), xt ≥ 0
}
.
For t = T we omit the term QT+1 and for t = 1 we omit the term Btx̄t−1.
From what has been shown above (3.2.2.2) - (3.2.2.5), we arrived at the nested
formulation of the linear multistage problem in the form
min
E1




cT2 x2 + E
[







where E1 = {A1x1 = b1, x1 ≥ 0} and Et = {Btxt−1 +Atxt = bt, xt ≥ 0} for
t = 2, . . . , T .
We say that the process {ξt} is stagewise independent, if ξt is stochastically in-
dependent of ξ[1,t−1], t = 2, . . . , T . Random process {ξt} is said to be Markovian,
if for each t = 2, . . . , T − 1 the conditional distribution of ξt given ξ[t−1] is the
same as the conditional distribution of ξt given ξt−1. Obviously, if the process is
stagewise independent, then it is Markovian. If the process {ξt} is Markovian, our
model simplies - for given ξT−1, the conditional expectation in problem (3.2.2.3)
is independent of ξ[1,T−2] and therefore the optimal value of problem (3.2.2.3)
depends only on xT−2 and ξT−1. Analogous to that, at stages t = 2, . . . , T − 1
the optimal value of problem (3.2.2.4) depends on xt−1 and ξt and we denote it
by Qt(xt−1, ξt). Then we call ξt the information state of the model. Furthermore,
if the process {ξt} is stagewise independent, then the expectation function Qt
does not depend on realizations of the random process, and we can write only
Qt(xt−1), t = 2, . . . , T.
We will now suppose a model with a full lower block triangular constraint
matrix:
min cT1 x1 + c
T
2 x2 + c
T
3 x3 + . . . + c
T
TxT
subject to A11x1 = b1,
A21x1 + A22x2 = b2,
A31x1 + A32x2 + A33x3 = b3,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
AT1x1 + AT2x2 + . . . +AT,T−1xT−1 + ATTxT = bT ,
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, . . . xT ≥ 0.
(3.2.2.6)
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In that case each subproblem depends on the entire history of our decisions,
x[1,t−1] := (x1, . . . ,xt−1). It has the form:
min
xt
cTt xt + E
[
Qt+1(x[1,t], ξ[1,t+1]) | ξ[1,t]
]
subject to At1x1 + . . . + At,t−1xt−1 + At,txt = bt,
xt ≥ 0.
(3.2.2.7)
The optimal value of the subproblem (3.2.2.7) is denoted by Qt(x[1,t−1], ξ[1,t]).
Sometimes it is good to transform the lower triangular formulation into the
staircase formulation, which was shown at the beginning of this subsection. This
could be done by including additional variables rt, that summarize the relevant
history of our decisions. These additional variables are called model state varia-
bles. We call model state equations the relations which describe the next values of
the state variables as a function of the current values of these variables, current
decisions and current random parameters. In the problem (3.2.2.6) the vectors
x[1,t] = (x1, . . . ,xt) are sucient model state variables. At each stage, they are
updated to the linear state equation x[1,t] = (x[1,t−1],xt). We can write the con-
straint in (3.2.2.7) formally as
[At1At2 . . .At,t−1]x[1,t−1] + At,t,xt = bt.
For many problems it is possible to dene model state variables of a reasonable
size. Let the following structure be considered
min cT1 x1 + c
T
2 x2 + c
T
3 x3 + . . . + c
T
TxT
subject to A11x1 = b1,
B1x1 + A22x2 = b2,
B1x1 + B2x2 + A33x3 = b3,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
B1x1 + B2x2 + . . . +BT−1xT−1 + ATTxT = bT ,
x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, . . . xT ≥ 0,
(3.2.2.8)
in which all blocks Ait, i = 2, . . . , T are identical and observed at time t. For that
case the state variables rt, t = 2, . . . , T can be dened recursively by the state
equation rt = rt+1 + Btxt, t = 1, . . . , T − 1, where r0 = 0. Then the problem
(3.2.2.7) is noticeably simpler:
min
xt,rt
cTt xt + E
[
Qt+1(rt, ξ[1,t+1]) | ξ[1,t]
]
subject to rt−1 + Attxt = bt,
rt = rt−1 + Btxt,
xt ≥ 0.
The optimal value of the above stated subproblem is denoted by Qt(rt−1, ξ[1,t])
and it depends on rt−1.
Simple sign constraints xt ≥ 0 can be replaced by a general constraint xt ∈ Xt,
where Xt is a convex polyhedron, which is dened by some linear equations and
inequalities (they are local for stage t). The set Xt might be random, but it has
to be known at stage t.
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3.2.3 Convex Multistage Problems
According to [45], we can write the T -stage stochastic programming problem in







f2((x2, ξ2) + E
[








We remind, that xt ∈ Rnt are decision variables, ξt is a vector if random coef-
cients , ft : Rnt × Rdt → R are continuous functions and Xt : Rnt−1 × Rdt →
Rnt , t = 2, . . . , T are measurable closed valued multifunctions. The rst stage
data, ξ1, f1 : Rn1 → R and the set X ⊂ Rn1 are deterministic. For the linear case,
we had especially:
ft(xt, ξt) := c
T
t xt, X1 := {x1 : A1x1 = b1, x1 ≥ 0}
Xt(xt−1, ξt) := {xt : Btxt−1 +Atxt = bt, xt ≥ 0} , t = 2, . . . , T.
As it was in the previous subsection, ξ the vector of the coecients, e.g. ξt(ω) :=
(ct(ωt−1),At(ωt−1),Bt(ωt−1),bt(ωt−1)), t = 2, . . . , T . For the rst-stage ξ1 :=
(c1,A1,b1) is deterministic.
We will now consider multistage problems of the form (3.2.3.1), with
Xt(xt−1, ξt) := {xt : Btxt + Atxt = bt} , t = 2, . . . , T,
X1 := {x1 : A1x1 = b1} and ft(xt, ξt), t = 1, . . . , T, are random lower semiconti-




cTt xt if xt ≥ 0,
+∞ otherwise,
we have the linear multistage problem given in the nested formulation.
Here we solve at each stage the problem
Qt(xt−1, ξ[1,t]) = infxt
{





Qt+1(xt, ξ[1,t]) := E
[
Qt+1(xt, ξ[1,t+1]) | ξ[t]
]
.
The function Qt(·, ξ[1,t]) is convex for every t = 1, . . . , T . In fact,
QT (xT−1, ξT ) = infxT
φ(xT ,xT−1, ξT ),
where
φ(xT ,xT−1, ξT ) :=
{
fT (xT , ξT ) if BTxT−1 + ATxT = bT ,
+∞ otherwise,
We have that function fT (·, ξT ) is convex because of that we have of function
φ(·, ·, ξT ), therefore the optimal value function QT (·, ξT ) is also convex. By in-
duction we can show the convexity of functions Qt(·, ξ[1,t]) for t = T, . . . , 1.
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3.3 Optimality conditions
Inspired by [45], we will consider the cost-to-go functions Qt(xt−1, ξ[1,t]) as they
are dened in (3.2.3.2). The Lagrangian associated with the optimization problem
in (3.2.3.2) is:
Lt(xt,dt,xt−1, ξ[1,t]) := ft(xt, ξt) + Qt+1(xt, ξ[1,t]) + dTt (bt −Btxt−1 −Atxt).
We will dene ψt(xt, ξ[1,t]) := ft(xt, ξt) + Qt+1(xt, ξ[1,t]). Then we have
inf
xt
Lt(xt,dt,xt−1, ξ[1,t]) = − sup
xt
{
dTt Atxt − ψt(xt, ξ[1,t])
}
+ dTt (bt −Btxt−1)
= −ψ∗t (ATt dt, ξ[1,t]) + dTt (bt −Btxt−1),
where ψ∗t (·, ξ[1,t]) is the conjugate function of ψt(·, ξ[1,t]). The Lagrangian dual




−ψ∗t (ATt dT , ξ[1,t]) + dTt (bt −Btxt−1)
}
. (3.3.1)
Optimization problems (3.2.3.2) and (3.3.1) are convex. Under certain regula-
rity conditions, there is no duality gap between these two problems (the optimal
values of the two problems are equal to each other). Particularly, we can formu-
late these two conditions:
(C1) The functions ft(xt, ξt), t = 1, . . . , T, are random polyhedral, and we have
a nite number of scenarios.
(C2) There is a neighborhood of bt, such that for any b
′
t in that neighborhood
the optimal value of the problem (3.2.3.2) with bt replaced by b
′
t is nite.
The set of optimal solutions of (3.3.1) will be denoted as Dt(xt−1, ξ[1,t]). All
subdierentials in the next statements will be taken with respect to xt for a
corresponding t = 1, . . . , T. The proof of the next proposition can be found in
[45].
Proposition 15. Assume that either condition (C1) holds and Qt(xt−1, ξ[1,t]) is
nite or condition (C2) holds. Then the following holds:
(i) there is no duality gap between problems (3.2.3.2) and (3.3.1),
Qt(xt−1, ξ[1,t]) = sup
dt
{
−ψ∗t (ATt xt, ξ[1,t]) + dTt (bt − Btxt−1)
}
,
(ii) x̄t is an optimal solution of (3.2.3.2) if there exists d̄t = d̄t(ξ[1,t]) such that
d̄t ∈ D(xt−1, ξ[1,t]) and
0 ∈ ∂Lt(x̄t, d̄t),
(iii) the function Qt(·, ξ[1,t]) is subdierentiable at xt−1 and
∂Qt(xt−1, ξ[t−1]) = −BTt Dt(xt−1, ξ[1,t]).
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4. Scenario Approach to Multistage
Stochastic Programs
Similarly to as it was in the case of two-stage stochastic programs, also in the case
of multistage stochastic programs we often approximate the true probability P of
the stochastic process ω by a discrete probability distribution carried by a nite
number of atoms, denoted by ω1, . . . , ωK . The supports of marginal probability
distributions Pt are nite sets and also the supports of the conditional probability
distributions Pt(·, | ωt−1,•) are nite sets for ∀ t. We will denote by St(ωt−1,•) the
supports of the conditional probability distributions of ωt conditioned by past
realizations ωt−1,• = (ω1, . . . , ωt−1). We call scenarios at stage t the sequences of
realizations ωt,• = (ω1, . . . , ωt). Let Kt, t = 2, . . . , T be disjoint sets of indices,
all possible realizations of ωt−1,• are listed as ω̃kt , kt ∈ Kt. The sources for this
chapter are [45], [10], [12], [14] and [42].
4.1 Scenario Based Formulations of Multistage Sto-
chastic Programs
Let the corresponding values of the tth-stage coecients be denoted by the same
subscripts of all possible realizations of ωt−1,•. The total number of scenarios K
is equal to the total number of elements of KT . Each scenario ωk = (ωk1 , . . . , ωkT−1)
generates a sequence of coecients {ck2 , . . . , ckT }, {Ak2 , . . . ,AkT }, {Bk2 , . . . ,BkT },
{bk2 , . . . ,bkT }, {lk2 , . . . , lkT } and {uk2 , . . . ,ukT }. The vector of feasible solutions
of the scenario ωk subproblem is denoted by x(ωk) := (x1,xk2 , . . . ,xkT ). The set
of constraints for scenario ωk according to [14] is
A1x1 = b1,
Bk2x1 + Ak2xk2 = bk2 ,
Bk3xk2 + Ak3xk3 = bk3 ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
BkTxT−1 + AkTxT2 = bkT ,
l1 ≤
x1 ≤ u1, lk2 ≤ xk2 ≤ uk2 , . . . , lkT ≤ xkT ≤ ukT .
(4.1.1)
We can write the multistage stochastic programs with linear constraints as a
large-scale deterministic program. For a given scenario ωk, the vector composed
of all corresponding objective function coecients to that scenario, c1, ckt , t =
2, . . . , T is denoted by c(ωk). We will denote the matrix of all coecients of the
system of constraints in (4.1.1) as A(ωk) for scenario ωk, the vector of the right-
hand sides as b(ωk) and as l(ωk) and u(ωk) the vectors of the lower and upper
bounds. The corresponding decision vector x(ωk) is composed of stage related
subvectors xt(ωk) for ∀t. The nonanticipativity constraints will be of the form
x1(ω
k) = x1(ω
k′),∀k, k′, for the rst-stage decisions and similarly to that for the
tth-stage we also need to guarantee that the tth-stage decisions based on the same
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history are equal. We can express the constraints in the form x = Ux, where x
consists of carefully grouped components of all decision vectors x(ωk) and U is
a 0-1 matrix of coecients of the nonanticipativity constraints. We obtain the











The set XD is the set dened by deterministic constraints on xt(ωk) for ∀t, k and
the set C is the set dened by the nonanticipativity conditions. The probabilities
of each scenario ωk are denoted by pk.
Another scenario-based formulation of multistage stochastic linear program
is characterized by implicit inclusion of nonanticipativity constraints and data
organized in the form of a scenario tree. The nodes are determined by all con-
sidered realizations of ω̃kt , kt ∈ Kt, t = 2, . . . , T and by the root k1. Each value
ω̃kt+1 of ω
t,•, t = 1, . . . , T has an immediate ancestor ω̃kt (the value of the corre-
sponding ωt−1,•). This unique ancestor is denoted by a(kt+1), e.g. a(k2) = 1 for all
realizations of ω̃k2 of the component ω1. According to [14], we write the T-stage
stochastic linear program with recourse and with a nite number of scenarios in
the arborescent form as:





















Bk2x1 + Ak2xk2 = bk2 , k2 ∈ K2,




BkTxakT + AkTxkT = bkT , kT ∈ KT ,
l1 ≤ x1 ≤ u1, lkt ≤ xkt ≤ ukt , kt ∈ Kt, t = 2, . . . , T,
(4.1.3)
with K1 = 1,Kt = {Kt−1 + 1, . . . , Kt} , t = 2, . . . , T. We have S = KT − KT−1
sequences (ckt ,Akt ,Bkt ,bkt , lkt ,ukt), t = 2, . . . , T of possible realizations of coe-
cients in the objective function, in recourse matrices A∗, transition matrices B∗,
right-hand sides and bounds in the constraints for all stages. The path probabilities
pkt > 0 for ∀kt,
∑
kt∈Kt
pkt = 1, t = 1, . . . , T , of partial sequences of coecients are
probabilities of realizations of ωt−1,• for ∀t. We can obtain the path probabilities
by stepwise multiplication of the marginal probabilities pk2 by the conditional
arc or transition probabilities πkτ ,kτ+1 , τ = 2, . . . , t which are related to the corre-
sponding partial sequences of realizations. Probabilities pk of individual scenarios
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ωk, k = 1, . . . , K, are equal to the corresponding path probabilities pkT , kT ∈ KT .
We dene sets of descendants of kt which consists of these indices kt+1 ∈ Kt+1 for
which the transition probability πkt,kt+1 6= 0, we denote the sets by Desc(kt).
Problem (4.1.3) may correspond to a T -period two-stage stochastic program
based on the same scenarios. As it is in [10], we suppose that except for the root,
there is only one descendant d(kt) of each of the tth-stage nodes, that means that
the transition probabilities πkt,d(kt) = 1 for ∀kt ∈ Kt, t = 2, . . . , T − 1. Scenarios
are then identied by sequences {k2, . . . , kT} such that kt ∈ KT , kt+1 = d(kt) for















we obtain the two-stage relaxation of the multistage stochastic linear program
(4.1.3).
4.2 Stages and Horizon
For applications it is crucial to build a reasonable model of the problem and to
generate meaningful scenarios and this has become the most demanding task.
It is important to formulate the goals and constraints and to identify the dri-
ving random process ω. A scenario-based multistage stochastic program requires
specication of the horizon, stages and generation of the input in the form of a
scenario tree. Practically, according to [10] and [14], we can distinguish various
situations:
• Horizon and stages are determined ad hoc. This case often occurs for the
purpose of testing numerical approaches and/or software.
• The horizon and stages are determined, mostly by the real-life technological
process.
• The horizon depends on a xed date (e.g. end of the scal year, date related
with the annual Board of Directors' meeting, etc.), whereas stages are some-
times determined by the nature of the solved problem (e.g. expiration dates
of options, periodic management review meetings, etc). For other cases,
application of heuristic rules and/or experience, taking into account limi-
tations due to numerical tractability, is used. In that case, rolling forward
after the T -stage has been solved, the rst-stage decision accepted and new
information exploited, means to solve a subsequent T − 1-stage stochastic
program with a reduced number of stages or another T -stage problem with
a dierent topology of stages.
• The horizon is connected with a time interval of a xed (could be even
innite) length, which might be given by the periodicity of the underlying
random process. The number of stages is chosen in dependence on the avai-
lable computing facilities. Here, rolling forward means repeated solution of
T -stage problem of the same structure of stages. The initial state of the
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system is determined by the applied rst-stage decision and by observation
of the value ω1. We use process ω shifted in time.
The multistage problem can be solved just once (e.g. retiring a debt by a
given deadline as much as possible) or the problem and its solution goes on in the
future, with new horizons, considering always just the nal state of the system
at the previous termination date, i.e. at the previous horizon. To ensure such
continuation, the models should be usually extended by additional constraints
and/or terms in the objective function to reduce the end eects, with or without
reference to an additional, auxiliary stage.
The crucial step is to relate the time instants and stages for a chosen horizon.
The main limitations of the number of stages occur because of the numerical
tractability. In nancial applications, it is common to accept unequal lengths of
time periods between subsequent stages, starting with a short time rst-period.
Together with the repeated rolling of the model over time, this might replace
quite well the full dynamics of the decision process (even for problems with a few
stages). Another way of dealing with that is to break the problem with a long (or
innite) horizon into three phases: use the scenario tree structure for 1 ≤ t ≤ T ;
design just one descendant for each node for T + 1 ≤ t ≤ τ ; aggregate the rest
of the process into one additional stationary stage. In case of using the previous
three-phase structure, we approximate the true probability of ω by a simpler one
for the reason of numerical tractability.
4.3 General Description of Scenarios and Scenario
Trees
We still assume, that the probability distribution P of ω is discrete and con-
centrated on a nite number of points, ω1, . . . , ωK . The condition on a sensible
scenario at stage t is
ωτ ∈ Sτ (ωτ−1,•) for ∀τ > 1.
Therefore the set of all considered scenarios is
S :=
{




ω | ωt ∈ St(ωt−1,•) for ∀t > 1
}
.
The sets of all dierent scenarios ωt,• at stage t which satisfy S := ST is denoted
by St. We will denote by St the supports of the marginal probability distributions
of ωt, t = 1, . . . , T . In that concept, we call the conditional probabilities P (ωt |
ωt−1,•) on St(ωt−1,•) for t > 1 and the marginal probabilities P (ω1) on S1 arc
probabilities. We call their products P (ωt−1,•) = P (ω1)
t−1∏
τ=2
P (ωτ | ωτ−1,•) path
probabilities. The probability of scenario ωk = {ωk1 , . . . , ωkT ) ∈ S is pk and it is
computed as
pk = P (ω
k) = P (ωk1)
T∏
τ=2
P (ωkτ | ωk1 , . . . , ωkτ−1).
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For the scenario-based multistage stochastic programs as in (4.1.3) a special
structure of the input is required. We can suppose an oriented graph, which
starts from an only one node at level 0 (the root) and branches into nodes at
level 1, where each of the nodes corresponds to one of the possible realizations of
ω1. The branching then continues up to nodes at level T − 1, which are assigned
to the whole possible data paths ωT−1,•. If ωT contributes to the overall costs, the
branching continues up to T -level and level T is assigned to the whole possible
data paths ωT,•. There is one-to-one correspondence between the sections ωt,• and
the nodes of the tree at stage t for t = 1, . . . , T . We can represent this structure of
the input data as a scenario tree. It follows from the one-to-one correspondence
that for any node at level t, each of the new observations ωt must have only one
immediate predecessor ωt−1,• (ancestor, a node at level t− 1) and it has a (nite)
number of descendants ωt+1, which are at nodes at level t + 1, t < T − 1. The
number of descendants of all nodes at a given level 0 ≤ t < T − 1 of the sce-
nario tree can be equal. If this holds for all stages, we have a balanced scenario
tree. If the scenario tree is balanced, it can be coded as a product of numbers of
descendants of the root and of nodes at levels 1, . . . , T −1. A scenario tree with 2
branches from the root, 3 branches from nodes at the rst level and no branching
at the second level is described by 213111. This tree is depicted on the following
Figure F4.3.1.
Figure F.4.3.1. Example of a tree 213111.
There are two special cases of the scenario tree that should be mentioned:
• For all stages t = 2, . . . , T−1, the conditional probabilities P (ωt | ωt−1,•) are
independent on ωt−1,•, they are equal to the marginal probabilities P (ωt).
We call this case interstage independence.
• The supports St(ωt−1,•) of conditional probability distributions of ωt condi-
tioned by realizations ωt−1,• = {ω1, . . . , ωt−1} of sections ωt−1,• are single-
tons for all stages t = 2, . . . , T −1. The scenario tree is then a fan of indivi-
dual scenarios ωk = {ωk1 , . . . , ωkT−1}, whose probabilities are pk = P (ωk1) for
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∀k. The multiperiod stochastic program reduces to the two-stage stochastic
program, independently of the number of periods.
In applications the crucial problem is to build a representative scenario tree (ex-
cept for the two special cases mentioned above). We can approach that from the
point of view of a suitable data manipulation, which should reect both the un-
derlying probability assumptions, the existing data and it should be linked with
the purpose of the application. We should strike a balance between a manageable
problem size and the desired precision of the results. For that task, the important
problems are designing strategies for aggregating nodes and stages, trimming or
rening trees, testing the inuence of including additional scenarios and stages.
Number of nodes of a scenario tree grows exponentially with the number of stages,
therefore an alternative data arrangement might be considered. This data arran-
gement could be obtained for example by relaxation of the requirement of unique
predecessors at the previous stages. The following Example E4.3.1. inspired by
[42] will show the general description of scenario trees.
Example E4.3.1. We will consider the scenario tree in Figure F4.3.2. Num-
bers along the arcs represent the arc probabilities (probabilities of moving from
one node to the next.). As it was in case of linear multistage stochastic pro-
grams (subsection 3.2.2), we will denote by ξ1 := (c1,A1,b1) the vector of
known rst-stage coecients. Then for the t = 2, . . . , T , the vector of random
coecients of the tth-stage the vector of random coecients will be denoted by
ξt := [ct(ωt−1),Bt(ωt−1),At(ωt−1),bt(ωt−1)]. Here we have T = 4. We assume
here that all involved variables are one dimensional, where ct, Bt, At are xed
for t = 2, 3, 4 and only bt, t = 2, 3, 4 are random. The realizations of the ran-
dom process b1, b2(ω1), b3(ω2), b4(ω3) are indicated by the numbers in the nodes
of the tree. Here we have that at level 0 (t = 1), b1 has a unique value 100.
At level 1 (t = 2) we have that b2 has three values 90, 61, 110 with probabilities
0.3, 0.35, 0.35 respectively. At level 2 (t = 3), we have 6 nodes, from left to right
60, 93, 91, 105, 101, 60. Therefore b3 takes 5 dierent values with the respective
probabilities P [b3 = 60] = 0.3× 0.3 + 0.35× 0.8, P [b3 = 93] = 0.3× 0.70, P [b3 =
91] = 0.35 × 0.4, P [b3 = 105] = 0.35 × 0.6 andP [b3 = 101] = 0.35 × 0.2. At level
3 (t = 4), the numerical values associated with 10 nodes are (from left to right)
50, 70, 70, 80, 85, 50, 95, 92, 50, 115. The respective probabilities can be calculated
as for b3, e.g. P [b4 = 50] = 0.3× 0.3× 0.5 + 0.35× 0.6× 0.75 + 0.35× 0.8× 0.7.
It is important to mention, that although some of the realizations of b3 (and
hence ξ3) are equal to each other, we represent them by dierent nodes, because
we identify dierent histories of the process corresponding to dierent scenarios.
The same reason applies for b4 (and hence ξ4). There are 10 scenarios in this tree.
We can mention that the process bt (and hence ξt) in the example is not
Markovian. Take the example of
P [b4 = 50 | b1 = 100, b2 = 110, b3 = 60] = 0.70,
while
P [b4 = 50 | b3 = 60] =
P [b4 = 50, b3 = 60]
P [b3 = 60]
=
0.3× 0.3× 0.5 + 0.35× 0.8× 0.7
0.3× 0.3 + 0.35× 0.8
=̇0.65 6= 0.70.
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The process bt in this example is also not a martingale4, for example
E[b2 | b1 = 100] = E[b2] = 90× 0.3 + 61× 0.35 + 110× 0.35 = 86.85
E[b3 | b2 = 90, b1 = 100] = 60× 0.3 + 93× 0.7 = 83.1, etc.
Figure F4.3.2 Considered scenario tree.
4We call a random process {Zt, t ∈ N} a martingale, if the inequalities E[Zt+1 | Z[1,t]] =
Zt, t ∈ N hold with probability one.
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5. Scenarios and Distances
The typical assumption in the general formulation of the stochastic programming
problems is that the probability distribution P of the stochastic element ω is
known. However, this seems to be not a very realistic assumption. We usually try
to approximate the true probability distribution P . To get a reasonable approxi-
mation, we should exploit the structure of the problem, the available information
about P that comes from theory, historical data, experts' experience, heuristics
etc. If we reduce the approximation of P to the approximation of one-dimensional
probability distributions, there are several ways of doing this, e.g. approximation
by a discrete probability distribution, piecewise uniform distributions, kernel esti-
mates etc. In the multidimensional case, the approximation by discrete probability
distributions is usually used. We remind that the true probability distribution P
is replaced by a discrete probability distribution P̂ , which is concentrated on a
nite number of points (scenarios), say ω1, . . . , ωK , with respective probabilities
p1, . . . , pK . The aim of scenario generation is to represent the true probability
distributionP in a reasonable way. We often need to compromise between the
precision of the approximation and the size of the approximated problem, we
also often need a special form of the input - scenario tree for multistage sto-
chastic programming problems. The origin of scenarios might be diverse - they
can be atoms of a known genuine discrete probability distribution, they could be
obtained in the course of a discretization approximation scheme, they could be
obtained by simulation or by limited sample information. They can also be the
result of recognized regulations or of a preliminary analysis of the problem with
probabilities of their occurence (the probabilities may reect an ad hoc belief,
subjective opinion of an expert, etc.).
5.1 Scenarios and Their Generation
According to [14] and [11] four basic types of problems can be distinguished con-
cerning the level of the available information.
1) Full knowledge of the probability distribution
The probability distribution P is fully specied. In that case, we can obtain the
scenarios by sampling from this distribution or application of a simulation or dis-
cretization scheme. There are several possibilities how the conclusions about the
optimal solution of the original problem can be drawn according to the chosen
approximation technique. The assumed full knowledge of the probability distri-
bution may originate from a theoretical model, from historical data or from an
experience of an expert.
2) Known parametric family
The given parametric form of the distribution P is preferably based on a theo-
retical model and the parameters of the probability distribution P are estimated
from the available data. The parametric form of the probability distribution or of
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the stochastic process is chosen correspondingly to the choice of the model. The
estimation of parameters corresponds to the calibration of the model and then,
as in the case of known probability distribution, follows simulation, sampling or
discretization procedure. This case usually occurs in stochastic programming pro-
blems in nance and water resources management and planning. This is partly
because of the fact that the relevant stochastic models of interest rates and as-
set prices or those of water inows have been studied for a relatively long time
and they have been well developed and supported by historical data. These days,
the interest is to build appropriate models for distributions of demand. As an
example, we can mention The Vector Autoregressive Models, Va²í£ek's Model for
Spot Rates and Multidimensional, Multifactor Models, all described in [14]. The
Black-Derman-Toy Model introduced in [3] is one of frequently used discrete time
models for generation of interest rate scenarios. We should also mention the Mul-
tivariate GARCH model proposed in [1].
3) Sample information
In that case, the available sample information about the true probability distri-
bution is based mostly on observed past data. For enough homogeneous data, we
can view them as independent, identically distributed (i.i.d.) random variables
(vectors), hence the use of empirical distributions is straightforward. If the data
are not homogeneous enough, we could think of a preprocessing procedure to
treat the missing data, smoothing, etc., or of an adjustment to t specic values
of (sample) moments. One simple idea is to use as scenarios the past observati-
ons which were obtained under comparable circumstances and assign them equal
probabilities (distribution- free method).
4) Low information level
In case we have no reliable data, the previously mentioned procedures fail. Then
the scenarios and their probabilities are mostly based on experts' forecasts or even
governmental regulations. Sometimes, it is also the case, when the true probabi-
lity distribution is described only by several moment values or/and some simple
qualitative properties.
Example E5.1.1. Vector Autoregressive models. This model is described
in [14] and it is an example of the discrete time stochastic models. The vec-
tor autoregressive model of the rst order for our stochastic (vector) process
ω = (ω1, . . . ,ωT ) is
ωt = µ + H(ωt−1 − µ) + ε, ε ∼ N(0,Σ),
(5.1.1.)
where the eigenvalues of the matrix H fulll the condition |λ(H)| < 1 and εt's are
jointly independent. We estimate the parameters µ,Σ,H from historical data and
we possibly further adapt it to distinct sources of information, such as experts'
opinions, forecasts, related global parameters, etc. We will denote these estimates
by µ̂, Σ̂, Ĥ.
We construct scenarios in the following way. We start from a known vector
ω0 and we use the calibrated model (5.1.1.), then step by step we construct the
scenarios as
ωkt = µ̂ + Ĥ(ω
k




where ε̂kt is obtained as an observation from N(0, Σ̂) by a suitable discretization
or simulation technique.
5.2 Approximation of The True Problem
If we want to make a conclusion about the optimal solutions and the optimal
value of the true stochastic program, while using the results of the approxima-
ted scenario-based problem, we have to keep in mind, that they depend on the
structure of the solved problem as well as on the origin of scenarios. The output
can hardly be more precise than the input. It is much easier to think about the
precision of the obtained optimal values than the sets of optimal solutions. We
will consider a stochastic program in the form:
minimize F (x, P ) := Ef0(x, ω)
(5.2.1)
on a closed nonempty set X ⊂ Rn, which is independent of P . The optimal value
of the problem (5.2.1) will be denoted by ϕ(P ), the set of optimal solutions (not
necessarily a singleton) by X ∗(P ) = arg min
x∈X
f0(x, P ). If X ∗(P ) is a singleton,
then the unique optimal solution of (5.2.1.) is denoted by x∗(P ). We assume
that the true probability distribution P has been replaced by another probability
distribution P̂ , which was obtained by parametric or nonparametric methods
and by sampling, discretization and simulation techniques. We can quantify the
precision of the approximation by a suitable measure of distance between these
two probability distributions. This approach will be described in the next section.
Here, the qualitative results, as they are in [14], will be discussed.
Denition 9. Let P , Pτ , τ = 1, . . . , be probability measures on Borel sets of the
same Euclidean space Ω. We say, that Pτ converges weakly to P as τ → +∞, if
for any bounded continuous function h : Ω→ R1 holds:∫
Ω




We will restrict the class of the considered functions f0(x, ·) to bounded conti-
nuous functions of ω or restrict the set of probability measures to a subset with
respect to which the functions f0(x, ·) are uniformly integrable to obtain continu-
ity of expectation functionals F (x, P ) :=
∫
Ω
f0(x, ω)P (dω). We will assume that
f0(x, ω) is a continuous bounded function of ω for every x ∈ X and Pτ → P wea-
kly. Denition 9 gives us then the pointwise convergence of the objective functions
in (5.2.1),
F (x, Pτ )→ F (x, P ) for ∀x ∈ X .
For X compact and uniform convergence on X , we obtain for the optimal values:
ϕ(Pτ )→ ϕ(P ).
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Furthermore, for X convex and f0(·, ω) strictly convex on X for ∀x, we have the
convergence of the unique optimal solutions x∗(Pτ ) of min
x∈X
F (x, Pτ ) to the unique
optimal solution x∗(P ) of the problem (5.2.1).
Results about the bias for the case of the empirical optimal value are shown
in [10]. We will suppose, that Pτ are empirical probability distributions based on
τ i.i.d. sample values of ω. For empirical probability distributions, ϕ(Pτ ) has an
one-directional bias,
Eϕ(Pτ ) ≤ ϕ(P ).
For ωi being i.i.d. and for any xed x ∈ X , we have that the function values
f0(x, ω
j) are i.i.d. and


















Ef0(x, ω) = ϕ(P ).
The empirical point estimate of Eϕ(Pτ ) can be obtained from the Law of Large
Numbers and the asymptotic condence interval for ϕ(P ) can be constructed
from the Central Limit Theorem.
We will assume that we know that the true probability distribution P belongs
to a parametric family P = {Pθ,θ ∈ Θ} of probability distributions, where the
parameter vector θ belongs to an open set Θ ⊂ Rq. In that case, the objective
function depends on the parameter θ, (F (x, Pθ) := F (x,θ)), therefore the pro-
blem (5.2.1) is a standard parametric program in the form min
x∈X
F (x,θ). Suppose
for ∀θ ∈ Θ the optimal value ϕ(θ) exists and it is a continuous function of θ
on a neighborhood of the true parameter value θ0. Supposing we have a statis-
tical estimate θτ of the true parameter θ0, we have, that whenever θτ → θ0
with probability 1 or in probability, then ϕ(θτ )→ ϕ(θ0) with probability 1 or in
probability, respectively.
For θτ an asymptotically normal estimate of θ (e.g.
√
τ(θτ − θ) ∼ N(0,Σ))
and ϕ continuously dierentiable at θ with ∇ϕ(θ) 6= 0, we have that ϕ(θτ ) is
asymptotically normal,
√
τ(ϕ(θθ)− ϕ(θ)) ∼ N(0,∇ϕ(θ)TΣ∇ϕ(θ)).
5.2.1 The Contamination Method
This method described in [12], [9], [10] is initiated in mathematical statistics as
one of the tools for analysis of robustness of estimators with respect to deviations
from the assumed probability distribution and/or its parameters. It does not
require any specic properties of the probability distribution P . The robustness
analysis with respect to changes in P is reduced to a much simple analysis with
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respect to a scalar parameter λ. We still assume the stochastic program in the
form (5.2.1). This method is suitable for postoptimality analysis (a technique for
determining how the optimal solution changes if the problem data change), it may
be used to support conclusions about resistance of the already obtained optimal
output to changes of scenarios and their probabilities and also to check possible
inuence of out-of-sample scenarios. We assume that the problem (5.2.1.) has
been solved for an already constructed scenario tree, which corresponds to the
discrete probability distribution P . The set of optimal values is ϕ(P ) and the set
of optimal solutions is X ∗(P ).
We model the changes in the probability distribution (e.g. because of including
additional scenario branches of the scenario tree) using contamination distributi-
ons Pλ as follows:
Pλ = (1− λ)P + λQ, 0 ≤ λ ≤ 1.
(5.2.1.1)
The probability distribution Q (e.g. the probability distribution of the additional
scenarios or branches of the scenario tree) is xed and it contaminates the original
probability distribution P . Suppose the probability distributions P,Q are xed.
If we compute the expected value in (5.2.1.) for the contaminated distribution Pλ
for an objective function in (5.2.1.) linear in P , it is linear in the parameter λ,
e.g.
F (x, λ) :=
∫
Ω
f0(x, ω)Pλ(dω) = (1− λ)F (x, P ) + λF (x, Q).
We suppose that the stochastic program (5.2.1.) has an optimal solution for all




is a nite concave function on [0, 1], hence it is continuous and the directional
derivatives exist on (0, 1). Let X ∗(P ) be a nonempty, bounded set of optimal so-
lutions of the stochastic program (5.2.1.). Using the stationarity of the derivatives
dF (x,λ)
dλ





F (x, Q)− ϕ(0).
The bounds of the optimal value function ϕ(λ) are
(1− λ)ϕ(0) + λϕ(1) ≤ ϕ(λ) ≤ ϕ(0) + λϕ′(0+), λ ∈ [0, 1].
We construct the right upper bound by interchanging the role of probability
distributions P,Q.
Suppose that x∗(P ) is the unique solution of (5.2.1.), ϕ
′
(0+) = F (x∗(P ), Q)−
ϕ(0). The local change of the optimal value function caused by a small change of
P in direction Q−P is the same as that of the objective function at x∗(P ). In case
of multiple optimal solutions, each of them leads to an upper bound ϕ
′
(0+) ≤
F (x(P ), Q)−ϕ(0),x(P ) ∈ X ∗(P ). Then we can write the contamination bounds
as
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(1− λ)ϕ(P ) + λϕ(Q) ≤ ϕ(Pλ) ≤ (1− λ)ϕ(P ) + λF (x(P ), Q)
(5.2.1.2.)
for an arbitrary x(P ) ∈ X ∗(P ) and λ ∈ [0, 1]. For x(P) being an ε-optimal
solution of (5.2.1.) for probability distribution Q, the dierence of the upper and
lower bound in (5.2.1.2.) is less or equal to λε.
If we consider only small changes in the underlying probability distribution,
we typically use small values of the contamination parameter λ, e.g. when incor-
porating expert opinions represented by the contaminating distribution Q, the
choice of λ might reect, how condential this opinion is. Sometimes, we use the
contaminating distribution Q of additional scenarios or branches of the scenario
tree to study the inuence of including these out-of-sample scenarios. This me-
thod can be also applied when we are interested in quantization of the response
on an increasing importance of a scenario for an appropriate choice of Q. Conta-
mination method for multistage stochastic linear programs is shown in [9].
5.2.2 The Minimax Approach
When the probability distribution P is not completely known, the worst-case
analysis and the minimax decision rule are usually used [10]. We assume that P
belongs to a known family P of probability distributions, which is identied for
instance by a given support, by known values of some moments, by qualitative
properties, etc. Applying the minimax decision rule to the problem in the form
(5.2.1.) means to select the decision x∗, such that the largest possible expectation
is minimized:




F (x, P ).
(5.2.2.1.)
The objective function of the inner maximization problem in (5.2.2.1.) is linear
in P , therefore for convex, compact set P , the optimal worst-case probability
distribution P ∗ ∈ P is one of the extremal points of P . These results are useful
for construction of the minimum and maximum bounds of the optimal value of









F (x, P ).
This approach gives us the best-case and the worst-case discrete probability distri-
butions carried by fully specied scenarios for some special assumptions about the
family P and about the structure of the underlying stochastic program (5.2.1.),
such as convexity or concavity of the random objective function f0(x, ω) and/or
separability with respect to components of ω.
5.3 Quantitative Aspects of The Approximation








where P can be a continuous or discrete. Our aim still remains to nd a simple
distribution P̂ with only a few mass points, such that the original problem (5.3.1.)
can be well approximated by the problem
min
{∫
f(x, ω) dP̂ (ω) : x ∈ X
}
. (5.3.2.)
As it is in [22], we would like to nd the approximation, such that the dierence
between the objective functions of the two problems,
sup
{∣∣∣∣∫ f(x, ω) dP (ω) − ∫ f(x, ω) dP̂ (ω)∣∣∣∣ : x ∈ X} , (5.3.3.)
is small. It can be regarded as nding the appropriate distance d, such that
minimizing d(P, P̂ ) leads to a small value of the dierence (5.3.3.).We can achieve
optimal approximations of stochastic programs in the sense of the dierence in
(5.3.3.) by minimizing some probability metric. Let H be a class of measurable
functions. Typically the distances of distributions are of the form
dH(P, P̂ ) = sup
{∣∣∣∣∫ f(ω)dP (ω) − ∫ f(ω)dP̂ (ω)∣∣∣∣ : f ∈ H} .
We say, that H is separating, if dH(P, P̂ ) = 0 implies that P = P̂ . For that case
we call d a distance. For H containing the functions {f(x, ·) : x ∈ X}, we have
that ∣∣∣∣∫ f(x, ω) dP (ω) − ∫ f(x, ω) dP̂ (ω)∣∣∣∣ ≤ dH(P, P̂ ).
One important function class for approximation of stochastic programs are
Lipschitz continuous functions. For p = 0 and p ≥ 0 and Ω ⊂ Rk, class Hp(Ω) of
Lipschitz continuous functions of order p is described as:
H0(Ω) = H1(Ω) ∩
{







f : Ω→ R : |f(ω)− f(ω̃)| ≤ max(1, ||ω||, ||ω̃||)p−1||ω − ω̃||, ∀ω, ω̃ ∈ Ω
}
.
According to the value of p, we call the distance









∣∣∣∣∣∣ : f ∈ Hp(Ω)
 ,
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• Bounded Lipschitz metric dBL for p = 0,
• Wasserstein (Kantorovich) metric dW for p = 1,
• Fortet-Mourier metric dFMp of order p for 1 < p < +∞,
• Kolmogorov (Uniform) metric dK for p = +∞.
The Wasserstein metric dW is related to the mass transportation problem. The
properties of the Wasserstein distance are given in the following theorem stated
in [35], the proof (i) is to be found in [50] and (ii) in [40], (iii) is a consequence
of (ii).
Theorem 16. The properties of dW are
(i) Kantorovich - Rubinstein
dW (P, P̂ ) = inf{E(|X − X̂|;where the joint distribution(X, X̂) is arbitrary,
but the marginal distributions are xed such thatX ∼ P ; X̂ ∼ P̂},
(ii) for one-dimensional distributions, dW is dened as
dW (P, P̂ ) =
∫
Ω




where P−1(ω) = sup{v : P (v) ≤ ω},
(iii) among all one-dimensional P̂ , which sit on the mass points z1, z2, . . . , zm,












where z0 = −∞ and zm+1 = +∞. For this P̂ ,







|ω − zi| dP (ω),
the inmum in (i) is attained.
In [22] it is shown, that it is possible to relate the Fortet-Mourier distance to
the Wasserstein distance.
We will denoted by B a set of all Borel subsets of Ω. We will then dene the
B-discrepancy as in [22] as
dD(P, P̂ ) = sup
B∈B
|P (B)− P̂ (B)|.
We have various types of discrepancy distances for dierent structures of Ω and
B(Ω). Especially, for Ω = Rk and B(Ω) = {(−∞, ω] : ω ∈ Rk}, we have the
Kolmogorov distance.
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5.4 Distance between Stochastic Scenario Proces-
ses and Scenario Trees
This topic is discussed in [49] and some of the ideas from this paper will be presen-
ted here. We consider a stochastic process ω = (ω1, . . . , ωT ) and we will denote the
σ-algebra generated by the random variable ωt by σ(ωt). Here, the ltration gene-
rated by the process ω is denoted by σ(ω) = (σ(ω1), σ(ω1, ω2), . . . , σ(ω1, ω2, . . . , ωT )).
Here, we also assume the nonanticipativity property of the process. We will dene
the tree process as in [36].
Denition 10. We call a stochastic process ν = (ν1, . . . , νT ) a tree process, if
σ(ν1), σ(ν2), . . . , σ(νT ) is a ltration.
If we approximate the true probability distribution of ω by a discrete one with
a nite number of atoms, we call then the approximating stochastic process ω̃
nitely valued and the tree that represents that process nitely valued tree. We
dene the bushiness of a tree as in [49]:
Denition 11. Assume that the nitely valued stochastic process ω̃ is repre-
sented by a tree with the same number of successors st for each node at stage
t,∀ t = 1, . . . , T. The vector bush = (s1, . . . , sT ) is a bushiness vector of the tree.
In general, we will consider a distance d(P, P̃ ) between two probability mea-
sures P and P̃ . Suppose that P and P̃ are two Borel probability measures given
on separable metric spaces (Ω, dΩ) and (Ω̃, dΩ̃) respectively. We consider a Bo-
rel probability measure π on Ω × Ω̃ with xed marginals P (·) = π(·, Ω̃) and
P̃ (·) = π(Ω, ·). Then we can dene the Kantorovich distance for random varia-
bles from probability spaces (Ω,F , P ) and (Ω̃, F̃ , P̃ ) as in [51]:
Denition 12. The Kantorovich distance between random variables is dened as





d(η, η̃) π[dη, dη̃]
 ,
where π(·, Ω̃) = P (·), π(Ω, ·) = P̃ (·).
The next theorem (given in [49], proof. in references therein) gives us more insight
into the discrete approximation of probability distribution P by a probability
distribution P̃ n sitting on n points.
Theorem 17. Suppose that N-dimensional distribution P has a density f with∫
|u|1+δf(u) du < +∞ for some δ > 0 and suppose that[∫







where c is some constant.
Then
d(P, P̃ n) ≤ cn−
1
N ,
where we denote by P̃ n a discrete approximation of P sitting on n points, and for
n→ +∞ we have
d(P, P̃ n)→ 0.
We will now focus on considering the stochastic process together with the gradu-
ally increasing information provided by ltrations. The following denition as in
[49] gives us the description of the scenario process-and-information structure:
Denition 13. Consider a tree process ν and F = σ(ν). We can write any pro-
cess ω adapted to F as ωt = ft(νt) for some measurable function ft. The pair
consisting of a scenario process ω and a tree process ν, such that ω / σ(ν) (ω
is σ(ν)-adapted), is called a scenario process-and-information structure and it is
denoted by (Ω,F , P, ω).
We call the distribution of the process-and-information structure a nested dis-
tribution P. The relation between the nested distribution P and the process-
and-information structure (Ω,F , P, ω) is comparable to the relation between a
probability measure P on Rk and a Rk-valued random variable ω with distri-
bution P . It can be considered either the nested distribution P or its reali-
zation with Ω as a tree, F an information and ω a process. This is symboli-
zed by P ∼ (Ω,F , P, ω). For dening the Kantorovich distance for multistage
case, we consider two process-and-information structures, P ∼ (Ω,F , P, ω) and
P̃ ∼ (Ω̃, F̃ , P̃ , ω̃). Then the denition of the multistage nested distance according
to [37] is
Denition 14. The multistage distance of two process-and-information structu-
res is




d(η, η̃) π(dη, dη̃)
 ,
P ∼ (Ω,F , P, ω), P̃ ∼ (Ω̃, F̃ , P̃ , ω̃),
π[A× Ω̃] | Ft ⊗ F̃t](η, η̃) = P (A | Ft)(η), (A ∈ FT , 1 ≤ t ≤ T ),
π[Ω×B] | Ft ⊗ F̃t](η, η̃) = P̃ (B | F̃t)(η̃), (B ∈ F̃T , 1 ≤ t ≤ T ),
where d(η, η̃) =
T∑
t=0
dt(ωt(ηt), ω̃t(η̃t)) is the distance in the integral on the sample
space Ω× Ω̃ and dt is the distance available in the state space of the processes ωt
and ω̃t, the predecessor of η which belongs to the stage t of the tree, ∀t = 1, . . . , T ,
is denoted by ηt.
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We will now consider a multistage stochastic optimization program written in the
form
v(P) = inf{EP [F (x, ω)] : x / F ,x ∈ X} = inf
{∫
Ω




The next theorem as in [37] gives the relationship between the nested distance
and the closeness of the initial and the approximate multistage optimization pro-
gram.
Theorem 18. Assume that P and P̃ are process-and information structures. As-
sume also that X is convex and the objective function F is convex in x for any ω
xed, i.e.
F ((1− λ)x0 + λx1, ω) ≤ (1− λ)F (x0, ω) + λF (x1, ω).
Furthermore, let F be uniformly Hölder continuous (β ≤ 1) with constant Lβ,
that is





for ∀x ∈ X .
Then the value function v in (5.4.1.1.) inherits the Hölder constant with respect
to the multistage distance, that is |v(P)− v(P̃)| ≤ Lβd(P, P̃)β.
The theorem gives us that the less distance between two process-and-information
structures the closer the solutions of the initial and the approximate multistage
stochastic optimization program. If we minimize the distance d(P, P̃) between
stochastic process given by the continuous distribution function and a tree, we
will obtain the best upper bound for the dierence between the true and the
approximate solution |v(P)− v(P̃)|.
The Kantorovich distance d(P, P̃ ) enables us to measure the stage-wise
dierence between continuous distribution function P and its discrete approxi-
mation P̃ , but we are not able to measure the distance between stochastic process
given by the continuous distribution function and the whole tree that contains
all available information. On the other hand, we can use the multistage nested
distance to measure the dierence between two nite trees, let denote them by P̃1
and P̃2. We will introduce an approximation of the multistage distance between
stochastic process given by its continuous distribution function and a tree with a
given structure, probabilities and values as it is described in [49].
Suppose a given tree (Tree 1) with a known tree structure, probabilities and
values sitting on the nodes. Assume we have a stochastic process ω = (ω1, . . . , ωT ),
which is given by the joint distribution function PJ . Our aim is to nd the distance
between this stochastic process and the given tree. The nested distribution of the
stochastic process ω is P, the nested distribution of the given Tree1 is P̃ and
the nested distribution of the approximate stochastic process ω∗ is P∗ (Tree 2).
We are aiming at calculating the distance d(P, P̃) between the stochastic process
ω and the given Tree 1 by the approximation of this stochastic process by a
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tree with high bushiness (Tree 2). We have the triangle inequality for the nested
distance, d(P, P̃) ≤ d(P̃,P∗) + d(P,P∗). We want to approximate the distance
d(P, P̃) by the distance d(P̃,P∗), which is the distance between Tree 1 and the
process approximation Tree 2. Therefore we would like to guarantee, that d(P,P∗)
is small enough, i.e. d(P,P∗) ≤ ε. Lemma 3.1 and Theorem 3.1 in [49] (originally
in [38]) give us the bounds for the distance between stochastic process and a
tree. It can be shown ([49]), that the upper bound for the nested distance is
converging to zero when the bushiness of the tree is increasing. Bounds for the
distance between stochastic process and a tree can be generalized for the case of
two stochastic processes as the distance between two stochastic processes is the
nested distance between two innitely large trees (see [49], [37]).
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6. Scenario and Scenario Tree
Generation
In this chapter, the most common methods for generation of scenario trees will
be presented.
6.1 Scenario Generation Methods
6.1.1 Conditional Sampling
Methods belonging to this group are one of the most common methods for scenario
generation. At every node of the scenario tree, several values of the stochastic
process {ωt} are sampled. We can sample directly from the distribution of or we
can evolve the process according to some formula, e.g. ωt+1 = z({ωτ , τ < t} , ε).
As it is shown in [14] for Markov structure of the data, the vector autoregressive
model of the rst order can be used for conditional sampling of scenarios taking
into consideration the already created structure of the scenario tree. We can write
it in the form
ωt = Pωt−1 + εt,
where P is the transition matrix, which can be dependent on t, and mostly
εt ∼ N(0,Σ),. Here, ωt depends only on the preceding component ωt−1 and
on the additional random vector εt, which is independent of the history ωt−1,•. In
case of interstage independence, we have a special form of the Markov structure
written above with P being a zero matrix. The Markov property enables us to
sample directly form the probability distribution of εt at each node. Sometimes
the distribution of εt is discretized at a given number of points and the obtained
realizations are added to the already obtained past values of Pωt−1.
Another technique based on the Markov structure of the data is the sequen-
tial importance sampling, which takes into consideration the given suitably la-
beled tree structure already in the process of simulation. It is an iterative pro-
cedure based on a scenario tree nodal partition matrix, that uniquely describes
the structure of the associated scenario tree. The rows of that matrix are equal
to the number of scenarios and the number of columns are equal to the number
of stages. For the iterative procedure, the matrix plays the role of the conditional
scenario generator in an input and it is an output of the sampling algorithm.
Initially the number of stages T , the maximum number of possible iterations, a
stopping criterion and the initial scenario tree structure described by the corre-
sponding nodal partition matrix must be specied. At every iteration, we specify
and solve some version of the stochastic program given in the arborescent form
(4.1.3), the nodal values of the importance sampling criterion are evaluated along
the tree and a new structure is dened through and update of the nodal partition
matrix. For more details about these procedure and the algorithm for sequential
sampling, see [12] and references therein.
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Sampling methods are not very suitable for multivariate random variables
and the marginals are often sampled separately. Then the univariate components
are combined all-against-all, which results in a vector of independent random
variables. However, the size of the tree grows exponentially with the dimension
of the random vector, for example sampling K scenarios and for m marginals, we
obtain Km scenarios.
Since the available data are often in the form of correlated multivariate time
series of dierent lengths, with change points etc., we need to take into consi-
deration the correlation and also to reduce the dimension, which leads to the
reduction of the number of scenarios. One common approach is to nd the princi-
pal components and sample those. Under normality assumption, factor analysis is
mostly used. Both of these methods explain the correlation structure of the data
by a small number of independent factors or components, which we can simulate
separately. For more details see [30].
One possibility to improve the sampling method is to use integration qua-
dratures or low discrepancy sequences as in [34]. The quadratures give a good
approximations of given probability measures by a small number of quadrature
points. In [27] the adjusted random sampling technique is considered. An even
number of nodes is assumed and antithetic sampling is used to t every odd mo-
ment of the underlying distribution. Antithetic sampling improves Monte Carlo
technique by exploiting spatial structure, for more details see [33].
For sampling, the main source of instability or bias is the lack of scenarios.
With an increasing number of scenarios, the discrete distribution converges to the
true distribution. By increasing the number of scenarios, the trees will be closer
to the true distribution and also closer to each other.
6.1.2 Sampling Based Methods Especially Suitable for Ge-
nerating Multivariate Vectors
Some sampling-based methods can deal very well with generating multivari-
ate correlated vectors using transformations. The marginal distributions, which
can be arbitrary and even from dierent families, and the correlation matrix are
specied by the user. They are usually estimated from historical data.
In [4] the main idea is transforming a multivariate normal random vector into
the desired random vector. This method is especially suitable for the case when
the marginal distributions of the component random variables are not from the
same family of distributions. Suppose a random vector X = (X1, . . . , Xk)T with
arbitrary marginal distributions and a feasible correlation matrix. We take a ran-
dom vector Z (base vector) with a known correlation matrix and we transform
it in such way, that we achieve the desired marginal distributions for the com-
ponents of the input vector X. We adjust the correlation matrix of the random
vector to obtain the target correlation matrix of X. A standard multivariate nor-
mal random vector is used as the base vector in the paper, and X is referred as
having a NORTA (NORmal To Anything) distribution.
Another approach on the similar basis in [7] deals with representing stationary
multivariate time series with arbitrary marginal distributions and autocorrelation
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structures. The idea here is transforming a Gaussian vector autoregressive process
into the desired multivariate time-series input process. The correlation structure
of the Gaussian vector autoregressive process adjusted to obtain the desired corre-
lation structure for the simulation input process.
Another approach is using copulas for generation of scenarios with multi-
variate structure. According to Sklar [46], copula is "a function that links a
multidimensional distribution to its one-dimensional margins". As in [26], an
n-dimensional copula is the joint cumulative distribution function (cdf) of any n-
dimensional random vector with standard uniform marginal distributions, function
C : [0, 1]n → [0, 1]. According to Sklar's theorem, for any n-dimensional cdf F
with marginal distribution functions F1, . . . , Fn, there exists a copula C, such
that
F (x1, . . . , xn) = C(F1(x1), . . . , Fn(xn)).
Furthermore, for continuous marginal cdfs Fi, C is unique (proof in [47]). As a
consequence, we have that for every u = (u1, . . . , un) ∈ [0, 1]n, it holds
C(u1, . . . , un) = F (F
−1
1 (u1), . . . , F
−1
n (un)),
where F−1i is the generalized inverse of Fi. Copula does not change under strictly
increasing transformations of the margins, therefore we can transform margins
form one continuous distribution to another without changing the copula. Also
any statistical property dependent only on the copula is invariant to strictly
increasing transformations of the margins, e.g. the Spearman's rank correlation.
We call a discrete distribution described by a matrix of equiprobable outcomes
X = (xis) an empirical distribution. Its marginal cdfs are given by the formula
F ei (x) =
|{s : xis ≤ x}|
nS
,
where nS is the number of scenarios (samples) and | · | denotes the cardinality of
a set. If we assume xis to be distinct in every margin xi, the cdfs evaluated at
the sample points xis are equal to




where rank(xs,x) is the order of value xs in a vector x with values between 1 and
nS. For the copula of the empirical distribution, called empirical copula, evaluated










∣∣{s : xis ≤ x(ki) for ∀ i ∈ {1, . . . ,m}}∣∣
= 1
nS
|{s : rank(xis) ≤ ki for ∀ i ∈ {1, . . . , n}}|,
where xk is the kth-smallest element of vector x. The empirical copula is uniquely
described in terms of ranks of the original sample.
In [26] a particular scenario generation method, as it is presented below, is
described. Our goal is to generate nS samples from a given n-variate distribution,
e.g. a matrix X ∈ Rn,nS of outcomes. The empirical copula associated with the
outcomes is called a scenario copula. The following method consists of two parts.
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1. Create a scenario copula, described in terms of the ranks of the margins. We
want to have a set of nS scenarios, each consisting of the ranks of values we
want to use from each of the n margins., e.g. "take the maximum of margin
1, take the second-smallest value of margin 2, etc.". There are several ways
to do that
• Sampling from the true distribution or its approximation and compu-
ting the ranks of the values, one margin at a time. For each margin,
the values of the outcomes are replaced by their ranks inside the vector
of all the outcomes for the given margin.
• Parametric family of copulas with parameters estimated from histori-
cal data are used.
• Optimization approach to directly couple the ranks in a way that mi-
nimizes some distance from the target distribution.
2. Generate the values of each margin.
• Use a prescribed discretization of the marginal distributions, e.g. if
the marginal cdfs Fi are known, we start with some discretization
{u1, . . . , unS} of the standard uniform distribution and we let xis =
F−1i (us). As us it is commonly used us =
s
nS+1
or us = 2s−12nS .
• Compute marginal moments from the historical data and use a trans-
formation based moment-matching method to transform the scenarios
to match the moments. For the rst four moments a cubic transfor-
mation can be used, e.g. as in [23].
Having the structure (copula) and the values of margins, we connect the mar-
gins in the way specied by the coupling of ranks.
We obtain the copula from the joint cdf by transforming the margins to
the standard uniform distribution, so it can be viewed as the joint distribution
stripped of all information about the margins. None of the information about the
multivariate structure is lost by transforming the margins. Therefore we can de-
couple the margins from the multivariate structure and these two can be modeled
independently. In [26] a particular scenario-generation method using copulas is
also presented. In general, the goal is to generate nS samples from a given n-
variate distribution, which means a matrix X ∈ Rn,nS of outcomes. A particular
method for scenario-generation using copulas is presented in [26].
Using copulas to construct joint distributions and pairwise correlation to in-
corporate dependence among the variables is also used in [5]. That approach is
especially designed to permit the use of expert's subjective judgements of margi-
nal distributions and correlations.
6.1.3 Moment-matching Methods
If the distribution functions of the marginals are not known, the marginals
can be described by their moments, most often by the rst four moments (mean,
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variance, skewness, curtosis). The correlation matrix is specied by the user (usu-
ally estimated from historical data) and sometimes other statistical properties
such as percentiles can be specied. The moment-matching methods construct a
discrete distribution with these specied properties.
In [48] a construction of an n-point discrete distribution that matches the
rst 2n − 1 moments of any continuous distribution is shown. For constructing
the moment-matching discrete distributions, one has to choose the points of the
distribution to be the roots of an orthogonal polynomial. Then, the orthogonal
polynomials dene a moment-matching discrete distribution.
For generating a limited number of discrete outcomes that satisfy specied
properties, a method based on minimizing some measure of distance between the
statistical properties of the generated outcomes and the specied properties is
used in [24]. The set of all specied statistical properties is denoted by S and
the specied value of statistical property i in S is denoted by SV ALi . We de-
note by I the number of random variables, by T the number of stages and by
Nt the number of conditional outcomes in stage t. For simplicity, a symmetrical
tree is assumed (the number of branches is the same for all conditional distribu-
tions at the same period). We dene x to be the outcome vector of dimension
I×N1 + I×N1×N2 + . . . , I×N1×N2× . . .×NT , and p a probability vector of
dimension N1 +N1×N2 + . . .+N1×N2 . . . NT . The mathematical expression for
statistical property i in S is denoted by hi(x,p). We dene a matrix M of zeros
and ones, whose number of rows is equal to the length of p and whose number of
columns is equal to the number of nodes in the scenario tree, where each column is
the indicator of a conditional distribution at one node. Each column ofM extracts
a conditional distribution in the scenario tree. We set weights wi for statistical
property i in S. Our aim is to construct x and p so that the statistical properties
of the approximating distribution match as well as possible the specied statis-
tical properties. This is done by minimizing a measure of distance between the
statistical properties of the constructed distribution and the specications, sub-
ject to constraints for probabilities (nonnegativity and summing up to one). To





This idea is adopted in [18] and further developed and used to generate the
scenario tree, which is input to the nancial portfolio allocation problem. The
ideas of sequential optimization (scenario tree is constructed by considering the
branching at each node separately) and overall optimization (we consider all nodes
of the scenario tree and generate the whole tree) are presented there.
A heuristic for moment-matching scenario generation is introduced in [23],
especially and algorithm to obtain discrete joint distribution having specied rst
four marginal moments and correlations. The multivariate problem is decomposed
into univariate ones and then we use an iterative procedure (simulations, Cholesky
decomposition of the correlation matrix, cubic and matrix transformations) to get
the correct correlations, but keep the marginal moments at the same time.
The paper [31] focuses on generating multivariate data that have moments
arbitrary close to the desired ones. They can be generated as linear combinations
of variables with known theoretical moments.
The smoothness of the distribution usually increases with the number of scena-
rios, but however, this is not true for all moment-matching methods, e.g. it works
for transformation based methods, but doesn't work for optimization based me-
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thods. Generally, the rst four moments are good enough for description of the
marginals. For the multivariate structure, the correlation structure is not enough,
therefore sometimes higher co-moments are tried to be matched or copulas are
used.
6.1.4 Path-based methods
If the scenarios are generated by procedures that do not consider the tree structure
of the input data, we need another steps to build a scenario tree of the prescribed
structure. Sometimes, the generated set of data paths is used to build a scenario
tree by cutting and pasting the data in an intuitive way. Another way is applying
cluster analysis. The clustering can be done according to the rst component (or
subvector) ω1 of the stochastic process ω and then it continues by conditional
clustering according to the second component (or subvectors) ω2 of the objects
that are included into the previously created clusters, etc. If we take into consi-
derations the interstage dependences as in [12], [14], we use instead a multi-level
clustering scheme, which uses the whole sequences of the data (ω1, . . . , ωT ). The
procedure can be written as follows:







where wt ≥ 0 are nonincreasing weights. Usually more emphasis is given on
dierences at the beginning of the sequence.
• We use the measures of dissimilarity among the compared objects in deni-
tions of the standard measures of dissimilarity of clusters and then we use
it subsequently in the cluster analysis approach. This results in K1 clusters,
C11 , . . . , C
K1
1 , which are represented by ω̃
k
1 , k = 1, . . . , K1, that can be the
mean values of the rst components ω1 of the observations ω, that are inclu-
ded in the cluster. The probabilities of ω̃k1 , k = 1, . . . , K1, are equal to the
sum of probabilities of the individual ωi's belonging to the relevant cluster.
• The clustering procedure continues for each cluster Ck1 separately, it starts
with the second component ω2 of the observations included into Ck1 , or equi-
valently with the rst component ω1 replaced by ω̃k1 and so on.
Another approach is randomized clustering in [18]. The randomized clustering
algorithm is repeated until acceptable clustering is found. The algorithm can be
described in the following steps:
• Step 1 - Initialization. Create a root node, with N scenarios. Initialize all
the scenarios (including the centroid) with the desired starting point (e.g.
today's prices). We form a job queue consisting of the root node.
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• Step 2 - Simulation. Remove one node from the job queue and simulate
one time period of growth (e.g. from today's to tomorrow's prices) in each
scenario.
• Step 3 - Randomized seeds.We choose randomly a number of distinct scena-
rios around which to cluster the rest, one per desired branch in the scenario
tree.
• Step 4- Clustering. Group each scenario with the seed point to which it is
the closest. If the resulting clustering is unacceptable, go back to Step 3.
• Step 5 - Centroid selection. For each cluster, nd the scenario which is the
closest to its center and take it as centroid.
• Step 6 - Queueing. Create a "child"scenario tree node for each cluster (whose
probability is proportional to the number of scenarios in the cluster), and
install its scenarios and centroid. In case the child nodes are not leaves,
we append to the job queue. For a non-empty queue, return to Step 2.
Otherwise END.
If we want the current node to have k following branches, then we need to form
k clusters. The seed points around which we build clusters might be chosen to
be the rst k scenarios, because scenarios are independently generated and they
are in an arbitrary order. For determining which scenario is the closest to a par-
ticular seed, we can use as a distance measure for instance Euclidean, Manhattan
or some p-norm. Each cluster is represented with a single point, which becomes
the data in the scenario tree, usually it is mean, median, center of gravity etc.
The seed point may be an outlying event that gathered a cluster of all the points
that were away from the center in similar direction etc., therefore it is not very
suitable to take it as a "center".
6.1.5 Methods Based on Distance
For multistage models approximated by trees, we will show the deterministic
iteration and the stochastic approximation, as they are introduced in [35]. We
will consider two probability distribution functions P (u) and P̂ (u) on RT , u =





where (a1, . . . , aT ) is a vector of nonnegative weights, which show the importance
of the particular dimensions, very often it is a1 ≥ a2 ≥ . . . ≥ aT > 0.We introduce
Lp = inf{L : |f(u− f(v)| ≤ L
T∑
t=1
at|ut − vt|max(1, |ut|p−1, |vt|p−1)}
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and
dp(P, P̂ ) = sup
{∫
f(u) dP (u) −
∫
f(u) dP̂ (u) : Lp(f) ≤ 1
}
.
The aim is to approximate the distribution P by the discrete multivariate distri-
bution P̂ .
Assume a tree of with height T . At level 0, 1, 2, 3, . . . , T there are 1, k1, k2, k3,
. . . , kT nodes respectively. The nodes are denoted by {(t, i) : 1 ≤ i ≤ kt; 1 ≤ t ≤
T} (for the root of the tree we have (0, 0)). For 0 ≤ t < s ≤ T and node (t, j) being
a predecessor of the node (s, i), we denote that fact here by predt(s, i) = j. With
each node of the tree, a real value zt,i is associated. We denote the vector of these
real values by Z = {zt,i : i = 1, . . . , kt; t = 1, . . . , T}. The points in Z can be grou-
ped into vectors z1, . . . , zkT as zi = (z1,pred1(T,i), z2,pred2(T,i), . . . , zT−1,predT−1(T,i), zT,i).
We denote by (pi : i = 1, . . . , kT ) the discrete probability measure sitting on vec-
tors zi. Assigning probabilities to the terminal nodes of the tree is sucient,





The tree represents the discrete stochastic process (ω1, . . . , ωT ), the probability
of (ω1, . . . , ωT ) = zi is equal to pi and for marginals, the probability of ωt = zt,j is




i = {u ∈ RT : ‖u− zi‖ = min
j
‖u− zj‖}.
The partitions are not disjoint, but we can make them disjoint. If u is in several
sets E(Z)i , we assign it to the set with minimal i. We denote the distribution






















The aim is to minimize D(Z) over all tree structures Z.
The Deterministic Iteration Algorithm
For P completely known, the following algorithm as presented in [35] can be used.




t,i : 1 ≤ i ≤ kt; 1 ≤ t ≤ T
}
.
• Step 2. Find E(Z
(s))
i for i ≤ t ≤ kT .
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|ut − y|dP (u)
, which me-






• Step 4. If D(Z(s)) ≥ D(Z(s−1)), then STOP. Otherwise put s := s + 1 and
GOTO Step 2.
It could be shown (see Proposition, p. 13 in [35]), that if Z(s) is a sequence of
trees generated by the deterministic iteration algorithm, then it holdsD(Z(s+1)) ≤
D(Z(s)). If we have equality,D(Z(s
∗+1)) = D(Z(s
∗)), for some s∗, thenD(Z(s+1)) =
D(Z(s)) for s ≥ s∗ and ∇ZD(Z(s
∗)) = 0.
The Stochastic Approximation Algorithm
This algorithms aims at estimating the best approximation in terms of distance
on the basis of sample from P . We consider an i.i.d. sequence of vectors ω(s) =
(ω
(s)
1 , . . . , ω
(s)
T ), s = 1, 2, . . ., each of them has a probability distribution P . Then
the unconstrained stochastic approximation algorithm according to [35] is




t,i : 1 ≤ i ≤ kt; 1 ≤ t ≤ T
}
and p(0)i =
1/kT for 1 ≤ i ≤ kT .
• Step 2. Observe the next trajectory ω(s).
• Step 3. Find j ∈ {1, 2, . . . , kT} such that ω(s) ∈ E(Z
(s))
j .




















Other points are left unchanged.













for i 6= j
• Step 6. Put s := s+ 1 and GOTO Step 2.
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It is shown, that if Z(s) is a sequence of trees generated by the stochastic approxi-
mation algorithm, then ∇ZD(Z(s))→ 0 a.s., and if D(Z) has a unique minimizer
Z∗, then Z(s)→ Z∗ a.s.
Additionally, some scenario trees have to fulll some consistency relations, e.g.
for modeling interest rates, the scenario process should be consistent with today's
observations of forward rates. These relations constrain the set of allowed trees,
therefore they make the approximation problem a constrained problem (for the
constrained stochastic approximation algorithm see [35]). In [49] a method for dis-
tribution quantization suitable for multistage stochastic optimization programs
taking into account both the stochastic process and the stagewise process is de-
scribed.
6.2 Scenario Reduction and Related Methods
Since the size of the scenario tree can be very large, there are several methods of
decreasing it. In the next subsection, the methods try to nd a scenario subset of
prescribed cardinality, and a probability measure based on this set, which is the
closest to the initial distribution in terms of probability metrics.
6.2.1 Scenario Reduction Using Metrics
We suppose a probability distribution P on Rn of a n-dimensional stochas-
tic data process ω = {ωt}Tt=1 with a nite support consisting of K scenarios
ωi = {ωit}Tt=1, i = 1, . . . , K, and their probabilities pi,
∑K
i=1 pi = 1. The idea of
scenario reduction is to determine a probability distribution Q, which will best ap-
proximate the probability distribution P in terms of a certain probability distance
between P and Q, but whose support will consist of a subset of {ω1, . . . , ωK}.
As a distance, the Kantorovich distance is used. We will use the concept of [17].
If we assume Q being a distribution of another n-dimensional stochastic process















ηi,j = pi, for∀i, j
}
,
where we have ct(ωi, ω̄j) :=
∑t
τ=1 |ωiτ − ω̄jτ |, t = 1, . . . , T and | · | is some norm
on Rn, hence we have that cT measures the distance between scenarios on the
whole time horizon. The support of the reduced probability distribution Q of ω
consists of scenarios ωj for j ∈ {1, . . . , K}\J , where J is some index set of deleted









and the probability qj of the preserved scenarios ωj, j 6∈ J, of Q is given by the
optimal redistribution rule




where we have J(j) := {i ∈ J : j = j(i)}, j(i) ∈ arg min
j 6∈J
cT (ω
i, ωj) for ∀i ∈ J .
The new probability of the preserved scenario is equal to the sum of its former
probability and of all probabilities of deleted scenarios, which are the closest
to this preserved one in terms of cT . (Deleted scenarios have probability zero.)
For xed cardinality card(J), the optimal choice of an index set J for scenario







i, ωj) : J ⊂ 1, . . . , K, card(J) = K − s
}
,
where s = K − card(J) is the number of preserved scenarios.
We want to determine a reduced probability distribution Q of ω, such that
the set of deleted scenarios has maximal cardinality and Q is close to the original
distribution P with a given accuracy ε > 0, i.e. dK(P,Q) < ε. We can formulate
the maximal reduction strategy as determining an index set J with maximal cardi-





i, ωj) ≤ ε. The probabilities qj, j 6∈ J ,
of the preserved scenarios are given by the redistribution rule.
For solving the optimal reduction problem, heuristic algorithms were develo-
ped. For the cases when card(J) = 1 and card(J) = K−s, the optimal reduction
problem can be solved as follows:






l, ωj). Suppose, that the minimum is attained at
l∗ ∈ {1, . . . , K}. We delete scenario ωl∗ , and from the redistribution rule we
have the reduced probability distributionQ. For j∗ ∈ arg min
j 6l∗
cT (ω
l∗ , ωj), qj∗ =
pj∗ + pl∗ and ql = pl for ∀l 6∈ {l∗, j∗}.
• Optimal selection of a single scenario. For card(J) = K − 1, the optimal





i, ωu). For minimum
attained at u∗ ∈ {1, . . . , K}, we keep only the scenario ωu∗ and from the




The optimal deletion of a single scenario can be repeated recursively until the
prescribed numberK−s of scenarios is deleted (backward reduction). On contrary,
if the number of preserved scenarios is relatively small, the optimal selection of a
single scenario can be repeated recursively until we reach the prescribed number
s of preserved scenarios (forward selection).
Simultaneous Backward Reduction
A particular variant of the backward algorithm as described in [17] is
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• Step 0. Computation of distances of scenario pairs ckj := cT (ωk, ωj), k, j =
1, . . . , K.
Sort the computed distances {ckj : j = 1, . . . , K}, for each k = 1, . . . , K.
• Step 1. Compute c[1]ll := min
j 6=l




ll , l = 1, . . . , K.





Set J [1] := {l1}.
• Step i. Compute c[i]kl := min
j 6∈J [i−1]∪{l}








kl, l 6∈ J [i−1].





Set J [i] := J [i−1] ∪ {li}.
Do for i = 2, . . . , K − s.
• Step( K-s+1). J := J [K−s] is the index set of the deleted scenarios. The
optimal probabilities for the preserved scenarios are computed from the
optimal redistribution rule.
Fast Forward Selection
This algorithm, described in [17], works as follows
• Step 0. Computation of distances of scenario pairs c[1]ku := cT (ωk, ωu), k, u =
1, . . . , K.





ku, u = 1, . . . , K.





Set J [1] := {1, . . . , K}\{u1}.
















ku, u ∈ J [i−1].





Set J [i] := J [i−1]\{ui}. Do for i = 2, . . . , s.
• Step (s+1). J := J [K−s] is the index set of deleted scenarios. The optimal
probabilities for the preserved scenarios are computed from the optimal re-
distribution rule.
We assume a nitely many paths or scenarios ωi = {ωit}Tt=1 and the correspon-
ding given probabilities pi, i = 1, . . . , K of an n-dimensional stochastic process
ω = {ωt}Tt=1. We assume that at t = 1, ω11 = . . . = ωK1 =: ω∗1. Therefore, we will
regard t = 1 as the root node of a scenario tree with K branches (ωi form a fan
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of scenarios). The following scenario tree construction is based on implementing
a backward strategy using the scenario reduction principle. On the time horizon
{1, . . . t} at each t = 1, . . . T as a similarity measure. The number of nodes of the
fan of individual scenarios is recursively reduced by modifying the tree structure
and by bundling scenarios. The Kantorovich distance of the original and the re-
duced (sub)trees on {1, . . . , t}, t = T, T − 1, . . . , 2, 1 is compared and scenarios
are deleted, if the reduced tree is still close to the original one. The scenario sets
deleted at t are denoted by Jt and the set of scenarios preserved at t is denoted
by It. the following algorithm uses these ideas.
Scenario Tree Construction Using Scenario Reduction Principle
Suppose the tolerances εt > 0, t = 1, . . . , T are given.
• Step 1. Apply the maximal reduction strategy and the simultaneous back-






i, ωj) ≤ εT .
Set IT := IT+1\JT and ωiapp := ωi, i ∈ IT . From the optimal redistribu-
tion rule calculate the optimal probabilities πiT , i ∈ IT for the preserved
scenarios.
• Step (T-t+1). Do this step for t = 1, . . . T − 1.
Reduction.
Apply the maximal reduction strategy and the simultaneous backward re-





i, ωj) ≤ εt.
Set It := It+1\Jt.
Scenario bundling.
For each j ∈ Jt select an index i∗ ∈ arg min
i∈It
ct(ω
i, ωj), add πjt+1 to π
i∗
t+1 and
bundle scenario j with i∗:
ωjt,app := ω
i∗
t τ = 2, . . . , t,
ωjt,app := ω
j
t τ = t+ 1, . . . , T.






t+1, i ∈ It.
• Step k = T. Set ωi1,app := ω∗1 and consider the tree consisting of scenarios
{ωit,app}Tt=1 for i ∈ IT
.
Another papers focusing on scenario reduction and generation of scenario trees
using the idea of distances are [41], [13], [21] and [20].
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6.2.2 Related Methods
There are many other methods for treating scenario trees. In [54], it is suppo-
sed that for every scenario k, k = 1, . . . , K, there is an optimal solution xk of the
multistage stochastic program, we call it scenario-solution. When all scenario-
solutions are computed, we analyze them for discovering general trends, clus-
ters of solutions, etc.. The purpose is to obtain one solution. Therefore, we as-
sign nonnegative weights summing up to 1 to the particular scenario-solutions,
wk, k = 1, . . . , K. We arrive at solution x̂ =
K∑
k=1
wkxk, called average solution.
The weights can rely on expert's opinion (e.g. assigning importance to the vari-
ous scenarios) or they can be probabilities of realizations of particular scenarios.
A solutions that hedges against all eventualities, could be obtained by solving a










where Ck is the set of feasible solutions determined by the scenario-dependent
constraints. The optimal solution of the above stated problem (6.2.2.1) is denoted
by x∗.
We can refer to the average solution x̂ as implementable solution. The im-
plementable solution is not necessarily feasible. A solution, which is feasible for
each particular scenario problem (x ∈
K⋂
k=1
Ck), is admissible. In [54] a method
of aggragating the scenario-solutions in an overall solution that converges to the
solution of the problem (6.2.2.1) is presented.
Another method, that works iteratively, is in [8]. It solves the problem with
a current scenario tree, add or remove some scenarios and solve the problem
again. The procedure decides, where to add or remove a scenario based on the
"importance of scenarios"measured by the expected value of perfect information.
If we want to reduce the number of nodes of the scenario tree, we can recombine
the some nodes as in [28]. Two nodes of the scenario tree can be recombined at
time t, if both trees share the same associated subtree.
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7. Applications of Multistage
Stochastic Programs
Multistage stochastic programs have large variety of applications in real-life
situations, mainly in the eld of nance and industry. In this chapter, some of
the main applications will be mentioned.
7.1 Application of Multistage Stochastic Programs
in Economics and Finance
Portfolio Optimization
One very common and natural application of multistage stochastic progra-
mming theory is portfolio optimization. It is assumed that the uncertainty is
described by a discrete probability distribution of random parameters carried by
nite number of scenarios with prescribed probabilities. We also suppose that the
discrete probability distribution is an acceptable substitute of the true underlying
probability distribution. For scenario ωk we will denote the related coecient and
decision variables by the superscript k. We will present the structure of portfolio
optimization models as in [10]. The main investment decision consists of selection
of asset categories and wealth allocation over time. The outcome will be evaluated
at time T0, which is an endpoint of an interval [0, To], which is discretized, i.e. it
is covered by nonoverlapping time intervals indexed by t = 1, . . . , τ . The investor
rst constructs a portfolio at time 0 (at the beginning of the rst period), and
at the beginning of sebsequent periods t = 2, . . . , τ , he rebalances it in order to
cover the target ratio or to contribute to the maximization of the nal perfor-
mance at T0. In the general setting of a T -stage stochastic program, τ = T , after
T0 we do not allow any further decisions. Stages do not necessarily correspond to
time periods. The most demanding is the rst-stage decision, which consists of
all decision that have to be selected before any further information is known, it
is just based on the already known probability distribution P , i.e. based on the
already designed scenario tree. The second stage decisions are allowed to adapt to
an additional information, which is revealed at the end of the rst-stage period.
To make it simpler, we will not distinguish strictly between indices of stages and
time periods.
The decision variable hki (t) represents the holding in asset category i, at the
beginning of time period t under scenario k, after the rebalancing decisions were
made (the initial holding is hi(0)). In the model, it can be the amount of money
invested in i at the beginning of time period t (in dollars of the initial purchase
price, in number of securities etc.). The value of the holdings at the end of period
t might be aected by market returns ρ, we consider the expected return rki (t) of
asset in category i under scenario k for period t. The wealth accumulated for the
asset category i at the end of the tth-period before the next rebalancing is done
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is




i (t), for∀i, t, k.
The purchases of assets are denoted by bki (t) and the sales as s
k
i (t). We assume
time-independent transaction costs αi and symmetry in the transaction costs
(purchasing one unit of asset category i at the beginning of period t requires
1 + αi units of cash, selling one unit of asset category i results of 1 − αi units
of cash). For each asset category (except for cash), scenario and time period, we
can write the ow balance constraint as
hki (t) = (1 + r
k
i (t− 1))hki (t− 1) + bki (t)− ski (t).
















i (t)− yk−(t− 1)(1 + δk(t− 1))−
−Lk(t) + yk−(t),
where fki (t) is the cash ow generated by holding one unit of the asset i during
period t (coupons, dividends, etc.) under scenario k and Lk(t) is the paydown of
the committed liabilities in period t under scenario k. The borrowing in period t
under scenario k at the borrowing rate δk(t) is denoted by yk−(t). The decision
variables concerning the structure of external cash ows in period t under scenario
k are ck(t) = ck+(t) − ck−(t). It is assumed, for simplicity, that all borrowing is
done on a single period basis.
For holdings, purchases and sales expressed in numbers or in face values, the
























i (t)− yk−(t− 1)(1 + δk(t− 1))−
−Lk(t) + yk−(t).
Since we do not consider wealth accumulation, the ow balance constraints for as-
sets are hki (t) = h
k
i (t−1)+bki (t)−ski (t). The decision variables hki (t), bki (t), ski , yk−(t)
are nonnegative. We can include further constraints forcing a diversication limit
investments in risky or illiquid asset classes, limit borrowings etc.
The objective function is mostly related to the wealth at the end of the plan-
ning horizon T0. For each scenario this consists of the amount of the total wealth
I∑
i=0
wki (T0) reduced for the present value of liabilities and loans outstanding at the
horizon. Risk can also be included in the model in the objective function or in
the constraints by choice of suitable utility function or risk measure. To initiate
the model, we use scenarios rki (t), δ
k(t), fki (t), L
k(t) of the returns, interest rates
and liabilities for all t and we start with the known, scenario independent initial
holdings hki (0) ≡ hi(0) of cash and all considered assets with yk− ≡ 0 for∀k. In
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case of no ties in scenarios, we can visualize them as a fan of individual scenarios
starting from the common known values ri(0), δ(0), fi(0), L(0). Mostly, the input
is in a form of a scenario tree, where the nonanticipativity constraints on deci-
sions enter the problem formulation explicitly by using a decision tree following
the structure of the already given scenario tree.
Bond Portfolio Management
The aim of the model [14] is to design a decision support for multiperiod
management of portfolios of xed income securities, bonds, in commercial banks.
The portfolio manager has an inventory of bonds and cash and at the beginning
of each period, he has to decide, which bonds to hold, sell or buy. The structure of
the portfolio depends on random cash inows and outows, on interest rates, etc.
It is supposed the random variables have a discrete probability distribution. We
consider T periods and the decisions at the beginning of tth-period (t = 1, . . . , T )
depends on the realizations of the random subsequences ωt−1,•. Stages coincide
with time periods. The rst-stage decisions do not depend on the scenario, the
last stage decisions made at the beginning of the T th-period depend on ωT−1,•.
The decisions process is assumed to depend of the probability distribution of ωT ,
but not by its realization.
The portfolio manager makes decisions in order to maximize the expected
market value of the portfolio at the horizon T under constraints on cash-ow, in-
ventory balance, capital losses, initial holdings and nonnegativity of all variables.
We will denote by bi(t, ωt−1,•) the amount of bond i at the beginning of period
t (in dollars of initial purchase price), by si(τ, t, ωt−1,•) the amount of bond i
purchased at the beginning of period τ and sold at the beginning of period t
(in dollars of initial purchase price), and by hi(τ, t, ωt−1,•) the amount of bond
i purchased at the beginning of period τ and held at the beginning of period
t (in dollars of initial purchase price). We require, that these decision variables
are nonnegative and fulll the constraints on initial holdings got before the rst
period, e.i. hi(0, 0) = h0i , i = 1, . . . , I, where I is the number of bonds, and on
inventory balance:
−hi(τ, t− 1, ωt−2,•) + si(τ, t, ωt−1,•) + hi(τ, t, ωt−1) = 0, τ = 0, 1, . . . , t− 2
−bi(t− 1, ωt−2,•) + si(t− 1, t, ωt−1,•) + hi(t− 1, t, ωt−1,•) = 0
for all ωt−1,•, t = 1, . . . , T, i = 1, . . . , I.
For all τ = 0, . . . , t− 1, t = 1, . . . , T, i = 1, . . . , I and all scenarios we have
hi(τ, t, ω






We will denote by gi(τ, t, ωt−1,•) the capital gain/loss on bound i purchased
at the beginning of period τ and sold at the beginning of period t (per dollar of
initial purchase price, after tax), by ri(t, ωt−1,•) the annual yield from coupons of
bond i bought at the beginning of period t (per dollar of initial purchase price,
after tax), and by w(t, ωt−1,•) exogeneous incremental amount of funds at the




















τ−1)hi(τ, t− 1, ωt−2,•) + ri(t− 1, ωt−2,•)bi(t− 1, ωt−2,•)
)
=
= w(t, ωt−1,•) for ∀ωt−1,•, t = 1, . . . , T.
If we want to incorporate the transaction costs, we adjust the gain coecients
for the broker's commission.








t−1,•) ≤ L(t, ωt−1,•) for ∀ωt−1,•, t ∈ T ′ ,
where L(t, ωt−1,•) is the upper bound on the realized capital losses (after tax)
from sales during a year, T ′ is the set of indices of periods that correspond to the
end of scal years and t
′
is the index of the rst period in the scal year indexed
by t ∈ T ′ .
The nal expected cash value (expectation with respect to ωT conditioned by
ωT−1,•) per dollar of the initial purchase price of the ith-bond purchased at the
beginning of period τ and held at the beginning of period T or bought at the
beginning of period T is denoted by v̄i(τ, T, ωT−1,•). The path probability of the














T−1,•) + v̄i(T, T, ω
T−1,•))bi(T, ω
T−1,•)].
The aim of the portfolio manager is to maximize the objective function subject to
constraints on inventory balance, cash ow constraints and constraints on capital
losses. It is a large scale linear program and the number of constraints depends
on the number of possible partial sequences ωT−1,•, for t = 1, . . . , T − 1 and of
course the more stages we have, the more the number of constraints increases.
Other Applications in Economics and Finance
One common application of multistage stochastic programs is the ALM (as-
set and liability) model, as in [29]. The aim is to maximize the discounted net
value of bank prots minus the expected penalty costs for infeasibility with re-
spect to constraints including legal and policy restrictions, structure of cash ows,
liquidity, etc. The source of randomness here are the deposits ows assigning de-
terministic xed values to the rates of return and to the interest rates.
In [16], a multi-period portfolio optimization model for portfolio managers
in the new xed-income securities, that have to deal with uncertainty coming
not only from the usual interest rate changes, but also from the timing and
amount of cash ows, changes in the default and other risk premia and liquidity.
In [32], a framework for modeling nancial planning problems based on multistage
stochastic optimization, e.g. investment strategies (asset allocation strategies),
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liability decisions (e.g. borrowings), saving or re-investment decisions, etc., is
presented.
Other eld of using multistage stochastic models are life insurance and pension
funds models, where except for market risks, the mortality is another risk factor
(independent of market risks), [39]. It is distinguished between individual contract
models, where the random residual lifetime of the contract holder enters the
scenario process, and large contract portfolios, where the mortality risk enters as
a continuous factor, which determines the total amount of liabilities within every
period.
The uncertainties cause various nancial risks, such as market risk, currency
risk, credit risk, liquidity risk, volatility risk, etc. The risk can be quantied
(e.g. variance, VaR). Scenario-based risk management tools are presented in [52],
chapter 27.
7.2 Applications in Industry and Other Fields
Production Planning
Production managers often deal with the task to plan the production and utilize
it, while coping with demand uncertainty. They should provide production plans
over several periods, so that the production can go on continuously. In the paper
[15], some simplications are considered, e.g. the production is always completed
in the period in which it begins, at any given period, whatever cannot be pro-
duced in-house can be produced at a vendor, all products can be manufactured
on the same set of machines and the raw materials are available in the required
quantities. The goal is to minimize the total cost, discounted to its net present
value, of inventory holding and vendor production. The goal could be also formu-
lated as maximizing the expected dierence between total revenue and cost. We
consider J products, j = 1, . . . , J , T periods, t = 1, . . . , T , and R manufacturing
machines, r = 1, . . . , R. The scenarios (demand outlooks up to the horizon T ) are
denoted by k = 1, . . . , K. We have deterministic data consisting of the inventory
holding cost per unit of product j in period t denoted by hj(t), the unit cost of
product j obtained from the vendor in period t denoted by qj(t), the amount of
capacity of machine r needed for producing one unit of product j denoted by ajr,
the available capacity of machine r in period t denoted by Kr(t) and the initial
inventory of product j denoted by Ij0. The demand for product j in period t
under scenario k, denoted by dkj (t), is uncertain. The decision variables are the
inventory volume of product j at the end of period t under scenario k denoted by
Ikj (t), the production volume of product j in period t under scenario k denoted
by xkj (t) and the amount of product j obtained from the vendor in period t under
scenario k denoted by ykj (t).
We assume nonanticipativity property, e.g. the decisions are made sequentially
using only the past information. The nonanticipativity constraints in the model




























j (t) ≤ Kr(t) for∀r, t
xkj (t) ≥ 0, ykj (t) ≥ 0, Ikj (t) ≥ 0 for j, t, k
x ∈ N ,y ∈ N , I ∈ N ,
where pk is the probability (or a weight) of scenario k.
For the case of no alternative source of production, the amount of product j
obtained from the vendor in period t under scenario k, ykj (t), is replaced by the
lost demand of product j in period t under scenario k, denoted by bkj (t) and the
unit cost of product j obtained from the vendor in period t, qj(t), is replaced
by the per unit revenue for product j in period t, lj(t). Sometimes, a penalty
function of the unserved demand or a measure of risk can be incorporated in the
objective function.
Optimal Transportation
Suppose two places, A,B and a train commuting between them regularly
many times per day. One example of that could be the train service providing
transport from the airport (A) to the city centre (B). For simplicity, we suppose
there are no stations between the airport and the city centre. The problem is
the planning of optimal travel service, so that we fulll the demand requirements
- there should be enough trains travelling in one or the other direction within
a time interval, so that all people that want to travel in the certain direction
within that time interval should have the possibility to do so. At the same time
we want to minimize the costs, e.g. the number of trains travelling. Suppose T
time intervals, t = 1, . . . , T , with equal length, e.g. the day could be divided into
T equally long time intervals. The length of one time interval will be the same as
the time needed to travel from A to B (or symmetrically from B to A). At the
beginning of each time interval we have to decide, how many trains should depart
from A to B and from B to A. For example, if we decide for 3 trains to depart
during the next time interval from A to B, we divide the beginning time interval
into 3 time intervals with equal length and at the beginning of each subinterval
dened in that way, one train departs in the direction A → B. Suppose a time
interval [t1, t2] divided into 3 subintervals of the same length, [t1, i1), [i1, i2), [i2, t2],
the trains depart then at times t1, i1 and i2. We also have to decide at the same
time about trains travelling from B to A during the next time interval, we do it
analogously as from A to B. At time T (end of the last interval), we want to have
the same number of trains in the depot A, as it was at the beginning of the rst
time interval. The same condition holds for the depot B. We suppose that when
a train that travels on the route A→ B arrives at B, it is ready to travel on the
route back, B → A.
In the model, we have the following deterministic data:
c . . . cost of one way of the train in the direction A→ B or B → A;
h . . . capacity of one train (maximum number of people that can travel in it
at the same time);
bA . . . number of trains in the depot in A at the beginning of the rst time
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interval;
bB . . . number of trains in the depot in B at the beginning of the rst time
interval.
The uncertainty lies in the number of passengers that want to travel from one
point to the other in the time interval. We suppose K scenarios, k = 1, . . . , K.
We will denote by
dkA(t) . . . the number of passengers that want to travel from A to B in the
tth-time interval under scenario k;
dkB(t) . . . the number of passengers that want to travel from B to A in the
tth-time interval under scenario k.
The decision variables are the number of trains setting out from point A or B
within the time interval,
vkA(t) . . . the number of trains departing from A within the t
th-time period
under scenario k;
vkB(t) . . . the number of trains departing from B within the t
th-time period
under scenario k.
As usual, we assume that at the time of making decisions, we use only the
past information. We will summarize the nonaticipativity constraints simply as














hvkA(t) ≥ dkA(t) for ∀ k, t
hvkB(t) ≥ dkB(t) for ∀ k, t






vkB(j) for ∀ k, t












vkB(t) for ∀ k
vkA(t) ≥ 0, vkB(t) ≥ 0 for ∀ k, t
vA ∈ NA,vB ∈ NB,
where pk is the probability of of scenario k.
Rock-Paper-Scissors without Prespecied Number of Rounds
Suppose two players, X, Y , playing the common game rock-paper-scissors.
At each round of the game, players show simultaneously one of the symbols and
the winner is the player, who showed the stronger symbol in the combination. We
will denote the symbols by R - rock, P - paper, S - scissors. The symbol with
star in the combination is the winning symbol in the particular combination,
R∗ ↔ S,S∗ ↔ P,P∗ ↔ R. Suppose, that the number of rounds is not spe-
cied in advance and it depends on the occurence of some external event, e.g.
small children playing the in late the evening and they must stop when their
mother comes and tells them o. We will denote by r the total number of rounds
and for the game we will consider the the expected value of the total number of
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rounds T = E[r]. We will denote the set of possible symbols of each player as
y = (R,P,S) and x = (R,P,S), respectively. Each player has the same amount
of coins W at the beginning of the game. If player X wins, he gets one coin from
player Y , if he loses, he gives player Y one coin. In case of a draw, players do not
pay anything. Suppose, we play as the player X. We will denote the function,
which determines if player X gets or gives one coin in round t, t = 1, . . . , T , by
Ft(xt, yt), where xt is the symbol showed by player X in the tth-round and yt is
the symbol showed by player Y in the tth-round. In case of our win as player
X, the function is Ft(xt, yt) = 1, (xt is the winning symbol in the combination
(xt, yt) in round t and we get one coin from player Y ), on the contrary, in case of
our loss, it is Ft(xt, yt) = −1,(player Y showed the winning symbol in the com-
bination in round t), in case of a draw Ft(xt, yt) = 0, (the same symbols showed
by both players in the combination in round t). As player X, in each round we
have to decide which symbol to show, so that we win. Since we show our chosen
symbol at the same time when player Y shows his symbol, in round t before
showing symbols, we know only the history from rounds 1, . . . , t − 1 (nonantici-
pativity conditions). The random data is the symbol yt showed by the opponent
Y in each round, our decision of the symbol showed at stage t is xt. Suppose a
scenario tree of the symbols showed by player Y in each round (e.g. Figure F.7.1.).
Figure F.7.1. Scenario tree for the symbols of player Y .
Suppose K dierent scenarios, with respective probabilities pk. Our aim as player
X is to maximize our prot at the end of the game, e.g. have as much coins as
possible after round T . At the beginning of each round, the number of coins of
each player must be positive. The nonanticipativity constraints are written as































x,y ∈ N .
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Other Examples of Applications in Industry and Other Fields
An interesting application is for electric power generation systems. They
should serve the uncertain time varying demand for electricity (load). We need
to determine the numbers or capacities of R dierent equipments or technolo-
gies characterized by unit investment costs and unit operating costs to serve the
demand in such a way, that the expected total cost for capacity expansion is
minimal. The data for the analysis of this problem are usually based on extensive
data sets and historical time series. We should also consider the time evolution of
costs and of the load duration curve, appearance of new technologies, construction
delays, etc. The random parameters include, except for the random demand, also
the costs, random construction delays, random lifetime of equipments, etc. An
example of such model over T periods with decision variables and model parame-
ters dependent on the index of the period and on the considered random factors,
demands and costs is shown in [14].
In the eld of production, melt control is studied as one of the production
steps in iron and steel works, see [52], chapter 15 (Melt Control : Charge Opti-
mization via Stochastic Programming by J. Dupa£ová and P.Popela). Produced
alloys and input materials are composed of basic elements(iron, carbon, etc.)
and the production process consists of several steps (e.g. charge, alloying). The
hot melt in the furnace is enriched with input materials (return materials, scrap,
ferroalloys, etc.) during the alloying process. and the hot mixture is melted again.
The problem has a multistage decision structure. The unit costs of the inputs are
known at the time of decision making, but the composition of input materials is
not known precisely. The melt composition changes in each step of the process
and also random losses of elements in the melt must be taken into consideration.
The amounts of elements change randomly during heating of the melt (e.g. due to
a rise of slag and oxidation). The losses are dependent on the composition of the
melted materials and they might be inuenced also by the amounts of these ma-
terials used. We express the remaining amount of an element as a linear function
in the input quantities of all considered elements and we call the coecients uti-
lizations of the considered element related to the amount of other elements in
the melt. The task is nding amounts of the input materials in the lowest cost
in order to achieve the prescribed output alloy composition. Scenario-based two-
and three-stage stochastic linear programs illustrating these modeling ideas are
also presented in the given chapter.
The problem of an optimal scheduling of the generating capacity among ge-
nerating units of an existing power system is described in [14]. The aim of the
schedule is to minimize the generation costs and meet the demand and other
constraints imposed by the physical characteristic of the system. At each period,
we need to decide which units to commit and at what generating capacity. The
uncertainty lies in the demand and the spot market prices at each time period.
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7.3 Example of Usage of SCENRED 2
For scenario generation and reduction, one can use GAMS\SCENRED 2 and
the model SRTREE introduced by Heistch, H., Römisch, W. and Strugarek, C.
in GAMS. First we had scenario data and a fan of scenarios was built. Then we
used backward and forward tree construction ([20]) to build a tree. The backward
reduction and the forward selection method were used on the fan, both methods
resulted in the same reduced tree. Suppose 5 dierent scenarios and 6 stages.
For each stage and scenario, we have 5 random data values, r1, r2, r3, r4, r5. The
scenario data are in the form of the table below, e.g. in the row sk.tj and column
ri we nd the realization of ri in scenario sk at stage tj. We assign to each scenario
the following probabilities: s1→ 0.2, s2→ 0.1, s3→ 0.3, s4→ 0.2, s5→ 0.2.The
following data were used:
r1 r2 r3 r4 r5
s1.t1 42.5 9.1 7.5 120.0 145.0
s1.t2 39.8 11.5 8.4 90.0 112.0
s1.t3 37.6 14.4 6.7 109.1 110.0
s1.t4 38.8 14.7 8.9 134.0 141.0
s1.t5 40.3 14.1 7.2 135.0 200.0
s1.t6 45.5 15.1 9.1 131.9 199.0
s2.t1 42.5 9.1 7.5 120.0 130.2
s2.t2 41.8 11.2 8.5 93.5 120.1
s2.t3 40.6 15.7 7.8 107.0 121.9
s2.t4 39.9 11.4 8.5 130.2 131.8
s2.t5 38.4 15.6 9.3 101.0 132.1
s2.t6 41.3 16.1 9.1 101.0 132.1
s3.t1 42.5 9.1 7.5 120.0 156.1
s3.t2 35.8 11.7 9.0 100.0 112.3
s3.t3 37.6 14.0 6.3 110.0 111.3
s3.t4 35.7 13.9 7.5 118.0 119.1
s3.t5 38.6 15.9 9.3 81.1 82.1
s3.t6 39.1 16.1 9.4 90.2 94.1
s4.t1 42.5 9.1 7.5 120.0 145.1
s4.t2 39.8 11.2 11.5 91.0 110.1
s4.t3 38.7 17.0 6.9 112.0 115.6
s4.t4 33.8 16.1 7.9 125.0 125.0
s4.t5 36.3 13.7 11.3 92.2 93.1
s4.t6 36.1 13.8 12.3 91.3 100.3
s5.t1 42.5 9.3 7.6 121.1 145.2
s5.t2 39.2 11.5 11.5 91.3 110.1
s5.t3 38.7 17.7 6.4 112.1 115.6
s5.t4 33.7 17.1 7.1 125.0 125.4
s5.t5 36.5 13.6 11.3 92.1 93.1
s5.t6 36.2 13.8 12.5 91.3 100.1
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We identify the nodes by a sequence of integer numbers, where we naturally as-
sign number 1 to the root node. In the following results from SCENRED, we will
have a canonical order by stages and scenarios. The predecessor of the root node
is set as 1. First, a fan of scenarios was generated (Figure F.7.3.1). The gure
shows the fan with numbers assigned to the nodes, the ordering in the picture
goes from up to down for each stage.
Figure F.7.3.1. A fan of scenarios with numbers assigned to each node.
In the following table, we have the nodes denoted by the number of their prede-
cessor and the probabilities are the conditional probabilities (the probability of
moving from the predecessor to that particular node). For each node, we have




PRED PROB R1 R2 R3 R4 R5
1 1.00 42.50 9.10 7.50 120.00 145.00
1 0.20 39.20 11.50 11.50 91.30 110.10
1 0.20 39.80 11.20 11.50 91.00 110.10
1 0.30 35.80 11.70 9.00 100.00 112.30
1 0.10 41.80 11.20 8.50 93.50 120.10
1 0.20 39.80 11.50 8.40 90.00 112.00
2 1.00 38.70 17.70 6.40 112.10 115.60
3 1.00 38.70 17.00 6.90 112.00 115.60
4 1.00 37.60 14.00 6.30 110.00 111.30
5 1.00 40.60 15.70 7.80 107.00 121.90
6 1.00 37.60 14.40 6.70 109.10 110.00
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7 1.00 33.70 17.10 7.10 125.10 125.40
8 1.00 33.80 16.10 7.90 125.00 125.00
9 1.00 35.70 13.90 7.50 118.00 119.10
10 1.00 39.90 11.40 8.50 130.20 131.80
11 1.00 38.80 14.70 8.90 134.00 141.00
12 1.00 36.50 13.60 11.30 92.10 93.10
13 1.00 36.30 13.80 12.30 91.30 100.30
14 1.00 36.60 15.90 9.30 81.10 82.10
15 1.00 38.40 15.60 9.30 101.00 132.10
16 1.00 40.30 14.10 7.20 135.00 200.00
17 1.00 36.20 13.80 12.50 91.30 100.10
18 1.00 36.10 13.80 12.30 91.30 100.30
19 1.00 39.10 16.10 9.40 90.20 94.10
20 1.00 41.30 16.10 9.10 101.00 132.10
21 1.00 45.50 15.10 9.10 131.90 199.00
END
Then the backward construction method was used giving us the following
results. For the predecessor relationship, in the table with numerical results, we
have two nodes with predecessor 4, the rst node in the table with predecessor 4 is
in fact node number 6 and the second node with predecessor 4 is in fact node with
number 7. This means, that if we have for one predecessor several descendants,
the table keeps the orders, i.e. the rst node with that predecessor in the table
is the descendant of that predecessor having the lowest number among all the
descendants, the second descendant has the second-lowest number among the
descendants of this particular predecessor, etc.
Figure F.7.3.2 A tree obtained from the backward tree construction.





PRED PROB R1 R2 R3 R4 R5
1 1.00 42.50 9.10 7.50 120.00 145.00
1 0.60 39.80 11.50 8.40 90.00 112.00
1 0.40 39.20 11.50 11.50 91.30 110.10
2 0.60 37.60 14.40 6.70 109.10 110.00
3 0.40 38.70 17.70 6.40 112.10 115.60
4 0.30 38.80 14.70 8.90 134.00 141.00
4 0.30 35.70 13.90 7.50 118.00 119.10
5 0.40 33.70 17.10 7.10 125.00 125.40
6 0.20 40.30 14.10 7.20 135.00 200.00
6 0.10 38.40 15.60 9.30 101.00 132.10
7 0.30 38.60 15.90 9.30 81.10 82.10
8 0.40 36.50 13.60 11.30 92.10 93.10
9 0.20 45.50 15.10 9.10 131.90 199.00
10 0.10 41.30 16.10 9.10 101.00 132.10
11 0.30 39.10 16.10 9.40 90.20 94.10
12 0.40 36.20 13.80 12.50 91.30 100.10
END
For the results of the forward tree construction method, the same rules
for interpretation of the table of results hold. We have more (20) nodes than that
we obtained in the backward tree construction (see the table on the next page).
The scenario tree from forward tree construction is depicted in Figure F.7.3.3.





PRED PROB R1 R2 R3 R4 R5
1 1.00 42.50 9.10 7.50 120.00 145.00
1 0.30 39.80 11.50 8.40 90.00 112.00
1 0.30 35.80 11.70 9.00 100.00 112.30
1 0.40 39.80 11.20 11.50 91.00 110.10
2 0.20 37.60 14.40 6.70 109.10 110.00
2 0.10 40.60 15.70 7.80 107.00 121.90
3 0.30 37.60 14.00 6.30 110.00 111.30
4 0.40 38.70 17.00 6.90 112.00 115.60
5 0.20 38.80 14.70 8.90 134.00 141.00
6 0.10 39.90 11.40 8.50 130.20 131.80
7 0.30 35.70 13.90 7.50 118.00 119.10
8 0.40 33.80 16.10 7.90 125.00 125.00
9 0.20 40.30 14.10 7.20 135.00 200.00
10 0.10 38.40 15.60 9.30 101.00 132.10
11 0.30 38.60 15.90 9.30 81.10 82.10
12 0.40 36.30 13.70 11.30 92.20 93.10
13 0.20 45.50 15.10 9.10 131.90 199.00
14 0.10 41.30 16.10 9.10 101.00 132.10
15 0.30 39.10 16.10 9.40 90.20 94.10
16 0.40 36.10 13.80 12.30 91.30 100.30
END
As we can see in the Appendix, when the backward scenario reduction and
forward scenario selection method were used on the fan of scenario that we had,
both methods gave us the same structure of the tree with the same probabilities
and the same scenarios. Also both these methods gave the same tree structure,




Starting with some basic theory and continuing with two-stage problems, we
arrived at the concept of multistage stochastic programs and their dierent forms
(linear multistage stochastic programs, convex multistage programs). The main
focus was on formulating multistage stochastic programs for the special case of
scenario approach. Since the good approximation of the true probability distri-
bution (in terms of dierence in the optimal value) is very important, several
methods of scenario generation were introduced. The scenario tree reduction me-
thods and some related methods were briey described. The importance of the
concept of multistage stochastic programs theory was illustrated by many exam-
ples from the eld of nance, industry, transportation planning and games. If
we think of approximating these real problems, scenarios seem to be a quite
natural choice. The idea of the random number of stages was sketched in the
Rock-Paper-Scissors example, where the expected value of the number of stages
was considered. Going more into detail, it could be interesting to study problems
with random number of stages, where the number of stages does not depend on
the underlying stochastic data process, which accounts for the randomness in the
program (e.g. in the Rock-Paper-Scissors example, we assumed, that the number
of stages (till the time, when the mother comes) was independent of the strategy
of our opponent (the random process)). On the other hand, studying problems,
where the random number of stages depends on the random process could be
practical for modeling some specic decision problems (e.g. the investor invests
till the random interest rate is within a certain interval).
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Appendix
The backward reduction method and forward selection method in GAMS \ SCE-
NRED 2 gave us the same structure of the tree with the same probabilities and
scenarios, depicted as






PRED PROB R1 R2 R3 R4 R5
1 1.00 42.50 9.10 7.50 120.00 145.00
1 0.60 39.80 11.50 8.40 90.00 112.00
1 0.40 39.20 11.50 11.50 91.30 110.10
2 0.60 37.60 14.40 6.70 109.10 110.00
3 0.40 38.70 17.70 6.40 112.10 115.60
4 0.30 38.80 14.70 8.90 134.00 141.00
4 0.30 35.70 13.90 7.50 118.00 119.10
5 0.40 33.70 17.10 7.10 125.00 125.40
6 0.20 40.30 14.10 7.20 135.00 200.00
6 0.10 38.40 15.60 9.30 101.00 132.10
7 0.30 38.60 15.90 9.30 81.10 82.10
8 0.40 36.50 13.60 11.30 92.10 93.10
9 0.20 45.50 15.10 9.10 131.90 199.00
10 0.10 41.30 16.10 9.10 101.00 132.10
11 0.30 39.10 16.10 9.40 90.20 94.10
12 0.40 36.20 13.80 12.50 91.30 100.10
END
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The code in GAMS \ SCENRED 2 introduced in the model "SRTREE"and
modied for scenario construction and reduction, that was used, is:
Set s scenarios / s1*s5 /
t stage / t1*t6 /
r random data / r1*r5 /;
Parameter
p(s) probability / s1 0.2, s2 0.1, s3 0.3, s4 0.2, s5 0.2 /
Table sdata(s,t,r)
r1 r2 r3 r4 r5
s1.t1 42.5 9.1 7.5 120.0 145.0
s1.t2 39.8 11.5 8.4 90.0 112.0
s1.t3 37.6 14.4 6.7 109.1 110.0
s1.t4 38.8 14.7 8.9 134.0 141.0
s1.t5 40.3 14.1 7.2 135.0 200.0
s1.t6 45.5 15.1 9.1 131.9 199.0
s2.t1 42.5 9.1 7.5 120.0 130.2
s2.t2 41.8 11.2 8.5 93.5 120.1
s2.t3 40.6 15.7 7.8 107.0 121.9
s2.t4 39.9 11.4 8.5 130.2 131.8
s2.t5 38.4 15.6 9.3 101.0 132.1
s2.t6 41.3 16.1 9.1 101.0 132.1
s3.t1 42.5 9.1 7.5 120.0 156.1
s3.t2 35.8 11.7 9.0 100.0 112.3
s3.t3 37.6 14.0 6.3 110.0 111.3
s3.t4 35.7 13.9 7.5 118.0 119.1
s3.t5 38.6 15.9 9.3 81.1 82.1
s3.t6 39.1 16.1 9.4 90.2 94.1
s4.t1 42.5 9.1 7.5 120.0 145.1
s4.t2 39.8 11.2 11.5 91.0 110.1
s4.t3 38.7 17.0 6.9 112.0 115.6
s4.t4 33.8 16.1 7.9 125.0 125.0
s4.t5 36.3 13.7 11.3 92.2 93.1
s4.t6 36.1 13.8 12.3 91.3 100.3
s5.t1 42.5 9.3 7.6 121.1 145.2
s5.t2 39.2 11.5 11.5 91.3 110.1
s5.t3 38.7 17.7 6.4 112.1 115.6
s5.t4 33.7 17.1 7.1 125.0 125.4
s5.t5 36.5 13.6 11.3 92.1 93.1




* Construct a fan
$eval nnodes card(s)*(card(t)-1)




























* Scenred2 call, no reduction
ScenredParms('red_percentage') = 0;
ScenredParms('out_tree' ) = 1;
ScenredParms('visual_init' ) = 1;
$libinclude runscenred2




'scenred tree construction gave incorrect noloss
tree', anc_noloss;
display anc_noloss;
* Scenred2 call backward reduction
ScenredParms('reduction_method') = 2;
ScenredParms('visual_init' ) = 1;
ScenredParms('visual_red' ) = 1;
ScenredParms('out_tree' ) = 1;
$libinclude runscenred2
%sr2prefix%
tree_con n anc prob anc_red prob_red rv
display anc_red;
* Scenred2 call forward reduction
ScenredParms('reduction_method') = 1;
ScenredParms('visual_init' ) = 1;
ScenredParms('visual_red' ) = 1;
ScenredParms('out_tree' ) = 1;
$libinclude runscenred2
%sr2prefix%
tree_con n anc prob anc_red prob_red rv
display anc_red;
* Scenred3 call backward construction
ScenredParms('construction_method') = 2;
ScenredParms('red_percentage') = 0.2;
ScenredParms('visual_init' ) = 1;
ScenredParms('visual_red' ) = 1;
ScenredParms('out_tree' ) = 1;
$libinclude runscenred2
%sr2prefix%
tree_con n anc prob anc_red prob_red rv
display anc_red;
* Scenred4 call forward construction
ScenredParms('construction_method') = 1;
ScenredParms('red_percentage') = 0.2;
ScenredParms('visual_init' ) = 1;
ScenredParms('visual_red' ) = 1;
ScenredParms('out_tree' ) = 1;
$libinclude runscenred2
%sr2prefix%
tree_con n anc prob anc_red prob_red rv
display anc_red;
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