We can now prove Theorem 3. By definition A(q; r; !) = ( 0 1) + (q 0 1) = (S(!; b(q 0 1)!=2c) 0 1)q r0! + (q 0 1)(r 0 !):
and q is even, and b(q 0 1)m=2c = (q 0 1)m=2 otherwise. The first few values are given by the following table: m S(m; (q 0 1)m=2) S(m; ((q 0 1)m 0 1)=2) 
I. INTRODUCTION
A code is said to be quasi-cyclic if every cyclic shift of a codeword by p positions results in another codeword. Therefore quasi-cyclic (QC) codes are a generalization of cyclic codes with p = 1. It has been shown that QC codes contain many good linear codes [1] - [4] . Unfortunately, there are not many construction methods for good QC codes. Lots of researchers have turned to the power of modern computers, and many good QC codes which improve lower bounds on the minimum distance of linear codes have been found [5] - [7] . The author maintains a database of best-known binary QC codes [8] .
In [12] , two 2-generator QC codes were presented. Very little research on how to construct good g-generator QC codes has been made, with g > 1. In this correspondence, construction methods are presented to construct good 2-, and 3-generator QC codes from cyclic simplex codes. Many good, new QC codes are found. And several codes that improve the bounds on maximum minimum distance for binary linear codes are also presented.
II. CYCLIC CODES AND QC CODES

A. Cyclic Hamming Codes and Simplex Codes
A q-ary linear [n; k; d] code is a k-dimensional subspace of an n-dimensional vector space over GF(q), with minimum distance d between any two codewords. A code is said to be cyclic if every cyclic shift of a codeword is also a codeword. A cyclic code is described by the polynomial algebra. A cyclic [n; k; d] code has a unique generator polynomial g(x). It is a polynomial with degree of n 0k. All codewords of a cyclic code are multiples of g(x) modulo x n 0 1.
It is well known that for any positive integer k, there is a binary cyclic simplex [n; k; d] code with the minimum distance d = 2 k01 , where n = 2 k 0 1. It should be noted that binary simplex codes are 
B. Quasi-Cyclic Codes
A code is said to be quasi-cyclic (QC) if a cyclic shift of any codeword by p positions is still a codeword. Thus a cyclic code is a QC code with p = 1. The block length n of a QC code is a multiple of p, or n = m 2 p.
Circulants, or cyclic matrices, are basic components in the generator matrix for a QC code. An m 2m cyclic or circulant matrix is defined as 
and it is uniquely specified by a polynomial formed by the elements of its first row, c(x) = c0 + c1x + 111 + cm01 x m01 , with the least significant coefficient on the left. A 1-generator QC code has the following form of the generator matrix [9]:
where G i , i = 0; 1; 2; . . . ; p 0 1, are circulants of order m. Let g 0 (x); g 1 (x); . . . ; g p01 (x) are the corresponding defining polynomials. where Gij are circular matrices, for i = 0, and 1, j = 0; 1; . . . ; p 0 1.
Similarly, a 3-generator QC [m2p; k] codes has the generator matrix of the following form:
where G ij are circular matrices, for i = 0, 1, and 2, j = 0; 1; . . . ; p01.
III. CONSTRUCTIONS OF 2-GENERATOR QC CODES
Given any positive integer k. If there exist two binary cyclic Hamming [2 k 01; 2 k 0k 01; 3] codes, then there exist two cyclic simplex 
where G1 is the circulant matrix defined by the generator polynomial g 1 (x), G 2 is the circulant matrix defined by g 2 (x), and G 2;i is the circulant matrix defined by x a(i) g 2 (x), where 0 a(i) < 2 k 0 1 , is an integer. The choices of a(i), i = 1; 2; . . . ; p 0 1 , are to maximize the minimum distance to the code. Let m = 2 k 0 1, and the distance vector D = (d0; d1; . . . ; dm01), where d i is defined as the distance between the codeword g 1 (x) in C 1 and the codeword x i g 2 (x) in C 2 . Then a good 2-generator QC [m 2 p; 2k] code can be obtained by choosing a(i) to maximize its minimum distance: d = min(d j + d j+a(1) + 1 11 + d j+a(p01) ); where j = 0; 1; . . . ; m 0 1.
Example 1: n = 7, k = 3. x 7 01 = (x + 1)(x 3 + x + 1)(x 3 + x 2 + 1). So two cyclic simplex [7; 3; 4] For n = 63, k = 6. Two cyclic simplex [63; 6; 32] codes are defined respectively by g 1 (x) = 10305172162267315277 and g 2 (x) = 13745214756551542207 in octal. Table I lists good binary 2-generator QC codes constructed. In the table, superscript "o" denotes the code obtained is optimal, "=" denotes the code meets the best minimum distance in [12] .
Many projective two-weight codes are also constructed. For examples, binary 2-generator QC two-weight codes with p = 3; 4; 7 for m = 7, and p = 10; 11; 12, and 15 for m = 15 are obtained. In [11], QC two-weight codes are discussed and many codes are constructed.
IV. CONSTRUCTIONS OF 3-GENERATOR QC CODES
Similarly, if there exist three binary cyclic simplex [2 k 01;k; 2 k01 ] codes, C 1 , C 2 , and C 3 , defined by generator polynomials g 1 (x), g 2 (x), and g3(x), respectively, then a binary 3-generator QC [(2 k 0 1)p; 3k] code can be constructed as follows:
where G 1 is the circulant matrix defined by the generator polynomial g 1 (x), G 2 is the circulant matrix defined by g 2 (x), G 3 is the circulant matrix defined by g3(x), G2;i is the circulant defined by x a(i) g2 (x), where d 12 i is the distance between the codeword g 1 (x) in C 1 and the codeword x i g2(x) in C2 , d 13 i , the distance between the codeword g 1 (x) in C 1 and the codeword where i, j = 0; 1; . . . ; m 01, and subscripts are computed modulo m.
For k = 5, three cyclic simplex [31; 5; 16] codes are defined by generator polynomials g1(x) = 535437151, g2(x) = 454761565 and g 3 (x) = 715750453 in octal. For p = 3, a 3-generator QC [93; 15; 36] code is obtained with a(1) = 1, a(2) = 18, and b(1) = 30, b(2) = 2. This code meets the lower bound on the minimum distance. For the code constructed in the methods given above, It is often possible to extend the code by adding one or more information digits and parity 
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Abstract-The performance of maximum-likelihood (ML) decoded binary linear block codes over the additive white Gaussian noise (AWGN) channel is addressed via the tangential sphere bound (TSB) and two of its recent improved versions. The correspondence is focused on the derivation of the error exponents of these bounds. Although it was shown that some recent improvements of the TSB tighten this bound for finite-length codes, it is demonstrated in this correspondence that their error exponents coincide. For an arbitrary ensemble of binary linear block codes, the common value of these error exponents is explicitly expressed in terms of the asymptotic growth rate of the average distance spectrum.
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I. INTRODUCTION
In recent years, much effort has been put into the derivation of tight performance bounds on the error probability of linear block codes under soft-decision maximum-likelihood (ML) decoding. During the last decade, this research work was stimulated by the introduction of various codes defined on graphs and iterative decoding algorithms, achieving reliable communication at rates close to capacity with feasible complexity. The remarkable performance of these codes at rates above the channel cutoff rate makes the union bound useless at a portion of the rate region where their performance is most appealing. Hence, tighter performance bounds are required to gain some insight on the performance of these efficient codes. Improved upper and lower bounds on the error probability of linear codes under ML decoding are addressed in [12] and references therein, and these bounds are applied to various codes and ensembles.
The tangential sphere bound (TSB) . This bound only depends on the distance spectrum of the code, and hence, it can be applied to various codes and ensembles. The TSB falls within the class of upper bounds whose derivation relies on the basic inequality (1) where c c c 0 is the transmitted codeword, y y y denotes the received vector at the output of the channel, and R designates an arbitrary geometrical region which can be interpreted as a subset of the observation space.
The idea is to use the union bound only for the joint event where the decoder fails to decode correctly and the received vector fails inside the region R (i.e., the union bound is used for upper-bounding the first term on the right-hand side (RHS) of (1 provide an improved lower bound on the error exponent as compared to the error exponent of the TSB. In this correspondence, we address this question, and prove that the error exponents of these improved version os TSB coincide with the error exponent of the TSB. We note however that the TSB fails to reproduce the random coding error exponent, especially for high-rate linear block codes [9].
This correspondence is organized as follows: The TSB ([9], [10]), the AHP bound [16] , and the ITSB [17] are presented as a preliminary material in Section II (some boundary effects, which are not considered in [16] and [17] are discussed in detail in Section II). In Section III, we derive the error exponents of the ITSB and the AHP bound, and state our main result. We conclude our discussion in Section IV. Appendices provides supplementary details related to the proof of our main result.
II. PRELIMINARIES
We introduce in this section some preliminary material which serves as a preparatory step toward the presentation of the material in Sections II-B and II-C. We also present notation from [1] which is useful for our analysis. The reader is referred to [12] and [18] which introduce material covered in this section. However, in the following presentation, we consider boundary effects which were not taken into account in the original derivation of the TSB and its recent two improved versions in [ 
