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ABSTRACT 
Various approaches to gene selection for cancer classification based on microarray data can be found in the 
literature and they may be grouped into two categories: univariate methods and multivariate methods. Univariate 
methods look at each gene in the data in isolation from others. They measure the contribution of a particular 
gene to the classification without considering the presence of the other genes. In contrast, multivariate methods 
measure the relative contribution of a gene to the classification by taking the other genes in the data into 
consideration. Multivariate methods select fewer genes in general. However, the selection process of 
multivariate methods may be sensitive to the presence of irrelevant genes, noises in the expression and outliers 
in the training data. At the same time, the computational cost of multivariate methods is high. To overcome the 
disadvantages of the two types of approaches, we propose a hybrid method to obtain gene sets that are small and 
highly discriminative.  
 
We devise our hybrid method from the univariate Maximum Likelihood method (LIK) and the multivariate 
Recursive Feature Elimination method (RFE). We analyze the properties of these methods and systematically 
test the effectiveness of our proposed method on two cancer microarray datasets.  Our experiments on a 
leukemia dataset and a small, round blue cell tumors dataset demonstrate the effectiveness of our hybrid 
method. It is able to discover sets consisting of fewer genes than those reported in the literature and at the same 
time achieve the same or better prediction accuracy. 
 
 
 3 
 
1 INTRODUCTION 
 
Tissue classification is crucial to cancer diagnosis. It used to be based on morphological appearances, which are 
often hard to measure and differentiate, so the classification result could be very subjective. The emergence of 
microarray technology has greatly improved the classification. It is now possible to bring state-of-the-art  
machine learning methods into the classification process on the data collected at the molecular level.  
Microarray is a technique for monitoring the expression level of a large number of genes in parallel. Here gene 
expression refers to the process of transcribing the DNA sequence of a gene into RNA, and the gene expression 
level indicates how active a gene is in a certain tissue or under a certain experimental condition. 
 
Microarray data can be used in the discovery and prediction of cancer classes. The discovery of previously 
undefined classes is usually achieved with the use of clustering techniques (Golub et al., 1999; Alizadeh et al.,  
2000; Bittner et al., 2000; Perou et al., 2000).  Examples of these techniques include hierarchical clustering 
(Weinstein et al., 1997), K-means clustering (Tavazoie et al., 1999) and Self Organizing Maps (Tamayo et al., 
1999). In class prediction – where labels are assigned to tissues according to their expression patterns – 
statistical methods or supervised machine learning methods are useful tools that generally yield high accuracy in 
predictions. Examples of such methods that have been used in molecular level cancer classification in recent 
years include the Decision Tree (Cai et al., 2000), Neural Networks (Khan et al., 2001), Support Vector 
Machine (Furey et al., 2000; Guyon et al., 2002, Mukherjee et al., 2000), and the Naïve Bayesian classifier 
(Keller et al., 2000). 
 
Prior to classification, it is important to identify relevant genes. In studying the gene expression of a cancer 
tissue, normally less than a hundred microarray data samples are collected. Each sample consists of expression 
measurements from thousands to tens of thousands of genes. The measurements are usually noisy: some noises  
come from the experimental environment, while other noises are from non-uniform genetic backgrounds of the 
samples being compared (Keller et al., 2000). Although only a small portion of the genes is expected to be 
relevant to the classification, the combinatorial effect of irrelevant genes has the potential to suppress the 
contribution of those relevant to the classification (Keller et al., 2000). Thus, the importance of selecting 
relevant genes before the classification cannot be over-emphasized. The selected genes could provide vital clues 
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in understanding the disease mechanism. Gene selection is important also for the practical reason of reducing 
the cost of clinical diagnoses. It is much cheaper to focus only on the expression of a few genes rather than on 
thousands of genes for the diagnoses. At the same time, the resulting classification model could also be expected 
to be more accurate. It is therefore not surprising that much effort have been put into developing methods for 
gene selection. 
 
Most gene selection methods fall into two categories: univariate methods and multivariate methods (Liu and 
Motoda, 1998). Univariate methods (Golub et al., 1999; Slonim et al., 2000; Keller et al., 2000) consider the 
contribution of individual genes to the classification independently. It does not measure the contribution of a 
particular gene in relation to the presence of other genes in the data. Multivariate methods such as the Recursive 
Feature Elimination (RFE) by Guyon et al., (2002) and Optimize Leave-one-out (LOO) by Mukherjee et al.,  
(2000) measure the relative contribution of a gene to the classification by taking other genes into consideration 
at the same time. Both these methods are wrapper methods (Liu and Motoda, 1998) based on the Support Vector 
Machine (SVM). They select the set of genes by continuously eliminating genes that have relatively small  
contribution to classification as measured by the accuracy of the SVM models on the whole gene set.  
 
This paper presents a hybrid method for gene selection and its application to cancer classification problem. Our 
proposed gene selection method combines the Maximum Likelihood method of Keller et al. (2000) and the 
Recursive Feature Elimination method based on the Support Vector Machine approach of Guyon et al. (2002). 
The two gene selection methods are described in detail in Section 2. In Section 3, the advantages and 
disadvantages of the two methods are compared. We describe how these methods can be combined to further 
improve classification accuracy. The performance of our hybrid approach is evaluated in Section 4 by  
comparing the performance of various classification methods trained using the selected genes. We conclude the 
paper in Section 5. 
2 PROBLEM DESCRIPTION AND PRIOR WORKS ON GENE SELECTION 
2.1 Cancer classification via gene expression 
The quantified microarray data usually consists of the expressions of thousands of genes, comprising a relatively 
small number of samples of usually less than a hundred. Throughout this paper, we assume that we have a 
 5 
training dataset of n  labeled samples, each of which is formed by expression of m  genes, and each gene is a 
feature for the classification problem. We define the labeled data as follows:  
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Here class a  can be cancerous, and class b  can be non-cancerous, or they can be two different types of cancer. 
Cancer classification via gene expression is a general approach applicable to most kinds of cancers. It was first  
proposed by (Golub et al., 1999). The authors of the paper also proposed a method to rank the usefulness of 
genes in discriminating leukemia classes  based on the mean and standard deviation of their expression.  Suppose 
the expression of the g th gene in the training samples for classes a  and b  have mean gam  and 
g
bm , and 
standard deviation gad  and 
g
bd , respectively. The relevance of the gene for distinguishing between class a  
samples and class b  samples is ranked according to the correlation 
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The genes with the most positive or most negative correlations are expected to have the best individual 
discriminating ability. 
 
Given a selected gene set  G , Golub et al. (1999) and Slonim et al. (2000) proposed the G-S classification model 
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The computed value of )class(x  is a real number. It takes all genes in G  into consideration. If it is positive,  
then the test sample x  is predicted to belong to class a ; if it is negative, x  is predicted to belong class b . 
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2.2 Likelihood feature selection method and Bayesian classification 
Keller et al. (2000) proposed the Maximum Likelihood gene selection (LIK) method. Denote the event that a 
sample belongs to class a  or class b  by aM and bM , respectively. The difference in the log likelihood is used 
to rank the usefulness of gene g  for distinguishing the samples of one class from the other. The LIK score is 
computed as follows: 
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where ),,|( ,1,
g
nj
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ji j
xxMP K  is a posteriori probability that  iM  is true given the expression values of the g th 
gene of all the training samples that belong to class j , where jn  is the number of training samples that belong 
to class j . According to Bayes rule 
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Three assumptions are made by the method. First is the assumption of equal prior probabilities of the classes  
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and second is the assumption that the conditional probability of X  falls within a small non-zero interval 
centered at  x given M  can be modelled by a normal distribution 
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where m  and d are the mean and standard deviation of X  respectively. The values m  and d can be estimated 
from the training data.  With the third assumption that the distributions of the expression values of the genes are 
independent, we obtain the LIK ranking of class a  over class b  for the g th gene as follows: 
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and similarly, the LIK ranking of class b  over class a  for this gene is 
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Genes that have higher likelihood scores are expected to have better ability to distinguish the classes. Once these 
genes are selected, the Naïve Bayesian classification method is applied to classify the samples. Given an 
expression vector x of m  selected genes, the classification of a sample is computed as follows: 
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where )|( xiMP  is a posteriori probability that  iM  is true given x . Applying the Bayes rule once again, the 
class for vector x  can be predicted as 
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In binary classification, we can be more confident about the classification when the difference between 
)|(log aMP x  and )|(log bMP x  is higher. In order to obtain more information regarding the confidence of the 
classification, we compute the following  
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A positive difference leads to the sample being predicted as class a , and a negative difference class b .  The 
larger the difference, the more confident we are about the prediction. We also make use of this difference when 
comp uting another measure of accuracy, i.e. acceptance rate, which will be discussed in Section 4.2. 
 
2.3 Recursive Feature Elimination (RFE) by SVM 
The Support Vector Machine is rooted in statistical learning theory (Vapnik, 2000). It is different from the 
Naïve Bayesian classification method in the sense that SVM tries to maximize the separation between samples 
of two classes. Normally, only a subset of the data samples determines the decision hyperplane.  Suppose the n  
data samples belong to two classes )},(,),,{( 11 nn yy xx K , 
m
i ÂÎx  and 1-or1=iy . A support vector machine 
tries to find a hyperplane 0T =+ bxw , which satisfies 
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where nii ,,1,0 K=³x  are slack variables.  As the distance from a sample to the hyperplane is inversely 
proportional to ww T , a quadratic minimization problem is formulated as follows: 
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where C  is a parameter to balance the generalization ability represented in the first term ww T , and separation 
ability indicated in the second term å
=
n
i
i
1
x .  A smaller value of the first term corresponds to better generalization,  
while the fewer positive values of the slack variables in the second term correspond to fewer misclassifications 
on the training samples. When the later is equal to zero, the training samples are linearly separable and there is 
no misclassification. 
 
Using the Karush-Kuhn-Tucker condition (Bazaraa et al., 1993), the problem is reformulated as the dual 
quadratic program 
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where naa ,,1 K  are the Lagrange multipliers associated with the constraints of the quadratic problem (15). The 
dual problem (16) is a quadratic optimization problem with a unique solution. Those sample vectors with 
positive Lagrange multipliers are called support vectors. The weight and bias of the optimal separating 
hyperplane can be easily computed from the solution of the dual problem 
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and 
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The absolute values of the weights of a trained SVM can be used to indicate the relevance of the corresponding 
features to classification and the ranking of each of the weights takes all the other features into consideration. 
 
Guyon et al. (2002) proposed a Recursive Feature Elimination (RFE) method, which is a greedy wrapper feature 
selection method (Kohavi and John, 1997).  It iteratively trains new SVMs and eliminates the features whose 
corresponding absolute weight is the smallest from the dataset. This approach to feature elimination is similar to 
the backward feature selection approach in statistical multiple linear regression. Different strategies for 
eliminating the features are recommended; they can be eliminated one by one, 10 percent at a time, or half at a 
time. The solution set would be different with different strategies.   
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The MATLAB-like pseudo-code of the algorithm that removes one feature at a time is as follows: 
 
% The function RFE accepts a vector of feature vectors S , and class label vector y .  
RFE( [ ]mffS ,,1 K= , y )    
 
While ( ) 1length ³S  
 
% Train SVM with the remaining features in S , and obtain the weights of trained SVM. 
),ng(svm_traini ySw =  
 
 % Find the f th weight that has the minimum magnitude. 
( ) ( )Slength,,1),min(absarg K== iwf i  
 
 % Remove the f th element in S . 
 ( ))]length:1()1:1([ SSSS +-= ff  
end 
 
3 IMPROVING SELECTION BY COMBINING LIK AND RFE  
LIK is a univariate ranking method while RFE is a multivariate ranking method based on SVM. The separating 
hyperplane obtained by SVM divides samples from two different classes and its coefficient weights reflect the 
relative contribution of the corresponding genes to the classification as a whole. In cancer classification 
problems, however, the sample size is usually very small compared with the number of genes. Moreover, many 
genes are expected to contribute to classification together with some other genes rather than contributing 
independently, which makes multivariate ranking more likely to choose a smaller number of genes with higher 
prediction accuracy than a univariate ranking. However, most of the genes in a microarray dataset are expected 
to be irrelevant to the classification. The expression of many irrelevant  genes may obscure the discriminative 
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information of the relevant genes. This can be seen in the formulation of the SVM dual problem where the 
coefficients of the quadratic terms in the dual problem are computed as the scalar products of two inputs 
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The gene elimination process is very sensitive to change in the feature set.  SVM also has the disadvantage that  
it is sensitive to outliers as discussed in Guyon et al. ( 2002). In microarray data, the outliers may be introduced 
by: 1) noise in the expression data, or 2) incorrectly identified/labeled samples in the training dataset. It is 
therefore more beneficial to apply RFE on a dataset with a reduced number of features. A univariate feature 
selection algorithm can be used to first efficiently reduce the large number of features originally present in the 
dataset and a multivariate feature selection method such as RFE can then be applied to remove more features.  
To summarize, we first identify and remove genes that are expected to have low discrimination ability as  
indicated by LIK scores. Then, we apply RFE to reduce the size of the feature set further. With this integrated 
approach to feature selection, we are able to achieve good classification performance with fewer genes than 
those reported by Guyon et al. (2002) and Keller et al. (2000). 
 
A multivariate method is usually very time-consuming when applied to a dataset with thousands of genes. For 
RFE, in order to eliminate one or more genes, a new SVM has to be trained, and the overall computational cost  
is  )( 22 nmW . On the other hand, LIK ranks genes independently, which makes the computational complexity of 
LIK, )(mnO .  Using LIK first to reject a large number of genes, and then using RFE to perform further selection 
will save significant running time compared to just using RFE alone. This is especially important when the 
improvement of microarray technology makes it possible to obtain gene expression values from tens or even 
hundreds of thousands of genes. 
 
4 EXPERIMENTAL RESULT 
4.1 Dataset description 
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We tested our proposed method for feature selection on two datasets. The first dataset was from a human acute 
leukemia microarray sample (Golub et al., 1999). The dataset contained 72 samples; each sample consisted of 
7129 genes and belonged to either acute myeloid leukemia (AML) or acute lymphoblastic leukemia (ALL). 
There were 38 training samples (27 ALL and 11 AML samples) and 34 test samples (20 ALL and 14 AML 
samples).  
 
The second dataset was collect ed from small, round blue cell tumors (SRBCT) (Khan et al., 2001). There were 
88 samples altogether, each of which was described by 2308 genes. The SRBCT samples were divided into four 
classes: neuroblastoma (NB), rhabdomyosarcoma (RMS), Burkitt lymphomas (BL) and the Ewing family of 
tumors (EWS). Because we used methods for binary classification problems, we decomposed the problem of 
distinguishing samples from four classes into four separate binary classification problems. Khan et al. divided 
the dataset into 63 training samples (23 EWS, 8 BL, 12 NB, 20 RMS) and 25 test samples (6 EWS, 3 BL, 6 NB, 
5 RMS, 5 non-SRBCT including 2 Sk.Muscle, 2 Sarcoma and 1 Prostate).  
 
The goal of our experiment was to try to select the smallest set of genes that could achieve a sufficiently high  
classification performance using a combination of LIK and RFE. The classification algorithms used were the 
Support Vector Machine and the Naïve Bayesian method. 
 
4.2 Performance measures 
We ran our experiments on a Pentium 4 1.4GHz computer with 512-megabyte memory. We wrote and ran our 
program using MATLAB 6.1. The support vector machine was constructed with the Support Vector Machine 
Toolbox from http://theoval.sys.uea.ac.uk/~gcc/svm/toolbox which was developed by Gavin Cawley. For the 
SVM, we set  0.100=C  and used the linear kernel, the same as those used by Guyon et al. (2002). 
 
We employed two performance measures. Suppose there were n  samples predicted with output  noo ,,1 K , and 
their corresponding class labels were nyy ,,1 K . If the prediction output of a classifier for a sample had the same 
sign as that of its true class, we considered the sample to be correctly classified. The first performance measure 
was accuracy, i.e. the number of correctly classified samples over the total number of test samples, that was 
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where S  denoted the cardinality of the set  S . 
 
The second performance measure was the acceptance rate, which assessed the performance more strictly. The 
acceptance rate was computed as follows: 
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In the tables and figures in the next sections, we will denote accuracy and acceptance rate by acu and acp, 
respectively. Obviously, the acceptance rate cannot be higher than accuracy. For a more detailed illustration of 
the two measures, see (Guyon et al., 2002). Because the number of samples was very small, we used the leave-
one-out method for validating the classifier on training samples as well as on all samples. When there were n  
samples, leave-one-out was a technique to iteratively choose each sample for testing, and the remaining samples  
for training. A total of n  classifiers were trained, and n  predictions were made. The accuracy and acceptance 
rate were computed from the predictions and labels of the corresponding test samples. 
 
4.3 Results 
LIK has been shown to outperform the G-S method (Keller et al, 2000), while RFE has been shown to be better 
than the G-S method (Guyon, et al., 2002). Here we show that the combination of LIK and RFE can achieve 
better results than using LIK or RFE alone. 
 
Before applying the hybrid LIK+RFE, we calculated the mean and standard deviation of the expression values 
of each gene in the training dataset. We then normalized the gene expression values of all samples in both the 
training and test datasets by subtracting the mean value and then dividing the difference by the corresponding 
standard deviation. The same normalization procedure was also followed by Golub et al. (1999). 
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4.3.1 Leukemia dataset 
Figure 1 shows the sorted LIK scores. We chose equal numbers of genes with the highest AMLALLLIK ®  and 
ALLAMLLIK ®  score as the initial gene sets for RFE.  We plotted in this figure the scores of the top (2 x 80) genes.  
The top i th gene according to AMLALLLIK ®  always has a higher AMLALLLIK ®  value than the corres ponding top 
i th gene’s ALLAMLLIK ® score. Genes with low LIK scores are not expected to be good discriminators. We 
decided to pick the top genes to check their discriminating ability. In particular, we ran experiments using the 
top (2 x 10), (2 x 20), (2 x 30) genes. We found the best performance was  obtained when 2 x 20 top ranking 
genes were selected. The performance was measured by computing the prediction accuracy and acceptance rate 
of SVM and Bayesian classifiers built using the selected genes on the test samples.  
  
Figure 2 shows the accuracy and acceptance rate using two different experimental settings: leave-one-out and 
train-test split. For the leave-one-out (LOO) setting, we computed the performance measures using only the 38 
training samples as well as on the entire dataset consisting of 72 samples. For the train-test split, the measures  
shown were computed on the 34 test samples, while the measures on the 38 training samples are not reported in 
the table. A series of experiments were conducted to find the smallest number of genes that would give good 
performance measure. The experiments started with all 40 (= 2 x 20) genes selected by the LIK feature 
selection. One gene at a time was eliminated using RFE. RFE feat ure selection was conducted until there was 
only one gene left. For a selected subset of genes, the performance measures were computed under all  
experimental settings and using both SVM and Bayesian classifiers.   
 
As can be seen from the figure, the SVM classifier achieved almost perfect accuracy and acceptance rate when 
there were three to 14 genes used to find the separating hyperplane. On the other hand, when the Naïve Bayesian 
method was used for classification, almost perfect performance was achieved with as many as 40 genes in the 
model. Elimination of the genes by RFE one by one showed that the results could be maintained as long as there 
are at least three genes in the model. This stability in performance indicates the robustness of the RFE feature 
selection method when given a pre-selected small subset of relevant genes, as identified by the LIK method. It is 
worth noting that the acceptance rate on the test samples was almost constant with at least three genes, both 
when the SVM classifier and the Naïve Bayesian classifier were used for prediction. We emphasize here that the 
hybrid LIK+RFE feature selection was run using the 38 training samples; the classifiers were also built using 
the same set of training samples without the use of any information from the data in the test set. 
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A set of three genes was discovered to give perfect accuracy and acceptance rate regardless of the experimental 
settings and the classifiers used. These genes are listed in Table 1. They have also been identified as relevant  
genes in this dataset by several researchers.  Golub et al. (1999) identified U05259_rna1_at and M27891_at as  
relevant, while Keller et al. (2000) identified the gene X03934_at as relevant. On the other hand, Guyon et al.  
(2002) identified a completely different set consisting of four genes. 
 
Since there were only three genes selected by the hybrid LIK+RFE method, we are able to visualize the 
distribution of both the training and test samples in a three-dimensional space.  Figure 3 shows the plot of the 
samples. In this figure, we differentiate between acute myeloid leukemia (AML) and acute lymphoblastic 
leukemia (ALL) samples. There were actually two different types of ALL samples. These were B-cells or T-
cells as determined by whether they arose from a B or a T cell lineage (Keller et al., 2000). From the figure, we 
can see that all except one B-cell sample had almost constant expression values for two genes, namely 
M27891_at and X02934_at.  Training sample number 17 was the one ALL B-cell that was an outlier. On the 
other hand, all T-cell samples had almost constant expression values for genes U05259_mal_at and M27891_at, 
while all AML samples had similar expression values for U05259_mal_at and X03934_at. The plot shows that  
the three selected genes were also useful in differentiating ALL B-cell and T-cell samples. 
 
For comparison purposes, the classification performance of SVM and Naïve Bayesian classifiers built using 
genes selected according to their LIK scores only is shown in Figure 4. For the results shown in this figure, we 
started with the same set of 40 genes and removed one gene at a time according to their LIK scores. As can be 
seen from the figure, the results were not as good as those shown in Figure 2. In particular, using SVM  
classifiers, the accuracy and the acceptance rate were more than 80 percent when there were still more than 20 
genes in the model. The acceptance rate drops drastically when there are fewer genes. Naïve Bayesian classifiers 
performed well when there were more than 21 genes. Further removal of more genes according to their LIK 
scores caused the acceptance rate to drop considerably. When there were fewer than five genes, the accuracy 
and the acceptance rate of the classifiers were low. 
 
The performance of SVM and Naïve Bayesian classifiers built using the genes selected by RFE is depicted in 
Figure 5. We started with all 7129 genes in the feature set. We built an SVM using the training samples with 
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expression values of all the genes and measured its performance on the test samples.  We also built a Naïve 
Bayesian classifier and measured its performance as well. The gene that had the smallest absolute weight in the 
SVM -constructed hyperplane was removed, and the process of training and testing was repeated with one fewer 
gene. This process was continued until there were no more genes to be removed. 
 
An interesting point to note from the results depicted in Figure 5 is the sharp improvement in the acceptance rate 
of the Bayesian classifiers when the number of genes was reduced from 2773 to 2772. The gene that was  
eliminated at this stage was M26602_at. The acceptance rates stayed at 100 percent when there were 2772 to 
1437 genes. Further removal of genes caused the rate to deteriorate gradually. On the other hand, the 
performance of SVM was more stable. With more than 519 genes, both the accuracy and the acceptance rate 
were at least 90 percent.  
 
We also experimented with choosing the top genes according to their LIK scores. We selected genes with LIK 
scores that were higher than a certain threshold. The threshold values tested were 1500, 2000, and 2500. Note 
that there were always more genes selected because of their high AMLALLLIK ®  than genes selected because of 
their ALLAMLLIK ®  values. The best performance was obtained when the threshold was set to 1500. A total of 62 
genes met this threshold value and were used to form the initial gene set for RFE. After applying RFE, we 
obtained a set of four genes that achieves perfect accuracy and acceptance rate on the training and test samples 
under all three experimental settings. The set of four selected genes is shown in Table 2. Two out of the four 
genes were the same ones as those selected using the (2 x 20) top initial genes listed in Table 1. These genes  
were U0529_rnal_at and M27891_at.  The genes M16336_s_at was also found by Keller at al. (2000) to be an 
important gene for classification. 
 
The performance of the SVM classifiers with genes selected using just the RFE approach was slightly different  
from that reported by Guyon et al. (2002). The reason for this could be the variation in the implementation of 
the quadratic programming solvers. The Matlab toolbox uses Sequential Minimal Optimisation algorithm (Platt, 
1999), while Guyon et al. used a variant of the soft-margin algorithm for SVM training (Cortes, 1995). Our 
hybrid LIK+RFE method achieved better performance than other methods reported in the literature. To achieve 
perfect performance, the RFE implementation of Guyon et al. needed eight genes.  When the number of genes  
was reduced to four, the leave-one-out results on the training samples using SVM achieved only 97 percent 
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accuracy and 97 percent acceptance rate. SVMs trained on 38 training samples with the four selected genes 
achieved only 91 percent  accuracy and 82 percent acceptance rate on the test samples.  
 
Using the genes selected according to their LIK scores and applying the Bayesian method, Keller et al. (2000) 
achieved 100 percent prediction with more than 150 genes. Hellem and Jonassen (2002) required 20 to 30 genes  
to obtain accurate prediction by ranking pair-wise contribution of genes to the classification. The classification 
of the samples was obtained by applying k-nearest neighbours, diagonal linear discriminant and Fisher’s linear 
discriminant methods. Guyon et al. also mentioned the performance of other works on this dataset (Mukherjee et  
al., 2000; Chapelle et al., 2000; Weston et al., 2001). None of these works reported performance results that are 
as good as ours.  
4.3.2 SRBCT dataset 
We obtained the expression ratio data of Khan et al. (2001). Before we conducted our experiments, the 
expression values were transformed by computing their logarithmic values. Base 2 log transformation was used, 
as this is the usual practice employed by researchers analyzing micraoarray data. In Figure 6, the plot of the 
gene ranking according to their LIK scores is shown. The LIK scores were computed for differentiating EWS 
samples from non-EWS samples. The set of top 20 genes according to their EWSNonEWSLIK -®  ranking contained 
eight genes that were also in the set of top 20 genes according to their EWSEWSNonLIK ®-  ranking.  Hence, when 
RFE was applied to further eliminate genes from the feature set, it started with 32 unique genes. 
 
For the other three classification problems, the plots would look very similar to Figure 6 and are not shown in 
this paper.  For each of the four problems, LIK selected the top (2 x 20) genes. The number of unique genes  
selected by LIK and the results of the experiments from solving four binary classification problems are 
summarized in Table 3.  The numbers of unique genes selected by LIK and the smallest numbers of genes  
required to achieve near perfect performance during the gene elimination process by RFE are shown in the 
second column of the table. For the three classification problems to identify EWS, BL and NB, the accuracy and 
the acceptance rates were at least 98 percent for all experimental settings. Those perfect performance results are 
highlighted in the table. For the fourth classification problem to differentiate between RMS and non-R M S 
samples, the accuracy rates were at least 92 percent. However, the acceptance rate on the test samples dropped 
to eight percent for SVM classifier and 16 percent for Naïve Bayesian classifier, respectively. 
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The poor acceptance rate obtained when predicting RMS test samples suggests that the differences in the output  
of the classifiers and the actual target values were high for the incorrectly predicted samples. In order to verify  
the predictions, we plotted the distribution of the samples according to the expression values of three genes,  
ImageID784224 (fibroblast growth factor receptor 4), ImageID796258 (sarcoglycan, alpha), and 
ImageID1409509 (troponin T1). The three were selected because their corresponding SVM weights were the 
largest. The plot is shown in Figure 7. We can clearly see that the two incorrectly classified non-RMS samples  
were outliers with large values for ImageID1409509 (troponin T1). These two outliers were Sk. Muscle samples 
TEST -9 and TEST-13, which were misclassified as RMS samples. It should be noted that there were no Sk. 
Muscle samples in the training dataset. 
 
The genes selected by the hybrid LIK+RFE for each of the four classification problems are listed in Table 4. For 
the problem of differentiating EWS from non-EWS samples, our method selected five genes, all of which were 
also selected by Khan et al. (2001).  On the other hand, to differentiate between NB and non-NB samples, only  
three genes were needed and none was selected by Khan et al. All together, the hybrid LIK+RFE identified 15 
important genes. This number compares favorably with the total of 96 genes selected by the PCA (Principle 
Component Analysis) approach of Khan et al.  
 
We also tested the classification performance of SVM and Naïve Bayesian classifiers on genes selected based 
purely on their LIK scores. For comparison purpose, for each of the four problems, the number of genes was set  
to be the same as the corresponding final number selected by the hybrid LIK+RFE shown in Table 3. Table 5 
summarizes the results. For three of the four classification problems, the performance of the classifiers was not  
as good as the results reported in Table 3. The accuracy and acceptance rates dropped to as low as 52 percent. 
The most unexpected results came from the fourth problem to differentiate between RMS and non-R M S 
samples. The SVM classifier achieved perfect accuracy and acceptance rate using four genes, while the Naïve 
Bayesian classifier managed to obtain at least 92 percent accuracy and acceptance rate. The four genes were 
ImageID461425 (MLY4), ImageID784224 (fibroblast growth factor receptor 4), ImageID296448 (insulin-like 
growth factor 2), and ImageID207274 (Human DNA for insulin-like growth factor II). All these genes were 
among the 96 genes identified by Khan et al. (2001). Of these four, only one was selected by LIK+RFE, that is, 
ImageID784224. 
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In comparison, Khan et al. (2001) used neural networks for multiple classifications to achieve 93 percent EWS, 
96 percent RMS, 100 percent BL and 100 percent NB diagnostic classification performance on the 88 training 
and test samples. Since there were four classes of training data samples, each neural network had four output  
units. The target outputs were binary encoded, for example, for an EWS sample the target was (EWS=1, 
RMS=NB=BL=0). A total of 3750 neural networks calibrated with 96 genes were required. The highest average  
output value from all neural networks determined the predicted class of a new sample. The Euclidean distance 
between the average values and the target values was computed for all samples in order to derive the probability 
distribution of the distances. A test sample would be diagnosed as a member of one of the four classes based on 
the highest average value given by the neural networks. This was provided that the distance value falls within 
the 95 th percentile of the corresponding distance probability of the predicted class. Otherwise, the diagnosis 
would be rejected and the sample would be classified as a non-SRBCT sample. Of the 88 samples in the training 
and test datasets, eight were rejected. Five of these were non-SRBCT samples in the test set, while the other  
three actually belonged to the correct class but their distances lay outside the threshold of the 95th percentile. 
 
 In order to visualize the distribution of the samples based on the expression values of the selected genes, we 
performed clustering of the genes using the EPCLUST program (http://ep.ebi.ac.uk/EP/EPCLUST). The default  
setting of the program was adopted; the average linkage clustering and uncentered correlation distance measure 
were used. Figure 8 shows the clusters. It can be seen clearly from this figure that there existed four distinct  
clusters corresponding to the four classes in the data. Most of the samples of a class fell into their own 
corresponding clusters. The five non-SRBCT samples lay between clusters. We conjecture that samples between 
clusters might not belong to any classes found in the training dataset.  Two between-cluster samples, RMS-T7 
and TEST-20 were exceptions. RMS-T7, which was nearer to the two Sk. Muscle samples TEST-9 and TEST-
13 was actually an RMS sample. TEST-20, which was nearer to Prostate sample TEST-11 than to EWS cluster 
was actually an EWS sample. These exceptions were consistent with the neural network prediction results of 
Khan et al. (2001) as the neural networks predicted TEST -9 and TEST-13 to be RMS class, and they predicted 
TEST -20 and TEST-11 to be EWS class. Both predictions, however, did not meet the 95th percentile distance 
criterion and were therefore rejected. This indicated that these samples were also difficult to differentiate by the 
neural networks. Different results from our clustering and the neural network classification can be seen for test  
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sample TEST-3, a non-SRBCT sample. The clustering placed TEST -3 between BL and NB clusters. But the 
neural networks predicted this sample as an RMS sample without meeting the 95th percentile distance criterion. 
 
5 CONCLUSION AND DISCUSSION 
 
Microarray is an important tool for cancer classification at the molecular level. It monitors the expression levels 
of large number of genes in parallel. With large amount of expression data obtained through microarray 
experiments, suitable statistical and machine learning methods are needed to search for genes that are relevant to 
the identification of different types of cancer tissues. In this paper, we have proposed a hybrid gene selection 
method, which combines a univariate selection method, i.e. statistics-based likelihood method LIK, and a 
multivariate selection method, i.e. the machine learning method RFE, to achieve high classification performance 
using fewer selected genes. The computational time of this hybrid method is significantly less than that of the 
multivariate method RFE. 
 
Two datasets were used to systematically study the performance of the hybrid gene selection method. The test  
on the benchmark leukemia dataset achieved performance results that are as good as or better than those 
obtained by other researchers. The test on the SRBCT dataset achieved prediction performance that is similar to 
that reported by other researchers. For both datasets, however, our hybrid gene selection method identified very  
few genes that are excellent discriminators for the different classes of data samples. For the leukemia dataset, 
both SVM and Naïve Bayesian classifiers built using these genes achieve perfect accuracy and acceptance rate 
with only three genes identified. For the SRBCT dataset, a total of 15 genes were found to be sufficient to 
differentiate the samples by our hybrid method. On the other hand, a PCA method identified 96 genes and the 
neural network models trained using these selected genes achieved performance that was similar to ours. We 
believe that the proposed hybrid method has great potential for effectively selecting small discriminative gene 
sets from microarray data. 
 
Most of the genes selected by our hybrid LIK + RFE method have some relevance to cancer according to 
literature search in PubMed, a document retrieval service of the National Library of Medicine of United States. 
However, biological experiments need to be done for further validation of the role of these genes. The 
performance of the method is also data dependent, as  demonstrated in the significant difference in the 
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acceptance rate of the classifiers for the first three binary classification problems and the fourth problem in the 
SRBCT dataset. Overall, we observe that the classification performance on the test set generally does not  
change much with the consecutive elimination of a few genes. The removal of one gene would not normally 
cause a drastic change in the performance of the classifier. Significant drops in accuracy and/or the acceptance 
rate is observed most frequently when a gene is removed from the optimal set.  
 
The main idea presented in this paper is to combine univariate and multivariate methods for gene selection. We 
have experimented with various combinations of other feature selection methods. However, none of those 
combinations yielded better results. These other feature selection methods that we have tried include methods 
that are based on information gain (Quinlan, 1993), those that make use of neural networks (Setiono and Liu, 
1997), those that compute extremal margin (Goyun et al. 2002), and Fisher’s linear discriminator. 
 
The study on linear separability (Cover, 1965) implies that when the number of samples is small compared with 
the number of features, it is possible to find a number of subsets of features that can perfectly distinguish all  
samples. Our experiments on the leukemia dataset also support this hypothesis: we found two different gene sets 
consisting of just three or four genes, which can achieve perfect classification performance. Biological study  
shows that although many genes do not have direct relevance to the cancer under study, their expression may 
have subtle and systematic difference in different classes of tissues (Alon et al., 1999). Hence, a new challenge  
for cancer classification arises: to find as many as possible small subsets of genes that can achieve high  
classification performance. Using only microarray data with these subsets of genes, we can build different  
classifiers and look for those that have desirable properties such as extremal margin, i.e. wide difference 
between the smallest output of the positive class samples and the largest output of the negative class samples.  
Another property could be median margin, which is the difference between the median out put of the positive  
class samples and the median output of the negative class samples. Exhaustively enumerating and evaluating all  
the gene combinations is computationally NP-hard (non-deterministic Polynomial-time hard) and is feasible 
only when the number of relevant genes is relatively very small. 
 
Due to its cost, microarray experiments conducted for identifying the genes that are crucial for cancer diagnosis 
are still scarce. The measurements obtained from the experiments are noisy. These facts make the selection of 
different sets of relevant genes vital. Moreover, cancer is a complex disease. It is not caused by only a few  
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genes, but also by many other factors (Kiberstis and Roberts, 2002). So even the best selected subsets may not  
actually be the most  crucial ones to the cancer under study. They can, however, be important candidates for a 
further focused study on the gene interactions within individual subsets, and the relationship between these 
interactions and the disease. There has been work done on the second order selection. For example, Goyun et al. 
(2002) found a gene pair that could have zero leave-one-out error on the training samples, but achieved poor 
performance on test samples. Hellem and Jonassen (2002) also evaluated the contribution of pairs of genes to 
the classification for the ranking of genes, but they still have to combine multiple pairs of genes  to perform 
classification. We plan to work on finding better ways to develop methods for high order feature selection that  
would allow the classifiers to achieve high performance with different small sets of genes. 
 
 
ACKNOWLEDGEMENTS  
We thank Isabelle Guyon for providing the supplementry data. We also thank Lirong Cui, Yang Wang, Oilian 
Kon, Jinrong Peng, Wolfgang Hartmann, and Guozheng Li for their numerous helpful consultations. 
 
REFERENCES  
 
Alizadeh AA, Eisen MB, Davis RE, Ma C, Lossos IS, Rosenwald A, Boldrick JC, Sabet H, Tran T, Yu X, 
Powell JI, Yang L, Marti GE, Moore T, Hudson J, Lu L, Lewis DB, Tibshirani R, Sherlock G, Chan WC, 
Greiner TC, Weisenburger DD, Armitage JO, Warnke R, Levy R, Wilson W, Grever MR, Byrd JC, 
Botstein D, Brown PO, Staudt LM . 2001. Distinct types of diffuse large B-cell lymphoma identified by  
gene expression profiling. Nature. 403:503-511. 
Alon U, Barkai N, Notterman DA, Gish K, Ybarra S, Mack D, Levine AJ. 1999. Broad patterns of gene 
expression revealed by clustering analysis of tumor and normal colon tissues probed by oligonucleotide 
arrays. P. Natl. Acad. Sci. 96:6745-6750. 
Bazaraa MS, Sherali HD, Shetty CM. 1993. Nonlinear Programming, 2nd ed., John Wiley, New York.  
Bittner M, Meltzer P, Chen Y, Jiang Y, Seftor E, Hendrix M, Radmacher M, Si-mon R, Yakhini Z, Ben-Dor A, 
Sampas N, Dougherty E, Wang E, Marincola F, Gooden C, Lueders J, Glatfelter A, Pollock P, Carpten, J,  
 24 
Gillanders E, Leja D, Dietrich K, Beaudry C, Berens M, Alberts D, Sondak V, Hayward N, Trent J. 2000. 
Molecular classification of cutaneous melanoma by gene expression profiling. Nature. 406:536-540. 
Cai J, Dayanik A, Yu H, Hasan N, Terauchi T, Grundy W. 2000. Classification of cancer tissue types by support  
vector machines using microarray gene expression data. International Conference on Intelligent Systems for 
Molecular Biology.  
Chapelle O, Vapnik V, Bousquet O, Mukherjee S. 2000. Choosing kernel parameters for support vector 
machines. AT&T Labs Technical Report. 
Cortes C, Vapnik V. 1995. Support vector networks.  Mach. Learn. 20:273-297. 
Cover T, 1965. Geometrical and Statistical Properties of Systems of Linear Inequalities with Applications in 
Pattern Recognition. IEEE Trans. Elec. Comp. 14:326-334. 
Furey TS, Cristiani N, Duffy N, Bednarski DW, Schummer M, Haussler D. 2000. Support vector machine 
classification of cancer tissue samples using microarray expression data. Bioinformatics. 16:906-914. 
Golub TR, Slonim DK, Tamayo P, Huard C, Gaasenbeek M, Mesirov JP, Coller H, Loh ML, Downing J,  
Caligiuri MA, Bloomfield CD, Lander ES. 1999. Molecular classification of cancer: class discovery and 
class prediction by gene expression monitoring. Science. 286:531-537. 
Guyon I, Weston J, Barnhill S, Vapnik V. 2002. Gene selection for cancer classification using support vector 
machines. Mach. Learn. 46:389-422. 
Hellem T, Jonassen I. 2002. New feature subset selection procedures for classification of expression profiles.  
Genome. Biol. 3(4), research0017.1-0017.11 
Keller AD, Schummer M, Hood L, Ruzzo WL. 2000. Bayesian classification of DNA array expression data.  
Technical Report UW-CSE-2000-08-01, Department of Computer Science & Engineering, University of 
Washington, Seattle. 
Khan J, Wei JS, Ringner M, Saal LH, Ladanyi M, Westermann F, Berthold F, Schwab M, Antonescu CR. 2001.  
Classification and diagnostic prediction of cancers using gene expression profiling and artificial neural 
networks. Nature. Med. 7:673-679. 
Kiberstis P, Roberts L. 2002. It's Not Just the Genes. Science. 296:685. 
Kohavi R, John, G. 1997. Wrappers for feature subset selection. Artif. Intill. 97:273-324. 
Liu H, Motoda H. 1998. Feature Selection for Knowledge Discovery and Data Mining. Kluwer Academic 
Publishers,   
 25 
Mukherjee S, Tamayo P, Slonim D, Verri A, Golub T, Messirov JP, Poggio, T. 2000. Support vector machine 
classification of microarray data. AI memo, CBCL paper  182. MIT. 
Perou CM, Sorlie T, Eisen MB, Van de Rijn M, Jeffrey SS, Pollack JR, Rees CA, Ross DT, Johnsen H, Akslen 
LA, Pergamenschikov CW, Zhu SX, Lonning PE, Borresen-Dale AL, Brown PO, Botstein D. 2000.  
Molecular portraits of human breast tumours. Nature. 406:747-752. 
Platt J. 1999. Fast training of SVMs using sequential minimal optimisation. In B. Scholkopf, C.Burges and A. 
Smola (ed.), Advances in Kernel Methods: Support Vector Learning, MIT press, Cambridge, MA, 185-208.  
Quinlan JR. 1993.  C4.5: Programs for Machine Learning. MK, San Mateo, CA. 
Setiono R, Liu H. 1997. Neural-network feature selector. IEEE. T. Neural. Networ. 8:654-662. 
Slonim D, Tamayo P, Mesirov J, Golub T, Lander E. 2000. Class prediction and discovery using gene 
expression data. Proc. of 4th Annual International Conf on Computational Molecular Biology (RECOMB).  
Universal Academy Press, Tokyo, 263-272. 
Tamayo P, Slonim D, Mesirov J, Zhu Q, Kitareewan S, Dmitrovsky S, Lander ES, Golub TR. 1999. Interpreting 
patterns of gene expression with self-organizing maps: Methods and application to hematopoietic 
differentiation.  P. Natl. Acad. Sci.. 96:2907-2912. 
Tavazoie S, Hughes JD, Campbell MJ, Cho RJ, Church GM . 1999. Systematic determination of genetic network 
architecture. Nature Genet. 22:281-285. 
Vapnik VN, 2000. The Nature of Statistical Learning Theory, 2nd ed, Springer, New York. 
Weinstein JN, Myers TG, O'Connor PM, Friend SH, Fornace AJ, Kohn KW, Fojo T, Bates SE, Rubinstein LV,  
Anderson NL, Buolamwini JK, Van Osdol WW, Monks AP, Scudiero DA, Sausville EA, Zaharevitz DW, 
Bunow B, Viswanadhan VN, Johnson GS, Wittes RE, Paull KD. 1997. An information-intensive approach 
to the molecular pharmacology of cancer. Science. 275:343-349. 
Weston  J, Mukherjee S, Chapelle O, Pontil M, Poggio T, Vapnik V. 2001. Feature Selection for SVMs. 
Advances in Neural Information Processing Systems, NIPS. 13:668-674. 
 26 
TABLES 
Gene accession number Description 
U05259_rna1_at MB-1 gene 
M27891_at CST3 Cystatin C (amyloid angiopathy and cerebral hemorrhage)  
X03934_at GB DEF = T-cell antigen receptor gene T3-delta 
 
Table 1. The smallest gene set found that achieves prefect classification performance. 
 
Gene assection number Description 
U05259_rna1_at MB-1 gene 
M16336_s_at CD2 CD2 antigen (p50), sheep red blood cell receptor 
M27891_at CST3 Cystatin C (amyloid angiopathy and cerebral hemorrhage) 
X58072_at GATA3 GATA-binding protein 3  
 
Table 2.  The genes selected by the hybrid LIK+RFE method. The genes that have LIK scores of at least 1500 
were selected initially. RFE was then applied to select these four genes that achieved perfect performance. 
 
    SVM Bayesian 
  
  
Leave-one-out on 
training samples 
Prediction on 
test samples  
Leave-one-out 
on all samples 
Leave-one-out 
on training 
samples 
Prediction 
on test 
samples 
Leave-one-out on 
all samples 
Classification 
problem 
Initial/final  
number of 
genes Acu Acp Acu Acp Acu Acp Acu Acp Acu Acp Acu Acp 
EWS vs non-
EWS 
32/5 1.00 1.00 1.00 1.00 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00 
BL vs non-BL 37/3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
NB vs non-NB 34/3 1.00 1.00 1.00 1.00 1.00 1.00 0.98 0.98 1.00 1.00 1.00 1.00 
RMS vs non-
RMS 
34/4 1.00 1.00 0.92 0.08 0.99 0.88 1.00 1.00 0.92 0.16 0.97 0.35 
 
Table 3. Experimental results for the SRBCT dataset using the hybrid LIK+RFE. 
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Classification 
problem 
Reported by 
Khan et al., 
(2001) 
Image ID Description 
Y 377461 caveolin 1, caveolae protein, 22kD 
Y 295985 ESTs  
Y 80338 selenium binding protein 1 
Y 52076 olfactomedinrelated ER localized protein 
EWS vs non-EWS 
Y 814260 follicular lymphoma variant translocation 1 
Y 204545 ESTs  
 897164 catenin (cadherin-associated protein), alpha 1 (102kD) BL vs non-BL 
Y 241412 E74-like factor 1 (ets domain transcription factor) 
 45632 glycogen synthase 1 (muscle) 
 768246 glucose-6-phosphate dehydrogenase NB vs non-NB 
 810057 cold shock domain protein A  
 897177 phosphoglycerate mutase 1 (brain) 
Y 784224 fibroblast growth factor receptor 4 
Y 796258 sarcoglycan, alpha (50kD dystrophin-associated glycoprotein)  
RMS vs non_RMS 
Y 1409509 troponin T1, skeletal, slow 
 
Table 4.  The genes selected by the hybrid LIK+RFE for the four binary classification problems.  
 28 
 
    SVM Bayesian 
  
  
Leave-one-out on 
training samples 
Prediction on 
test samples 
Leave-one-out 
on all samples 
Leave-one-out on 
training samples  
Prediction on 
test samples 
Leave-one-out 
on all samples  
Classification 
problem 
Number 
of genes  Acu Acp Acu Acp Acu Acp Acu Acp Acu Acp Acu Acp 
EWS vs non-
EWS 5 
1.00  1.00  0.92  0.88  0.95  0.88  0.98  0.97  0.84  0.84  0.95  0.86  
BL vs non-BL 3 0.95  0.92  0.88  0.88  0.97  0.83  0.98  0.98  0.88  0.76  0.93  0.88  
NB vs non-
NB 3 
0.95  0.92  0.84  0.76  0.97  0.86  0.97  0.97  0.80  0.52  0.95  0.92  
RMS vs non-
RMS 
4 1.00  1.00  1.00  1.00  1.00  1.00  0.97  0.95  0.92  0.92  0.97  0.95  
 
Table 5.  The performance of SVM and Naïve Bayesian classifiers built using the top genes  
selected according to their LIK scores. 
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Figure 1.  Sorted LIK score of a subset of genes in the leukemia dataset. Dots indicate AMLALLLIK ®  scores and 
circles indicate ALLAMLLIK ® . The top 28 genes according to their AMLALLLIK ®  values have scores between 
92014 and 1978.3; and the top 15 genes according to their AMLALLLIK ®  values have scores between 22852 and 
2148.7; they are not shown in this figure.  
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Figure 2.  Classification performance of genes selected using the hybrid LIK+RFE.  
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Figure 3.  Plot of the leukemia data samples according to the expression values of the three genes selected by the 
hybrid LIK+RFE.  
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Figure 4.  Performance of SVM and Naïve Bayesian classifiers built using genes selected according to LIK 
scores.   
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Figure 5. Classification performance of purely using RFE. Classification performance of SVM and Naïve 
Bayesian classifiers using genes selected by RFE starting from 7129 genes down to only one gene. The 
experimental setting was training test split and the performance measures were shown on the 34 test samples.   
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Figure 6.  Sorted LIK scores of genes in the SRBCT dataset. Dots indicate EWSNonEWSLIK -®  scores and circles 
indicate EWSEWSNonLIK ®- scores.  
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Figure 7.  Plot of RMS and non-RMS samples. Plot of all 88 RMS and non-RMS samples according to the 
expression values of three of the four selected genes.  
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Figure 8. Hierarchical clustering of SRBCT samples with selected 15 genes.  
 
