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This paper concerns the existence of nontrivial solutions for the following singularm-point
boundary value problem with a sign-changing nonlinear term
(Lu)(t)+ h(t)f (t, u) = 0, 0 < t < 1,
u(0) = 0, u(1) =
m−2∑
i=1
aiu(ξi),
where (Lu)(t) = (p˜(t)u′(t))′ + q(t)u(t), 0 < ξ1 < ξ2 < · · · < ξm−2 < 1, ai ∈ [0,+∞),
h(t) is allowed to be singular at t = 0, 1, and f : [0, 1] × (−∞,+∞) → (−∞,+∞)
is a sign-changing continuous function and may be unbounded from below. By applying
the topological degree of a completely continuous field and the first eigenvalue and its
corresponding eigenfunction of a special linear operator, somenew results on the existence
of nontrivial solutions for the above singularm-point boundary value problemare obtained.
An example is then given to demonstrate the application of the main results. The work
improves and generalizes themain results of [G. Han, Y.Wu, Nontrivial solutions of singular
two-point boundary value problems with sign-changing nonlinear terms, J. Math. Anal.
Appl. 325 (2007) 1327–1338; J. Sun, G. Zhang, Nontrivial solutions of singular superlinear
Sturm-Liouville problem, J. Math. Anal. Appl. 313 (2006) 518–536].
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The purpose of this paper is to establish the existence of nontrivial solutions for the following singularm-point boundary
value problem (BVP, for short) with a sign-changing nonlinear term
(Lu)(t)+ h(t)f (t, u) = 0, 0 < t < 1,
u(0) = 0, u(1) =
m−2∑
i=1
aiu(ξi),
(1.1)
where (Lu)(t) = (p˜(t)u′(t))′ + q(t)u(t), 0 < ξ1 < ξ2 < · · · < ξm−2 < 1, ai ∈ [0,+∞) with∑m−2i=1 aiφ1(ξi) < 1 (φ1 will
be given in Lemma 2.1), f : [0, 1] × (−∞,+∞) → (−∞,+∞) is a continuous sign-changing function and f may be
unbounded from below, h : (0, 1)→ [0,+∞) is continuous and is allowed to be singular at t = 0, 1.
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Over the last thirty years, boundary value problems have attracted extensive attention due to their wide range of
applications in applied mathematics, physics, biology and engineering (see, for example, [1,4,7,8,11–14] and references
therein for more details). To our knowledge, most papers in the literature concernmainly the existence of positive solutions
for the cases in which the nonlinear term is nonnegative. Results for the existence of solutions when the nonlinear term is
sign-changing are rarely seen except for a few special cases [2,3,6,10].
Sun and Zhang [10] studied the following Sturm–Liouville problem{−(Lu)(t) = h(t)f (u(t)), 0 < t < 1,
R1(u) = α1u(0)+ β1u′(0) = 0,
R2(u) = α2u(1)+ β2u′(1) = 0,
(1.2)
inwhich f is bounded from below and is not necessarily nonnegative. Bymeans of the topological degree theory, the authors
established the existence of nontrivial solutions and positive solutions of the problem (1.2).
In [6], Han andWu improved the results in [10] and obtained a new result on the existence of nontrivial solutions for the
following BVP{−u′′(t) = h(t)f (u(t)), 0 < t < 1,
u(0) = 0 = u(1), (1.3)
where f is allowed to be unbounded from below. However, Han andWu’s results are limited to the cases in which the Green
function of the boundary value problem is symmetric and the following condition (A∗1) holds.
(A∗1) There exist three constants b > 0, c > 0 and α ∈ (0, 1) such that
f (u) ≥ −b− c|u|α, for any u ∈ R.
Inspired by the above work, the aim of this paper is to establish some simple criteria for the existence of nontrivial
solutions to BVP (1.1) under some weaker conditions. The new features of this paper mainly include the following aspects.
Firstly the nonlinear term f of BVP (1.1) is allowed to be sign-changing and unbounded from below and the above condition
(A∗1) is weakened to condition (A1) given in Section 3. Secondly, the Green function is not necessarily symmetric, and thus
our work improves the results in [6] and can be applied to more general problems. Thirdly, h has singularity at t = 0
and/or t = 1 and BVP (1.1) possesses the first-order derivative. Obviously, the problem in question is different from those
in [1–4,6–13]. Finally, the main technique used here is the topological degree theory. To cope with the difficulties caused
by the nonsymmetry of Green function, a special linear operator is sought and based on its first eigenvalue and positive
eigenfunction, a linear continuous functional and a special cone are constructed for the study of the existence of nontrivial
solutions.
The rest of the paper is organized as follows. Some preliminaries and a number of lemmas useful to the derivation of
the main results are given in Section 2, then the proofs of the theorems are given in Section 3, followed by an example, in
Section 4, to demonstrate the validity of our main results.
2. Preliminaries and lemmas
In this section, we present some preliminaries and lemmas that are useful to the proof of our main results.
Let E = C[0, 1] be a Banach space with the maximum norm ‖u‖ = max0≤t≤1 |u(t)| for u ∈ C[0, 1], E∗ be the dual space
of E. Define P = {u ∈ C[0, 1] | u(t) ≥ 0, t ∈ [0, 1]} and Br = {u ∈ C[0, 1] | ‖u‖ < r}. Then P is a total cone in E, that is,
E = P − P . Let P∗ be the dual cone of P , namely, P∗ = {g ∈ E∗ | g(u) ≥ 0, for all u ∈ P} (see [5]).
For the sake of convenience, we first give the following assumptions:
(H1) p˜(t) ∈ C1[0, 1], p˜(t) > 0, q(t) ∈ C[0, 1], q(t) < 0, t ∈ [0, 1].
(H2) h : (0, 1)→ [0,+∞) is continuous, h(t) 6≡ 0 and∫ 1
0
p(s)h(s)ds < +∞,
where p(t) = 1p˜(t) exp
(∫ t
0
p˜′(s)
p˜(s) ds
)
.
(H3)
∑m−2
i=1 aiφ1(ξi) < 1, where φ1(t) is the unique solution of BVP (2.1) given below.
Lemma 2.1. Assume that (H1) is satisfied. Then{
(Lφ1)(t) = 0, 0 < t < 1,
φ1(0) = 0, φ1(1) = 1, (2.1)
and {
(Lφ2)(t) = 0, 0 < t < 1,
φ2(0) = 1, φ2(1) = 0,
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have solutions φ1 and φ2 respectively, and
(i) φ1 is strictly increasing on [0, 1];
(ii) φ2 is strictly decreasing on [0, 1].
Proof. We will give a proof for (i). The proof for (ii) follows in a similar manner.
First we claim that φ1(t) ≥ 0 on [0,1]. If not, there is some τ0 ∈ (0, 1) such that φ1(τ0) < 0. Then there exists τ1 ∈ (0, 1)
such that
φ1(τ1) = min
t∈[0,1]φ1(t) < 0.
As a result, φ′1(τ1) = 0 and φ′′1 (τ1) ≥ 0. On the other hand, from (H1) and (Lφ1)(t) = 0 it follows that
φ′′1 (τ1) = −
q(τ1)φ1(τ1)
p˜(τ1)
< 0.
This is a contradiction.
Next we show φ1(t) 6= 0 for t ∈ (0, 1]. On the contrary, τ2 is the first point in (0, 1] such that φ1(τ2) = 0. Then there
exists a point τ3 ∈ (0, τ2) such that φ1(τ3) = maxt∈[0,τ2] φ1(t) > 0. Thus it follows that φ′1(τ3) = 0 and φ′′1 (τ3) ≤ 0. On the
other hand,
φ′′1 (τ3) = −
q(τ3)φ1(τ3)
p˜(τ3)
> 0.
This is a contradiction.
Since φ1(0) = 0 and φ1(t) > 0 ∀t ∈ (0, 1], φ′1(0) > 0.
Finally we show that φ′1(t) 6= 0 on (0,1]. If not, we suppose that t0 is the first point in (0,1] such that φ′1(t0) = 0. Then,
by integrating the differential equation in (2.1) and using φ1(t) > 0 and q(t) < 0 on (0,1], we have
−p˜(0)φ′1(0) = −
∫ t0
0
q(t)φ1(t)dt > 0.
On the other hand,−p˜(t)φ′1(0) < 0. This is a contradiction. Hence,φ′1(t) > 0 on [0,1) holds, and soφ1(t) is strictly increasing
on [0,1]. 
Lemma 2.2. Assume that (H1) and (H3) are satisfied. Then, for any y ∈ C[0, 1], the boundary value problem
(Lu)(t)+ y(t) = 0, 0 < t < 1,
u(0) = 0, u(1) =
m−2∑
i=1
aiu(ξi),
is equivalent to the integral equation
u(t) =
∫ 1
0
G(t, s)p(s)y(s)ds+ D−1φ1(t)
∫ 1
0
m−2∑
i=1
aiG(ξi, s)p(s)y(s)ds,
where
D = 1−
m−2∑
i=1
aiφ1(ξi), G(t, s) = 1
ρ
{
φ1(t)φ2(s), 0 ≤ t ≤ s ≤ 1,
φ1(s)φ2(t), 0 ≤ s ≤ t ≤ 1,
and
ρ = φ′1(0) > 0. 
Define an operator A : E → E as follows:
(Au)(t) =
∫ 1
0
G(t, s)p(s)h(s)f (s, u(s))ds+ D−1φ1(t)
∫ 1
0
m−2∑
i=1
aiG(ξi, s)p(s)h(s)f (s, u(s))ds. (2.2)
If u is a fixed point of A, then u is a solution of BVP (1.1) by means of Lemma 2.2.
For any u ∈ E, t ∈ [0, 1], let us define two linear operators K , T : E → E by
(Ku)(t) =
∫ 1
0
G(t, s)p(s)h(s)u(s)ds+ D−1φ1(t)
∫ 1
0
m−2∑
i=1
aiG(ξi, s)p(s)h(s)u(s)ds (2.3)
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and
(Tu)(t) =
∫ 1
0
G(τ , t)p(τ )h(τ )u(τ )dτ + D−1
m−2∑
i=1
aiG(ξi, t)
∫ 1
0
φ1(τ )p(τ )h(τ )u(τ )dτ . (2.4)
Lemma 2.3. Assume that (H1)–(H3) hold. Then linear operators K , T : E → E, defined by (2.3) and (2.4) respectively, are
completely continuous positive linear operators.
Proof. By Lemma 2.1, we know that 0 ≤ φ1(t) ≤ 1, t ∈ [0, 1] and by Lemma 2.2, we have
G(s, s) ≥ G(t, s), G(t, t) ≥ G(t, s), for t, s ∈ [0, 1].
From (H2) and Lemma 2.2 we know
∫ 1
0 G(s, s)p(s)h(s)ds ≤ 1ρ
∫ 1
0 p(s)h(s)ds < +∞. Then by (H3), for any r > 0 and
u ∈ Br , t ∈ [0, 1]
|(Ku)(t)| ≤
(
1+ D−1
m−2∑
i=1
ai
)
‖u‖
∫ 1
0
G(s, s)p(s)h(s)ds < +∞,
|(Tu)(t)| ≤ ‖u‖
(∫ 1
0
G(τ , τ )p(τ )h(τ )dτ + D−1
m−2∑
i=1
aiG(ξi, ξi)
∫ 1
0
p(τ )h(τ )dτ
)
< +∞.
Therefore K , T : E → E are well defined. As G(t, s) are nonnegative for any t, s ∈ [0, 1]we have K(P) ⊂ P, T (P) ⊂ P . Thus,
K and T are positive linear operators. Next we shall show that K and T are completely continuous. For any natural number
n (n ≥ 2), we set
hn(t) =

inft<s≤ 1n h(s), 0 ≤ t ≤
1
n
,
h(t),
1
n
≤ t ≤ n− 1
n
,
inf n−1
n ≤s<t h(s),
n− 1
n
≤ t ≤ 1.
(2.5)
Then hn : [0, 1] → [0,+∞) is continuous and hn(t) ≤ h(t), t ∈ (0, 1). For t ∈ [0, 1], let
(Tnu)(t) =
∫ 1
0
G(τ , t)p(τ )hn(τ )u(τ )ds+ D−1
m−2∑
i=1
aiG(ξi, t)
∫ 1
0
φ1(τ )p(τ )hn(τ )u(τ )dτ . (2.6)
It is obvious that Tn : C[0, 1] → C[0, 1] is completely continuous. For every r > 0 and Br , by (2.5), (2.6) and the absolute
continuity of the integral, we have
lim
n→∞ ‖Tnu− Tu‖ = limn→∞ maxt∈[0,1]
∣∣∣∣∫ 1
0
G(τ , t)p(τ ) (h(τ )− hn(τ )) u(τ )dτ
+D−1
m−2∑
i=1
aiG(ξi, t)
∫ 1
0
φ1(τ )p(τ ) (h(τ )− hn(τ )) u(τ )dτ
∣∣∣∣
≤ ‖u‖ lim
n→∞
(∫ 1
0
G(τ , τ )p(τ ) (h(τ )− hn(τ )) dτ
+ D−1
m−2∑
i=1
aiG(ξi, ξi)
∫ 1
0
φ1(τ )p(τ ) (h(τ )− hn(τ )) dτ
)
≤ r lim
n→∞
(∫
e(n)
G(τ , τ )p(τ ) (h(τ )− hn(τ )) dτ
+ D−1
m−2∑
i=1
aiG(ξi, ξi)
∫
e(n)
φ1(τ )p(τ ) (h(τ )− hn(τ )) dτ
)
≤ r lim
n→∞
(∫
e(n)
G(τ , τ )p(τ )h(τ )dτ
+ D−1
m−2∑
i=1
aiG(ξi, ξi)
∫
e(n)
φ1(τ )p(τ )h(τ )dτ
)
= 0,
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where e(n) = [0, 1/n] ∪ [(n− 1)/n, 1]. Then by the approximating theoremof completely continuous operators, T : E → E
is completely continuous. In the same way, it is easy to prove that K : E → E is completely continuous. 
Lemma 2.4. Assume that (H1)–(H3) hold. Then the special radii r(K) 6= 0, r(T ) 6= 0, and K and T have positive eigenfunctions
corresponding to their first eigenvalues λ1 = (r(K))−1 and λ′1 = (r(T ))−1 respectively.
Proof. By (H2), there is t1 ∈ (0, 1) such that G(t1, t1)p(t1)h(t1) > 0. The continuity of G, p and h tells us that there
exists [α, β] ⊂ (0, 1) such that t1 ∈ (α, β) and G(t, s)p(s)h(s) > 0, for t, s ∈ [α, β]. Take u ∈ C[0, 1] such that
u(t) ≥ 0, t ∈ [0, 1], u(t1) > 0 and u(t) = 0, t 6∈ [α, β]. Then for any t ∈ [α, β], we have
(Ku)(t) =
∫ 1
0
G(t, s)p(s)h(s)u(s)ds+ D−1φ1(t)
∫ 1
0
m−2∑
i=1
aiG(ξi, s)p(s)h(s)u(s)ds
≥
∫ 1
0
G(t, s)p(s)h(s)u(s)ds ≥
∫ β
α
G(t, s)p(s)h(s)u(s)ds > 0,
(Tu)(t) =
∫ 1
0
G(τ , t)p(τ )h(τ )u(τ )dτ + D−1
m−2∑
i=1
aiG(ξi, t)
∫ 1
0
φ1(τ )p(τ )h(τ )u(τ )dτ
≥
∫ 1
0
G(τ , t)p(τ )h(τ )u(τ )dτ ≥
∫ β
α
G(τ , t)p(τ )h(τ )u(τ )dτ > 0.
So there exists a constant c > 0 such that c(Ku)(t) ≥ u(t), c(Tu)(t) ≥ u(t), t ∈ [0, 1]. According to the Krein–Rutman
theorem, we know that the special radii r(K) 6= 0, r(T ) 6= 0 and K , T have positive eigenfunctions corresponding to their
first eigenvalues λ1 = (r(K))−1 and λ′1 = (r(T ))−1 respectively. 
Let ϕ1 and ϕ2 denote the positive eigenfunctions of K and T respectively, i.e.
λ1Kϕ1 = ϕ1, λ′1Tϕ2 = ϕ2. (2.7)
Let K ∗ be the dual operator of K and T ∗ be the dual operator of T . If there exists g ∈ P∗ \ {θ} satisfying that
λ′1K
∗g = g, (2.8)
choose a number δ > 0 such that
P(g, δ) = {u ∈ P | g(u) ≥ δ‖u‖} , (2.9)
then P(g, δ) is a cone in E and the following lemma (Lemma 2.5) holds.
Lemma 2.5. Assume that (H1)–(H3) hold. Further, the following assumptions are satisfied:
(C1) There exist ϕ1, ϕ2 ∈ P \ {θ}, g ∈ P∗ \ {θ} and δ > 0 such that (2.7), (2.8) hold and K maps P into P(g, δ).
(C2) H : E → P is a continuous operator and satisfies that
lim‖u‖→+∞
‖Hu‖
‖u‖ = 0.
(C3) F : E → E is a bounded continuous operator and there exists u0 ∈ E such that Fu+ u0 + Hu ∈ P for all u ∈ E.
(C4) There exist v0 ∈ E and ζ > 0 such that
KFu ≥ λ′1(1+ ζ )Ku− KHu− v0, for all u ∈ E.
Let A = KF , then there exists R > 0 such that
deg(I − A, BR, θ) = 0,
where BR = {u ∈ E | ‖u‖ < R} is an open ball with radius R in E.
Proof. Choose a constant L0 = (δλ′1)−1(1+ ζ−1)‖g‖ + ‖K‖ > 0. From (C2), for any 0 < ε < L−10 , there exists R1 > 0 such
that ‖u‖ > R1 implies that
‖Hu‖ < ε‖u‖. (2.10)
Now we shall show that
u 6= KFu+ µϕ1, for any u ∈ ∂BR, (2.11)
provided that R is sufficiently large.
In fact, if (2.11) is not true, then there exist u1 ∈ ∂BR and µ1 ≥ 0 satisfying
u1 = KFu1 + µ1ϕ1. (2.12)
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By (C4), (2.7) and the definition of conjugate operators, we get
g(u1) = g(KFu1)+ µ1g(ϕ1)
≥ g(KFu1)
≥ λ′1(1+ ζ )g(Ku1)− g(KHu1)− g(v0)
= λ′1(1+ ζ )(K ∗g)(u1)− (K ∗g)(Hu1)− g(v0)
= (1+ ζ )g(u1)− (λ′1)−1g(Hu1)− g(v0).
Thus,
g(u1) ≤ (ζλ′1)−1g(Hu1)+ ζ−1g(v0). (2.13)
It follows from (2.7), (2.13) and (2.10) that
g(u1 + KHu1 + Ku0) = g(u1)+ (gK)(Hu1)+ (gK)(u0)
= g(u1)+ (λ′1)−1g(Hu1)+ (λ′1)−1g(u0)
≤ (ζλ′1)−1g(Hu1)+ (λ′1)−1g(Hu1)+ (λ′1)−1g(u0)+ ζ−1g(v0)
≤ ε(1+ ζ−1)(λ′1)−1‖g‖‖u1‖ + (λ′1)−1g(u0)+ ζ−1g(v0)
= ε(1+ ζ−1)(λ′1)−1‖g‖‖u1‖ + L1, (2.14)
where L1 = (λ′1)−1g(u0)+ ζ−1g(v0) is a constant.
(C3) shows Fu1 + u0 + Hu1 ∈ P . Then (C1) implies µ1ϕ1 = µ1λ1Kϕ1 ∈ P(g, δ). (C1) and (2.12) tell us that
u1 + KHu1 + Ku0 = KFu1 + µ1ϕ1 + KHu1 + Ku0
= K(Fu1 + Hu1 + u0)+ µ1ϕ1 ∈ P(g, δ).
By virtue of the definition of P(g, δ), we have
g(u1 + KHu1 + Ku0) ≥ δ‖u1 + KHu1 + Ku0‖ ≥ δ‖u1‖ − δ‖KHu1‖ − δ‖Ku0‖. (2.15)
From (2.14) and (2.15), we know that
R = ‖u1‖ = δ−1g(u1 + KHu1 + Ku0)+ ‖KHu1‖ + ‖Ku0‖
≤ ε(δλ′1)−1(1+ ζ−1)‖g‖‖u1‖ + L1δ−1 + ε‖K‖‖u1‖ + ‖Ku0‖
= εL0‖u1‖ + L2,
where L2 = ‖Ku0‖ + L1δ−1 > 0 is a constant.
Since εL0 < 1, we obtain that (2.11) holds provided that R is sufficiently large. According to the property of omitting a
direction for the Leray–Schauder degree, we have
deg(I − A, BR, θ) = 0. 
Remark 2.1. It is worth mentioning that Lemma 2.5 is in essence different from Theorem 2.1 in paper [6]. Obviously g is
closely related to the first eigenvalue of T . Secondly, in Lemma 2.5 the Green function of K is not necessarily symmetrical.
In fact, if the Green function is symmetrical, then K , T have the same first eigenvalue and the same eigenfunction, that is,
λ′1 = λ1 and ϕ2 = ϕ1. In this special case, Lemma 2.5 turns into Theorem 2.1 in [6]. Finally, the operator H may include not
only |u|α but also many other unbounded functions, as shown in the example of Section 4. Hence, Lemma 2.5 improves the
result in Theorem 2.1 in [6] and has a wider range of applications.
3. Main results
Theorem 3.1. Assume that (H1)–(H3) hold and the following conditions are satisfied:
(A1) There exist two nonnegative functions b(t), c(t) ∈ C[0, 1] with c(t) 6≡ 0 and one continuous even function B :
(−∞,+∞)→ [0,+∞) such that
f (t, u) ≥ −b(t)− c(t)Bu, for all t ∈ [0, 1], u ∈ R.
Moreover, B is nondecreasing on [0,+∞) and satisfies
lim
u→+∞
Bu
u
= 0.
(A2) f : [0, 1] × (−∞,+∞)→ (−∞,+∞) is continuous.
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(A3)
lim inf
u→+∞
f (t, u)
u
> λ′1, uniformly on t ∈ [0, 1].
(A4)
lim sup
u→0
∣∣∣∣ f (t, u)u
∣∣∣∣ < λ′1, uniformly on t ∈ [0, 1].
Here λ′1 is the first eigenvalue of the operator T defined by (2.4). Then BVP (1.1) has at least one nontrivial solution.
Corollary 3.2. Using the following condition (A∗1) instead of (A1), the conclusion of Theorem 3.1 remains true.
(A∗1) There exist three constants b > 0, c > 0 and α ∈ (0, 1) such that
f (u) ≥ −b− c|u|α, for any u ∈ (−∞,+∞).
Proof of Theorem 3.1. We shall show that K satisfies all conditions in Lemma 2.5.
First we give some properties of ϕ2(t) which is the positive eigenfunction of T corresponding to its first eigenvalue
λ′1. By Lemma 2.2, G(τ , 0) = G(τ , 1) = 0 for any τ ∈ [0, 1]. Then we obtain from (2.4) and λ′1Tϕ2(t) = ϕ2(t) that
ϕ2(0) = ϕ2(1) = 0 which implies that
ϕ′2(0) > 0, ϕ
′
2(1) < 0.
Thus
lim
s→0+
ϕ2(s)
s(1− s) = ϕ
′
2(0) > 0, lims→1−
ϕ2(s)
s(1− s) = −ϕ
′
2(1) > 0. (3.1)
The maximum principle shows ϕ2(s) > 0, s ∈ (0, 1). This together with (3.1) yields that there are two numbers δ1, δ2 > 0
such that
δ1s(1− s) ≤ ϕ2(s) ≤ δ2s(1− s), for any s ∈ [0, 1]. (3.2)
It follows from Lemma 2.1 that
lim
s→0+
G(s, s)
s(1− s) =
1
ρ
lim
s→0+
φ1(s)φ2(s)
s(1− s) =
1
ρ
φ′1(0) > 0,
lim
s→1−
G(s, s)
s(1− s) =
1
ρ
lim
s→1−
φ1(s)φ2(s)
s(1− s) = −
1
ρ
φ′2(1) > 0.
On the other hand, G(s, s) > 0 for any s ∈ (0, 1). Therefore, there exist two numbers σ1 and σ2 > 0 such that
σ1s(1− s) ≤ G(s, s) ≤ σ2s(1− s), for any s ∈ [0, 1]. (3.3)
According to Lemmas 2.1 and 2.2, we have
G(t, s)+ D−1φ1(t)
m−2∑
i=1
aiG(ξi, s) ≤
(
1+ D−1
m−2∑
i=1
ai
)
G(s, s), t, s ∈ [0, 1]. (3.4)
By (3.2)–(3.4), we have
ϕ2(s) ≥ δ1σ−12
(
1+ D−1
m−2∑
i=1
ai
)−1 (
G(t, s)+ D−1φ1(t)
m−2∑
i=1
aiG(ξi, s)
)
, for s ∈ [0, 1] (3.5)
and
ϕ2(s) ≤ σ−11 δ2G(s, s), s ∈ [0, 1]. (3.6)
Setting
g(u) =
∫ 1
0
p(t)h(t)ϕ2(t)u(t)dt, for any u ∈ E, (3.7)
from (H2) and (3.6), we have that∫ 1
0
p(t)h(t)ϕ2(t)u(t)dt ≤ σ−11 δ2‖u‖
∫ 1
0
G(t, t)p(t)h(t)dt < +∞,
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which shows that g is well defined on E. In the following we shall show that
λ′1K
∗g = g. (3.8)
In fact, for any u ∈ E, t, τ ∈ [0, 1], by means of the definition of conjugate operators, we have
(λ′1)
−1g(u) =
∫ 1
0
p(t)h(t)
(
(λ′1)
−1ϕ2(t)
)
u(t)dt
=
∫ 1
0
p(t)h(t) (Tϕ2) (t)u(t)dt
=
∫ 1
0
p(t)h(t)
(∫ 1
0
G(τ , t)p(τ )h(τ )ϕ2(τ )dτ + D−1
m−2∑
i=1
aiG(ξi, t)
∫ 1
0
φ1(τ )p(τ )h(τ )ϕ2(τ )dτ
)
u(t)dt
=
∫ 1
0
p(τ )h(τ )ϕ2(τ )
(∫ 1
0
G(τ , t)p(t)h(t)u(t)dt + D−1φ1(τ )
∫ 1
0
m−2∑
i=1
aiG(ξi, t)p(t)h(t)u(t)dt
)
dτ
=
∫ 1
0
p(τ )h(τ )ϕ2(τ ) (Ku) (τ )dτ
= g(Ku) = (K ∗g) (u). (3.9)
Let δ = (λ′1)−1δ1σ−12
(
1+ D−1∑m−2i=1 ai)−1 > 0 and
P(g, δ) = {u ∈ P | g(u) ≥ δ‖u‖} , (3.10)
then it is easy to see that P(g, δ) is a cone in E.
Next we shall show
K(P) ⊂ P(g, δ). (3.11)
For any u ∈ P , by (3.5), (3.9) and Lemma 2.2,
g(Ku) = (λ′1)−1g(u)
=
∫ 1
0
p(t)h(t)
(
(λ′1)
−1ϕ2(t)
)
u(t)dt
≥ (λ′1)−1δ1σ−12
(
1+ D−1
m−2∑
i=1
ai
)−1 (∫ 1
0
G(τ , t)p(t)h(t)u(t)dt
+ D−1φ1(τ )
∫ 1
0
m−2∑
i=1
aiG(ξi, t)p(t)h(t)u(t)dt
)
= δ
(∫ 1
0
G(τ , t)p(t)h(t)u(t)dt + D−1φ1(τ )
∫ 1
0
m−2∑
i=1
aiG(ξi, t)p(t)h(t)u(t)dt
)
= δ(Ku)(τ ), for any τ ∈ [0, 1].
Hence, g(Ku) ≥ δ‖Ku‖, i.e. K(P) ⊂ P(g, δ).
From the above proof we know that K satisfies condition (C1) of Lemma 2.5.
Obviously B : E → P is a continuous operator. By (A1), for any ε > 0, there is L > 0 such that
Bu < εu, for u > L.
Thus
B‖u‖ < ε‖u‖, for ‖u‖ > L.
On the other hand, B is nondecreasing on [0,+∞), which shows
Bu ≤ B‖u‖, for u > 0.
Since B : (−∞,+∞)→ [0,+∞) is an even function,
Bu ≤ B‖u‖, u ∈ E,
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which implies that
‖Bu‖ ≤ B‖u‖, u ∈ E.
Therefore,
‖Bu‖ ≤ B‖u‖ < ε‖u‖, for any ‖u‖ > L,
that is, lim‖u‖→+∞ ‖Bu‖‖u‖ = 0. Take Hu = c0Bu for u ∈ E, where c0 = maxt∈[0,1] c(t). Obviously, lim‖u‖→+∞ ‖Hu‖‖u‖ = 0 holds.
Therefore H satisfies condition (C2) in Lemma 2.5. Take u0(t) ≡ b and (Fu)(t) = f (t, u(t)) for t ∈ [0, 1], u ∈ E, then it
follows from (A1) that
Fu+ u0 + Hu ∈ P, for all u ∈ E,
which shows that condition (C3) in Lemma 2.5 holds.
From (A3) there exist ε > 0 and a sufficiently large number l1 > 0 satisfying
F(u) ≥ λ′1(1+ ε)u, for u ≥ l1. (3.12)
Combining (3.12) with (A1), we have that there exists b1 ≥ 0 such that
F(u) ≥ λ′1(1+ ε)u− b1 − Hu, for all u ∈ R. (3.13)
Since K is a positive linear operator, from (3.13), we have
(KF) (u) ≥ λ′1(1+ ε) (Ku) (t)− Kb1 − (KHu) (t), for all t ∈ [0, 1].
So condition (C4) in Lemma 2.5 is satisfied.
Keeping in mind Lemma 2.5, we derive that there exists a sufficiently large number R > 0 such that
deg(I − A, BR, θ) = 0. (3.14)
From (A4), it follows that there exist 0 < ε < 1 and 0 < r < R such that
|f (t, u)| ≤ (1− ε)λ′1|u(t)|, t ∈ [0, 1], u ∈ E with ‖u‖ ≤ r. (3.15)
If there exist u1 ∈ ∂Br and µ1 ∈ [0, 1] such that u1 = µ1Au1, then by (3.9) and (3.15), we have
g (|u1|) = g (|µ1Au1|) = µ1g (|Au1|) ≤ g (|Au1|)
= g
(∣∣∣∣∣
∫ 1
0
G(t, s)p(s)h(s)f (s, u1(s))ds+ D−1φ1(t)
∫ 1
0
m−2∑
i=1
aiG(ξi, s)p(s)h(s)f (s, u1(s))ds
∣∣∣∣∣
)
≤ (1− ε)λ′1g
(∫ 1
0
G(t, s)p(s)h(s)|u1(s)|ds+ D−1φ1(t)
∫ 1
0
m−2∑
i=1
aiG(ξi, s)p(s)h(s)|u1(s)|ds
)
= (1− ε)λ′1g (K |u1|)
= (1− ε)λ′1(λ′1)−1g (|u1|)
= (1− ε)g (|u1|) .
Therefore, g (|u1|) ≤ 0.
On the other hand, ϕ2(t) > 0 for all t ∈ (0, 1) by the maximum principle, and u1(t) attains zero on isolated points by
the Sturm theorem. Hence
g (|u1|) =
∫ 1
0
p(t)h(t)ϕ2(t) |u1(t)| dt > 0.
This is a contradiction. Thus
u 6= µAu, for all u ∈ ∂Br and µ ∈ [0, 1].
It follows from the homotopy invariance of the Leray–Schauder degree that
deg(I − A, Br , θ) = 1. (3.16)
By (3.14), (3.16) and the additivity of the Leray–Schauder degree, we obtain
deg(I − A, BR \ Br , θ) = deg(I − A, BR, θ)− deg(I − A, Br , θ) = −1.
As a result, A has at least one fixed point on BR \ Br , namely, BVP (1.1) has at least one nontrivial solution. 
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Remark 3.1. Since the Green function of BVP (1.1) is not necessarily symmetrical, Theorem 2.1 in [6] and Theorem 1 in
[10] are not applicable to the boundary value problem in general. In order to overcome the difficulties caused by the
nonsymmetry, we seek one special linear operator T and use its first eigenvalue and its corresponding eigenfunction to
construct a linear continuous functional g of P∗. Then we establish a cone to solve the problem. The method is new and the
results obtained in this paper improve and extend those in [6,10].
4. An example
In this section, we construct an example to demonstrate the application of our main result obtained in Section 3.
Let h(t) = 1√
t(1−t) and
f (t, u) =

n∑
i=1
(−1)iai − |u|α ln(|u| + 1)+ ln 2, u ∈ (−∞,−1],
n∑
i=1
aiui, u ∈ [−1,+∞),
(4.1)
where 0 < a1 < λ′1 and an > 0. Then h is singular at t = 0, 1 and f is unbounded from below. Then h is singular at t = 0, 1
and f is unbounded from below. Take c(t) = 1, b(t) =∑ni=1 ai + ln 2, Bu = |u|α ln(|u| + 1). Then
f (t, u) ≥ −b(t)− c(t)Bu.
It is easy to prove that all the conditions in Theorem 3.1 are satisfied. As a result, BVP (1.1) with the h(t) and f (t, u) given
by (4.1) has at least one nontrivial solution.
Remark 4.1. Note that the Green function is not symmetrical in this example and Hu = |u|α ln(|u| + 1) satisfies
lim
u→+∞
Hu
|u|α = limu→+∞ ln(|u| + 1) = +∞.
Therefore Theorem 2.1 in [6] is not applicable to this example. On the other hand, Theorem 3.1 in our paper can solve the
case in [6] because Hu = |u|α satisfies all the conditions of Lemma 2.5 in this paper. Hence, our results are applicable to
more general cases than those in previous work.
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