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A HAMILTONIAN MEAN-FIELD SYSTEM FOR THE NAVIER-STOKES
EQUATION
SIMON HOCHGERNER
Abstract. We use a Hamiltonian interacting particle system to derive a stochastic mean
field system whose McKean-Vlasov equation yields the incompressible Navier Stokes equation.
Since the system is Hamiltonian, the particle relabeling symmetry implies a Kelvin Circula-
tion Theorem along stochastic Lagrangian paths. Moreover, issues of energy dissipation are
discussed and the model is connected to other approaches in the literature.
Introduction
Stochastic fluid dynamics can be discussed from different perspectives:
(1) Multi-scale approach, stochastic dynamics for modelling fluid flow under uncertainties:
The idea is to separate the dynamics into a slow (deterministic) and a fast (stochastic)
component. The result is a stochastic system and the goal is generally to study the cor-
responding S(P)DE as a realistic model of fluid motion. Representatives of this approach
are [6, 9, 20, 28, 32, 33, 34].
(2) Stochastic approaches to deterministic fluid mechanics: Again one uses a stochastic pertur-
bation to capture fine-scale effects. But, in contrast to (1), the goal is to average over the
stochastic system to gain information about (or, a solution of) the resulting deterministic
model. Representatives of this approach are [7, 8, 10, 11, 14, 17, 22, 23, 24, 30, 36].
The present paper belongs to the second category. We are concerned with the incompressible
Navier-Stokes equation on the n-dimensional torus M = T n = Rn/Zn:
∂
∂t
u = −∇uu+ η∆u−∇p, div u = 0, u(0, x) = u0(x)
where η is the viscosity and u = u(t, x) and p = p(t, x) are Eulerian velocity and pressure,
respectively.
Our approach is based on the following “separation of dynamics” idea: We assume that
each fluid parcel consists of a large number of identical particles. The corresponding dynamics
is then derived as a stochastic Hamiltonian system with respect to an energy that consists of
two components:
(1) a deterministic part due to the total momentum of the ensemble of fluid particles;
(2) a stochastic part due to independent random impacts on the individual particles.
Thus the particles interact deterministically via the total ensemble momentum. In the limit,
as the number of particles goes to infinity, this interacting particle system (IPS) tends to a
mean field stochastic differential equation (3.22). Averaging over solutions to this mean field
SDE yields a deterministic PDE that describes the deterministic dynamics of the original
fluid parcel at the macroscopic level. Essentially only assuming that the random impacts are
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independent and Gaussian, we show that this PDE is the incompressible Navier-Stokes equa-
tion. The incompressibility condition follows because we use the space of volume preserving
diffeomorphisms as the configuration space for our system.
Description of contents. Section 1 contains notation and preliminaries. We give a detailed
exposition of the Hamiltonian structure used throughout the paper.
Section 2 describes the above mentioned Hamiltonian IPS for fluid dynamics. In order to
have a simple and tractable picture, we start with a system of identical particles on the real line.
Then we use the Hamiltonian structure introduced in Section 1 to transfer the construction
to the phase space of incompressible fluid mechanics.
Section 3 contains our main Equation (3.22) and shows how this is obtained as a mean field
limit from the IPS in Section 2. We remark that this passage to the mean field equation is
carried out under the assumption that the limit exists. Theorem 3.4 then shows that averaging
over solutions of (3.22) leads to solutions of the Navier-Stokes equation for incompressible flow.
Thus the Navier-Stokes equation is obtained from the McKean-Vlasov equation for (3.22). A
converse is proved as-well: a Gaussian stochastic perturbation of Lagrangian trajectories,
corresponding to a solution of the Navier-Stokes equation, yields a mean-field SDE whose
mean field coincides with the original solution. Due to the Hamiltonian structure we also
obtain a Kelvin Circulation Theorem (Proposition 3.6) that holds along stochastic Lagrangian
paths.
Section 4 is concerned with issues of energy dissipation. It is shown that the system (3.22)
neither conserves stochastic energy, nor does the average over the stochastic energy dissipate.
However, considering a slight modification of the equation proposed in [17], one does obtain a
stochastic energy whose average dissipates and bounds the energy of corresponding solutions
to the Navier-Stokes equation.
Section 5 discusses energy dissipation for the empirical mean of the corresponding IPS. This
is carried out, as in Section 4, for Equation (3.22) and for the system proposed in [17]. It is
found that the average over the (stochastic) energy of the empirical mean need not dissipate.
While this is contrary to intuition, since one would expect the energy of the empirical mean
to behave as that of the deterministic solution, this result is consistent with [23, 24, 30].
Section 6 offers a discussion of connections with other approaches to stochastic fluid dy-
namics. We compare our model (3.22) to representatives of both of the categories mentioned
at the beginning of this introduction. Moreover, in Section 6.D it is explained why complying
with the Kelvin Circulation Theorem is a desirable property.
Section 7 recapitulates the results and draws conclusions.
Acknowledgements. I am grateful to Darryl Holm for useful remarks and explanations.
The referee reports are also gratefully acknowledged, in particular for pointing out references
[18, 21, 28, 32, 33, 34].
1. Preliminaries: phase space and Hamiltonian structure
Let (Ω,F , (Ft)t∈[0,T ], P ) be a filtered probability space satisfying the usual assumptions. In
the following, all stochastic processes shall be understood to be adapted to this filtration.
1.A. Volume preserving diffeomorphisms. LetM = T n = Rn/Zn. We fix s > 1+n/2 and
let Gs denote the infinite dimensional C∞-manifold of Hs-diffeomorphisms on M . Further, Gs0
denotes the submanifold of volume preserving diffeomorphisms of Sobolev class Hs. Both, Gs
A HAMILTONIAN MEAN-FIELD SYSTEM FOR THE NAVIER-STOKES EQUATION 3
and Gs0, are topological groups but not Lie groups since left composition is only continuous but
not smooth. Right composition is smooth. The tangent space of Gs (resp. Gs0) at the identity
e shall be denoted by gs (resp. gs0). Let X
s(M) denote the vector fields on M of class Hs and
X s0(M) denote the subspace of divergence free vector fields of class H
s. We have gs0 = X
s
0(M)
and gs = X s(M). See [15, 26]. We will keep track of the superscript s only when it is needed
for clarification. Otherwise, we shall assume s to be fixed throughout and write G, G0, g, g0
instead of Gs, Gs0, g
s, gs0.
We use right multiplication Rg : G0 → G0, k 7→ k ◦ g = kg to trivialize the tangent bundle
TG0 ∼= G0 × g0, ξg 7→ (g, (TR
g)−1ξg).
By right multiplication we extend the L2 inner product 〈〈., .〉〉 on g0 to a Riemannian metric
µ on G0, that is
µg(ξg, ηg) =
∫
M
〈(TRg)−1ξg(x), (TR
g)−1ηg(x)〉 dx = 〈〈(TR
g)−1ξg, (TR
g)−1ηg〉〉
for ξg, ηg ∈ TgG, where dx is the standard volume element in M . We shall subsequently use
〈., .〉 to denote both, the standard inner product in Rn and the duality pairing (1.2).
1.B. Leray-Hodge projection P . The Leray-Hodge projection operator is defined as follows
(see [26, Corollary 1.4.4]): Consider an Hs vector field ξ on M . Then there is a unique
divergence free vector field η of class Hs and a function f on M such that ξ = η+∇f . Setting
η = Pξ thus defines a bounded linear operator P : X s(M) → X s0(M) (for arbitrary s ≥ 0).
Further, 〈〈η,∇f〉〉 = 0.
1.C. Inertia operator. Let g′0 denote the space of continuous linear functionals on g0. Since
µ is a weak Riemannian metric, we do not obtain an isomorphism between g0 and g
′
0. Following
[2], define the smooth dual g∗0 as
g
∗
0 = Ω
1(M)s/{ψ ∈ Ω1(M)s : ψ = df}
which is the space of 1-forms of Sobolev class Hs modulo exact 1-forms of class Hs. The
inertia tensor is defined as the isomorphism
(1.1) µˇ : g0 −→ g
∗
0, ξ 7−→ [ξ
♭]
where ξ♭ is the 1-form associated to ξ (raising indices) and [·] denotes the equivalence class. The
inverse of µˇ is given by µˇ−1[ψ+df ] = Pψ♯ where ψ is a representative of the class [ψ+df ] ∈ g∗0
and ♯ is the inverse to ♭.
The pairing between [ξ♭] ∈ g∗0 and η ∈ g0 is
(1.2) 〈[ξ♭], η〉 = 〈〈ξ, η〉〉 =
∫
M
〈ξ(x), η(x)〉 dx
which is well-defined independently of the representative of [ξ♭].
We define the bracket [., .] to be the negative of the usual Lie bracket: [ξ, η] := −∇ξη+∇ηξ
where ∇ξη = 〈ξ,∇〉η. This choice of sign is compatible with [1, 2, 29].
Define the operators ad and ad∗ by ad(ξ).η = [ξ, η] and ad∗(ξ).[η♭] = [−η♭ ◦ ad(ξ)] for
ξ, η ∈ g0. Further, define ad
⊤ by ad⊤(ξ) := −ad(ξ)⊤ which is the transpose with respect to
the weak inner product 〈〈., .〉〉:
〈〈ad(ξ)⊤.η, ζ〉〉 = 〈〈η, ad(ξ).ζ〉〉.
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Sobolev spaces are not closed under the Lie bracket, whence the operations ad, ad⊤ and ad∗
lose one Sobolev index, that is ad(ξ).η = [ξ, η] ∈ gs−10 for ξ, η ∈ g0 = g
s
0. Thus g0 is not a Lie
algebra.
Lemma 1.1. We have ad∗(ξ).µˇ(η) = −µˇ(∇ξη + ξ′ ⊗ η) and ad
⊤(ξ).η = −P (∇ξη + ξ′ ⊗ η).
Proof. Let ξ, η, ζ ∈ g0
(ad∗(ξ).µˇ(η))(ζ) = −
∫
M
〈η, [ξ, ζ ]〉 dx =
∫
M
〈η,∇ξζ −∇ζξ〉 dx
=
∫
M
(
div(〈η, ζ〉ξ)− 〈∇ξη, ζ〉 − 〈ξ
′ ⊗ η, ζ〉
)
dx

1.D. Symplectic structure on G0×g0. Due to the identification T ∗G0 ∼= G0×g∗0
∼= G0×g0,
the space G0 × g0 carries a natural symplectic structure. We follow, and slightly adapt, the
exposition of [29, Section 4] to describe this structure. The second tangent bundle is expressed,
again via right multiplication, as T (G0 × g0) = G0 × g0 × g0 × g0 = {(g, ξ, g˙, ξ˙)}. The natural
exact symplectic form Ω on G0 × g0 is given by
(1.3) Ω(g,ξ)
(
(g˙1, ξ˙1), (g˙2, ξ˙2)
)
= 〈〈ξ˙2, g˙1〉〉+ 〈〈−ξ˙1 + ad
⊤(g˙1).ξ, g˙2〉〉.
The Hamiltonian vector field Xf of a function f is defined by i(Xf)Ω = df . It is given explicitly
by
(1.4) Xf (g, ξ) =
(
grad2f (g, ξ), ad
⊤(grad2f (g, ξ)).ξ − grad1f (g, ξ)
)
where grad1f and grad2f are the partial gradients. Since µ is only a weak Riemannian metric,
the gradients need not exist. But if they do, then so does the Hamiltonian vector field, and it
is given by the above formula.
1.E. The momentum map. The particle relabeling symmetry group G0 acts on itself by
right multiplication Rg : Gs0 → G
s
0. The tangent lifted action acts on G
s
0 × g
s
0 via TR
g :
(k, ξ) 7→ (kg, ξ). The associated momentum map is given by
(1.5) J : Gs0 × g
s
0 −→ (g
s−1
0 )
∗, (g, ξ) 7−→ Ad(g)∗[ξ♭] = [g∗ξ♭]
where Ad(g)ξ = TLg.(TR
g)−1.ξ = Tg ◦ ξ ◦ g−1, Lg is left multiplication by g, and Ad(g)∗ =:
Ad∗(g−1) is the adjoint of Ad(g) with respect to the dual pairing. Further, g∗ξ♭ is the pullback
of the one-form ξ♭ by the diffeomorphism g. Since the pullback involves differentiation, the
result is only of Sobolev class Hs−1. Thus J is not a momentum map in the classical sense.
Nevertheless, we can use it as long as the expression J(g, ξ) makes sense and is of sufficient
regularity.
Proposition 1.2 (Kelvin Circulation Theorem). Let N ⊂ N and consider Hamiltonian func-
tions h, fa : Gs0×g
s
0 → R for a ∈ N . Let (W
a) for a ∈ N be a sequence of pairwise independent
Brownian motions. Assume γt = (gt, ξt) solves the Stratonovich Hamiltonian SDE
δγt = Xh(γt) δt+
∑
a∈N
Xfa(γt) δW
a
t
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for t ∈ [0, T ]. If h and fa are invariant under Gs0, then, for any closed smooth curve C in M ,
δ
∫
(gt)∗C
ξ♭t = 0.
Proof. By the stochastic Noether Theorem ([25]), J(gt, ξt) is constant in t. Thus
δ(Ad(gt)
∗.[ξ♭t ]) = 0 ∈ g
∗
0,
whence there is a time dependent function pt such that δ(ξt ◦ Ad(gt)) = dpt. Full differentials
vanish when integrated over a closed loop C. Therefore,
0 =
∫
C
δ(ξ♭t ◦ Ad(gt)) = δ
∫
C
g∗t ξ
♭ = δ
∫
(gt)∗C
ξ♭t .

The mechanical connection is defined by A := µˇ−1 ◦ J , that is
(1.6) A : Gs0 × g
s
0 −→ g
s−1
0 , (g, ξ) 7−→ µˇ
−1
(
Ad∗(g−1)[ξ♭]
)
=: Ad⊤(g−1)(ξ).
2. A Hamiltonian interacting particle system for fluid dynamics
2.A. Translational kinetic energy of a particle ensemble. Consider a system of N iden-
tical particles in R with positions q1, . . . , qN ∈ R and total mass M = 1. Suppose that the
dynamics of the system is determined entirely by the translational kinetic energy of the par-
ticle ensemble. The phase space of the system is T ∗RN and we identify T ∗RN = TRN via the
standard inner product 〈., .〉. Let ω˜ = 1
N
ω denote the natural symplectic form on TR. Then
the product symplectic form is
ω˜N := 1
N
ωN :=
N∑
j=1
π∗j ω˜ =
1
N
N∑
j=1
dqj ∧ dvj
where (q, v) = (q1, . . . , qN , v1, . . . , vN) are coordinates on TRN and πj : TR
N → TR is the
projection onto the j-th factor. Since 1
N
∑N
j=1 v
j is the translational momentum of the system,
the kinetic energy is given by
H˜(q, v) := 1
N
H(q, v) := 1
2N2
N∑
j,k=1
〈vj, vk〉 = 1
2N2
N∑
j=1
(
〈vj, vj〉+
∑
k 6=j
〈vj, vk〉
)
.
Since i(X)ω˜N = dH˜ if and only if i(X)ωN = dH, the dynamics of the system is given by
the Hamiltonian vector field X = XH with respect to ω
N . Denote the i-th component of the
Hamiltonian vector field by X iH(q, v) = Tπi.XH(q, v). We remark that X
i
H(q, v) is not a vector
field on TR. Since ωN =
∑N
j=1 π
∗
jω, it follows that the i-th component γ
i(t) of the integral
curve γ(t) = (q(t), v(t)) is determined by
(2.7) ∂
∂t
γi(t) = X iH(γ(t)) =
(
∂
∂vi
H(γ(t))
− ∂
∂qi
H(γ(t))
)
=
(
1
N
∑N
j=1 v
j(t)
0
)
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2.B. The Hamiltonian construction of Brownian motion in finite dimensions. Let
(Q, µQ) be a Riemannian manifold with dimension dimQ = m. For a vector field X ∈ X (Q)
we define the momentum function FX : TQ→ R by
(2.8) FX(Y ) = µ
Q(X(τ(Y )), Y )
where τ : TQ→ Q is the tangent projection. We use the metric isomorphsim µˇQ : TQ→ T ∗Q
to transfer the natural symplectic form ωT
∗Q on T ∗Q to a symplectic form ωTQ = (µˇQ)∗ωT
∗Q
on TQ. Let Xf denote the Hamiltonian vector field on TQ with respect to ω
TQ.
Assume now that there is a global orthonormal frame (xα)
m
α=1 on Q such that ∇xαxα = 0.
We shall abbreviate F α := Fxα. Consider Brownian motion (W
α)mα=1 in R
m and assume that
the stochastic process γ in TQ is a solution to the Stratonovich SDE
(2.9) δγ =
∑
XFα(γ) δW
α.
It is shown in [25, Section 3.4] that then τ ◦ γ is Brownian motion in Q.
2.C. Stochastic perturbation of (2.7). Let us consider the case Q = R and ωTR = ω =
dq ∧ dv where (q, v) are coordinates on TR. Let F˜ : TR→ R (q, v) 7→ 1
N
ev =: 1
N
F (q, v) where
e = 1 is viewed as the standard basis vector in R. Notice, as in Section 2.A, that i(X)ω˜ = dF˜
if and only if i(X)ω = dF . Let XF be the Hamiltonian vector field of F with respect to ω.
The stochastic perturbation of Equation (2.7) is therefore given by
(2.10) δγit = X
i
H(γt) δt+XF (γ
i
t) δW
i
t
where W 1t , . . . ,W
N
t are independent copies of Brownian motion in R and γt = (γ
i
t)i. This
describes a particle in an ensemble, where the energy of each (identical) particle is given as a
sum of two components:
(1) a deterministic part due to the translational momentum of the ensemble;
(2) an internal energy that is modeled as a Brownian motion.
The corresponding model for the full system of particles is given by the stochastic Hamiltonian
equation
(2.11) δγt = XH(γ(t)) δt+
N∑
i=1
Xπ∗i F (γt) δW
i
t
on TRN , where Xπ∗i F is the Hamiltonian vector field of the pullback π
∗
i F to TR
N . We have
Tπi.Xπ∗i F = XF ◦ πi. Equation (2.11) is the motivation for (2.16) below.
2.D. An orthogonal system on g0. Let
Z
+
n := {k ∈ Zn : k1 > 0 or, for i = 2, . . . , n, k1 = . . . = ki−1 = 0, ki > 0}.
For k ∈ Z+n let k
⊥
1 , . . . , k
⊥
n−1 denote a choice of pairwise orthogonal vectors in R
n such that
|k⊥i | = |k| and 〈k
⊥
i , k〉 = 0 for all i = 1, . . . , n− 1.
In [11, Appendix] the following system of vectors is introduced:
A(k,i) =
1
|k|s+1
cos〈k, x〉k⊥i , B(k,i) =
1
|k|s+1
sin〈k, x〉k⊥i , A(0,j) = ej
Here ej ∈ Rn is the jth standard vector. By slight abuse of notation we identify these vectors
with their corresponding right invariant vector fields on G0.
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Further, we shall make use of the multi-index notation α = (k, i, a) where k ∈ Z+n and
a = 0, 1, 2 such that
Xα = A(0,i) with i = 1, . . . , n if a = 0
Xα = A(k,i) with i = 1, . . . , n− 1 if a = 1
Xα = B(k,i) with i = 1, . . . , n− 1 if a = 2
Thus by a sum over α we shall mean a sum over these multi-indices, and this notation for Xα
will be used throughout the rest of the paper.
It is shown in [11, Appendix] that the Xα form an orthogonal system of basis vectors in g0
such that
(2.12) ∇XαXα = 〈Xα,∇〉Xα = 0.
and, for ξ ∈ X (M),
(2.13)
∑
∇Xα∇Xαξ = c
s∆ξ
where cs > 0 is a constant and ∆ is the vector Laplacian.
Proposition 2.1 ([7, 10, 12]). Let Wt =
∑
XαW
α
t , where W
α
t are independent copies of
Brownian motion in R. Then W defines (a version of) Brownian motion (i.e., cylindrical
Wiener process) in g0.
2.E. The Hamiltonian Interacting Particle System (IPS). We consider the phase space
(G0 × g0)N for (large) N ∈ N. Let πi : (G0 × g0)N → G0 × g0 be the projection onto the i-th
factor. Let Ω, from now on, be the symplectic form (1.3) on G0× g0 and ΩN :=
∑N
i=1 π
∗
iΩ the
product symplectic form.
Following (2.11) we define the vector valued Hamiltonian (HN , F αi )i,α by
HN(Γ) = 1
2N
N∑
i,j=1
〈〈ξi, ξj〉〉(2.14)
F αi (Γ) = 〈〈ξ
i, Xα〉〉(2.15)
where Γ = (Γi)
N
i=1 = (g
i, ξi)Ni=1 ∈ (G0 × g0)
N . For each α let (W α,i)Ni=1 be Brownian motion in
R
N such that W α,i and W β,j are independent for (α, i) 6= (β, j). For η > 0 we use ν =
√
2η
cs
to
scale the white noise term. The resulting Stratonovich SDE in (G0 × g0)N associated to the
collection (HN , F αi )i,α is
(2.16) δΓt = XHN (Γt) δt+ ν
∑
i,α
Xπ∗i Fαi (Γt) δW
α,i
t
Note that Tπi.Xπ∗i Fαi (Γ) = XFαi (πi(Γ)) where Xπ∗i Fαi is the Hamiltonian vector field on (G0 ×
g0)
N . The term
∑
i,αXπ∗i Fαi (Γt) δW
α,i
t is an infinite dimensional version of Equation (2.9). This
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construction is justified by Proposition 2.1. Equation (1.4) yields
Tπi.XHN (Γ) =
(
1
N
N∑
j=1
ξj, ad⊤( 1
N
N∑
j=1
ξj).ξi
)
Tπi.XFα
i
(Γ) =
(
Xα, ad
⊤(Xα).ξ
i
)
Therefore, the Hamiltonian equations of motion (2.16) for Γt = (g
i
t, ξ
i
t)
N
i=1 can be written as
δgit = TR
git
(
1
N
N∑
j=1
ξjt δt + ν
∑
α
Xα δW
α,i
)
(2.17)
δξit = ad
⊤( 1
N
N∑
j=1
ξjt ).ξ
i
t δt+ ν
∑
α
ad⊤(Xα).ξ
i
t δW
α,i(2.18)
3. The mean field system
3.A. The mean field limit. Stochastic mean field equations in a Hilbert space setting
are treated in [4]. See also [35, 27] for finite dimensional convergence results. Consider
equations (2.17) and (2.18) together with a deterministic initial condition Γi0 = (e, u0) for
i = 1, . . . , N and where e ∈ G0 is the identity in the group. For the following we assume there
exists a T > 0, independent of N but with a possible dependence on the initial condition,
such that the system (2.17) and (2.18) has a strong solution on [0, T ] in the usual SDE sense.
Further, we assume that the mean field limit of (2.17) and (2.18) exists in the sense of [4].
This means:
(1) The empirical mean 1
N
∑N
j=1 ξ
j converges in probability to a smooth curve u : [0, T ]→ g0
as N →∞. That is, u = u(t, x) = ut(x) is a time dependent vector field.
(2) The stochastic process (g1t , ξ
1
t ) converges in the appropriate norm, for N → ∞, to a
stochastic process (gt, ξt), and the limiting process solves
δgt = TR
gt
(
ut δt+ ν
∑
α
Xα δW
α
)
(3.19)
δξt = ad
⊤(ut).ξt δt + ν
∑
α
ad⊤(Xα).ξt δW
α(3.20)
where W α = W α,1 is a sequence of independent Brownian motions. Since the particles are
identical there is no loss in generality in considering the limit of (g1(t), ξ1(t)).
(3) ut = E[ξt].
Equations (3.19) and (3.20) are mean field SDEs and their solutions are to be understood
in the sense of Definition 3.1.
Definition 3.1 (Strong solution of a mean field equation). Let V be a Hilbert space and W
a cylindrical Wiener process in V . A V -valued stochastic process ξt with t ∈ [0, T ] is a strong
solution to the mean-field or McKean-Vlasov Stratonovich SDE
δξt = f(ξt, µt) δt+ g(ξt) δWt
if
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(1) µt is the law of ξt, i.e., µt = (ξt)∗P ,
(2) ξt is adapted to (Ft),
(3) t 7→ ξt is continuous P -a.s.,
(4) ξt = ξ0 +
∫ t
0
f(ξs, µs) ds+
∫ t
0
g(ξs) δWs for all t ∈ [0, T ] P -a.s.
Notice that, once the prescription t 7→ µt of the law of ξt is found, the concept of a mean
field Stratonovich SDE is not different from that of a time dependent Stratonovich SDE. The
Stratonovich integral above is hence to be understood as∫ t
0
g(ξs) δWs =
∫ t
0
g(ξs) dWs +
1
2
[g(ξ),W ]t.
See e.g. [31, Page 82].
Equations (3.19) and (3.20) are defined on the phase space G0 × g0. They are Hamiltonian
with respect to the symplectic structure (1.3): Consider the time dependent Hamiltonian
H t(g, ξ) = 〈〈ξ, ut〉〉 and the associated time dependent Hamiltonian vector field XHt given by
i(XHt)Ω = dH
t. Equations (3.19) and (3.20) are thus equivalent to
(3.21) δΓt = XHt(Γt) δt+
∑
α
XFα(Γt) δW
α
t
where Γt = (gt, ξt) and F
α(g, ξ) = 〈〈ξ,Xα〉〉.
By right invariance of the Hamiltonian system (3.19) and (3.20), we can pass to g0, which is
the Lie-Poisson reduction of G0 × g0. Therefore, using the expression for ad
⊤ in Lemma 1.1,
we consider, for η > 0 and ν =
√
2η
cs
, the mean-field Stratonovich equation in g0
δξt = −P
(
∇utξt + u
′
t ⊗ ξt
)
δt− ν
∑
P
(
∇Xαξt +X
′
α ⊗ ξt
)
δW αt(3.22)
ut = E[ξt]
ξ0 = u0
where u0 ∈ g0 is the initial condition. In Proposition 3.6, Equation (3.19) will be used as a
reconstruction equation to pass again to the full phase space G0 × g0.
Remark 3.2. The stochastic velocity along a path of the fluid motion is given, in the Euler
picture, by Equation (3.19) as (TRgt)−1δgt. Since (TR
gt)−1δgt and ξt do not coincide, we refer
to the latter as stochastic specific momentum in velocity space or, more briefly, as stochastic
momentum. This terminology is justified, because µˇ(ξt) = ρµˇ(ξt) ∈ g∗0 is the momentum
density, where µˇ is the inertia tensor (1.1) and ρ = 1 is the fluid density. See also [9, Remark 5].
The distinction between velocity and momentum in velocity space is necessary, because the
vector valued Hamiltonian, (H t, F α) in (3.21), is not the kinetic energy Hamiltonian associated
to µ.
3.B. Hamiltonian mean field system for the Navier-Stokes equation. For x ∈ M we
define the (point) evaluation map by evx : g→ TxM = Rn, ξ 7→ ξ(x).
Lemma 3.3. Consider Xˆα : g
s → gs−1, ξ 7→ ∇Xαξ + X
′
α ⊗ ξ and Yˆα : g
s → gs−10 , ξ 7→
P (∇Xαξ +X
′
α ⊗ ξ). Then∑
XˆαXˆα(evx)(ξ) = c
s∆ξ(x) and
∑
YˆαYˆα(evx)(ξ) = c
s∆Pξ(x).
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Note that Yˆα(ξ) = −ad
⊤(Xα).ξ for ξ ∈ g0.
Proof. The directional derivative of evx along Xˆα is not necessarily well-defined, since the
latter is not a proper vector field on gs but takes values in gs−1. However, since evx is linear,
the Gaˆteaux derivative is
Xˆα(evx)(ξ) = d evx(Xˆα)(ξ) =
∂
∂t
|0evx(ξ + tXˆα(ξ)) = Xˆα(ξ)(x)
which clearly exists. Similarly,∑
XˆαXˆα(evx)(ξ) = evx
∑(
∇Xα∇Xαξ +∇Xα(X
′
α ⊗ ξ) +X
′
α ⊗∇Xαξ +X
′
α ⊗X
′
α ⊗ ξ
)
By (2.13) the first term becomes
∑
∇Xα∇Xαξ = c
s∆ξ. The other terms cancel. Indeed, for
α = (k, i, 0) this is clear. Note that
A′(k,i) = −B(k,i) ⊗ k and B
′
(k,i) = A(k,i) ⊗ k.(3.23)
Let us consider α = (k, i, 1), the case α = (k, i, 2) being analogous. Now,
∇A(k,i)(A
′
(k,i) ⊗ ξ) = ∇A(k,i)(−〈k, ξ〉B(k,i)) = −〈k, ξ〉∇A(k,i)B(k,i) − 〈k,∇A(k,i)ξ〉B(k,i)
where the first term vanishes because of (2.12) and the second term cancels in the sum because
of the asymmetric sign change in (3.23). We have thus shown that
(3.24)
∑
∇Xα(X
′
α ⊗ ξ) = 0.
The terms
A′(k,i) ⊗∇A(k,i)ξ and B
′
(k,i) ⊗∇B(k,i)ξ = −A
′
(k,i) ⊗∇A(k,i)ξ
also cancel in the sum. Finally,
A′(k,i) ⊗A
′
(k,i) ⊗ ξ = A
′
(k,i) ⊗ (−B(k,i) ⊗ k ⊗ ξ) =
1
|k|2s+2
sin2〈k, x〉k⊥i k
tk⊥i k
tξ = 0
since ktk⊥i = 0 by construction, where k
t is the transpose of k . For the second statement we
note that∑
YˆαYˆα(evx) = evx ◦ P
(
Xˆα(Xˆα(ξ))− Xˆα(∇f
ξ
α)
)
= evx ◦ P
(
cs∆ξ −∇Xα(∇f
ξ
α)−X
′
α ⊗∇f
ξ
α
)
= evx ◦ P
(
cs∆ξ −∇∇Xαf
ξ
α
)
= cs∆Pξ(x)
where f ξα = ∆
−1div(Xˆα(ξ)). 
Theorem 3.4. (1) If ξt ∈ g0 is a strong solution to (3.22) on [0, T ] such that ξ0 = u0 ∈ g0,
then u(t, x) = E[evx(ξt)] satisfies the Navier-Stokes equation with u(0, x) = u0(x) for
incompressible flow in M on [0, T ]:
∂
∂t
u = −P∇uu+ η∆u and divu = 0(3.25)
(2) Conversely, suppose u is a smooth solution of (3.25) on [0, T ] with initial condition u0,
and gu is a strong solution of (3.20) on [0, T ] with gu0 = e. Let ζt := Ad
⊤(gut ).u0 where
Ad⊤ is defined in (1.6). It follows that u = E[ζ ], and (gut , ζt) is a solution of (3.21). In
particular, ζt solves the mean field system (3.22).
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In Part (1), Equation (3.25) is thus the McKean-Vlasov equation for evx : g0 → Rn corre-
sponding to the non-linear generator of ξt. In Part (2), we regard g
u
t as a Gaussian perturbation
of the Lagrangian trajectory defined by u. This is justified by Proposition 2.1.
Proof. Ad (1). Note that divut = E[div ξt] = 0. Let us write the Ito version of (3.22) as
dξt = b(ut, ξt) dt − ν
∑
Yˆα(ξt) dW
α
t where we use the notation from Lemma 3.3. By linearity
of Yˆα and Lemma 3.3, we have for the quadratic variation∑[
− νYˆα(ξ.),W
α
.
]
t
= −ν
∑[∫ ·
0
Yˆα(b(us, ξs)) ds− ν
∫ ·
0
Yˆα(Yˆα(ξs)) dW
β
s ,W
α
.
]
t
= ν2
∑
δαβ
∫ t
0
Yˆα(Yˆα(ξs)) ds = c
sν2
∫ t
0
∆ξs ds
where δαβ is the Kronecker delta. (See [31] or [12, Section 3.4].) Therefore, the Ito version of
(3.22) is
(3.26) dξt =
(
− P (∇utξt + u
′
t ⊗ ξt) + c
s ν2
2
∆ξt
)
dt− ν
∑
P
(
∇Xαξt +X
′
α ⊗ ξ
)
dW αt .
Since η = cs ν
2
2
, P (u′ ⊗ u) = 1
2
P∇〈u, u〉 = 0, and by linearity of ξ 7→ b(u, ξ), it follows that
ut = u0 + E
[ ∫ t
0
(
− P (∇usξs + u
′
s ⊗ ξs) + η∆ξs
)
ds
]
= u0 +
∫ t
0
(
− P∇usus + η∆us
)
ds
solves the Navier-Stokes equation on [0, T ].
Ad (2). Using the notation from (1.6), we obtain A(gut , ζt) = Ad
⊤((gut )
−1).Ad(gut ).u0 = u0.
Therefore,
0 = δ〈〈Ad((gut )
−1).ζt, η〉〉 = 〈〈δζt,Ad(g
u
t ).η〉〉+ 〈〈ζt, δAd(g
u
t ).η〉〉
= 〈〈δζt,Ad(g
u
t ).η〉〉+ 〈〈ζt, ad(ut δt+
∑
Xα δW
α
t ).Ad(g
u
t ).η〉〉
= 〈〈Ad⊤((gut )
−1).
(
δζt − ad
⊤(ut δt+
∑
Xα δW
α
t ).ζt
)
, η〉〉(3.27)
for arbitrary η ∈ g0, whence ζt satisfies (3.20). It remains to show that E[ζt] = ut. Let
vt = E[ζt] and w = v − u. Since (3.20) implies (3.26), it follows that
(3.28) ∂
∂t
v = −P (∇uv + u
′ ⊗ v) + η∆v.
Notice that div v = divw = 0. Subtracting the Navier Stokes equation (3.25) from (3.28)
yields (3.28) with v replaced by w. Therefore, we have the energy identity
(3.29) ∂
∂t
1
2
〈〈w,w〉〉 = 〈〈−∇uw − u
′ ⊗ w + η∆w,w〉〉 = −〈〈u′ ⊗ w,w〉〉 − η〈〈∇w,∇w〉〉
because 〈〈∇uw,w〉〉 = 0 by partial integration. This gives
∂
∂t
||wt||
2
2 ≤ 2|〈〈u
′
t ⊗ wt, wt〉〉| ≤ 2 sup
0≤s≤T
|u′s|∞ · ||wt||
2
2
where |u′s|∞ is the supremum norm and ||w||
2
2 = 〈〈w,w〉〉 is the L
2-norm. The Gronwall Lemma
now implies that ||wt||
2
2 = ||w0||
2
2 = 0, whence v = u. 
Corollary 3.5. Let Φ : C1([0, T ], g0) → C1([0, T ], g0) be defined by Φ : u 7→ E[Ad
⊤(gu).u0].
Then u is a solution to the Navier-Stokes Equation (3.25) if and only if u is a fixed point of
Φ.
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Proof. If u is a solution to (3.25) then ut = E[Ad
⊤(gut ).u0] by Theorem (3.4)(2). Conversely,
if ξt := Ad
⊤(gut ).u0 and ut = E[ξt] then ξt satisfies the mean field Equation (3.22), whence u
is a solution of (3.25) by Theorem (3.4)(1). 
3.C. Kelvin Circulation Theorem.
Proposition 3.6. Suppose ξt is a solution of (3.22) with ut = E[ξt]. Define gt in G0 through
the reconstruction Equation (3.19), that is
(3.30) δgt =
(
utδt+
∑
XαδW
α
t
)
◦ gt.
Then, for any closed smooth curve C in M ,
(3.31) δ
∫
(gt)∗C
ξ♭t = 0.
Proof. Since H t and F α in (3.21) are invariant under the G0-action, this follows immediately
from Proposition 1.2. However, we can also give an explicit proof:
δ
∫
(gt)∗C
ξ♭t = δ
∫
C
g∗t ξ
♭
t = δ
∫
C
(ξt ◦ gt)
♭ ◦ Tgt = δ
∫ 1
0
〈ξt ◦ gt, T gt.c
′(s)〉 ds
(3.32)
=
∫ 1
0
(
〈δ(ξt ◦ gt), T gt.c
′(s)〉+ 〈ξt ◦ gt, (Tut δt+
∑
TXα δW
α
t )Tgt.c
′(s)〉
)
ds
=
∫ 1
0
〈
(
δξt +∇ut δt+
∑
Xα δWαt
ξt + u
′
t ⊗ ξt δt +
∑
X ′α ⊗ ξt δW
α
t
)
◦ gt, T gt.c
′(s)〉 ds
=
∫
(gt)∗C
(∇pt)
♭ = 0
where c(s) is a parametrization of C. 
Since
(3.33) u′t ⊗ ξt and X
′
α ⊗ ξt
are obtained by transposing Tut and TXα, we refer to these as the line stretching terms.
Compare with [9, Equ. (2.37)].
4. Energy dissipation
The energy Ed associated to a solution u of the Navier-Stokes equation is
(4.34) Edt =
1
2
〈〈ut, ut〉〉 =
1
2
∫
M
〈u(t, x), u(t, x)〉 dx.
The superscript is to emphasize that this is the energy associated with the deterministic
solution u. Since ∂
∂t
Edt = −η〈〈∇u(t, x),∇u(t, x)〉〉, it follows that energy dissipates for η > 0.
For ξ ∈ g0 let
H0(ξ) =
1
2
〈〈ξ, ξ〉〉
We define the energy of a solution ξt of Equation (3.22) as
(4.35) Est = E[H0(ξt)].
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The superscript s stands for stochastic, even though Est is not a random variable.
This section is concerned with two questions:
(1) Do conservation or dissipation for H0 or Es hold?
(2) Does dissipation of Ed follow from the stochastic formulation?
Concerning the first question, note that Equation (3.20) yields
δ 1
2
〈〈ξt, ξt〉〉 = 〈〈ad
⊤(ut δt+ ν
∑
Xα δW
α
t ).ξt, ξt〉〉 = −〈〈ξt, [ut, ξt] δt+ ν
∑
[Xα, ξt] δW
α
t 〉〉
(4.36)
whence commutation of ξt with ut and Xα is an obstruction to stochastic energy conservation.
Thus H0 is not conserved along ξt.
Non-conservation of stochastic energy is ubiquitous stochastic geometric mechanics. This is
also discussed in [6] from a perspective of multi-scale analysis and, in finite dimensions, in [3].
4.A. Non-dissipation. Suppose ξt is a solution of Equation (3.26), which is the Ito formula-
tion of (3.22). Let Yˆα(ξ) as in Lemma 3.3. Then
(4.37) d〈〈ξt, ξt〉〉 = 2〈〈ξt, dξt〉〉+ ν
2
∑
〈〈Yˆα(ξt), Yˆα(ξt)〉〉 dt.
Using 〈〈ξ,∇f〉〉 = 0, which follows by partial integration from div(ξ) = 0, we note that
〈〈ξt, dξt〉〉 = 〈〈ξt,−(∇utξt + u
′
t ⊗ ξt − η∆ξt) dt+
∑
Yˆα(ξt) dW
α
t 〉〉(4.38)
= 〈〈ξt, (−u
′
t ⊗ ξt + η∆ξt) dt+
∑
Yˆα(ξt) dW
α
t 〉〉.(4.39)
Note that 〈〈ξt, u′t ⊗ ξt〉〉 = 〈〈ξt, [ut, ξt]〉〉. Furthermore,∑
〈〈Yˆα(ξt), Yˆα(ξt)〉〉+
∑
〈〈∇Xα∇Xαξ, ξ〉〉(4.40)
=
∑
〈〈X ′α ⊗ ξ,X
′
α ⊗ ξ〉〉+
∑
〈〈−∇f ξα,∇Xαξt +X
′
α ⊗ ξt〉〉
since the cross terms
∑
〈〈∇Xαξ,X
′
α⊗ξ〉〉 = −〈〈ξ,∇Xα(X
′
α⊗ξ)〉〉 = 0 vanish by Equation (3.24)
and where ∆f ξα = div(∇Xαξt +X
′
α ⊗ ξt). Now,
(4.41)
∑
〈〈−∇f ξα,∇Xαξt +X
′
α ⊗ ξt〉〉 = −
∑
〈〈∇f ξα,∇f
ξ
α〉〉
and ∑
〈〈X ′α ⊗ ξ,X
′
α ⊗ ξ〉〉(4.42)
=
∑
k∈Z+n
n−1∑
i=1
(
〈〈B(k,i) ⊗ k ⊗ ξ, B(k,i) ⊗ k ⊗ ξ〉〉+ 〈〈A(k,i) ⊗ k ⊗ ξ, A(k,i) ⊗ k ⊗ ξ〉〉
)
=
∑
k∈Z+n
n−1∑
i=1
∫
M
sin2〈k, x〉+ cos2〈k, x〉
|k|2s+2
〈k⊥i k
tξ(x), k⊥i k
tξ(x)〉 dx
=
∑
k∈Z+n
n−1∑
i=1
∫
M
〈k, ξ(x)〉2|k⊥i |
2
|k|2s+2
dx = (n− 1)
∑
k∈Z+n
1
|k|2s
∫
M
〈k, ξ(x)〉2 dx
where we use that |k⊥i | = |k|.
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Equation (4.37) now yields
∂
∂t
Est (ξ) =
1
2
E
[
− 〈〈ξt, [ut, ξt]〉〉+ ν
2(n− 1)
∑
k∈Z+n
1
|k|2s
∫
M
〈k, ξt(x)〉
2 dx− ν2
∑
〈〈∇f ξα,∇f
ξ
α〉〉
](4.43)
which certainly is not negative in general. We note that the non-dissipation of Es is due to
the line stretching terms (3.33), which are precisely the terms needed to make the Kelvin
Circulation Theorem 3.6 hold.
4.B. Dissipation. Let us now perform the same analysis as in Section 4.A, but with respect
to the formulation (4.46): Consider, with ν =
√
2η
cs
and u0 ∈ g0 as above, the mean-field
equation
δζ˜t = −
(
P∇ut ζ˜t + η∇div ζ˜t
)
δt− ν
∑
∇Xα ζ˜t δW
α
t(4.44)
ζ˜0 = u0
ut = E[ζ˜ t]
This is now an equation in g. Its solutions are not necessarily divergence free.
Theorem 4.1 ([17]). If ζ˜ t ∈ g is a strong solution to (4.44) on [0, T ] such that ζ˜0 = u0 ∈ g0
then u(t, x) = E[evx(ζ˜t)] satisfies the Navier-Stokes equation (3.25) with u(0, .) = u0 for
t ∈ [0, T ]. Further, the Ito version of (4.44) is
(4.45) dζ˜t =
(
− P∇ut ζ˜t − η∇div ζ˜t + η∆ζ˜t
)
dt− ν
∑
∇Xα ζ˜t dW
α
t .
In order to obtain a divergence free solution, we modify Equation (4.45) as
(4.46) dζt = (−P∇utζt + η∆ζt) dt− ν
∑
P∇Xαζt dW
α
t
with ut = E[ζt] and the same initial condition ζ0 = u0. Now we have an equation in g0, such
that div ζ = 0 and ut still solves the Navier-Stokes Equation (3.25). Indeed, if ζ˜t is as in
Theorem 4.1, then ζt = P ζ˜t and ut = E[ζ˜t] = PE[ζ˜t] = E[ζt].
Proposition 4.2. Assume ζt is a solution of (4.46). Let P∇uζ = ∇uζ + ∇p, P∇Xαζ =
∇Xαζ +∇q
α and P∇Xαu = ∇Xαu+∇q
α
u . Let E
s
t =
1
2
E[〈〈ζt, ζt〉〉].
(1) Est = E[H0(ζt)] is dissipative:
∂
∂t
Est = −
ν2
2
∑
α〈〈∇q
α,∇qα〉〉 ≤ −ν
2
2
∑
α〈〈∇q
α
u ,∇q
α
u 〉〉 < 0,
for ν > 0.
(2) Est ≥
1
2
〈〈E[ζt], E[ζt]〉〉 = Edt .
(3) Edt is monotone decreasing in t.
In particular, (deterministic) energy dissipation for the Navier-Stokes equation follows from
the stochastic formulation (4.46), without using the PDE setting.
Proof. Ad (1). Observe that
〈〈ζ, P∇uζ〉〉 = 〈〈ζ,∇uζ +∇p〉〉 =
∫
M
(
1
2
div(〈ζ, ζ〉u) + div(pζ)
)
dx = 0
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and
ν2〈〈P∇Xαζ, P∇Xαζ〉〉 = ν
2〈〈∇Xαζ,∇Xαζ +∇q
α〉〉
= ν2
∫
M
(
div
(
〈ζ,∇Xα〉Xα
)
− 〈ζ,∇Xα∇Xαζ〉
)
dx+ ν2
∫
M
(
div
(
qα∇Xαζ
)
− qαdiv
(
∇Xαζ
))
dx
= −2η〈〈ζ,∆ζ〉〉+ ν2〈〈qα,∆qα〉〉.
It follows that
d〈〈ζt, ζt〉〉 = 2〈〈ζt, dζt〉〉+
∑
α
〈〈P∇Xαζ, P∇Xαζ〉〉dt
(4.47)
= 2〈〈ζt, (−P∇utζt + η∆ζt)dt−
∑
α
P∇Xαζ dW
α
t 〉〉 − 2η〈〈ζt,∆ζt〉〉dt− ν
2
∑
α
〈〈∇qα,∇qα〉〉dt
and, therefore, d〈〈ζt, ζt〉〉 = −ν2
∑
α〈〈∇q
α,∇qα〉〉dt as-well as
∂
∂t
Est = −
ν2
2
∑
α
E[〈〈∇qα,∇qα〉〉].
Now, the Jensen inequality implies that
E[〈〈∇qα,∇qα〉〉] ≥ 〈〈E[∇qα],∇E[qα]〉〉 = 〈〈∇qαu ,∇q
α
u 〉〉
which is non-zero since div∇Xαu = Tr(u
′⊗X ′α) 6= 0 for non-trivial solutions u and general α.
Ad (2). This follows from the Jensen inequality.
Ad (3). This has to be proved separately, since being bounded by a decreasing function
does not imply being (locally) decreasing. Let t0 < t1 (such that solutions ζ and u exist on an
interval containing these two points). We can condition (4.46) to start at time t0 with initial
condition ζt0 = ut0 . Then E
d
t0
= Est0 > E
s
t1
≥ Edt1 . 
We remark that the dissipation of the stochastic energy Es follows not, as in the deterministic
case, from the Laplacian in the drift, but from the quadratic variation of the martingale part
in (4.46).
One may ask whether Es decreases as quickly as Ed. To this end, note that ν
2
2
equals η up
to the cs-factor, and
〈〈∇qαu ,∇q
α
u 〉〉 = 〈〈q
α
u , div∇Xαu〉〉 = 〈〈∆
−1(Tr(u′ ⊗X ′α),Tr(u
′ ⊗X ′α)〉〉.
Hence the stochastic energy dissipates at a rate that is proportional to the L2-square of u′,
just as in the deterministic case.
5. Interacting particle system (IPS)
Numerical algorithms for the simulation of mean field equations can be devised by means
of IPS approximations. This is true, both, in the finite and infinite dimensional setting. See
[4, 13, 16]. The mean field formulation of [8] has been used in [23, 24, 30] to derive and
study Lagrangian formulations of associated interacting particle systems. One of the key
issues in these articles is the fact that the energy of the approximating particle system does
not completely dissipate (even if the solution is defined globally in time). Hence [30] use a
resetting technique, inspired by [24], in their approximation scheme.
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Below we use equations (3.26) and (4.46) to discuss our version of an approximating inter-
acting particle system.
5.A. Version 1 – (3.26). Fix a large integer N . The approximating IPS for the mean field
Equation (3.20) is (2.18). The Ito version of (2.18) is
dξi = −P
(
∇uN ξ
i + (uN)′ ⊗ ξi
)
dt+ η∆ξi dt− ν
∑
P
(
∇Xαξ
i +X ′α ⊗ ξ
i
)
dW α,i(5.48)
uN = 1
N
∑
ξi
ξi(0) = u0
where W i,α is a sequence of pairwise independent Brownian motions and i = 1, . . . , N . Equa-
tion (5.48) is therefore the approximating IPS for the mean field system (3.26). We have
div(ξi) = 0 = div(uN). Note that the empirical average uNt is a stochastic process.
Let Rt denote the martingale part of H0(uNt ) =
1
2
〈〈uNt , u
N
t 〉〉. Equation (4.40) applied to u
N
yields
dH0(u
N)− dR
(5.49)
= 〈〈−P
(
∇uNu
N + (uN)′ ⊗ uN
)
+ η∆uN , uN〉〉 dt+ ν
2
2
∑
〈〈Yˆα(u
N), Yˆα(u
N)〉〉 dt
= 〈〈uN , η∆uN〉〉 dt+ ν
2
2N2
∑
i
(
〈〈−cs∆ξi, ξi〉〉+
∑
〈〈X ′α ⊗ ξ
i, X ′α ⊗ ξ
i〉〉 −
∑
〈〈∇f iα,∇f
i
α〉〉
)
dt
= − η
N2
∑
i 6=j
〈〈∇ξi,∇ξj〉〉 dt+ ν
2
2N2
∑
α,i
(
〈〈X ′α ⊗ ξ
i, X ′α ⊗ ξ
i〉〉 − 〈〈∇f iα,∇f
i
α〉〉
)
dt
where ∆f iα = −div(∇Xαξ
i + X ′α ⊗ ξ
i). The term − η
N2
∑
i 6=j〈〈∇ξ
i,∇ξj〉〉 corresponds to [30,
Equation (2.8)]. The other two terms are due to the fact that the Xα are non-constant, which
is a difference between (5.48) and [23, Lemma 4.2] that is due to the infinite dimensional
approach. An explicit formula for the middle term of the right hand side is given in (4.42).
5.B. Version 2 – (4.46). Consider now the approximating IPS for Equation (4.46):
δζ i = −P∇uN ζ
i dt+ η∆ζ i dt− ν
∑
P∇Xαζ
i dW i,α(5.50)
uN = 1
N
∑
ζ i
ζ i(0) = u0
where W i,α is a sequence of pairwise independent Brownian motions and i = 1, . . . , N . Again
we have div(ζ i) = 0 = div(uN). Let Rt denote the martingale part of H0(uNt ) =
1
2
〈〈uNt , u
N
t 〉〉.
The calculation (4.47) now implies
dH0(u
N)− dR = − η
N2
∑
i 6=j
〈〈∇ζ i,∇ζj〉〉 dt− ν
2
2N2
∑
α,i
〈〈∇f iα,∇f
i
α〉〉 dt(5.51)
where ∆fmα = −div(∇Xαζ
m).
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Both formulations, (5.49) and (5.51), involve cross terms of the type
∑
i 6=j〈〈∇ζ
i,∇ζj〉〉.
This leads to the non-dissipation of the expectation E[H0(u
N
t )] that has been observed in
[23, 24, 30].
6. Comparison with other approaches
6.A. Stochastic Lagrangian least action principle – Cipriano and Cruzeiro [7, 10].
Stochastic variational principles as a means to characterize solutions to the Navier-Stokes
equation have already been considered by [36]. In [7, 10] solutions of the Navier-Stokes equation
are characterized as solutions to a stochastic variational principle defined on the group of
volume preserving homeomorphisms G00. They consider Lagrangian curves of the form
([7, Equ. (3.1)]) δgut = TR
gut
(
ut δt+ νXα δW
α
t
)
, gu0 = e
where ut is a time dependent vector field, and prove that u solves the Navier-Stokes equation
if and only if gut is a solution to a stochastic variational principle ([7, Theorem 4.1]). Note that
[7, Equ. (3.1)] coincides with our Equation (3.19). By Theorem 3.4, u solves the Navier-Stokes
equation if and only if (gut ,Ad
⊤(gut ).uu) is a solution to the Hamiltonian Equation (3.21).
Therefore, the stochastic variational principle of [7] is equivalent to the Hamiltonian mean
field formulation 3.22. However, we remark that the regularity assumptions of Theorem 3.4
are stronger than those of [7, Theorem 4.1]. Thus we have proved this equivalence only under
the stronger regularity assumptions on the solutions u and gu.
6.B. Comparison with Constantin and Iyer [8]. In [8] the stochastic vector w = A′ ⊗
(u0 ◦A) is defined; in this definition A = X−1, where X = X(t, x) is the Lagrangian flow map,
i.e. a volume preserving diffeomorphism for each t, and the divergence free vector field u0 is
the initial condition. As before, we make use of the notation A′ ⊗ v =
∑
(∂iA
j)vjei = (∇tA)v
where (ei) is the standard basis in R
3. Let B denote three-dimensional Brownian motion. In
[8, Theorem 2.2] it is assumed that the pair (X, u) satisfies the mean field Ito SDE
dX = u dt+
√
2η dB, u = E[Pw], X(0, x) = x
and concluded that u is a solution of the incompressible Navier-Stokes equation with initial
data u0 and viscosity coefficient η. In order to do so, they derive the system
([8, Equation 4.5]) dwt =
(
−∇utwt + η∆wt − u
′
t ⊗ wt
)
dt+
√
2η∇wt dBt.
Now, [8] construct the mean Eulerian velocity as u = PE[w].
It is further shown that a Kelvin Circulation Theorem holds along stochastic Lagrangian
paths:
([8, Prop. 2.9])
∮
Xt(C)
Pwt =
∮
C
u0
where C is a closed curve in M .
The term u′⊗ξ in (3.22) is also present in [8, Equation (4.5)] and it is this term which makes
the Kelvin Circulation Theorem work. In our approach we also have to include the X ′α ⊗ ξ
which is not needed in the finite dimensional setting of [8]. Thus Equation (3.26) is an infinite
dimensional analogue of [8, Equation (4.5)].
18 SIMON HOCHGERNER
6.C. Comparison with Holm et al. [20, 9]. Consider vector fields ut and X˜α on T
3 where
ut is time dependent. Let, as above, W
α be a sequence of mutually independent Brownian
motions. Consider the Stratonovich SDE
([9, Equ. (2.29)]) δyt = ut δt + ν
∑
X˜α δW
α
t
where we use the notation yt to be consistent with [9] and add the parameter ν. We remark
that the X˜α correspond to the deterministic vector fields ξi in [9, Equ. (2.29)], while we use ξt
in this paper to denote the stochastic momentum field.
Let dx denote the standard volume element in T3. Then [9] use a stochastic version of
Newton’s second law to derive the 3D stochastic Euler equation
([9, Equ. (2.40)]) (δ + ad∗(δyt)).ψt ⊗ dx = −dpt ⊗ dx δt.
where ψt⊗ dx is now a stochastic curve of one-form densities and pt is the pressure. For η ∈ g
we have the dual pairing 〈ψt ⊗ dx, η〉 =
∫
〈ψt(x), η(x)〉 dx, and ad
∗ is defined with respect to
this pairing as in Section 1.C. Since dx is constant, we can reformulate the stochastic Euler
equation as an equation in g∗0:
(6.52) (δ + ad∗(δyt)).[ψt] = 0
where we use again the notation from Section 1.C.
Assume that X˜α = Xα. Note that this means that δyt = δgt ◦ g
−1
t in the terminology
of (3.19). Therefore, under these assumptions, the following are equivalent for a stochastic
process ζt in g0 with E[ζt] = vt:
(1) The stochastic Newton law [9, Equ. (2.36)], with constant density ρ = 1 and where the
only force on the fluid is the gradient of the pressure, holds as a one-form relation for ζ ♭t .
(2) The stochastic Euler equation [9, Equ. (2.40)] holds for ζ ♭t ⊗ dx in the space of one-form
densities.
(3) Equation (3.20) holds with respect to u: δζt = ad
⊤(ut).ζt δt + ν
∑
α ad
⊤(Xα).ζt δW
α
t .
(4) ζt = Ad
⊤(g).u0 is the stochastic momentum along gt.
Indeed, the equivalence of (1) and (2) is shown by [9, Equ. (2.37)]. Equivalence of (2) and (3)
follows from the reformulation (6.52) and the identity µˇ ◦ ad⊤ = ad∗ ◦ µˇ. Equivalence of (3)
and (4) is Equation (3.27).
If (1) - (4) hold then, by Corollary 3.5, u is a solution to the Navier-Stokes Equation (3.25)
if and only if u = v. This is the case if and only if (2) and (3) are mean field equations, where
(3) coincides with the system (3.22).
In particular, Proposition 3.6 can also be seen as a direct consequence of the stochastic
Kelvin Circulation Theorem in [20].
6.D. Comparison with [17]. Equations (4.44) and (3.22) are, at first sight, very similar, and
so are the respective conclusions of Theorems 4.1 and 3.4. However, carrying out the calculation
(3.32) with respect to ζt, a solution of (4.44), immediately shows that the line stretching terms
u′ ⊗ ζ and X ′α ⊗ ζ do not have a counterpart in δζ , whence there is no cancellation. We
conclude that the Kelvin Circulation Theorem does not hold for ζ . Furthermore, (4.44) is an
equation in g. Thus, from a structural point of view, (4.44) and (3.22) are very different.
In [19] it is argued that conservation of circulation is a quality criterion for any proposed
model of fluid mechanics. Given Proposition 1.2, we can extend this argument as follows: The
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natural phase space of incompressible fluid mechanics is G0 × g0. If the model is Hamiltonian
with respect to a (possibly vector valued) function H, then H should be invariant under
the particle relabeling symmetry, which is given by right action of G0 on itself. Thus, by
Proposition 1.2, if a model does not satisfy the Kelvin Circulation Theorem it cannot be a
Hamiltonian system. This is why we prefer (3.22) compared to (4.44). In fact, the Hamiltonian
structure is given by (3.21). We call this structure the Hamiltonian approach.
Equation (4.44) was derived in [17, Sec. 1] by using a stochastic version of the material de-
rivative along Lagrangian paths. While this is mathematically correct, the resulting structural
properties and physics are different, as argued in the previous paragraph. In this regard it is
worth noticing that this material derivative approach and the Hamiltonian approach are in-
deed equivalent in the deterministic case: This follows immediately from the observation that
the deterministic version of the line stretching terms (3.33) is u′⊗u = 1
2
d〈u, u〉, which vanishes
upon integration over closed loops. Thus the two approaches differ, in the deterministic case,
by a full differential, and this difference is absorbed by the pressure term. See also Section 6.E.
6.E. Comparison with Me´min et al. [28, 32]. The approach of [28, 32] is also based on
the material derivative approach. Analogously to Equation (3.19), they assume Lagrangian
particle trajectories given by an Ito SDE of the form
([32, Equ. (5)]) dXt = w(t, Xt) dt+ σ(t, Xt) dBt
where Bt is n-dimensional Brownian motion. However, their material derivative approach
is not derived from a direct stochastic perturbation of the deterministic argument as in [17,
Sec. 1], but from a stochastic Reynold’s Transport Theorem applied to scalar quantities. Since
the transformation of scalar quantities does not involve line stretching terms, the difference
between the Hamiltonian and the material derivative approach disappears, as explained in
Section 6.D. Indeed, various versions of a stochastic Navier-Stokes equation are derived in this
setting ([28, Equ. (43)] and [32, Equ. (38)]). Compared to the Hamiltonian approach (3.22)
there are the following differences:
(1) The Kelvin Circulation Theorem does not hold for [28, Equ. (43)] or [32, Equ. (38)]. This
is due to the same reasons that also apply to the model (4.44), as explained in Section 6.D.
(2) [28, Sec. 5] uses a stochastic version of the stress tensor to model shear forces, whereas
(3.22) is derived without the stress tensor.
(3) Energy is conserved exactly along stochastic paths for the model of [28, 32]. However, this
does not hold for Equation (3.22), due to the line stretching terms as shown by (4.36).
Nor does it hold for (4.44) or (4.46), due to the non-solenoidal character of ∇Xαζ as shown
by (4.47).
7. Conclusions
We have constructed a Hamiltonian interacting particle system (2.16) for the description of
an ensemble of fluid particles from the assumption that the energy separates into a determin-
istic and a stochastic part. The deterministic component is responsible for the overall drift of
the ensemble, while the stochastic part models the molecular transfer of momentum between
fluid layers of different velocities. It is this molecular transfer that is responsible for shear
forces which are thus accounted for in the interacting particle system (IPS). In the continuum
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limit, as the number of particles goes to infinity, this IPS yields a mean field SDE (3.22). The
mean field system has the following properties:
• It is equivalent to a stochastic Hamiltonian system (3.21) with respect to the natural
symplectic structure on the phase space G0 × g0 of incompressible fluid mechanics.
• Averaging over solutions of (3.22), which are stochastic momenta identified with ele-
ments in velocity space, implies a solution to the Navier-Stokes Equation (3.22). More-
over, any Gaussian perturbation (3.19) of a Lagrangian trajectory corresponding to a
solution of the Navier-Stokes equation yields a mean-field system of the form (3.22),
and the mean field coincides with the original solution to the Navier-Stokes equation.
(Theorem 3.4)
• Consider the average over stochastic momenta along a Gaussian perturbation (3.19)
of a divergence-free time dependent vector field. By Corollary 3.5, solutions to the
Navier-Stokes equation can be characterized as a fixed point of this assignment.
• There are the following analogies to the case of ideal fluids:
– The Hamiltonian structure implies conservation of circulation along stochastic
paths in the phase space where one jointly considers configuration and momentum
variables. Since these variables cannot be separated in the formulation of the
Kelvin Circulation Theorem, this does not imply conservation of circulation for
the expectation of the stochastic momentum – i.e., for a solution of the Navier-
Stokes equation.
– The Navier-Stokes equation is derived from a (stochastic) Hamiltonian system
without use of a stress tensor.
• Energy is neither conserved nor dissipating (Section 4.A). However, the approach of
[17] can be slightly modified to yield a system which is dissipative (Section 4.B).
Finally, we have contrasted the model (3.22) with existing approaches from the literature
and established several connections. Our model should also be compared with [18, 21] where
(deterministic) advection of fluid microstructure is studied. The Kinematic Sweeping Ansatz
of [21] is to consider deterministic turbulence parameters which are swept along a mean flow,
while (3.22) is a model for stochastic particles along a mean flow. A detailed comparison of
these approaches is a task for future research.
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