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Abst ract - -We consider the bilinear finite element method for the singularly perturbed elliptic 
boundary value problem in two dimensions. We construct our method on a Shishkin mesh. Through 
the boundary layer correction technique and elaborate barrier functions, the method is shown to be 
convergent, uniformly in the perturbation parameter oforder N -2 In 2 N in the L 2 norm. Numerical 
results confirm our theoretical nalysis. 
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I .  INTRODUCTION 
In this paper,  we will consider a finite element method for the numerical  solut ion of the singular ly 
per turbed  ell iptic boundary  value problem 
f 
L,u =- - ~e ~x 2 + Oy 2] + a(z, y)= = I (z ,  y), on a = (o, 1) × (o, 1), (1) 
u = g(z, y), on oa ,  (2) 
where ¢ E (0, 1] is a small  posit ive parameter.  The functions a, f ,  and g are assumed to be 
sufficiently smooth on ~,  with 
a(x, y) > a 2 >_ O, on s2. 
This problem is the anisotropic model problem [1]. It is also a basic model of singularly 
perturbation problems [2]. For small values of ¢, the solution u will vary rapidly in the elliptic 
boundary layers Off1 = {x = 0, 0 _< 9 -< 1} and aft2 -~ {x = 1, 0 _< V < 1}, cf. [2]. 
For small values of e, it is well known that classical numerical methods for such problems 
will produce wild oscillations throughout the whole domain. Their solutions are not uniformly 
convergent to u in ¢. Special schemes are needed for such problems. Though great achievements 
have been made for one-dimensional problems, cf. [3]. There still remain many open problems, 
especially two-dimensional problems, el. [4]. 
The author thanks the referees very much for their helpful suggestion to improve this paper. 
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In the context of finite element method for singularly perturbed partial differential equations, 
different versions of the streamline diffusion methods have been performed by Johnson et aL [5], 
but their results just confirm the accuracy of the streamline-diffusion method in smooth regions 
(i.e., away from the layers). O'Riordan et al. [6] developed uniformly convergent finite element 
methods by using the exponential basis functions. But their convergent order is very low, just 
h 1/2 in a global energy norm for convection-diffusion problems. 
Here we will develop a uniformly convergent finite element method for (1),(2) based on a 
piecewise quidistant mesh of Shishkin [7] and Sun et al. [8]. This piecewise quidistant mesh 
is much simpler than other special meshes [9-11]. By employing the boundary layer correction 
technique [2] and elaborate barrier functions [6,10,11], we prove that our scheme is almost optimal 
in the view of the interpolation function. First, in Section 2, we will develop the detailed estimates 
for u and its derivatives. Then, in Section 3, we will give the finite element method based on a 
Shishkin mesh. In Section 4, we prove that our finite element method has the almost optimal 
convergent order. Finally, we give our numerical results in Section 5. Our numerical results 
confirm our theoretical analysis. Our method converges uniformly in the order N -2 ln2N in the 
L 2 norm. As we know, no other methods for (1),(2) which has proven to be uniformly convergent. 
Through this paper we shall use C, sometimes subscripted, to denote a generic positive constant 
that is independent of e and of mesh. 
2. THE CONTINUOUS PROBLEM 
In this section, we will analyze the properties of the continuous olution u to problem (1),(2). 
Without loss of generality, we consider homogeneous boundary conditions, i.e., g = 0. Otherwise, 
we can set fi = u - g as the new variable. This will give us the same equation but with different 
right-hand side function f. 
The weak formulation of (1) is: find u 6 H01(f~) such that 
B(u,v) - (~2ux,vx) + (uv,vv) + (au, v) = if, v), Vv 6 H~(f~), (3) 
where (.,-) denote the usual L2(gl) inner product and H~(f~) is the usual Sobolev space. 
Denote the weighted energy norm 
II1~111 = {al lv~ll  2 + IIv~,ll 2 + 11~112} 1/2 , 
where I1" II denote the usual L 2 norm. 
Note that 
vv ~ g01(~), 
B(u,v)  = ~211v~112 + IIv~,ll 2 + (av, v) 
min (1,a~ 2) (allv~ll ~ + I1~,112 + Ilvll 2) 
>_ min (1,~ 2) IIIvlllt 
and by Cauchy-Schwarz inequality 
,,wx,,+,,vy,, w~[, + ( max a~ B(v, w) <_ ~2Hvx][ Ilvll I1~11 
k (x,~)eri / 
< 3 (1 + max a~ (e~[Ivxl[ 2 + I1%[[ 2 + []v[12) 1/2 (e21[w~[[ 2 + [tw~ll 2+ Ilwl12) 1/2 
- \ (x,~)eri ] 
_< viii.Ill II1~111. 
Also, the mapping v --* (f, v) is a bounded functional on H01, combining this fact, the above 
two inequalities, the Lax-Milgram lemma [12] tells us that (3) has a unique solution u(x, y) in 
H~(~). 
In the next, in order to derive the pointwise estimates of the solution u of (1),(2), we assume 
that u sufficiently smooth, i.e., some compatibility conditions are implied, details cf. [6,10,11]. 
In what follows, we will make repeated use of the following weak maximum principle. 
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THEOREM 2. I. 
then w >_ 0 on ~. 
PROOF. It can be proved easily by contradiction, cf. [13, Theorem 3.1]. 
By the boundary layer correction method [2], we have the following. 
THEOREM 2.2. For the solution u of (1),(2), 
(x )  ( l -x )  
u(x ,y)=wo+vo -~,y +Vl ----~,y + z(x,y), 
where wo, Vo, and vl are given in the proof. Also 
For any functions w(x,y) E C2(~) n C°(~), if w >_ 0 on O~ and L~w >__ 0 on ~, 
(4) 
and 
vo (X,y) <Ce (-ax)/e, one, 
vl ( (1- z),y) [ <_ Ce (-'~(~-~))/~ one, 
Iz(x,y)l <_ C~, on -~. 
PROOF. Construct wo as a solution of the following limiting case when ~ = 0: 
Lowo =- -Wouu + a(x, y)wo =/(x, y), 
wo(z,0) = wo(x, 1) = 0. 
On 0f~l, introduce the local coordinate ~= x/~, then we construct Vo(~, y) such that 
02vo 0%0 
o~ 2 Oy 2 + a(O, y)vo = o, (5) 
vol~=o = -wo(O, y), (s) 
vo]v=o = vo[~=l = O, lira vo = O. (7) 
~+oo 
Similarly on 0f/2, let ( = (1 -x ) /e  and construct Vl((,y) such that 
02vl 02Vl + a(O, y)vl = O, 
O~ 2 Oy 2 
Vl [~=0 = -wo(1,  y), 
vll~ffi0 = Vllu=t = 0, lim Vl = 0. 
We can solve this problem by Fourier method. Set v = ¢(~)~(y), then we have the following 
Sturm-Liouville problem: 
~"(y) - a(0, y)~(y) = -A~(y) ,  
~(o) = ~(1) = o. 
By our assumption of a _> a 2 > 0, then all eigenvalues Ak (k = 1, 2, . . .  ) are positive. Let ~o~ be 
the normal orthogonal eigenfunction corresponding to each Ak, then the solution of (5)-(7) can 
be written as 
oo oo 
x 
k=l  k--1 
where Ak (k = 1, 1,. . .  ) are the coefficients of wo(0, y) expanded in {~ok(y)}. 
14 J. LI 
Also A~ = (f2 ~'k(y) ~ dy + f~ aCO, y)~(y)dy)l f~ ~(y)dy > a s. 
Obviously, vo has the boundary layer at x = O, it is defined by the elliptic boundary equation. 
Similarly, 
v, - " '~ ,  Y = B~e (-v '~(*-x)) /"  %3k(Y), 
k=l 
where eigenvalue #k and the corresponding eigenfunction %3k(y) satisfy the following eigenvalue 
problem: 
%3"(y) - a(1, y)%3(y) = -A%3(y), 
%3(0) = %3(1) = 0. 
Consider barrier function ¢(x, y) = Ce - '~ le  for (5)-(7), then by Theorem 2.1, we have 
x < 
In the same way, we have 
I--X Vl ( - " -~ ,  y)<_Ce (-a(l-z))/e. 
Now we want to estimate z(x, y). Let 
( ) ( l -x )  
z(x ,  y) = u(x ,  y) - woCz, y) - vo ~,  y - vl -7 ,  y , 
then 
L ,z  = e2Woxx - ax (z,1, Y) XVo + ax (x,2, Y) xv,  <_ Cs, 
where xl and x2 are some mediate points between (0, x) and (x, 1), respectively. In the last step, 
we use the fact 
[zvo[ = e -x [vo[ _< Ce z-- e ( -~) /~ <_ C6 
and 
1(1 - X)Vl [  = e (1 - x )  [vl[  < Ce (1 - x) e(_aO_x))/" <_ Ce. 
6 
By considering barrier function ¢(x, y) = Cey(1 - y), we have 
[z(x, Y)I <- ¢(x, y) _< Ce, on ~, 
from which finishes our proof. 
REMARK 2.1. If ax(x ,v )= 0, then [z(x,v)[ <_ Ce 2 holds true on ~. 
Next, we will use some elaborately chosen barrier functions to get our estimates for the so- 
lution u of (1),(2). We once successfully used this method for singularly perturbed parabolic 
equations, cf. [10,11]. See also [6]. 
LEMMA 2.1. The followiag estimates hold: 
(I) Mx,  y)l _< cv(1  - y) on ~, 
(II) ]u(x,9)[ <_ C(1 - e (-'~')/t) on ~, 
(n I )  lu (x ,y) l  _< o(1  - e( -" (~-~)) /~)  on ~. 
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PROOF. 
(1) Use the barrier function ¢(x, y) = Cy(1 - y), then 
Le (¢ 4- u) = 2C + aCy(1 - y) 4- f, 
_> 0, for C sufficiently large. 
Also note that u[on = 0, hence 
(¢ + u)Ion = ¢1o, > o. 
Thus, [u[ _< ¢ on ~ by Theorem 2.1. 
(II) Use the barrier function ¢(x, y) = C(1 - e(-~z)/~), then 
= c 2e(-ox)/• + ac  4- L~ (¢+u)  /, 
= c (a 2 - a) e (-'~)/~ + aC +/ .  
Note that 
Hence, 
(a2_ a)(e (-"x)/~ - 1) > 0, 
L~(¢ 4- u) >_ Ca 2 4- f > O, for C sufficiently large, 
then from (¢ 4- u)[ofl >_ 0 finishes our proof. 
(III) Use the barrier function ¢(x, y) = C(1 - e(-a(1-x))/E). 
By Lemma 2.1, we can get the following boundary estimates. 
LEMMA 2.2. 
(I) [u~(x,y)[x=o,1 <_ Ce -I, 
(II) [uy(z,y)[ <_ C on Oft. 
PROOF. 
(I) By Lemma 2.1 (II), we have 
[ux(0, y)[ = x-.o+lim u(x, y) x- u(0, y) [ -< x-.o+lim u(x, y) x- u(O, y) 
< lira C(1 - e (-~x)/~) = C_a <_ ce_ l .  
-- x--.O + X E 
By Lemma 2.1 (Ill), we can get the estimate for ux(1, y) in the same way. 
(II) By Lemma 2.1 (I), we have 
lim u(x,y)-u(x,O)[ u(x,y)-u(x,O) I~y(x,0)l = y--.o+ ~ [ <_ lim 
U-*0+ y 
< lim Cy(1-y )  =C. 
-- u-,O+ y 
Similarly, 
luy(x, 1)1 = yhm ~= 1) < (y 1) 
_< lira ey(1 -y )  =e .  
y--*1- ( l -y) 
At x = 0 and x = 1, u(x, y) = 0 by given boundary conditions. Differentiating with respect 
to y gives us uu(0, y) = uy(1, y) --- 0, from which finishes our proof. 
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LEMMA 2.3. 
(I) lux(x, y)l < 0(1 + e-le (-ax)le + 6-Ie (-aO-x))l~) on ~, 
(II) lu~,(z, v)l < c o~ n. 
PROOF. 
(I) Consider the barrier function 
¢(x, y) = C (1 + e-le (-ax)/" + e-le (-°'(I-x))/') [1 + y(1 - y)], 
then 
4- u.) _> 20 0 + ~-'e~-°'~l" + ~-'e~-oO-x~l.)  .4- (Sx - a . . )  L, (¢ 
_> 0, for C sufficiently large, 
and note that (¢ + u~)lan > 0, from which finishes our proof of (1). 
(If) To prove (II), use the barrier function ¢(x, y) = C. 
LEMMA 2.4. 
(I) lu~(x,v)l~=0,, _< ce -2, 
(II) luMx, y)l <_ c on on. 
PROOF. 
(I) Set x = O, 1 in (1) and use the fact u = u.~ = 0 on the sides of x = 0, 1. 
(II) Let x = 0,1 in (1) and by (I), we have [uv~[x=O,1 _<C. Then set y = 0, 1 in (1) and note 
that u = Uxx = 0 on the sides of V = 0, 1. 
By Lemma 2.4, we can get the following estimates for the second-order derivatives. 
LEMMA 2.5. 
(I) lu~(x, Y)I -< C(1 + e-2e (-~)/~ + e-2e (-~(1-x))/~) on -~, 
(II) luvv(x,y)l <_ C on n. 
PROOF. 
(1) Use the barrier function 
¢(x, y) = C (1 + e-2e (-ax)/~ + c-2e (-a(1-x))/e) [1 + y(1 - y)], 
then 
L. (~.4, ~.)  > 20 (1 + ~-~eC-O-~/. +~-~eC-OC'-~,/.) 4- (S~ - a~u - 2~) .  
> 0, for C sufficiently large. 
The rest are the same as Lemma 2.3. 
(II) Use the barrier function ¢(x, Y) = C, then 
Le (¢ .4- u~)  = a¢  + ( fy~ - ayyu - 2ayuv)  , 
>_ a2C - [ f~  - a~u - 2a~uv[ >_ O, for C sufficiently large, 
and note that (¢ .4- u~v)[on > 0 by Lemma 2.4, from which finishes our proof of (II). 
REMARK 2.2. From our proof, it is not difficult to see that the above estimates also hold true 
even if f is also a function of e, only if 
I f , ,~, (x ,y) l<C( l+6-%(- 'm/ '+~-%(-"° -~)) / ' )Vk,  j>_o, onn.  (8) 
REMARK 2.3. As for higher order estimates, we can repeat the above proofs by changing the 
variables. For example, by differentiating (1) w.r.t, x, we see Ux will still satisfy (1) with differ- 
ent f .  Reducing ux to homogeneous boundary conditions will give us a new f ,  but it still satisfies 
the condition (8). Generally, we have the following estimates: 
I",',,,(~,y)l -< o (1 + ~-"e(-°" /"  + , - '~e( - " ( ' - " / ' )  w ,  j _> 0, on ~. 
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3. FINITE ELEMENT METHOD FOR (1) 
Let us discretize the weak form (3) by means of a finite element method,  see [12,14]. Let N 
and M be two positive integers. To construct he Shishkin mesh, we assume N is divisible by 4. 
In y direction, we diseretize [0, 1] as 
0=yo <y l  <'"<yM=I .  
In x direction, we use the Shishkin mesh by dividing the interval [0, 1] into the subintervals 
[0, a], [a, 1 - or], [1 - a, 1]. 
Uniform meshes are then used on each subinterval, with N/4 points on each of [0, a] and [1 -a ,  1], 
and N/2 points on [a, 1 - a]. Here a is defined by 
a=min{4,4a- l~ lnN }.  
More explicitly, we have 
O = xo < x l  < " "  < Xio < ' ' '  < XN-~o <' ' "  < XN = 1, 
with i0 = N/4, x~ o = a, XN-io = 1 -- a,  and 
hi = 4aN- 1, 
hi = 2(1 - 2a) N -1, 
for i = 1 , . . . , i o ,  N -  i0 + 1 , . . . ,N ,  
for i -  i0 + 1 , . . . ,N -  io, 
where hi = xi - xi -1.  
We shall assume that  
a = 4a- le lnN.  
Otherwise, z _> 16a -1 In N,  which is not a singularly perturbed problem. In this case, the method 
can be analyzed in the classical way. 
Let /~ = [x,-1,xi], I = [0,1], i~ = /~ x I ,  h = maxo<_i<_Nhi, k = maxo<j<_M(yj -- Yj-1), 
and I[" Hoo be the L °° norm. We will use different subscripts to distinguish the norm on the 
corresponding special domain. 
Consider the bilinear finite element space Sh(f~). Our finite element solution is: find u h E Sh 
such that  
= + + = (9)  
where ~ and f denote some kind piecewise polynomial approximation of a and f such that  
[](-d-a)[]oo,i~ < C(h~ + k'~), for x E Ii and i = l , . . . ,N,  (10) 
and 
[[(7-f)][oo,i <_C(h'~+kn), fo rxe l iand i= l , . . . ,g .  (11) 
Now let us recall some standard interpolation error est imates from [15], we will use in the next 
section. 
Let us express the standard bilinear interpolate of u as 
N M 
i f0  jffi0 
and we use the subscript x or y to distinguish the interpolate in each direction. Here l,(x) is the 
well-known "hat" function, see [14,15]. 
From Schultz [15], it is easy to prove the following lemmas. 
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LEMMA 3.1. (See [15, Theorem 2.1].) IIu = IIxII~u = IIuIIxu. 
LEMMA 3.2. (See [15, Theorem 2.6].) 
Ilu - ri~ulloo,z, _< i h~llux=lloo,Z,, 
Ilu - nxull~,i,  _< I h~lluxxll~,i,. 
LEMMA 3.3. (See [15, Lemma 2.110 
Ilnxulloo,i < max lu(x~)l = Ilulloo,z, 
- O<~<N 
IIr£~lloo,z, < m~( lu (x , -1 ,y ) l ,  lu (x , ,y ) l ) .  
The same results as Lemmas 3.2 and 3.3 also hold true for y interpolate Hu- 
4. MAIN  RESULTS 
Let us first prove the interpolation error estimates for the solution u of (1),(2). 
LEMMA 4.1. 
Ilu - I /~ul loo,¢,  < CN -2 In 2 N, Vi  = 1 , . . . ,  N. (12) 
PROOF. First, i f /=  1,. . .  , io ,N - io + 1,. . .  ,N,  then by Lemma 2.5, 
2 u Ch~ max(1 + hi ]] xx]]oo,¢~ <- e-2e(-ax)/e + e -2e(-a(1-~))/e) 
xe/i 
<_ Ohm(1 + e -2) <_ ON -2 In 2 N, 
for hi = 4o'/N in this case. Therefore, by Lemma 3.2, (12) holds true. 
Second, if i -- io + 1 , . . . ,  N -  i0, we can discuss them in two eases. Let a~ = 2a-18] lnE] be 
the boundary width. 
CASE 1. N -2 _< 6. Then 
Ilu+xllod, < c, 
for x~_~ and 1 - x~ are in [~, 1 - ~] c [o~, 1 - ~] .  Hence by Lemma 3.2, 
I1,, - n.,,l loo,g, ___ Ch~ll~,..lloo,g, _< CN -2,  
where we use the fact 
N -1 <~ hi _< 2N-*, for i = i0 + 1, . . . ,  N - io. 
CASE 2. N -2 >_ 6. In this case, we have 
[a, 1 - a] -- [a, de] U [ae, 1 - de] U [1 - de, 1 - a]. 
For [de, 1 - de], i ts  proof  is the same as Case 1. 
For [a, de] t2 [1 - a~, 1 - a] by Theorem 2.2, we can write Ilxu in the form 
Hxu = Hxwo + HxVo 4- HxVl 4- Hzz, 
where IIxw0, Ilxvo, Ilxvl, and IIxz .denote the linear interpolation i  x-direction to wo, co, vl, 
and z, respectively. 
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Note that 
2 W [[w0 - IIxwoll~o,r, _< Ch~ ][ o-xlloo,L -< CN-2, 
since wo is a smooth function independent of e by Theorem 2.2. 
Also by Lemma 3.3, 
too I 
~__ Ce(-aX~-l)/¢ < Ce(-aa)/e < CN -2, 
vl (x,  y) _ 1-I=v, (x,  y) c~,i, _<_2 v, (x,  y) oo,i, ' 
~ Ce(-a(1-xi))/e ~ Ce(-aa)/e < CN -2, 
(13) 
(14) 
(15) 
(16) 
and 
IIz(x,y) - II=z(x,y)lloo,x, <_ 211zlloo,r, <_ C¢ <_ CN -2, 
from which finishes our proof. 
Thus, we have the following lemma. 
LEMMA 4.2. For the solution u of (1),(2), 
]lu - 1-Iulloo,f~ _< C (N -2 In 2 g + k2). 
PROOF. Using Lemmas 3.1 and 3.3, we have 
Ilu - nulloo,n _< Ilu - rx=ulloo,n + IIn=(u - n~) l loo ,n ,  (17) 
_< [lu - n~ulloo,n + [lu - n~ulloo,n, (18) 
_< max flu - rlxull~,i, + 1 l<i<N ~ k21lu~,z, lloo... (19) 
_< C (N -2 In 2 N + k2). (20) 
Finally, we have the following theorem. 
THEOREM 4.3. For the _Finite element solution u h of (9), i['d and 7 satisfy (10),(11), then 
[I,~ -,~11 < c (N-2 In 2 N + k 2 + N-n ln  n N + kn) . 
PROOF.  Note that 
Cl IIInu- uhlll 2 _< ~ (n . - .h ,n . - .~) ,  (21) 
= ~ (n. - .,n. - .~) + ~ (. - .~,n. -.~). (22) 
Let X = flu - u h, then 
-B (m, -u ,m~-~h)  =~2( (n~-~)~,x~)+ ( (n~-%,x , )  +(~(n,~-~),x) .  (23) 
By very special properties of II~ for piecewise bilinears, we have 
= (nx  (.~) - .~, x~). (25) 
Then by Remark  2.3 and repeat the same proof of Lemma 4.1 for u u, we have 
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Similarly, 
~ ((n~ - ~)x, (n~ - ~h) x) = ~2 (ri~(~x) - ~,  ~)  ~ CN -~ In ~ Y lie (H~ - ~)~ I, (27) 
where one e is combined into ux. Also 
(~(rm - ~), x) _< Ctl~ll~,n I lnu - ull Ilxll _< c Ill-/u - u l l~,n Ilxll 
<_ CN-~ln ~ NII m, - ~'"11, 
(28) 
(29) 
where in the last step we have used Lemma 4.2. On the other hand, 
-~(u-uh,riu-u h) =(-~--B)(u, IIu--uh)+B(u, IIu--uh)--~(uh,rlu--u h) (30) 
= ((~ - a),~, n, ,  - ~h) + ( f  _ 7, nu  - u h) (31) 
_< c (11~ - al l .c , .  + IIf - 711o~,.) l ira, - u" l l  • (32)  
Combining (10), (11), (21)-(29), and Lemma 4.2, we have 
IIIn~- ~hlll ~ c (N-~ln ~ N + k s + g-" In '~ N + k"), 
by the basic Cauchy-Schwartz inequality. Therefore, 
< C (N -2 In 2 N + k 2 + N -n In n N + kn), (34) 
from which finishes our proof. 
REMARK 4.1. By Remark 2.1 and the proof of Lemma 4.1, we see that Lemma 4.1 also holds 
true for a = min{1/4, 2a - le lnN} if ax(x, y) = O. 
REMARK 4.2. From Theorem 4.3, we only need to choose ~ and f as the bilinear interpolation of 
a and f for the quasioptimality in L 2 norm. By Remark 2.2, the quasioptimality is also achieved 
if f depends on 6 but with property (8). 
5.  NUMERICAL  RESULTS 
In this section, we will present an example for our method applied to problem (1),(2), with 
a = 2 and f is chosen so that the solution of (1),(2) is 
e_X/~ + e-(1-x)/e ) 
u(z,  y) = 1 - 1 + e-1/~ + z(1 - z)  y(1 - y). 
This u has the typical boundary layer behaviour. Here the exact solution is known, so we can 
measure accurately the solution errors. 
All our computations are carried on Sun workstation in double precision. We choose the 
bilinear interpolation l-If of f as 7 and M = N. Our results are shown in Tables 1 and 2. They 
present he uniform convergency (i.e., independent of e) in L 2 norm very well. 
Let e N be the L 2 norm between the exact solution u(x, y) and the computed solution uh(x, y). 
The computed convergence rate can be obtained by 
(ln ee 2N - In e N) 
RN = In (ln(2N)/2 In N) '  
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Table 1. Errors in L 2 norm. 
N 
e 12 24 48 
1.0D°01 
1.0D-02 
1.0D-03 
1.0D-04 
1.0D-05 
1.0D-06 
1.0D-07 
1.53773D-03 3.56846D-04 8.64822D-05 
3.82665D-03 1.18212D-03 3.58286D-04 
4.41492D-03 1.43246D-03 4.78893D-04 
4.49223D-03 1.47031D-03 4.99116D-04 
4.50080D-03 1.47433D-03 5.01235D-04 
4.50837D-03 1.47591D-03 5.01652D-04 
4.58805D-03 1.48977D-03 5.04090D-04 
Table 2. Errors in L °° norm. 
N 
e 12 24 48 
1.0D-01 
1.0D-02 
1.0D-03 
1.0D-04 
1.0D-05 
1.0D-06 
1.0D-07 
4.56598D-03 1.02124D-03 2.40876D-04 
1.47783D-02 6.77789D-03 2.57586D-03 
1.48926D-02 6.77504D-03 2.97576D-03 
1.49056D-02 6.77498D-03 3.14068D-03 
1.49069D-02 6.77498D-03 3.15773D-03 
1.49070D-02 6.77498D-03 3.16237D-03 
1.50804D-02 6.77498D-03 6.99688D-03 
Table 3. Convergence rates R N in 
N 
12 24 
1.0D-01 
1.0D-02 
1.0D-03 
1.0D-04 
1.0D-05 
1.0D-06 
1.0D-07 
3.2672 2.6823 
2.6273 2.2591 
2.5175 2.0735 
2.4980 2.0446 
2.4962 2.0418 
2.4976 2.0422 
2.5158 2.0508 
L 2 norm. 
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