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A graph

G is Ramsey size linear

if

there is a constant C such that for any graph

edges and no isolated vertices, the Ramsey number

H wlth

n

r(G,H) < Cn. It will be shown that any

graph G with p vertices and q > 2p - 2 edges is not Ramsey size linear, and this bound is
sharp. Also, if G is connected and q < p + 1, then G is Ramsey size linear, and this bound
is sharp also. Special classes ofgraphs will be shown to be Ramsey size linear, and bounds
on the Ramsey numbers will be determined.

1. Introduction
Only finite graphs without loops or multiple edges will be considered. The general notation
will be standard, with specialized notation introduced as needed. For a graph G, the vertex
set and edge set will be denoted by V(G) and E(G) respectively, and the order of G (the
number of vertices in Y(G)) and the size of G (the number of edges in E(G)) will be
denoted by p(G) and q(G) respectively. For graphs G and H, the Ramsey number r(G, H)
is the smallest positive integer n such that if the edges of a Kn are colored either red or
blue, there will always be a red copy of G or a blue copy of I{.
The following Ramsey bound theorem was conjectured by Harary, and proved by
Sidorenko in [12].
Theorem

1. For any graph H, of size n and without

isolated uertices,

r(K3,Hr)<2nll.
$ Research
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r(K3,7,+):2n*l

(see [2]), andr(K3,nK2):2n*l (see [11]), the bound in
Thus, for G : Kz the Ramsey number r(G,H) has an
1
be
lowered.
Theorem cannot
upper bound that is linear in the number of edges in I1. It is natural to ask for which
graphs G is this true. This motivated the following definition.

Since

Definition
graph

l. A graph G is Ramsey size linear if there is a constant C such that for any

H, of size n without

isolated uertices,

r(G,H") < C 'n.

In Section 2, the maximum number of edges in a graph G that is Ramsey size linear
will be determined, as well as the minimum number of edges in a connected graph G that
is not Ramsey size linear. In particular, it will be shown that if sG) > 2p(G) - 2, then G
is not Ramsey size linear. We will also prove that if G is connected and S(G) < p(G) + l,
then G is Ramsey size linear. Both Ramsey size linear graphs and graphs that are not
Ramsey size linear exist in the interval p(G) + I < q(G) < 2p(G) - 2. ln fact, examples
will be described to show that for each p*2 < cl <2p- 3, there are connected graphs G;
with p(G,) : p and q(G): qfor i: 1,2 such that G1 is Ramsey size linear and G2 is not
Ramsey size linear.

In Section 3, special classes of graphs will be shown to be Ramsey size linear; more
speciflcally graphs G with extremal number ext(G,n) : O(n312) will be shown to be
Ramsey size linear. In Section 4, some upper bounds for the Ramsey numbers r(G,H")
will be verified for some special graphs G, such as even cycles, where Iln denotes a graph
of size n without isolated vertices. Some open questions related to the results of the paper
will be discussed in Section

5.

2. Extremal problems
We start this section with a proof of Theorem 2, which will be the basis for showing that
a graph of order p and size at least 2p - 2 is not Ramsey size linear.
Theorem

2. Let G be afixed graphwith p(G): p >3

positiue constant C such that

for

and

q(G): q. There exists a

n sufficiently large,

rlG.K,'1r.

/

(#)

'to-lttln-)l

An immediate consequence of Theorem 1 is the following.
Corollary

1. lf

p(G)

>

3 and q(G)

> 2' p(G)

-

2, then G is not Ramsey size lineat.

Theorem 2canbe found in [6], but we include it here since it is central to the results of
this paper. In this proof, [l{]r will denote the set of all k-element subsets of {1,2, ",4/}.
Any 2-coloring of the edges [N]2 of the complete graph with vertices [,n{] will be denoted
by (R,B), with R as the red graph and B as the blue graph. If S c [l/], then the red
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subgraph (blue subgraph) induced by R(B) will be denoted by (s)r ((s)r). central to this
proof is the following result of Erd6s and LovSsz (see [8]). The form used in this paper
can be found

in

[14].

1. (Erd6s-Lovisz) Let Ct, C2,..., Cnbe euents with probabilities P(C), i: l,
2, ..., n - L, n. Suppose there exist corresponding positiue numbers x1., x2, ..., xn such that
xi'P(C)<land
log x; >
\x1P (C), i : 7,2,. . .,n,
where the sum is taken ouer all j f i such that Ci and Ci are dependent. Then
Lemma

P(n e,) > o.
With Lemma

1, we can give the

proof of Theorem

2.

2. The proof uses the Lov6sz-spencer method (see [14]). For an
appropriately large N, we will verify the existence of a two-coloring (R,B) of [N]2 such
that R t' G and B # K". Randomly two-color [N]2, each edge being red with independent
probability r. For each s c [rrl]r let .4s denote the event (S)n G. Similarly, for each
=
7 c [N]n,let .B7 denote the event (T)p = K,.
The fundamental result to be used here is the ErdSs-Lov6sz local lemma (Lemma
1). To implement Lemma 1 in the setting previously described, we make the following
simplification.
For each Ct: As,let x;: a, and for each Ci: Br,let x; : b.For a flxed,45,\et Naa
denote the number of S' I S such that A5 and As, are dependent. Similarly, define N,ag
to be the number of r such that As and Br are dependent. In exactly the same way,
define Ns7 and Ns3. Letting A and B denote typical ,4.5 and .B7 respectively, note that the
Proof of rheorem

desiredconclusionfollowsif thereexistpositivenumbers aandb suchthat a-P(A)<1,
b.P(B) < t,
loga >

N,4A,.

a.

P (A)

+ Nes . b. P(B),

(1)

>

Nn,q,.

a.

P (A)

+ Nss . b - P(B).

(2)

and

logb

Note that,4s and 87 are dependent only if lS n
> 2. A similar observation holds for
"l
the pairs (As,As,) and (87,B7,).
For the purpose of this calculation, it suffices to use the following bounds:

Naa<

(')G-:)

N.sB,Nas=
Nsa

(T) (

1(')ff-:):

P(A\ >

:

O(NP-2),

N,,

O(n2'Nt-21,

plrq, and P(B): (1- r)0.
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Let

s:

tO-Z\/(q

-

1) and set

p: Cr N-', n:
a: Cs) 1 and

Cz

6

-

'N''logN,
"CnNs'(togNlz,

where C1 through Cn are positive constants. Then log a > 0,
N77.'

:

a' P(A)

O(No-21tr-sa)

:

o(1)

and

Nea'b 'P(B) < n(cz+crc$/2)N"(losN)2)

if Crc3/2 > Cz*

:

o(1)

ca. Similarly both sides of equation (2\ arc of order

c.N'.(logN)2
for an appropriate constant c. The constants C1 through Ca ma! be chosen so that
equation (2) holds. Thus, there is a two-coloring of [N]2 with no red G and no blue K*,
where n - C2 ' N' ' log N. Solving for N in terms of n, we get the stated result. This
completes the proof of Theorem

2.

tr

p and size

There are graphs of order
following result confirms.

Theorem 3. Let Tp; be any tree on p
any graph of size n. Then,

S

- I

r(Go,H) <

:

2. If H" is a graph

-

3 that are Ramsey size linear, as the

uertices (p

2n@

If II, has no isolated vertices, then p(H")
Theorem 3 is the following corollary.
Corollary

2p

-2) i

<

> 2), Gp: Kr * To-r,

and Hn be

p(H").

2n. Thus, one immediate consequence

of

of size n without isolated uertices, then

r(Gu,H")<2(1t-l)n.
Proof of Theorem 3. The proof will be by induction on n. The result is trivial for n : 1,
since r(Go,Hn) : max{p,p(ff1)}. Proceed by induction on n.
Let u be a yertex of Hn of smallest degree, and let HL : H,- u. Two color the edges of a
Kzn@-z)+p@,y and assume that there is no red G, or blue Hn.By the induction assumption,
there is a blue copy of H'*.
Let N be the neighborhood of o in the graph H'".
By assumption, each vertex of K2r6-2.1a0G") - H'" is adjacent in red to at least one
vertex of N. On the other hand, no vertex of N can have red degree r(Tr1,Kp6,1) :
@ - 2)(p(H") - 1) + 1. in K2,1r-21+p(n ), since this would ensure either a red G, or a blue
.FIn. Therefore, using these counts on the number of red edges emanating from N gives
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the following inoqualities.
2n@

-

2)

+ 1 <lNl(p

* 2)(p(H,)-

1)

<

fuO - 2)G,@,) - t).

This gives a contradiction that completes the proof of Theorem

3.

tr

The next result gives the minimum number of edges in a connected graph that is
Ramsey size linear.
Theorem

4. If G is a connected graph with q(q < p(G) + l, then G is Ramsey size linear.
: p(G) + 2 that is not Ramsey size linear.

In addition, there is a graph G with SG)

Some preliminary results and examples

will be

needed

in the proof of Theorem

4,

which we now give.

2. lf G1 and G2 are Ramsey size linear graphs, then the graph G1 . G2 obtained
by identifuing precisely one uertex from each graph is also Ramsey size linear.

Lemma

Proof. Let Hn be a graph of size n. We can assume for
positive integers with e1 ( c2. We will show that
r(yG1' G2, Hn)

< kzp(G) *

j: l,2thatr(Gi,H,) <cinfor

c1)n,

and so Gt'Gz is Ramsey linear. Let m: (czp(G) * c1)n, and 2-color the edges of a K^
with red and blue. Assume there is no blue copy of ,EI,. Therefore, using r(G1,Hn) 1 cfx,
there must be c2n vertex disjoint red copies of Gr. If u1 is the vertex of G1 that is to be
identifled with the vertex o2 of G2, let S be the set of czn vertices that represent ul in
each of the c2n copies of G1. Since r(G2,H,) 1c2n, there is a red copy of G2 using only
vertices in S. In this red copy of G2,the vertex identifled withu2 is the same as the vertex
identified with u1 in some copy of Gr and this gives a red copy of G1 'Gz. This completes
the proof of Lemma 2.
tr

An immediate consequence of Lemma 2 is the following.
Corollary

3. If

G is a graph such that each of its blocks is Ramsey size linear, then G is

Ramsey size linear.

Next we describe a family of examples that will be needed to verify the sharpness of
the result in Theorem 4.

1. Let G be any graph that contains Ka as a subgraph. Then, since r(Ka,H) >
C(ffi)t/', any graph G thst contains a Ka is not Ramsey size linear. Thus for any tree

Example

Tp-tonp-3uertices,thegraphKt.Tp-tisaconnectedgraphoforderpandsizepl2

that is not Ramsey size linesr. clearly, any graph G that is a supergraph of Ka.Tp4 is not
Ramsey size linear.
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4. If

in G such that G - u has no cycles, then
size linear by Corollary 2. This will always be true if q(G) < p(G). If

Proof of Theorem

there is a vertex u

G is Ramsey
p(G)+ 1, and no such vertex o exists, then G will contain two vertex disjoint cycles.
Thus, each block of G will be either an edge or a cycle, both of which are Ramsey size
linear. Hence, by Corollary 3, G is Ramsey size linear. Example 1 gives the sharpness of
the result. This completes the proof of Theorem 4.
n

SG):

Let G be a connected graph of order p and size q. To summarize, we know that: if
1, then G is Ramsey size linear; if p*2 < q <2p-3, then it could be Ramsey
size linear, but may not be; and if q>-2p-2,then it is not Ramsey size linear.
q

<p+

3. Special

classes

of graphs

In this section special classes of graphs will be shown to be Ramsey size linear. We start
with a class of graphs defined by their Tur5n extremal numbers. Recall that ext(G,n), the
TurSn extremal number, is the maximum number of edges in a graph of order n that does
not contain a copy of G. An excellent survey of results in Tur6n extremal theory can be
found in [13], and a more general survey of extremal theory in [1].
Theorem

5. If ext(G,n) < cn3/2, then for euery graph H, of size n without
r(G,

H) <

(32c2

+

isolates,

8)n.

Proof. Let (R, B) be a two-coloring of the edges of K1u,, where N > (32c2 * 8)ir. Suppose
(R) I G Then (R) has at most cl[3/2 edges. Sequentially delete vertices of degree at least
2cyN in the current red graph until none remain. Afler M vertices have been deleted, at
least2ct/NM red edges have been removed from the original two-colord K1,., So at most

l{/2

vertices are deleted before the process terminates.

Now we have a two-colored complete graph with at least N 12 vertices in which the
red graph has no vertices of degree 2ct/l'l or more. We wish to show that there is an
embedding of 11, into the blue graph. Embed Il,, into the blue graph one vertex at
a time, starting with the largest degree vertex of H, and continuing so the sequence
is non-increasing by degree. Suppose that this process terminates. Then some induced
subgraph of H, has been embedded and the process cannot be continued because there
is no external vertex that can play the role of the next vertex of Iln in the sequence. We
may suppose that Hn has p vertices altogether; since I1, has no isolates, p <2n. Suppose
that the vertex needed to continue the embedding has degree k in Hn. Thus /In has k + 1
vertices of degree k or more, so k(k* 1) <2n and k < t/n.m the two-colored complete
graph, there are more than I'{12- 2n vertices external to the subgraph of .tJ, that is
embedded. By assumption, there are k vertices in the embedded subgraph of II, that in
the blue graph have no common neighbor among these external vertices. Thus, at least
one of the k vertices has degree l(N 12 - 2n)lk] or more in the red graph, and we have

lN/2-2n1 N/2-2n
2cvN>l
k lr--6-

Ramsey Size Linear Graphs
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so

\-q,^12!.q.
nVn

But the left-hand side is an increasing function
32c2

+

of Nlnfor Nln>

8r2, so, since

Nln>

8,

\_+,
,n

2N
n

> 32c2 -18 -

32cz

,*# >32c2*8-32c2(,.#)

and a contradiction has been obtained. This completes the proof of Theorem

:-,
5.

tr

The Turin extremal numbers for bipartite graphs have been studied extensively, and
there are several graphs of interest that have extremal numbers O(n3/21, and thus are
Ramsey size linear. In [9] and [13] many families of such examples can be found, and
some particular families can be found in [3] and [4]. For example it is known thal Ky-e,
and Qz - e (where Q3 is the 3-dimensional cube) have Tur6n extremal numbers equal to
o@3121.

Using Corollary 1, Theorem 4, Corollary 2, and Theorem 5, it can be determined with
just one exception if a graph of order at most 5 is Ramsey size linear. All graphs of order
at most 4 are Ramsey size linear with the exception of K4, which is not Ramsey size
linear. All graphs of order 5 that do not contain a Ka or have at least 8 edges can be
shown to be Ramsey size linear with the exception of K5 - (KzU K\).It is not known if
this graph is Ramsey size linear. Also, it is not known if K3,3, a graph with 6 vertices and
9 edges, is Ramsey size linear.
More generally, it would be of interest to know if a graph G is Ramsey size linear if it
satisfles the density condition that each subgraph -EI of order mhas size at most 2m-3.
The graph Ka is not Ramsey size linear, but the deletion of any edge leaves the graph
82, which is Ramsey size linear. Graphs with this property are of interest, and thus we
give the following definition.

Definition 2. A graph G is minimal Ramsey size linear

if

if G is not Ramsey

size linear, but

any edge is deleted, then the resulting graph is Ramsey size linear.

If any of the graphs Ks - (KzU KLz), K3,3, and the 3-dimensional

cube Qz are not
proper
subgraphs are
their
since
all
of
be
minimal,
Ramsey size linear, then they would
Ramsey size linear.

4. Upper bounds for special

graphs

In this section we will consider some special graphs G that we know are Ramsey size
linear, and determine an upper bound on the Ramsey number r(G,Hr), where .FI, is a
graph of size ,x with no isolated vertices. Of course, Corollary 2 gives upper bounds for
the books and fans (where the book Bn: Kr *Kt* and the fan Fp: Kr *P1). We have

r(BuH) < 2(k+ l)n and r(Fp,H") < 2kn.
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We next look at even cycles

Theorem

6.

I"f k

C21a,

and in particular, Ca.

> 2 and H, is a connected graph of size n, then for n sfficiently large

r(Cz*.Hn\<n*22ky7.
An immediate consequence of Theorem 6 is the following corollary.
Corollary

4. If k > 2 and Hn is a graph of size n without isolated uertices, then for n

sufficiently large

r(C2p,H)

<2n+k-1.

Note that if H": nK2, then r(Czr,H") > 2nl k - 1. If d Kzn+k-z is colored such that
there is a blue K2,-1 and the remaining edges are red, then there is no red C21, and no
blue nK2. Thus the bound in Corollary 4 is sharp.
Before we give the proof of Theorem 6, we will prove a technical lemma needed in the
proof.
Lemma

3. If a subgraph F of K2,,rq, has 6kn edges, then F contains a C21".

Proof. Let A and B be the parts of the bipartite graph F, with l,4l

:

2n and lBl

:

^,,A.
Delete any vertices of A of degree less than 2k and then delete any vertices of B of degree
less than 2k1/i. Continue to do this until no more vertices can be deleted.
This results in a graph F'. Note that F' is non-empty, since fewer than (2k1/i)Ji*4kn:
6kn edges have been deleted, and this is less than the number of edges in F. Let A' and B'
be the corresponding parts of F'. Each vertex in A' has degree at least 2k, and each vertex
in B' has degree at least 2k1/i. Select a vertex b in B', and let N be the neighborhood
of b in A'. Let N' be a subset of l[ with 2kJi vertices, and let G be the subgraph of F'
induced by .n['U (B' -b).
Thus G is a graph with at most 4kui vertices and at least 4k2 Ji edges. Therefore, by
a result of Erd6s and Gallai l7), Ghas a path with at least2k vertices. This path (actually
2k - | vertices of this path), along with the vertex b, will give a c21. This completes the

proof of Lemma

3.

6. Let F be a complete graph on n * 22ky7 vertices whose edges are
colored either red or blue. We will assume that there is no red C21, in F, and we will show
that there is a blue II,.
Let L be the vertices of F of red degree at least 7k\fr. If the number of vertices in
I is as large as ,6, then there is a red bipartite graph with ,/i yertices in one part,
n * 22kuh - Ji vertices in the other part, and at least
6ftn edges. Then by
^/i6kJi:
Lemma 3, there must be a red C21, in this bipartite graph,
and thus in F. Note that for
n sufficiently large, 22kJi < n, and additional vertices can be added to the large part of
the bipartite graph to get 2n vertices, and so Lemma 3 applies. Let F' : F I. Thus, we
can assume that each vertex of F/ has red degree less than 7kJi.
Proof of Theorem

Ramsey Size Linear Graphs
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(l < j <p),let

of Hnin

non-increasing degree order, say
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ht,hz,...,ho.For

each

j,

Si be the subgraph of 11, induced by the vertices {hr,hz,...,hi}. Assume
that there is an embedding o of S, into the blue graph of F', but there is no embedding
of S,+r. Let N be the neighborhood of h111 in S,, so N' : o(N) is the corresponding set

of vertices in F/.
From [5] and an unpublished result of Szemer6di we know that there are constants c
and c/ such that

r(Ca,K*) <
,i*',=.
= (logry1z'
and for

k>

2,

r(C21r,K^\

<

ctmft+l)/k

,,'*' ,r.
= vogm)'

Therefore, since there is no red c21,in F, there is a constant c" such that there is a blue
K",,r6togn.This implies that Sa,1q1orn can be embedded in the blue subgraph of F/, and so

r>

c" fnlogn.
we will first consider the case when r < nl2. Each vertex of F' - s, is adjacent
in red to a vertex of N'. Therefore, there will be at least (n/2) - 1/i red adjacencies
emanating from N'. On the other hand, because of the ordering of the vertices in Hn,
each vertex of S1 has degree at least lN'|, so lN'lc"r/ilogn:i 2n. This implies that
lN'l < ZJilt" logn. Since each vertex of F'has red degree at most 7k{n,therc will be

at most (lkfflQn/c"togn):7kn/c" 1ogn red edges emanating from N/. This implies
(n/2) - t/i < Tknf c" logn, a contradiction for n sufficiently large. This completes the proof
of the case when r < n/2.
Next, we consider the case when r > n/2. First observe that, lN'lr < 2n means
lN'l < 4. Since there are at least 2lk\fr vertices in F'- &, there are at least Zlk^/i
red edges emanating from N'. This implies there is a vertex of N' of red degree at least
(2lkJi)13 :lktfn, which gives a contradiction and completes the proof of Theorem 6.

tr

It should be noted that the bound n * 22k1/i could be improved by more careful
counting, but this would not give any improvement in Corollary 4, so the additional space
and effort is not warranted.
Sharper bounds can be obtained for the case k : 2. It is known (see [10]) that
r(Ca, K1.) < n* | + I \/i l, with equality for an infinite number of values of n. However, if
.EI, is connected and not very 'star like', a sharper bound on r(Ca,H) can be determined.
Usingr is)os1ly the same techniques and proof structure as in Theorems 5 and 6, the
following two theorems can be proved. Due to the similarity to the previous proofs , the
details will not be given.
Theorem 7. Let Hn be a connected graph of size n and oriler at most n
sufficiently large,
r(Ca,Hn)

<n*2.

- l2{n. If n is
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8. Let H,
large,and6<l/8,

Theorem

be a csnnected graph of size n and

r(Ca,H")

If

n is sfficiently

3n*2.

7 and

8, the proof techniques
detailed analysis, the following result can be proved.

Using Theorems

L(H,) < 6\fr.

of

these results, and a much more

Theorem 9. Let H, be a connected graph of size n and A'(H")
small and n is sfficiently large,

r(Ca,H) <

<

en.

If

e is sfficiently

nl2.

If

the edges of a Ko+r are colored such that the red subgraph is a star Kl,n and the
blue subgraph is a complete graph K,, therc is no red C+ and no blue connected graph of
order n* 1. Thus, r(Ca,Hn) > nl I for any tree Hn ol size n. Thus, each of the Theorems
7, 8, and 9 is sharp.

5.

Questions

There are many questions left unanswered. The following density question may be very
difficult, but it is certainly of interest.
Question

l. If euery subgraph S of G satisfies q(S) < zp(S) -3, is G necessarily Ramsey

size linear?

If the answer to the previous question is yes, the minimal graphs Kt,s, Gs - K5 - (Kr,z U
K2), and Q3 arc Ramsey size linear. Thus, a subquestion of the previous question is the
following.
Question

2. Are the graphs Ks,z, Gs - K5 - (Kr,zU K), and

Q3 Ramsey size linear?

Trees and complete graphs could play central roles in determining
In particular, consider the following question.

if a graph

G is

Ramsey size linear.

Question 3. If there is a constant c such that
cn2, is G Ramsey size linear?

for

each integer n, r(G, Tn)

<

cn and r(G,

K") <

In the upper bound on the Ramsey numbers for cycles, only even cycles were considered.
Thus, the following questions is of interest.
Question

4. For which constants c is r(C21,,r1, H,) <

c(2k

* l)n, where Hn is a graph of size

n without isolated uertices?

A much more difficult problem is to extend the result of Sidorenko and of Corollary
on triangles to cycles of arbitrary length.

4

Ramsey Size Linear

I

guestion 5, Is r(C^,Hn)
without isolated uertices?

<

2n

+

L@

-

l)/2),

Graphs

where m

>

399

3, and Hn is a graph of size n

Question 6. Is there an infinite family of minimal Ramsey size linear graphs, or more specifically, is there a minimal Ramsey size linear graph other than Ka?
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