Abstract: In a previous paper, we introduced a way to generate a time coordinate system for classical and quantum systems when the potential function has extremal points. In this paper, we deal with the case in which the potential function has no extremal points at all, and we illustrate the method with the harmonic and linear potentials.
Introduction
A subject related to the concept of entropy is time. Evolution equations for mechanical systems are reversible, but the entropy of the system sets a specific time direction, eliminating the reversibility of the equations of motion. Time in Quantum Mechanics is an old subject of research and has lead to many interesting developments. At the end of this paper, there is a small, incomplete, list of references on this subject . In a previous paper, we have proposed the use of coordinate eigenstates located at the extremal points of the potential function as a zero time eigenstate for the generation of a time coordinate system in classical and in quantum systems [73] . However, that proposal does not work for a potential function without extremal points, as is the case of the linear potential. Therefore, in this paper, we address the issue of constructing a time coordinate for that type of potential function. With these results, we will be able to generate a time coordinate system for any potential function for classical and quantum systems.
Let us consider a one-dimensional Hamiltonian for a physical system of the form:
If we want to use the energy shells as a coordinate in phase-space, a good choice for a second coordinate is the surfaces that cross all of the energy shells. The normal direction to the constant energy shells is given by the vector:
There are two cases for which one of the components of this vector vanishes: when the force vanishes and when p = 0. The case of vanishing force was treated in [73] . In that work, there was given a justification for the use of coordinate eigenstates, placed at the zero force places, as zero-time eigenstates for the generation of a time coordinate in classical phase space and in quantum systems. In this paper, we consider the second case, the use of momentum eigenstates at p = 0 as the zero-time eigenstate. This curve is easy to generate in Classical and also in Quantum Mechanics, so that is a good choice for an initial time eigenstate, especially for potential functions with no extremal points, as is the case of the linear potential. We will use the harmonic and linear potential to illustrate the concepts developed here.
Time Eigenstates for Classical Systems
Let us consider the task of generating a time coordinate system for classical systems. To generate a time coordinate system, we start with the momentum eigencurve with p = 0 as the zero-time eigencurve, i.e.,
where z = (q, p) is a point in phase-space. This curve is normal to the constant energy shells and, then, it crosses all of that shells. The remaining time eigencurves, γ(t), are generated by the time propagation of the zero time eigencurve, γ(0). These curves are then given as:
where z(t) is the phase-space point obtained from (q, p = 0) after evolution for a time, t. The time eigenfunction is a Dirac's delta function with the time eigencurve as support:
The evaluation of the time variable on any point of the support of this function results in the value, t. With these and the energy eigencurves, γ(E), and eigenfunctions, ν E (z; E):
we have a pair of variables and functions that can be used as an alternative to the usual phase-space coordinates (q, p) and its eigenfunctions. For instance, for the harmonic oscillator, the time eigencurve is:
and, then, to each point in phase-space, there is a defined value of energy and time, given by:
which is just the polar coordinate system. Since energy and time is now another coordinate system equivalent to the phase space coordinates, a phase-space function, f (z), can also be written in terms of the energy time variables, (E, t). For instance, an energy-time Gaussian probability density:
will have another shape and other widths in phase space. In Figure 1 , we show plots of the time function, t(z), for one period, and density plots of the unnormalized energy-time Gaussian probability density in energy-time space and in phase space for the harmonic oscillator. In that calculation, E 0 = 1.5, σ E = 0.5 and σ T = 1. Let us now consider the linear potential V (q) = aq, where a is a real constant. The time eigencurve for the this potential is given by:
The time variable depends only upon p and a plot of this variable and of the time-energy Gaussian of Equation (9) , in time-energy and in phase-space, is shown in Figure 2 . We have defined a time coordinate system for classical systems. The method used for that can also be used in quantum systems, as we show below. The advantages of this choice are that the momentum eigenstate at p = 0 is easy to generate and that it will be formed with all of the energy eigenstates.
In the next section, we will deal with quantum systems, and we will consider both cases, the continuous and the discrete energy spectrum cases. We will also use the linear potential to illustrate the method.
Quantum Systems: Continuous Spectrum
Let us consider a one-dimensional quantum system and proceed to obtain time eigenstates, with the linear potential as an illustration of the method.
Derivation of Time Eigenstates
We will derive time eigenstates for a continuous energy spectrum by the rewriting of the identity operator and by making use of the integral representation of Dirac's delta function. The main assumption here is that there is a state |t = 0 , such that E|t = 0 = e iα , the same value of α for all the energy eigenstates, |E . We will apply the following results to the linear potential.
We start with the expansion of the identity operator in terms of energy eigenstates:
where we have made use of 1 = e iα e −iα = E |t = 0 t = 0|E and where we have defined time eigenstates as:
Note that we have written the identity operator in terms of time eigenstates |t . The Hamiltonian is written in terms of time eigenstates as follows:
We now form a time operator as:
where we have made use of integration by parts and b.t. stands for the boundary terms. For the linear potential, the boundary term vanishes if the wave packet has components in a finite interval of momentum values. With this, we have time and energy representations of the time operator. When boundary terms can be neglected, the n-th power ofT can be written as the integral of |t t n t| as:
The time eigenstates Equation (12) are indeed the eigenstates of the time operator Equation (14):
Now, let us see the result of the commutator between the time and Hamiltonian operators. For one of the components of the identity operator, we have that:
Thus:
and:
Since the Hilbert space is composed of L 2 functions, we expect that in energy-time space, the wave function will also be of an integrable square type and, then, the boundary terms will vanish. This leads to the conclusion thatÎ andT have the desired commutator withĤ.
Equalities Involving Powers of Time
We can write down an expression for any power of t:
i.e., we have that:
whereT n := dt t n |t t|. This equality is consistent with the constant commutator being a derivation.
From the above equality, it is easy to show, by the induction method, that:
Change of Representation
We can obtain the energy eigenvector from the time eigenvectors as follows:
and vice-versa, from the definition, we can see that the appropriate sum of energy eigenstates results in the time eigenstate:
Orthogonality between Time Eigenstates
The time eigenstates are not orthogonal for the same zero time state:
However, assuming that there is a set of zero-time eigenstates that are orthogonal, these states are indeed orthogonal when t is the same and the zero time states are different:
where τ is a parameter that distinguishes between the different zero time eigenstates.
Quantum Systems: Discrete Spectrum
We need to consider a discrete version of the above results, so that we can handle the cases of discrete spectrum and discretized versions of a continuous spectrum model system. In this section, we introduce time eigenstates for systems with a discrete spectrum.
Derivation of Time Eigenstates
Again, to obtain time eigenstates, we rewrite the identity operator, written as an energy eigenstates expansion, using an approximation to Kronecker's delta with sin(x)/x, and later, we use the integral representation of this function.
For some large T ∈ R, and denoting by |n the eigenvectors of the Hamiltonian operator, we have that:
dt |t t| (27) This defines time eigenstates of the form:
Note that if there is a state |t = 0 , such that n|t = 0 = e iα , we can take it as a zero time eigenstate, and then, we can additionally do the following:
where we now have defined time eigenstates as:
The advantage of this definition is that the time eigenstate can be more specific than just the sum of all of the energy eigenstates. The following properties hold for the second type of time eigenstate.
We form a T -dependent time operator as:
The domain of this operator is the Hilbert space. With this equality, we have time and energy representations of the time operator. This time operator is similar to the operator used by Galapon [74] and later analyzed by Arai et al. [75, 76] . However, Galapon's operator does not make use of the oscillating factors; they do not give expressions for the time eigenvectors, and their operator is valid only in a limited domain. The above defined operators have the expected commutators withĤ, for wave functions with a finite support in time. The time derivative of one component is:
This equality allows us to find what the commutator betweenÎ(T ) andĤ is:
It is easy to see that the time operator,T (T ), is self adjoint and that the eigenoperator of the commutator, [T , •], is the propagator, i.e.,
Based on the last equality, we can show that the time eigenstate Equation (30) is indeed an eigenstate of the time operator Equation (31) .
where we have made use of the fact that |t = 0 is the time eigenstate with eigenvalue zero. For the Hamiltonian, we have that:
as expected. The discrete version of the time operator has the same properties as the continuous counterpart. Some of them follow.
Change of Representation
Orthogonality between Time Eigenstates
The time eigenstates are not orthogonal for the same zero time eigenstate:
However, the time eigenstates are indeed orthogonal between two eigenstates when t is the same and the zero time states are different:
where τ is a parameter that differentiates the |t = 0 states and where we have assumed that they are orthonormal.
Matrix Elements of Operators
A calculation that can be used to verify our results is the matrix elements of operators. It is also interesting, by itself, to find the matrix elements of the time operator. Therefore, in this section, we calculate these matrix elements in coordinate space. These matrix elements are easy to calculate once we have the energy eigenstates at our disposal, since identity, Hamiltonian and time operators have been written in terms of them. What we need is the energy eigenstates in coordinate and momentum representations.
We calculate the matrix elements of quantum operators for the linear potential with a = 1 and Hamiltonian:
For numerical calculations, we will use a discretized version of the spectrum, and we will work in the energy interval, E ∈ (−40, 40). The unnormalized energy eigenfunction for the linear potential, in the momentum representation, is:
This function complies with the requirement of E|p = e iα when p = 0, as is needed for the results of this paper. Thus, this is our zero-time eigenstate. By using the results of Section 4, we have made density plots of the squared magnitude of the coordinate matrix elements of operators, which are shown in Figure 3 . The matrix representation of these operators is diagonal or near diagonal for the time operator. The Hamiltonian and time matrix elements oscillate, and the time operator has higher values for large negative values of q. The squared magnitude of the matrix elements of operators in the momentum representation is shown in Figure 4 . We notice that the values of the squared magnitude of the matrix elements of the time operator increases with the increase of the magnitude of the momentum. In Figure 5 , there are density plots of the squared magnitude of coordinate matrix elements of operators for the harmonic oscillator. When the value T = π is used, we obtain the matrix representation of the operators for positive coordinate, but if we use the value T = 2π, we obtain the matrix elements for all values of q. As always, the matrix elements for the identity and for the Hamiltonian are diagonal in the coordinate representation and around the diagonal for the time operator. Figure 5 . Density plots of the squared magnitude of the coordinate matrix elements of some operators for the harmonic oscillator. On left, the Hamiltonian operator, and on right, the time operator. We have used T = π. The matrix elements extend to negative coordinates when T = 2π. We have used 50 energy eigenfunctions for these plots.
Remarks
We have shown how to define a time coordinate system in phase space for classical systems. Any hypersurface that crosses the energy shells can be used as a zero time surface, but the surfaces introduced in [73] and in this paper are easy to use for any potential function with the additional advantage that the same process can be used for quantum systems.
Our operator and states comply with the desired properties for a time operator and its eigenstates. The time eigenstates are similar to coordinate and momentum eigenstates in that they are not normalizable at all, and therefore, are not part of the Hilbert space, but the domain of the time operator is indeed the Hilbert space. In a similar way as the coordinate and momentum eigenstates, the time eigenstates can be used as an alternative coordinate for classical and quantum systems. Thus, we can adopt the point of view that energy and time are an alternative coordinate system similar to coordinate and momentum variables.
The coordinate matrix elements of the identity, Hamiltonian and time operators, in the time eigenstates basis, support our results. They also have the expected properties.
For systems with higher dimension than one, the zero-time eigencurve is a hypersurface with one of the components of the momentum equal to zero. The evolution of that curve generates the time coordinate system in phase space.
With these results, we are starting to solve a series of old puzzles in Quantum Mechanics, puzzles that are also present in Classical Mechanics.
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