We propose a novel conditional graphical model -spaceMap -to construct gene regulatory networks from multiple types of high dimensional omic profiles. A motivating application is to characterize the perturbation of DNA copy number alterations (CNA) on downstream protein levels in tumors. Through a penalized multivariate regression framework, spaceMap jointly models high dimensional protein levels as responses and high dimensional CNA as predictors. In this setup, spaceMap infers an undirected network among proteins together with a directed network encoding how CNA perturb the protein network. spaceMap can be applied to learn other types of regulatory relationships from high dimensional molecular profiles, especially those exhibiting hub structures.
gains in statistical power and computational efficiency.
tumor suppressor genes harbored in this region (Dimova, 2015) . However, it remains unclear what functional consequences these deletions may lead to 182 in tumor cells. To address this question, we investigated the subset of pro-183 teins regulated by the CNA-hub on 17q21.32. We identify a tightly linked 184 group of 10 proteins from the family of P-type cation transport ATPases, 185 which are integral membrane proteins responsible for establishing and main-186 taining the electrochemical gradients of Na and K ions across the plasma 187 membrane. Increasing evidence suggests that ion channels and pumps play 188 important roles in cell proliferation, migration, apoptosis and differentiation, 189 and therefore is involved in aberrant tumor growth and tumor cell migra-190 tion (Li and Langhans, 2015) . For example, Na, K-ATPase proteins are 191 associated with various signaling molecules, including Src, phosphoinositide 192 3-kinase (PI3K), and EGFR thereby activating a number of intracellular 193 signaling pathways, including MAPK and Akt signaling, to modulate cell 194 polarity, cell growth, cell motility and gene expression (Haas et al., 2002; 195 Barwe et al., 2005) . In addition, it has been hypothesized that targeting 196 overexpressed Na(+)/K(+)-ATPase alpha subunits might open a new era in 197 anticancer therapy and bring the concept of personalized medicine from aspi-198 ration to reality (Mijatovic et al., 2008) . Our network analysis result further 199 suggests that high frequency deletion of 17q21.32 might serve as an upstream 200 regulating event for Na, K-ATPase proteins in breast cancer cells. Further 201 study of this region could lead to new discoveries of tumor suppressor genes 202 controlling ion channels and pumps (Litan and Langhans, 2015) . Addition-203 ally, 17q21.32 acts in cis on LRRC59, which has been shown to modulate cell 204 motility, aid in EMT, and is a necessary factor for oncogene FGF1 to enter 205 the nucleus for regulatory activity (Maurizio et al., 2016) .
206
Loss of 5q is a common feature of basal-like breast tumors (Cancer Genome
207
Atlas Network et al., 2012) . In the network inferred by spaceMap , a CNA of 208 a region on 5q34 is found to influence the largest number of proteins ( Figure   209 3, upper-right). This observation is consistent with previously reported result 
243
To have a more direct comparison with the marginal correlation based 244 approach, we built a network (referred to as the marginal network) using the 245 same set of nodes as in prot-net (Table 1) Finally, among the CNA-protein edges in prot-net, the CNA profiles 261 are positively correlated with their cis-regulated protein levels; whereas for 262 trans-regulation, we did not observe a significant preference towards either 263 positive regulation or negative regulation. 264 We also fit scggm to the CNA and protein levels of the BCPLS data set, 265 but find evidence of high variability and instability. We first use 10-fold CV We engineer the spaceMap R package to be computationally efficient. 
395
In the applications of breast and ovarian cancers, protein level data re-396 sults in more functionally enriched networks than RNA expression data for 397 both cancer types, suggesting that protein data could be more informative for This suggests a hypothesis that, although different cancers show large tumor heterogeneity in terms of genomic alterations, these distinct alteration events may eventually contribute to the same set of crucial biological processes. 406 Therefore, identifying and characterizing the downstream crucial biological 407 processes might be the key to design effective diagnosis and treatment strate-408 gies to overcome the challenges due to tumor heterogeneity in clinical prac-409 tice. And network-based-system-learning approaches, like the one proposed 410 in this paper, would be essential for such a goal.
411
Due to the small sample sizes, here we focus only on the most robust 412 signals in the data and our top priority has been to control false discovery 413 rate of the inferred networks. Although we are not expecting to capture all 414 important regulatory patterns in such a way, we can be reasonably confident 415 with those that are identified. In the future, with more proteomics samples 416 available for cancer studies, we expect that spaceMap will be able to draw 417 more insights on driver genes and genomic events in cancer.
418
Since spaceMap infers conditional dependency relationships, we expect 419 that the interactions inferred by spaceMap are more direct than those in-420 ferred by marginal analysis. Specifically, compared to the results of marginal 421 analysis using the same data by spaceMap, we find that spaceMap is more 422 advantageous in narrowing down to small genome regions as tran-hub and 423 thus could shed more lights on regulatory mechanisms of CNA on protein 424 or RNA. However, this is at the cost of a more complicated model and con-425 sequently demands both more samples and computational efforts to fit the 426 model.
427
In principle, spaceMap may also be used to conduct eQTL analysis using 428 protein levels or RNA expressions (as response) and SNV (as predictor). Due to the large number of SNV, one may need to reduce the set of SNV through filtering and/or grouping. 
444
The goal is to learn the graph structure (ie. the set of edges) based on the observed data. In the following, we use x = (x 1 , · · · , x P ) T to denote one type of nodes, e.g., CNAs, and y = (y 1 , · · · , y Q ) T to denote another type of nodes, e.g., protein levels. Let z = (x T , y T ) T and assume that the random vector z has mean µ = (µ T x , µ T y ) T and a joint covariance matrix
where µ x , µ y are the mean vectors of x and y, respectively; Σ xx , Σ yy are the covariance matrices of x and y, respectively; and Σ xy = Σ T yx is the covariance between x and y. Furthermore, the inverse of the joint covariance matrix, referred to as the concentration matrix, can be partitioned accordingly:
The off-diagonal entries of Θ are proportional to the partial correlations, 
453
When there are two types of nodes, sometimes we are only interested in 454 certain subsets of interactions. In the following, assume that we are only 455 interested in the interactions among the y variables and those between the y 456 variables and the x variables, but not the interactions among the x variables.
457
Then there is no need to learn the entire concentration matrix Θ. Note that 458 for l = q, θ lq y = Θ yy (l, q) is proportional to ρ lq y which denotes the partial 459 correlation between y l and y q given {x p } P p=1 and {y q : q = l, q}; and in 460 parallel, θ pq xy = Θ xy (p, q) is proportional to ρ pq xy which denotes the partial 461 correlation between y q and x p given {x p : p = p} and {y q : q = q}.
462
Therefore, we only need to elucidate the zero patterns of Θ yy and Θ xy . Models 463 for such a purpose are referred to as conditional graphical (CG) models.
0, µ y = 0. In Zhang and Kim (2014), it is assumed that given x, the conditional distribution of y is :
Parameters Θ yy and Θ yx are then learned by minimizing the negative condi-465 tional log-likelihood with 1 penalties on Θ xy , Θ yy to encourage sparsity. This 466 method is called scggm (Sparse Conditional Gaussian Graphical Model).
467
In the following, we propose an alternative approach, called spaceMap, show this regression-based approach achieves higher power in edge detection 478 compared to a likelihood-based approach when the true network exhibits hub 479 structures, which is often the case for a GRN.
480
In spaceMap, we extend this regression framework to learn CG models.
481
Note that, while regressing y q to the rest of the nodes, we have:
where the residual q is uncorrelated with {x p } P p=1 , {y l : l = q}, and the regression coefficients follow: Since the diagonal entries θy = Θ yy (q, q) are positive, identifying nonzero 483 entries of Θ yy and Θ xy is equivalent to identifying nonzero regression coef-484 ficients in (1). Also note that, equation (1) holds without the Gaussianity 485 assumption.
486
We propose to minimize the following penalized 2 loss criterion with 487 respect to ρ y = (ρ 12 y , ρ 13 y , · · · , ρ Q−1,Q y ) T , θ y = (θy ) Q q=1 , and Γ P ×Q = ((γ pq )):
where Y q = (y 1 q , · · · , y N q ) T and X p = (x 1 p , · · · , x N p ) T are observed samples 
