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ABSTRACT
Weakly closed, commutative, symmetric rings of operators 
on a Hilbert space are examined and their structure is ex­
ploited to characterize normal operators in terms of the 
rings they generate.
In the first chapter, notation is established, and 
the less common theorems from Hilbert space theory not to 
be used in later sections are briefly reviewed.
In Chapter II, the structure of weakly closed, commu­
tative, symmetric rings with a cyclic vector is specified. 
This theorem is then used in conjunction with a strucure 
called a canonical decomposition system to establish that 
every weakly closed, commutative, symmetric ring or opera­
tors acting on a separable space and containing the iden­
tity is spatially isomorphic to a "divect sum" of L rings 
of a certain type.
In Chapter III, two sets of necessary and sufficient 
conditions are given for two normal operators on a separ­
able Hilbert space to be unitarily equivalent. The concept 
of a spectral class of a normal operator is introduced 
- a natural generalization of the concept of an eigen­
value. Each spectral class is assigned a multiplicity, 
and it is shown that two normal operators are unitarily 
equivalent iff they have the same spectral classes with 
the same respective multiplicities. A multiplicity is
iv
also defined for weakly continuous positive functionals 
on the symmetric ring generated by a normal operator in 
the weak topology, and it is shown that this multiplicity 
function determines the operator. This multiplicity theory 
is compared with a previous theory.
v
CHAPTER I 
INTRODUCTION
We shall be concerned in this paper with rings of 
operators on a Hilbert space, in particular, weakly closed, 
commutative, symmetric rings. All Hilbert spaces to be 
considered will be complex Hilbert spaces. If H is a 
Hilbert space and x,y e H, then (x(y) will denote the 
inner product of x and y, and 1Jxi| will denote the norm 
of x.
We shall consider only bounded linear operators in 
this paper, and therefore we shall use the word "operator" 
solely to mean a bounded linear operator. The set of all 
operators on the Hilbert space H will be denoted by B(H).
If A s B(H), then A* will denote the adjoint of A, We 
employ the usual concepts of isometric, unitary, hermitian, 
normal, and positive definite operators.
Knowledge of the weak, strong, strongest, and norm 
topologies for B(H) is assumed. The norm topology is the 
strongest of the four; hence, any set of operators closed 
in one of the topologies is closed in the norm topology.
By a ring of operators we shall mean a set of opera­
tors forming a ring in the usual algebraic sense which is 
also a vector space over the complex numbers. A ring R of 
operators is symmetric if A e R whenever A e R. from the 
theory of Banach algebras, we know that any norm closed,
1
2commutative, symmetric ring R £  B(H) containing the iden­
tity is isometrically isomorphic to the ring of all 
continuous functions on the maximal, ideal space of R. This 
isometric isomorphism - called the Gelfand transform - 
will be denoted by A-»A^(m). It has the additional prop­
erty that A*-* A/Xm) = the conjugate of A^(m).
If E £  B(H) is a ring and g e H, then {Ag|A e E} is 
a linear manifold. By Eg we shall mean the closure of 
that manifold. If H » Eg, we shall say that g is cyclic 
for E and that E has a cyclic vector. If E is a weakly 
closed, commutative, symmetric ring with a cyclic vector, 
then E is maximal in the set of all commutative, symmet­
ric rings. If H is separable, then the converse also 
holds - ttat is, if E is a maximal commutative, symmetric 
ring, then E has a cyclic vector. If H is separable and 
E is a commutative symmetric ring, then clearly E', the 
commutant of E, has a cyclic vector.
The techniques of measure and integration play an 
important role in this work. Ve employ the usual notions 
of , L£, and and adopt the near universal, practise 
of referring to the elements of these spaces as functions, 
with the convention that f « g means f(x) * g(x) for every 
x outside some set of measure zero. If X is a compact 
Hausdorff space and u is a measure on X, then Ij-jCX,^) is 
a Hilbert space, and we may consider L m (X,m ) to be a ring 
of operators acting on Lg as follows. For each a e L
3we define an operator Aa e BCLg) by Aftf = af* Note that 
two Ly,, functions which differ only on a set of measure zero 
give rise to the same operator. The ring of operators 
thus obtained is a maximal, commutative, symmetric ring.
If E is a weakly closed, commutative, symmetric ring 
with maximal ideal space M, then the fact that E is closed 
under sups gives rise to some strong topological properties 
of M. In this case, M is totally disconnected, and the 
closure of every open set is open. Thus, M contains many 
sets which are both open and closed, and such sets we call 
clopen. It is easy to see that projections in E correspond 
via the Gelfand transform to the characteristic functions 
of clopen sets. If U is a clopen subset of M, then we will 
let pu denote the corresponding projection in E. 
pu (m) - JtjjCm) = the characteristic function of U.
Throughout the remainder of this discussion, E will 
denote a weakly closed commutative, symmetric subring of 
B(H) with identity, and M will denote the maximal ideal 
space of E. Corresponding to each vector 5 e H, there is 
a measure u on M defined by
The topological properties of M carry strong implications 
for the resulting measure space. If S = M is measurable, 
then there exists a clopen set U such that m (S\UUU\S) * 0. 
If ? is cyclic for E ' , then u is supported on all of M, in
(A$»0 = J  A (m)du(m)
4which case there is exactly one clopen set in each equiva­
lence class of measurable sets. It follows that any 
bounded measurable function f(m) is equal almost every­
where to a continuous function, so that for some A e E, 
f(m) is equivalent to A (m). Similarly, each real func­
tion in Lp(M,|jO or L^(M,u) is equal almost everywhere to 
a continuous function from M to the extended reals.
If E has a unit cyclic vector ? and |j is the measure 
corresponding to ?, then the map As-frA^m) can be extended 
to an isometry from H to L^Cf^u) which takes E to Lfc(M,u). 
Thus, any weakly closed, commutative, symmetric ring with 
a cyclic vector may be considered to be an ring acting 
on an space via multiplication. If U £  H is clopen, 
then Ey = (^jp : A e E} is a weakly closed, commutative 
symmetric ring with maximal ideal space U. If E has a 
cyclic vector, then E^ may be thought of as l^CU) acting 
on (U).
Thus we have a very nice representation for E if E has 
a cyclic vector. There is also a powerful theory avail­
able when E ’ has a cyclic vector - which, of course, it 
must if H is separable. This theory was developed by 
Pedersen in [5>] and centers around a structure called a 
canonical decomposition system.
Suppose E* has a unit cyclic vector 5 and \i is the 
measure on M corresponding to SQ . It is demonstrated in 
[6 ] that the set of functionals on E continuous in the
5weak topology coincides with the set of functionals con­
tinuous in the strongest topology. We denote this set of 
functionals by EA . If T e E# and I > 0, then T has the 
form
where tp is a continuous L-^  function from M to the non­
negative extended reals. In particular, if { £ H, then 
there exists <Pg £ L^O^d), qj^  > 0 , such that
M
for all A e E. We denote by the closure of
(m|cp?(m) > 0 }.
Then Is clopen. Pg (H) = E'?.
A canonical decomposition system for E is a collection
of ordered pairs {(K »T)a )} ^ satisfying the following.
1 . 0 is well ordered
P. K = Ert and H - E © L  ct ct * <taeO
J5. qj = TTo
4. If a > 0 then „
’’a "
It can be shown that a canonical decomposition system will 
always exist end can be chosen to satisfy certain restric­
tions.
Let dim^H denote the smallest cardinal number 0 such 
that there exists a decomposition E * £  ©  such that
T(A) = A/V(m)q>(m)dd(m)
M
aefi
6each Hft is cyclic for E and card fi = 3. In the definition 
of a canonical decomposition system, the set n can be 
chosen so that card fl ■= dim-gH. In addition, if dim^H is 
infinite, then n can be selected so that every initial 
segment of fi has smaller cardinalty than n. In this paper, 
it is to be understood that all canonical decomposition 
systems satisfy these restrictions.
If H is separable, then dim^H is countable, and 0 
will be a finite or denumerable sequence. In this case 
the S 's are uniquely determined by E; they do not depend 
on the choice of the cyclic vector for E' or the ri^'s. 
Furthermore, they can be given a characterization in terms 
of M. Let
d(m) = least (dim^PyCH) : U c M, U clopen, 
m e U} .
Then S = (mld(m) > n}. 
n
CHAPTER II
When considering commutative, weakly closed, symmetric 
i-.idH’inge ol' 13(H), one often finds it fruitful to examine 
the following example. Let I denote the interval [0, lj, 
and let X denote ordinary Lebesgue measure on I. Let H 
denote the Hilbert space B^Cl, X). ^or each function 
9  e L«(I, X), we define an operator A & B(H) by A f = cpfcp 9
for all f e L£(I, X). Let R denote the ring of all such 
operators arising from L ^  functions in this manner. Then 
H is a weakly closed, commutative, symmetric ring. It is 
shown in Theorem 2.2 that this example is somewhat more 
general than it might at first appear to be.
Definition 2T1 If R is a subring of B(H) and P is a pro­
jection in R, then P is said to be a minimal projection 
provided there is no projection Q e R such that Q < P, and 
Q + 0.
In Theorem 2.2, I again denotes the interval [0, l],
X denotes Lebesgue measure on I, and R denotes the ring 
(AJ,p e 1^(1, X)).
Theorem 2.2 Suppose H is a separable Hilbert space and E 
is a maximal commutative, symmetric subring of B(H) which 
contains no minimal projections. Then there exists an 
isometry V from H onto L^Cl, X) such that A V A V -^ is an
8isometric isomorphism from E onto R.
Proof: Let M denote the maximal ideal space of E, and let
5Q denote a unit cyclic vector for E. Let m be the measure 
on M defined by
M
for all A e E. Note that n(M) = 1 .
Since H is separable, any subset of B(H) is separable 
in the strong operator topology- Therefore, there exist
in the set of all projections in E. Let be the smallest 
collection of clopen sets containing ...» such
that the following are satisfied:
Let = {U e £ 0, and if V e T^, V^u, then either
V = U or V - 0}. Each S^ is a collection of pairwise dis­
joint clopen sets which comprises a partition of M. Further­
more , for each U e Sn+1 * there exists uniquely a clopen set
U 1 e such that U<=U'. Also, U is the union of some n —  n
subcollection of S^. Hence if 5) = then {PylR 6 $} is
strongly dense in the set of all projections in E.
Claim: There exists a map T from S to a set of subinter­
vals of [0, l] such that T preserves Boolean operations 
and u(U) * X(T(U>) for each U e 3).
clopen subsets of M, such that {PyU 4 'i=l is dense
i) if U, V e Tn then UDV e Tn
ii) if U e T then M\U e T .n n
9Proof of Claim: Ve can assume that / M. In that case,
S1 - {Ult let T(UX ) = [0, m(Ux )J, and let
TOIM^) = [wCUx >, X].
Suppose now that T has been defined on $ = u S.
n  i -1 1
satisfying the conditions given in the claim. For each 
U e S& , we consider the set Ly = {V|V s sn+i\®n i v c U}.
1 p
If Ly is non-empty, we enumerate its elements v5« v5 ......
y
It is clear that we can partition T(U) with intervals 
sucl1 wCVy) = 1(1^ .  Continuing this
process for each U e S^, we define T on &nd, there­
fore, by a maximality argument, on all of 33.
For each m e M, there exists a tower of clopen 
sets such that m e V^, and Vjjj s S^. Suppose that
lim u(V^) - eQ > 0 .
Then there exists a clopen set V such that u(W) * e0/2 
and W c 0 v*. But for a given N and for all k > N,
UNnVm = ^m or therefore
(tpuK - pw3*ol5o5 * “ W *  + »CW \ % )  > V 2 '
which contradicts the denseness of the U 's. Hence,n
u(nv*) . 0 _
Now lim u(V^) = 0 implies lim X(T(V^;)) * 0, and there  ^ m i
exists a unique point x„ e flT(V^). Ve define a functionm ^ m
C(m) by c(m) “ e^n*xm. C(m) is clearly continuous, so 
there exists an operator U e E such that U^Cm) * C(m).
10
Since lU^CnOI = 1 for all m e M, U is unitary.
Recall that is a partition of M. For W e S^, let
m(W) denote some element of W. Then
S  [U /'(m (W ))]n u(W)
WeS*
is an approximating sum for the integral
J  [U^(m)Jn dy(m).
M
Letting be defined as before, we see
2  [lAm(W))]nu(W) = 2  e ^ ^ m C W )  X(T(V)).
VeSk VeSk
But the sum on the right is an approximating sum for
\ e2n,Iiede.
0
Hence the powers of U (m) are orthonormal in y).
Since {P^ d-ensS in the projections of E and
since each PTT is a spectral projection of U, the powers 
i
- positive and negative - of U generate E in the weak 
operator topology. Equivalently, the powers of U^(m) 
generate LW {M, y) in the weak topology. Hence we can 
define a map from a dense subspace of L^CM, y) to a 
dense subspace of L^Cl, X) by
n _ k n 2nik„ 6
V 2  a [U (m)] p = 2  a . 
x p=l p p=l p
e p
is an isometric map which can be extended to an iso- 
metry from L2 (M, y) to L2 (I, X). Moreover, V is an
11
isometry in the I w  nora from L^(M, n) to L^Cl, l). Because 
we can consider E to be the ring L^CM, u ) acting on 
V possesses the desired properties.
At this point * certain observations concerning Theorem 
2,2 are instructive. The operator U e E defined in the 
proof of Theorem 2.2 is a bilateral shift on an orthonormal 
basis. Thus, we could have phrased our theorem to read 
that a ring satisfying the hypothesis of Theorem 2,2 is 
generated in the weak operator topology by a bilateral 
shift and its adjoint.
A second fact worth noting is that a shorter proof of 
Theorem 2*2 could be given using a general theorem on the 
structure of measure algebras, namely that a normalized, 
separable, non-atomic measure space is measure theoreti­
cally equivalent to [0, l] under Lebesgue measure. The 
proof given for Theorem 2.2 essentially contains a proof 
of the theorem cited above. The proof given is the first 
one discovered by the author, and it makes the correspon­
dence between E and B more explicit.
Theorem 2.2 not only specifies the structure of 
maximal, commutative, symmetric subrings of B(H) with no 
minimal projections; an easy corollary to Theorem 2.2 
characterizes those maximal commutative symmetric rings 
which do have minimal projections. By the maximality of 
E, any minimal projection must project on a subspace of
12
dimension one, (Therefore we can decompose H into a direct 
sum of an I2 space and an I<2 space where E acts upon I2 via 
multiplication by bounded functions and E acts upon by 
multiplication by L M functions.
A natural question to ask is whether Theorem 2,2 can. 
be expanded in some fashion to give a characterization of 
maximal commutative, symmetric subrings of B(H) for H non- 
separable. Our first insight to the problem is to note 
that the maximality in Theorem 2,2 was used solely to 
guarantee the existence of a cyclic vector. If H is separ­
able, a weakly closed, commutative, symmetric subring of 
B(H) is maximal iff it has a cyclic vector. If H is not 
separable, however, such a ring need not have a cyclic 
vector, although a commutative, weakly closed, symmetric 
ring with a cyclic vector is necessarily maximal.
If we assume that E is a weakly closed, commutative, 
symmetric ring with a cyclic vector, then we can consider 
E to be an ring acting via multiplication on an 1*2 
space. The desired extension of Theorem 2.2 follows 
easily from a theorem by D. Maharam Stone on the structure 
of measure algebras. If a is a cardinal number, let Ta 
denote the topological product of a copies of [0, l]. Let 
uft denote the product Lebesgue measure on Tft, and let 
H a = 1*2 Suppose (M, u) is a measure space such
that dim L2 CN1 u) * a. If K is a measurable subset of K,
If
then Tig gives rise to the projection Q e BCLgCM, u))
13
Tr jr
defined by Q" J . If the subspace on which Q projects
has dimension a for every set K of positive measure, then 
(M, u) is said to be homogeneous. The Maharam Stone 
theorem to which we alluded above says that a normalized 
homogeneous measure space (M, u) such that dim I^CM, u) - a 
is measure theoretically equivalent to 'ia )» That is
to say, there exists a one to one measure preserving trans­
formation from the equivalence classes of measurable sub­
sets of M  to the equivalence classes of measurable subsets 
of Tft which preserves the Boolean operations., This trans­
formation induces in an obvious manner an isometry from 
measurable step ^unctions of L^(M, p) to measurable step 
functions in L^(l'a , m q ) which can be extended to an 
isometry V from I^CM, p) to LgCT , da ). But V is also an 
isometry in norm. Thus we arrive at the following 
theorem.
Theorem 2 Suppose that H is a Hilbert space of dimension 
a and E is a commutative, symmetric, weakly closed subring 
of B(H) with a cyclic vector. Furthermore, suppose that 
each projection in E projects on a suospace of dimension a. 
Then there exists an isometry V from H to ^ ( T  » ua ) such 
that A -+ VAV-^ is an isometric isomorphism from E to 
L.CTa , ua ).
In general, if 3 is a weakly closed, commutative,
14
symmetric ring with a cyclic vector and containing no 
minimal projections, then H can be decomposed into a direct 
sum
H = E  + L2 (T M ) 
a e $  a a
where 35 is some denumerable collection of cardinals, and E 
is completely isomorphic to the complete direct sum of the 
rings L (Tq , n ) acting on L2^Ta ’ ua^‘
Ve now wish to extend Theorem 2.2 in a different 
direction, and we motivate our considerations with an 
example.
Example 2.4 We again use (I, x) to denote the measure 
space given by the usual measure on [0, l]. Let L denote 
the Hilbert space LgCl, X), and for each s such that 
0 < e < 1, let L denote the set of all functions in L 
which vanish almost everywhere on the interval (e, 1 ).
Let 7i£ = For some fixed e, we consider the space
H = L + L _ . For each ep e L (I, x), define A e B(H) by
w  CD
A (fis) = (cp^ i Pg)» and denote by S the ring of allcp
operators obtained in this manner. If C,n e L (I, x),
we can define an operator B. e B(H) by
t »*1
B- w (f,g) = (Cf»Tis). We also definet t T1
an operator U e B(H) by U(f,g) * (g, n£f). It is trivial
to verify that U e E' and that for each choice of Q and
t| , B, e E ’. U, however, does not, in general, commute 
C **1
with the operators B.C * *n
15
Claim: {U} U e L,*(I, X)} generates E'.
Proof of claim: Suppose UA = AU and AB, - B. A for all
C * n  C»*l
C■»Tt e !«(!» X)„ We need only show that A e E„ Suppose 
A(l,o) = (?1 ,52 )- Then
(51 ,52 ) = A(1,0) = AB1 t0 (1,0)
= B1 10A ^1 *0  ^ = B1 ,0 ^S1 ,®2 ^
= (5^0)
Therefore §2 - 0. Also,
A(0,ne ) = AU(1,0) - UA(l,0 ) - U C S ^ O )  = (0,ne?1 ) 
Suppose C»n £ L,*,(I, X). Then
A ( C , * e n )  *  A ( C , 0 )  +  A ( 0 , 7 e£ tj )
■ ABC,0(1’0) +
- B c,oA n ’°> *
= CSiC.O) + (O.TITC^)
* (S1C.?1Hn6) * A5_(C,Keii).
Since A agrees with A„ on a dense set, A = A- , and A e E,
51 5I
Let denote the set of all vectors in H of the form 
(f,0), M2 the set of all vectors in H of the form (0,g), 
and K the set of all vectors (f,g) e H such that n f = f*t.
Then E applied to (1,0) generates and E applied to 
(0 ,7ie ) generates M2 - (l»0) is cyclic for E ' , and (0 ,7i£ )
is cyclic in K for E-. Therefore,
{ ( ^ , ( 1 ,0 )), (M2 ,(0 ,n£ ))} 
is a canonical decomposition system for E.
16
Our next theorem shows that the ring in Example 2.4- 
is typical of a large class of rings.
Theorem 2.5 Suppose H is a separable Hilbert space and E 
is a weakly closed, commutative, symmetric subring of B(H) 
which contains the identity but contains no minimal pro­
jections. Let M denote the maximal ideal space of E, 
a cyclic vector for E * , and u the measure on M arising 
from ?Q . Let {(K^, r^)} be a canonical decomposition 
system for E, and let e. » u(S ). Defining L_ as before,
1 fc.
we let L = L  + ... For m £ L (I, x), define
el 2
A^ e B(L) by ^ ( f ^  f2 ,...) - (tp^» q>f2 ,...). let R
denote the ring (A l<p e ^ (!*!)}• Then there exists an
isometry V from H onto L such that A VAV“^ maps E to R,
and V(K,) - L . 
i ei
Proof: We select a sequence (in ) in the following manner.
Let i^ = 1. Let i2 denote the least value of k for which
< 1. Let ij denote the least value of k for which
< ei • Continuing inductively, we obtain a sequence
{i } such that < e. and if i < k < i , then
11 n+1 n n n+1
If T c we let L2 (T,M,u) denote the set of functions 
in L2 (M,u) which vanish almost everywhere off T. Then we 
may consider K, to be L? (S ,M,u)» where E acts on K. by1 c. T|* 1
17
multiplication by functions. Let X denote Lebesgue 
measure on I = [0,1]. For S = I, let L^CS,!^) denote the 
functions of 1 2 (1 ,l) which vanish almost everywhere off S. 
By the proof of Theorem 2.2, there exists an isometry 
from L^(S \ 3 ,M,n) onco L 3 ([e. ,e, ],I,X) with the
X  V  n+1 n
property that for each q> £ L^,(M,u) wirh support in
\ , ! |Unvl I = i I (pi ! - To define our isometry V
in in+l
from H onto L, we consider two cases.
Case I: lim e. = 0.
a n
Suppose f e K. - which we identify with L0 (Sw ,M,u)
Z ^  Tlt
- where i <, t < i^+^o Then f can be written uniquely as 
a sum
f = 2  f
P>n p
where f e Lo(S_ \ ,M,n). Ve define Vf e L_ byP ^ ' T]. e-j.
1P 1P+1 t
Vf = E  U f . 
p>n p p
Extending V to all of H in the obvious manner clearly 
yields an isometry, and A -* VAV***1' is an isometric isomor­
phism from E to H.
Case II: lim e. = a > 0.
n n
In this case we define an isometry U<* as follows:
Let * M\[ U (M\S )]♦ Then is clopen, and
18
= ao . We let be a map from onto
L 2 C10,ao j,I,X) obtained in the same manner as before which 
is an isometry in both the L2 and L w norms. Then for f e
in < t < in+]_ we can write
* - 2  t *
P i n  p
where fp e \ ,M,U ) and f„ e l2 (S„,M,p)
XP V l
Defining Vf e L by
et
"  ‘ p|n V P  +
yields an isometry with the desired properties.
We note that the numbers play only a marginal role
in Theorem 2.5 since they are not uniquely determined by
the ring E, but depend also on the cyclic vector ?o . E
only fixes the sequence (in ) and dictates whether or not
lim £, = 0 .
a xn
CHAPTER III
Our goal in this chapter is to develop sets of neces­
sary and sufficient conditions for two normal operators 
on a separable Hilbert space to be unitarily equivalent.
Ve shall do this by exploiting the structure of rings of 
operators, in particular, weakly closed, commutative, 
symmetric rings and the associated maximal ideal space 
theory. As one might suspect, we shall be led to a theory 
of specrral multiplicity, but more of that presently.
What is desired is a set of properties (or, more pre­
cisely, functions) which (within unitary equivalence) 
completely determine a normal operator. In the quest of 
some such set of properties, a first naive guess might 
be that a normal operator is geometrically characterized 
by its spectrum and the symmetric ring that the operator 
generates in the weak (or perhaps norm) topology. Example 
3.4- justifies the use of the word naive above and suggests 
a way in which the guess might be modified.
Definition 3.1 Let S denote the Cantor ternary set and
Q
S the compliment of S relative to [0,l]. For each posi-
tive integer n, let E^, Er , ... E^ denote the compo-
C nnents of S of length (1/3) indexed in such a way that
E^ lies to the left of E^ whenever 1 < i < j < 211”1 .
19
20
For x e let C,(x) = (2k-l)/2n . The Cantor function,II ii
which we denote by C(x), is the unique continuous exten­
sion to [0,1] of C1 (x).
For our purposes, the pertinent properties of C(x) 
are the following:
i) C(S) = [0,1];
ii) C(x) is monotone increasing;
iii) C(x) is continuous.
These properties are proved in [l] p. 238-239.
Consider the Hilbert space H = L2([0,l]) where the 
measure is ordinary Lebesgue measure. Associated with 
each function a(x) e L ([0,l]) is a normal operator A & 
defined by (Aftf)(x) = a(x)f(x) for all f e LgCfO,!]).
The ring of operators (which we shall call L —  making 
no distinction between the set of operators and the set 
of functions) generated in this manner is a maximal 
commutative symmetric subring of B(H).
Lemma 3.2 If f(x) is continuous on [0,l], then the spec­
trum of A^ is the range of f.
Proof: Since L is a weakly closed, symmetric ring, the
spectrum of A^ with respect to the ring L is the sane as 
the spectrum of A^ in B(H). Hence X is in the spectrum of 
A f iff [f(x) - x]_1 e L . But [f(x) - x]*"1 e L iff X is 
not in the range of f.
21
Lemma 5.3 Suppose f(x) is a continuous, real-valued,
strictly increasing function on [0,l]. Let E^ = (x|f(x) < X},
and let g,(x) = 7iF (x). If F(x) denotes the spectral func- 
A X
tion of A„, then P(X) = A .
1 e X
Proof: Let Q(X) = A . The range of f(x) is some closed
S X
interval [a,b]. Suppose e > 0 and consider a partition of
[a,b] {a = Xq < Xj < ... < Xn - b} with the maximum of
{Xi - Ai_1}Jal < e. For i = 1, 2, ..., n, let
x; c ^^i—1 ’
If x £ L. \ E , then 
k ^k-l
U(x) - £  X![g, (x) - g (x)j! = |f(x) - x ’f < e. 
i=l 1 xi i-1 *
Since the inequality holds for all but perhaps a finite num­
ber of values of x,
IjAf - E  X?[Q(X.) - QCX,,)!! < e. 
i»l
Therefore, Q(x) = P(X).
We have now laid the necessary groundwork to give a 
simple presentation of our example.
Example ^ 4 Let f(x) = x + C(x) and g(x) = 2x. Then A^ . 
and A have the same spectra, A, and A generate the same
D O
symmetric rings in the norm topology, A- and A generate 
the same symmetric rings in the weak topology, but A^ . is 
not unitarily equivalent to Ag .
22
Proof: By Stone's Theorem, A- and A (each) generate in the
1 £
norm topology the ring of all operators arising from con­
tinuous functions which vanish at 0. This ring is weakly 
dense in L^; hence, each operator generates in the weak
topology. Since f(x) and g(x) are continuous and have 
range [0,2], by Lemma 3.2, A^ and A^ have the same spectra.
Let P(X.) and Q(l) denote the spectral functions of A^ , 
and A respectively. Let $ = f(B), where S again denotes 
the Cantor ternary set„ If there exists a unitary operator
U such that UArU~^ = A , then UP(©)U~^ = Q(S). Because
i g
P($) is multiplication by the characteristic function of 
S, P(®) - 0. Since ® has measure 1, (x|g(x) e 3)} has 
measure 1/2. Therefore, Q(©) is multiplication by the 
characteristic function of a set of measure 1/2, and 
Q($) / 0. This contradicts our assumption that A_ and A
* O
are unitarily equivalent.
The basic difference between A- and A_ in the above
f S
example seems to be that f(x) takes a set of zero measure 
to a set of positive measure whereas g(x) does not. When 
one considers that each maximal commutative, symmetric 
subring of B(H) for H separable can be realized as an L ^  
ring, the example hints at what our necessary and suffi­
cient conditions might be.
In Theorems 3.5 - 3.12 and ^  denote normal opera­
tors in B(H), where H is a separable Hilbert space. E*
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denotes the symmetric ring generated by in the weak topo­
logy , and denotes the maximal ideal space of E1.
denotes the Gelfand transform from E* to C(M^).
Theorem 3 . 5 Suppose U is a unitary operator such that 
UTT^  = N^U. If $ is a measurable subset of the complex 
plane, then ^($) has void interior iff has void
interior.
Proof: The correspondence A UAU is an isometric iso-
1 2morphism from E to E . It induces a homeomorphism
1^ 2 * and this homeomorphism has the property thac for 
each complex number z, N^(m) = z iff N^(0(m)) = z.
 ^ 2Theorem ^.6 Suppose that E*^  and E are maximal commutative 
and that for each measurable set S of complex numbers,
Q®) has void interior iff ^  (®) has void interior*
Then is unitarily equivalent to N2 .
Proof: Our first step in the proof of Theorem 3.6 is to
prove the following lemma.
Lenma 3.7 Suppose E is a maximal commutative, symmetric 
subring of B(H) generated in the weak topology by N and 
Let M denote the maximal ideal space of S, and let U be a 
clopen subset of H. Then there exists a measurable set S 
of complex numbers such that the symmetric difference of 
U and has void interior.
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Proof: If F and G are measurable subsets of M, we shall
write F c  G to mean that the symmetric difference of F and 
G has void interior. Let = N^(U). Then there exists a 
clopen set V such that V ^  Note that U^V. Let
5q be a unit cyclic vector for E, and let n denote the 
corresponding measure on M. Since N and N* generate E in 
the weak topology, there exist polynomials in N and N* 
such that
^ IpCX®) " HrrCm) idu(m) < l/2n .
M u
Let sn = {a 6 V| < 1/2} and
*n - {m e VI jp£(m)j > 1/2 }.
Then * v f and SnHTn = 0 for every n. Let
and = n(U). Ve may assume that > ei > 0* ^or 
m e SnnU, |p^(m) - ^(m) i > 1/2, and
l/2n > £ lp^(m) - ttyCm); dn(m)
M
> J ip^®) ~ ^j(ni) I du(m) 
s  nun
> ( i / 2 ) u ( s n n u ) .
Henee u(SQnU) < l/2n_1 and n(Tn flU) > - l/2n_1.
For m e Tn n(V\U), ip^CnO - rc^Cm) i > 1/2, and
l/2n > J  ip2 (“ ) “ ^xj(a)l <in(m)
M
-  J  i P n ^  “ <*u(o0
Tnn (V\u)
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> U / 2 ) u ( T a n [ v \ u ] ) .
Therefore u(Tn n(V\U)) < 1 /a11"1 , and
u(Snn(V\U)) > e2 - e1 - 1/2n_1.
Let K = U [ n S.] and let L = U [ (1 T J .  K and L
n=l i=n n=l i*n
are measurable subsets of V. K and L are disjoint since
e KHL implies that for sufficiently large n, m^ e SaflTn «
But S flT = (J) for all n. n n
Now U(U\ n T ) = uC u [u \t ]) = u( u [uns ]) 
n=N n n=N 21 n=N n
< S  u(uns) < S  i/2n = i/2 N-i.
n=N n n-N
Hence u(U\L) * 0. Also, L\U <= n T \ U  c a* \U
n>N 21 n
<= Tnn[v\u],
But u(Tnn[V\Uj) < Therefore, u(L\U) = 0 o Similarly,
u([V\U]\k) = u(K\[V\U]) = 0. But this implies that U &  L 
and (V\U) —  K. Let ® = N(L). If m £ K, then for suffi­
ciently large n, Ip^CnOi < 1/2. Likewise, for m £ L,
Ip^(m)| > 1/2 if n is sufficiently large. Thus, if e L
and £ K, then N^Cn^) / N^Cn^). Therefore, N^~^(®)flK = <p, 
and we see that U —
We are now prepared to proceed with the proof of 
Theorem 5.6. Let Si be a unit cyclic vector for E1 , and
let be the corresponding measure on Suppose that
3)^  and $2 8X6 i&aasurable sets of complex numbers such that
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^2 *^®1^ ~  ^2 TtLen =* N^'^Cs^)* conse­
quently, u1 [ ^ ' 1(s1 )J = li1[Ni-1 (a2 )0 Therefore we can 
define a measure a on in the following manner: For each
clopen subset U of there exists a measurable set of com­
plex numbers D such that U — Let a(U) = u^(N^~^(5))).
If K is a subset of M2 measurable with respect to "then 
K — V for some clopen subset V of M2 . Let a(K) = d(V). a 
is a positive measure sqpported on all of dCJ^) = L, 
and a is absolutely continuous with respect to U2 » Conse­
quently, there exists a function 0(m) e L^Cr^,^) SacL that
§  A^Cm) da(m) = J ^(nO^Cm) dugCm)
m2 m2
for all A e E^. Note that OCm) > 0. There exists a
p
sequence {An )n=.i °L operators in E such that 
0 < A^(m) < A^+1(m) and I iA^(m) - OCm)! U-* 0. Let
A
denote the unique operator in E such that B^(m) > 0 and
B 2 - A .n n
Chaim; B ?2 converges.
Proof: A^(m) is Cauchy in norm* Hence
J  |Ai (m) - Aj (m) \ d i ^ O O  0°
M2
Suppose i > J. Then
|Bi«2 " BjS2 12 ' (CBi ‘ BjJ52 i tBi -
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S> I(B^S2 I52 ) ~ + ™ ^ j ^ 2 ^ 2 ®^
* J  [A^Ca) - B2 (m)Bj(m)J dn2 (m)
W 2 +  J* [ B ^ C n O B ^ C m )  -  A ^ ( m ) ]  d u2( m )
m2
< 2  J' [A^(m) ~ A^(m)] du2 (m)
M 2
which is near zero for large values of i and j. Therefore 
Bn 52 is Cauchy and converges to some S2 e H.
Now for A e E^, J* A^(m) da(m) ■ J" A'rk(m)Q(m) du2 (ia)
H 2 «2 
- lim J  A^(m)A^(m) du2 (m)
m2
"  iini (AAn 52 l?2>
lim (ABn 52 |Bn52) - ( A S ^ ) .
Since a(M2 ) * 1, |5£| » 1 . Also, is cyclic for E^. If
it were not, then S^, / M2 and aCMgXS^,) * 0, But for some
2 2
measurable set 3), W2\S^^«  and has nonvoid
interior. But then 0 < u^tN^^C®)] - a(M2\Sg,) which is a 
contradiction.
We define a function GiC(M^) •* C(M2 ) as follows. If 
Ui, U2 , ... Un is a partition of where each is clopen, 
then there exist measurable sets of complex numbers ®^, ®2 , 
... 3)n such that for each i. There exist
clopen subsets Vlt V2 , ... V of Mg such that N^“^(®i)
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for each i. a partition of Mg. IX f(m) ■
n
^  a . iuT (m) , then we let 
i*l 1 uin
©(f(m)) - 2  a.nv (m). Our assumption that
i*=l 1 i
N^-1(®) «  $ iff Ng-1^ )  “  0
guarantees that 6 is well defined. . © is an isometry in L M 
norm from a set dense in lj(M^,u^) to a set dense in 
LteCMgta). Therefore 6 can be extended to an isometry from 
1^(1^,u^) to L„,(Mg,a) or, equivalently, from C(M^) to 
(/(Mg). Ue may consider © as a function from E^ to E^.
If P(3D) denotes the spectral function for and Q($) 
denotes the spectral function for Ng, then ©[P(S5)J - Q($). 
Hence ©(N^) « Ng, and ©(N*) * N^ J. Therefore 0 is a 
symmetric isomorphism. 6(AB) » 0(A)8(B) whenever A^(m) 
and B^(m) are clopen step functions on M^ or when A and B 
are polynomials in and N*. Either fact together with 
the continuity of 9 in the operator norm implies that 
©(AB) = ©(A)e(B) for all A, B e E1.
The final property of © that we shall need to utilize 
is that © is an isometry in norm, i.e.
y  A^(m) du^(m) « j* ©(A)^(m) da(m)
, ” 1 M 2 
for all A e E . This is true because the norm is less
than or equal to the norm and
J" A^Ca) du^Ca) - J «(A)~(a) 4a(m)
Ml M2
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whenever A^(m) is a clopen step function.
We now define an operator U e B(H) by UA$^ * 0(A)g£ 
for each A e E1 . Since |UA{.|2 - (UAt.'j UA{.)
* (©(A)S£|e(A)5£) - J  0(i*Af(,) de(m)
m2
=■ J  (A*a / ' ( b ) a ^ C m )  =■ IASj^I2 ,
U can be extended to a unitary operator.
For A e E1 , UN-jA^ = ©(I^A)?^ = 0(N1 )0(A)5^ « jyiAS-^ 
Therefore, UN^ * N^U on a dense subset of H, from which it 
follows that UNX * N2U on all of H.
O
Example 3.8: Let f(x) ® x and g(x) * x be defined on
[0, lj. As an application of Theorem 3.6i we shall show
that A. and A considered as operators on L2 ([0, l]) are 
8 ^
unitarily equivalent.
Af and A each generate in the weak operator topo-
o
logy. Let F(X>) and Q($) denote the spectral functions of
Af and A^ respectively. If the hypothesis of Theorem 3.6
is not satisfied, then there exists a measurable set 3) such
that either P(®) ■ 0 and Q($) / 0 or P($) ^ 0 and Q(3)) = 0.
But by Lemma 3*3* it is clear that there exists no such ®.
Hence, by Theorem 3.6, Af is unitarily equivalent to A .
A 8
We now wish to consider the general case; that is, we 
wish to drop the assumption that and E^ are maximal. 
However, we shall assume henceforth that E^ and E^ contain
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iUl<*ntll.y oporntor. This is actually not a serious res­
triction, for if P^ is the principle identity of E*, then
our theorems will give conditions under which N, I is
1 Ip 1 CH)
unitarily equivalent to N-I . If N, restricted to
2 Ip2 (h) 1
P^(H) is unitarily equivalent to N2 restricted to PgCH), 
then is unitarily equivalent to Ng iff
dim P ^ H ) -1- = dim P2 (H)_L.
Ve can define an equivalence relation on the measur­
able subsets of the complex numbers by —  3)2 if
=* 1 (3J2 ). The induced equivalence classes will
be called the spectral classes of N^. Suppose 0 is a 
spectral class of and 2D e fl. Let ^e a cano°*~
ical decomposition for E^. If n is the least positive
integer for which It is true that lC~^(®)nS has void
1 ^n+l
interior, then we will say that fl has multiplicity n. If
i C ;L(®)ns has non-void interior for all n, then we will
1 ^n+l
say that 0 has infinite multiplicity. Recall that the 
S 's are uniquely determined by the ring E^. Hence there
is no ambiguity in our definition. Furthermore, we could 
phrase the definition in terms of the function d(m). That 
is, we could define the multiplicity of 0 to be the least 
positive integer n such that rf2~^($)n{m|d(m) > n} has void 
interior.
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Theorem 3.9 and N2 are unitarily equivalent iff and 
N2 have the same spectral classes with the same respective
multiplicities.
Proof: Suppose that U is a unitary operator and UIT1 » N^U.
The map (t>(A) = UAU-^ is an isometric isomorphism from
E1 to E2 with the property that A^(ni) - OCA^CQCm)) for all 
n
A e E and m e
Claim: The map A -e UAU-1 takes (E^)' to (E2 )'.
If A £ (E1 )' and B £ E2 , then U ^ B C  e E 1 . Hence,
U-1BUA * AU~1BU 
BUAU"1 = AUA~XB
Therefore, UCE1 ) ^ -1 <= (E2 )'. Similarly, U -1(E2 )'U c (E1) ', 
and hence UCE1 ) ^ * 1 = (E2 )'.
If 5Q is cyclic for (E1 )', then (E1) ,5q - H *
U(E1 )'U"1U50 * (E2 )'U50 ,
p
and consequently, U?0 is cyclic for (E )'.
Lemma 3.10 Suppose {(1^, t^ )} is a canonical decomposi­
tion for E^. If = E2Uiij , then {(E^, U ti^ )} is a canon-
2
ical decomposition for E .
Proof: H * £  ©  UE^U~^Urn = £  ®  E2Uti., . We now need only 
i 1 i 1 2
prove that (Ptt— * • Suppose A e E .
^ i  SUti1
(AUtijJ U t^ ) -
-  J“ ( u - 1A n )^ c « )  d j i j U )
52
■  ( U P g  U  A U r i 1 ITJtij)
~1 — 13 TP 2Claim: UPg U ** P q e E£ .
ili J^ti1
We show that UPo = Pq U. Let x e H, x = x, + x 0 where
\  > 1 2
P S x, = x, and P s x2 = 0. Then UP« x * Ux,.
Tli
Po U x  -  P Q U x , +  P Q Ux~.
SUt)i  ^  1 Sur,i  2
Suppose B e (E2 ) '. Then (BUt^ I U ^ )  51 (U^BUr^ [x^) = 0
because U_1BU e (E1 )'. Hence P Q Ux0 * 0. There exist
An e ^e1 '^ such tliat An r]±~* xl ’ ^ n ^ i  Uxl*
UAnU"1Uni -► Uxx ,
and therefore Ux, = Ux,. Hence, UPS U-^ » Po
x t)i ^J‘ni
and (AU IUtk ) * (P„ AUru |Urin ) which implies that
1 °UrrT1i
V =
Now if ® is a measurable set of complex numbers,
then
6 N^"1(s)ns } . N2 _1(®)nS0 .
Therefore, if and are unitarily equivalent, then 
they have the same spectral classes with the same respec­
tive multiplicities.
Suppose that and have the same spectral classes 
with the same respective multiplicities. Let {(K^, ‘n^)}
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be a canonical decomposition for e \  and let {(L^, 5^)}be a 
canonical decomposition system for E^. is a max;*-mal
commutative symmetric subring of B(K^); and, likewise,
2 IE ^  is a maximal commutative symmetric subring of
The maximal ideal space of E^ L  is S c pr and the maxi-
* i ^i-  A
21mal ideal space of E is c  Our hypothesis tells
us that for each measurable subset X) of the complex plane, 
has void interior iff lC~^(®)nS(r has void 
interior. Hence, by Theorem 3o6, there exists an isometry
such that * ^ 2^1* ^ ^  ^i* ® iejl ^
is a unitary operator, and * TSt^ J,
The question arises, "What is the relation between 
spectral classes and eigenvalues and the corresponding 
multiplicities of each?” Suppose that N is a normal 
operator which generates the symmetric ring E with maxi­
mal ideal space M. If {XQ } is not equivalent to $, then 
there exists a point mQ e M such that mQ is isolated and 
N/V(m0 ) = XQ . In this case XQ Is an eigenvalue of N, and 
the multiplicity as we have defined it of the spectral 
class of which {XQ } is a representative is equal to the 
ordinary multiplicity of the eigenvalue X0 .
If E is a commutative, symmetric, weakly closed ring 
with maximal ideal space M, then for m e H, the functional 
fm (A) - A*Xm) is a norm continuous, positive functional on 
the ring E. It is not, however, in general weakly
34
continuous. The functional f will be weakly continuous
mo
iff m0 is isolated, in which case A (mQ ) will be an eigen­
value for A e E. One might wonder if a geometric charac­
terization of a normal operator can be given in terms of the 
weakly continuous functionals on the weakly closed, symmet­
ric ring generated by the operator. Theorems 3.11 and 3*12 
answer this question in the affirmative.
Theorem 3.11 Suppose that E1 is maximal with cyclic vector 
5^ to which there corresponds the measure on Suppose
that there exists an isometric isomorphism <|>:E E # 
such that $>f > 0 iff f > 0 and (<t>f)(N2 ) = f C ^ )  for all f .
Then N^ and Ng are unitarily equivalent.
i i ♦
Proof: Now we can consider E to be (E^) . We define a 
-map 6:E2 -» E1 by [6(A)](f) = A(<pf) for all f e E ^ t A £ E2 .
I 19(A) | | - sup I [9(A) ] (f) | * sup [A(4)f)|
If 1-1
- sup IA(g)| = I IAI I.
Igl-l
We see that 6(A) is bounded and therefore in E^ as was 
claimed. In fact, 6 Is an Isometry in the operator (or, 
equivalently, L —) norm. Also, [6(Ng)](f) - Ng(<t>f) *
(Of)(N2 ) » f(Nx ) - % ( f ) .
Hence, 6(N2 ) » N ^
If A e E2 , A > 0, f e eJ, and f > 0, then 
e(A)f - A(0f) - ($f)(A) > 0.
Consequently, 6(A) > 0. Similarly, if 6(A) > 0, then A > 0.
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Claim: If A > 0 and B > 0, then 0(AaB) ■ 0(A)a 0(B).
Proof of claim: Since A aB < A, ©(Aa b ) < 0(A). Likewise,
0(AAB) < 0(B). Therefore, ©(AAB) < 0 (A)a 0(B). No w  there
p
exists an element C e Ec such that 0(C) - 0 (A)a 0(B). But 
©(C) < ©(A) implies C < A, and ©(C) < 0(B) implies C < B. 
Hence C < A a b  and 0(C) *> 0 (A)a ©(B) < 0(AAB). Thus 
0 (A)a ©(B) * ©(Aa B). Note that if A and B are projections 
in E2 , then A*B = AB and 0 (A)a 0(B) « 0(AB).
Suppose that A and B are projections in E2 such that 
AB ? 0. Since I 10(AB)A (m) | (^ ■ 1, there exists a point 
mQ e M1 such that 0(A)T(mo ) ■ 1 - 0(B)^(mQ). Hence 
| |0(A)0(B)| I = 1. Prom 0 < 0(A)/'(m) < 1 andeft
0 < 0(B)~(m) < 1 
we see that 0(A)0(B) < ©(A) and likewise 0(A)0(B) < 0(B). 
Therefore, 0(A)0(B) < 0 (A)a 0(B) * 0(AB).
Suppose that 0(A)0(B) = 0(C) < 0(AB). We can pick a 
projection D e E2 such that D < AB and ||CD|| < 1. Then
■4
0(A)e(B)0(D) » 0(C)©(D) < 0(C)a ©(D) - 0(CAD). Consequently, 
I | 0 ( C a D ) |  ** | | CAD| « | [CDJ [^ < 1. But the argument
given above to demonstrate that II0(A)0(B)|| » 1 will 
suffice to show that |J0(A)0(B)0(D)| (^* 1 » |J0(C)0(D)| 
which is a contradiction. Therefore, 0(A)0(B) - 0(AB).
By linearity, 0 is multiplicative on all clopen step func­
tions. But 0 is an isometry in norm so that
0(A)0(B) * 0(AB)
for all A,B, e E2 .
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Ve define a measure a on Mg aa follows. Suppose U is 
a clopen subset of M2 . We let a(U) = J* du^(m).
If K is measurable with respect to n2 » 'tb.en there exists a 
clopen set V such that K »  V. We define a(K) ■ a(V). a 
is positive because 9 takes positive functions to positive 
functions. Furthermore, a is supported on all of Mg, and 
a is absolutely continuous with respect to Therefore,
there exists a function c(®) £ L^(Mg, ng) such that
J  A^Cm) da(m) « J* AA (m)c(nOdug(m)
M2 M2
for all A e E^. Note that CCm^ >, 0,
2
There exist operators A^ e E such that 
0 < < AA +i(m)
and I |A^(m) - cCuOIl^ 0 * Bn denote the unique posi-
2 2 tive definite operator such that B^ ■ A^. Then Bn e E
and if i > J,
I K B i  -  B j i s 2 l I2  = <[B ± -  BJ ] ? 2 l [ B i  -  Bj JS2 )
— I [ A^Cn) -  B ^ ( a ) B ? ( a ) ]  d u 2 (m)
m2
+ J* [B^Cm)BC"(ni) -  A 7 ( n ) ] d u 2 (m)
«2
< 2 J* [A^ Cni) - A>C(b )] dj^Cm).
M2
Since An (n) is Cauchy in norm, Bn $2 ia Cauchy and con­
verges to some vector e H.
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j' A^(m) da(m) « ^  A^(m)c(ni) du2 (m)
m2 m2
= lim (AAn52 |S2) - lim ( A B ^ l B ^ )
= (a?2 1Sg)*
If I is the identity operator, the ((J)f)(I) * I(Qf) *
e ( I ) ( f )  =  f  ( 9 ( D ) .
Since $ is an isometry, (<t>f)(I) * I [f I j ■ f(0(I)) for all 
positive functionals f e e J. Hence, 0(1) * I, and |S2 I * !• 
We define an operator U by UOCA)?^ « A?£ for all 
A e E2. l U S C A ^ ! 2 - |A$£|2 “ (A*AS£|5£)
a  J* (A*A)^(m) da(m)
= J  9(A*Ar(.) dUl(m)
»L
“ ( e u W A J S j J S ^  - l e U ) ? ^ 2 .
Therefore U can be extended to a unitary operator. Now if
a  e e 2 , u h ^ c a ) ^  -  ue(M2 )e(A)51 -  ue(N2A)51
• N2A?^ - K20©(A)S1 .
Consequently UN^ * N2U on a dense subset of H which implies 
that UN^ =* N2U everywhere. Therefore, and N2 are uni­
tarily equivalent. Note that U ^ A U  = 0(A).
We are once again confronted with the problem of ex-
1 2tending our results to the case that E and E are not 
maximal, and again we shall develop a theory of spectral 
multiplicity based on a canonical decomposition system.
First of all, we note that in Theorem 5.11 we really
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needed only to assume that <t) was an isometric isomorphism
from the cone of positive functionals in to the cone of
positive functionals in 2^, for such a map could be extended
1 2to an isometric isomorphism of 2£ to E^ _. We denote the 
positive functionals of E£ by (E^)+.
If E is a commutative, symmetric ring containing the 
identity, and if 5 is a unit cyclic vector for E', then 
every positive functional in E# has the form
T^(A) = A (n)C(ni) dn(m)
M
where M is the maximal ideal space of E, \x is the measure 
of /i corresponding to , and C(n) e ^ ( M ,  y) is a conti­
nuous function from M to the non-negative extended reals.
Suppose {(K., S )} is a canonical decomposition for f.
‘Hi
Tnen we define the multiplicity of to be the levs.; posi­
tive integer n such that {m|C(m) > 0}fl S = 0  provided
^n+l
such an n exists. Otherwise we shall say that has 
infinite multiplicity. *The remarks following the defini­
tion of multiplicity of spectral classes are equally 
applicable here.
'-Theorem 3.12 N^ is unitarily equivalent to Ng iff there 
exists an isometric isomorphism <t>:(E^)+ (E#)+ such that
(<pf)(Ng) = f(N^) and the multiplicity of <P(f) ® the multi­
plicity of f for all f e (2^)+.
Proof: If there exists a unitary operator U such that
39
= NgU, then the map <J> defined by ($>f)(A) - f(U“^AU)
p
for all A e E satisfies the above requirements.
Suppose that there exists such a map 0. Let 
{(K^, t^ )} be a canonical decomposition system for E^, and 
let {(L^, be a canonical decomposition system for E .
The maximal ideal space of EV is S , and the maximal
2 "Lideal space of E |T is S, . Furthermore, E L  is maximal
i 5i *i
in B(K^), and E2 !^ is maximal in B(L^). The positive
functionals in (E^lg )# arise from non-negative functions
in u1 ) whose supports are contained in S , Like-
2 ^wise, the positive functionals in (E arise from non-
i
negative functions in L^CMg, i^) whose supports are 
contained in S- . Our hypothesis guarantees that there 
exists (J)i a restriction of 0 such that ^  is an isometric 
isomorphism from (E’M g  )* to (E2 !^ where
• J o u  ) = Hg| .
i i
Therefore, by Theorem 5.11, there exist unitary operators
i
^ i :^ i ^i su°k = ^2^i* ^ ** ^i* ^k®11
UN^ = NgU and U is unitary.
The salient restriction on the normal operators in 
Theorems 3.10 and 3*12 is the requirement that they operate 
on a separable space. This hypothesis is necessary to 
insure that (E*)' has a cyclic vector, which is essential, 
in light of the extensive use of measure theoretic methods
40
in the above proofs. The following example suggests that 
the methods that we employed above would have to be modified 
to handle the non-separable case.
fhc.arrynle 3.15: Let {e^} be an orthonormal basis for a
Hilbert space H indexed by the set of complex numbers of 
modulus 1. We define a unitary operator U by defining it 
on the basis as Ue^ =■ ^ex* Suppose A e B(H) and AU =* UA.
If Ae. - 2  a.e, , then UAe, = £  a.he. .
K i=l 1 K i=l 1 1 *i
AUe^ = A(Xe^) = XAe^ = 2  a^Xe^ . Therefore,
ai^i = ai^ ^or eack Hence = 0 when X / X^.
Therefore, Ae^ - ae^ for some a. The ring of all
operators which commute with U is exactly the ring genera­
ted by the collection of one-dimensional projections which 
project on the subspaces generated by the ©x'3* This ring 
does not have a cyclic vector.
We now wish to relate our theory to a previous theory 
of spectral multiplicity as explicated in [2], Introduction 
to Hilbert Space and the Theory of Spectral Multlnlicitv 
by P. R. Halmos. The two theories do not seem to be 
directly comparable. Both, of course, associate with each 
normal operator N a multiplicity function which completely 
characterizes the operator; but the domains of definition 
of the multiplicity functions of the two theories are not
the same. Ve have assigned a multiplicity to each weakly-
continuous positive functional defined on the weakly
—closed ring generated by N and N . In the Halmos theory, 
a multiplicity is define^ for each norm continuous posi­
tive functional defined on the norm closed ring generated 
by N and N . Furthermore, the Halmos theory is not bur­
dened with the restriction of separability.
Suppose N is a normal operator on a separable Hilbert
space H. Let E denote the weakly closed ring generated 
*
by N and N , and let M denote the maximal ideal space of E. 
Ve shall assume that E contains the identity. Let 
{(Kj^ri^)} denote a canonical decomposition system for E. 
Recall that the multiplicity we defined was given in terms 
of clopen subsets of M  (i.e. projections in E) and a 
canonical decomposition system. Although the Halmos 
theory does not utilize the canonical decomposition system, 
we can give a simple, equivalent description of the theory 
using these concepts. With the two multiplicities defined 
in similar language, the connection between them should be 
clear.
In the Halmos theory, a multiplicity is assigned to 
each projection in E as follows. If P  * 0, then the mul­
tiplicity of P is 0. If P e E, P jt o, then P ■ P^ for 
some nonempty clopen set U contained in M. The multi­
plicity of P is the largest Integer n (provided such
ejgists) such that U H S M -If. I f U n S _ » U  for all n,
%
4-2
then P is said to have infinite multiplicity.
Suppose x e H. Consider the measure * (P(D)x|x)
where P($) denotes the spectral decomposition of N. If u 
is a measure on the spectrum of N, then < < u) is a
subspace invariant under E*. The projection on this sub­
space is therefore in E. The multiplicity of u is defined 
to be the multiplicity of that projection. If u B for
some x, then the corresponding projection is just Po •
x
The point of contact between the two theories is the
relationship of the respective multiplicity functions to
clopen subsets of M. Essentially, we defined a mul+ plicity
for clopen sets that agrees with the Halmos definition
for clopen sets U with the property that U fl S * U or
"n
<t) for all n. Por other clopen sets, the two multiplicities 
differ. The multiplicity which we defined is increasing, 
whereas the Halmos multiplicity is decreasing. That is, if 
we denote the multiplicity defined in this paper by m^ and 
denote the Halmos multiplicity by m^t then for projections 
P and Q in E with P < <4, we have m^CP) < a^(Q) and
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