Invariant subspaces of analytic multiparticle Hamiltonians  by van Winter, Clasine
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 49, 88-123 (1975) 
Invariant Subspaces of Analytic Multiparticle Hamiltonians 
CLASINE VAN WINTER* 
Departments of Mathematics and Physics, University of Kentucky, 
Lexington, Kentucky 40506 
Submitted by C. L. Do&h 
The quantum mechanics of n particles interacting through analytic two-body 
interactions can be formulated as a problem of functional analysis on a Hilbert 
space 8 consisting of analytic functions. On 6, there is an Hamiltonian H with 
resolvent R(h). These quantities are associated with families of operators H(p) 
and R(X, y) on J?, the case p = 0 corresponding to standard quantum me- 
chanics. The spectrum of H(q) consists of possible isolated points, plus a 
number of half-lines starting at the thresholds of scattering channels and 
making an angle 2p, with the real axis. 
Assuming that the two-body interactions are in the Schmidt class on the 
two-particle space 6, this paper studies the resolvent R(X, v) in the case p # 0. 
It is shown that a well known Fredholm equation for R(X, rp) can be solved by 
the Neumann series whenever 1 ,% I is sufficiently large and X is not on a singular 
half-line. Owing to this, R(X, v) can be integrated around the various half-lines 
to yield bounded idempotent operators P,(v) (p = 1,2,...) on L?r. The range 
of PJp)) is an invariant subspace of H(v). As y varies, the family of operators 
P,(q) generates a bounded idempotent operator P, on a space 6. The range of 
this is an invariant subspace of H. The relevance of this result to the problem 
of asymptotic completeness is indicated. 
1. INTRODUCTION 
This is a continuation of earlier papers [l-3], in which the quantum 
mechanics of 71 particles was formulated as a problem of functional analysis 
on a Hilbert space 0 whose elements are analytic functions of complex 
dynamical variables. The space 0 for n particles consists of functionsf(k&, w) 
depending on a complex momentum Re iq and on 3n - 4 real polar angles w. 
In order thatf be in 0, it must be analytic in kelw for almost every W, regular 
in a sector 01 < 9 < /I, and such that the integral 
s I 
dw om 1 f(W, w)12 k3n-4 dk (1.1) 
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exists and is bounded, uniformly in v for 01 < v < @. In the notation of 
[2, Definition 2.21 the class of all functions satisfying these requirements is 
denoted by @(01, & 3n - 3), @(CL, p), or simply 8. 
Papers [2] and [3] are devoted to n-particle systems with two-body inter- 
actions in the space 6(---y, y, 3), with some y > 0. Such systems give rise to 
an Hamiltonian H on 8 whose resolvent R(h) can be evaluated as the solution 
of a Fredholm equation. It was shown in [2] and [3] that H and R(h) are 
associated with families of operators H(v) and R(h, v) on p2. Specifically, 
if f is in Q, its restriction to fixed q~ is in Q2, by Eq. (1.1). The operator 
R(X, p) acts on this restriction according to 
R(A, fp)f(ke”“, w) = R(h) f  (k+, w), (1.2) 
the right side of Eq. (1.2) being the restriction of R(A)f to fixed C,J. The case 
9 = 0 yields standard quantum mechanics, which is thus incorporated in 
the present formalism. 
Of particular interest is the spectrum of H(v). There may be a point 
spectrum. The location of this does not depend on q~. It corresponds to bound 
states and resonances. There is certainly a continuous spectrum, consisting 
of a set of half-lines Y(h, , pl), 
X = A9 + le2iw (0 < 2 < a), (1.3) 
starting at the thresholds A, of scattering channels. This is explained in [3, 
Theorems 6.20 and 6.211. The half-line Y(0, q) is included in the set. If 
A?, # 0, then the notation of [3] says that 
(1.4) 
This decomposition corresponds to a division of the n-particle system into 1 
disjoint groups of ni particles (i = l,..., I, C:=, ni = n). In the case of Eq. (1.4), 
ni > 2 for i = l,...,i, so nj+l = ... = n, = 1. The number AZ’ is an eigen- 
value of the Hamiltonian Htna) (9) of group i. This strongly suggests that the 
half-line Y(X, , y) refers to the I groups being scattered at one another, 
groups I,..., i being bound in eigenstates of their Hamiltonians having 
eigenvalues AEi’. It is convenient to refer to this process as scattering in 
channel p. 
If v = 0, the half-lines Y(X, , p’) all coincide with the real axis. We now 
refer to standard quantum mechanics. For a large class of interactions, it is 
well known [4, 51 that each channel p is associated with wave operators 
Q+, and L?-, . These are partial isometries on 22. The operators Q+,Q;2:, 
90 CLASINE VAN WINTER 
and Q&P, are orthogonal projections. Their ranges are invariant subspaces 
of H(0). The ranges are mutually orthogonal in the sense that 
QLQ,, = 0, @g-L, = 0 (p # 4). (1.5) 
If a scattering system is in channel p as the time t tends to -co, then its 
wave function is in the range of 52+, at all times. If the system is in channel p 
as the time t tends to co, then the wave function is in the range of J2-, at all 
times. 
Let the projection onto the space spanned by the eigenstates of H(0) be 
denoted by B. Then 
B&, = BJL, = 0. W-5) 
There is a long-standing conjecture that 
I being the identity operator. If Eq. (1.7) is satisfied, the system is called 
asymptotically complete. It is an open problem whether asymptotic com- 
pleteness holds true in general n-particle systems. 
The present paper considers the case q~ # 0. Choosing f and g in 82, we 
study the integral 
taken along a contour C, running from coezi@ to ooestm in such a way that 
Y(h, , v) is to the right of C, . The most interesting case arises if the rest 
of the spectrum of H(q) is to the left of C, , so that C, runs between branch 
cuts of R(X, v), but this is not implied by the notation. 
It is a major problem to show that the integral (1.8) actually converges, 
the difficulty being that H(v) is not normal. Hence, there are no general 
theorems available concerning the behavior of the norm [I R(h, p))I] as a 
function of A. It appears that relevant information can only be obtained by 
explicit evaluation. To this end, we use the Fredholm equation for R(X, (p) 
that was first proposed by Weinberg [6] and the author [7], investigating 
what happens to the solution if h tends to coe2(@. 
We have not succeeded in finding the asymptotic behavior of R(A, 9) in 
the case of the local two-body interactions considered in [2] and [3]. The 
present paper applies to two-body interactions in the class R on the two- 
particle space 0(-y, y, 3), with y > 0. This point is explained in Sec. 2. 
The class R is a subclass .of the Schmidt class on 0. It is easy to see 
that papers [2] and [3] remain essentially true for the present class of 
interactions, proofs only requiring occasional minor changes. 
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It is shown in Section 3 how the integral (1.8) can be treated in the case 
of two particles. The integrand is examined on the lines 
X = A, + (I - 22) e2im (-co <z< oo), 
h = A, + (I + 22) e2im (- cc < 2 < co), 
(1.9) 
it being understood that A, can only take the value 0 if n = 2. It is shown that 
the Fredholm equation for R(h, 9) can be solved by the Neumann series 
provided I is sufficiently large. From this it is first deduced that /I R(h, q)fl/ 
is a square-integrable function of 1. The expression (1.8) is then given a 
meaning as a principal-value integral. 
Once it has been established that the integral (1.8) exists in a suitable 
sense, it is easy to show that it defines a bounded idempotent operator 
P,(q) on P. This is discussed in Section 8, Sections 4-7 being required to 
prepare for the integral (1.8) in the case of n particles. 
In treating general numbers of particles, we find it convenient to look at 
the Fourier transform of R(X, v) with respect to I, the variables 2 and h 
being related according to either expression (1.9). By way of introduction, 
Section 4 is devoted to general lemmas on Z-dependent operators A(Z) on P 
and their Fourier transforms A”(t), with special emphasis on the Schmidt 
class and on convolutions. 
Writing the n-particle resolvent equation in the form 
R(“(h, 9’) = Q’“‘(X, ?,) + IP’(h, p’) R(“)(h, ye), (1.10) 
we discuss the inhomogeneous term Q(n) and its Fourier transform Qo+ 
in Section 5. Under suitable assumptions on ZP) for m = 2, 3,..., n - 1, it is 
found that 11 Qcn)(h, v)fl] is bounded and square-integrable with respect to 1, 
that /I Q(“)^(t)ll is bounded and integrable. Under the same assumptions on 
ZP), Sec. 6 shows that the Schmidt norm a[%“)@, v)] is bounded and square- 
integrable with respect to Z, that o[ZP)^(t)] is bounded and integrable. 
Furthermore, o[K(*)(X, v)] tends to 0 as Z tends to co, this corresponding to X 
tending to coe2io along a line (1.9) parallel to, but not coinciding with, a 
branch cut of ZP)(h, p)). 
Under the assumptions of Sections 5 and 6, the Fredholm equation (1.10) 
can be solved by the Neumann series if Z is sufficiently large. This result is 
used in an iteration argument in Sec. 7 to show that Qcn), Kc”), and their 
Fourier transforms do indeed have the properties quoted above, for all n. 
In addition, 11 ZP)(h, v)fll is b ounded and square-integrable with respect to I, 
while // R(“)“(t)f/l is bounded. 
It should be emphasized that the above statements are all subject to the 
condition that E # 0 in Eq. (1.9). E ven so, they suffice to define bounded 
idempotent operators P,(v) with the help of Eq. (1.8). If A, # Aa and it is 
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understood that Y(h, , p’) is to the right of C, but to the left of C, , with 
Y(h, , v) to the right of C, but to the left to C, , then 
Further properties of P,(q) are listed in Section 8. In particular, it is shown 
that Pa(~) commutes with R(h, p)). Hence, its range is an invariant subspace 
of w-+ 
In Section 9, the angle 9 is varied, with the result that the half-line Y(h, , ‘p) 
rotates about h, . In doing so, it may pass through poles or branch points of 
R(X, q). Suppose, however, that 01 and /3 are such that Y(h, , y) does not pass 
through any poles or branch points, other than h, , as 9 runs from OL to p. This 
assumption implies that either 0 < 01 < /3 < 42, or -42 < OL < b < 0. 
If  it is satisfied, then PP(q) f belongs to S(U, /3) whenever f belongs to S(a, B). 
I f  f and g are in 6(01, ,!I), then the integral 
I s dw * g(keiq , m> P,(df (k@, w) (kefm)s+4 eip dk (1.12) 0 
exists for 01 < v  < ,kI and does not depend on v. This is shown in Section 9. 
It follows that there is a bounded idempotent operator P, on @(IX, /3) whose 
range is an invariant subspace of H. 
It may be helpful to indicate how the above results relate to the problem of 
asymptotic completeness. Details are to be presented in separate papers. If  
the number of poles and branch points is finite, so that they do not cluster 
around X = h, , one can choose p > 0 but so close to 0 that there are no poles 
or branch points between Y(X, , v) and the positive real axis. I f  one now takes 
any small 01 such that 0 < 01 < 8, this yields an interval 01 < ‘p < p in which 
the integral (1.12) does not depend on p. At this stage, there is no justification 
for letting 01 tend to 0. Even so, one may hope that there is enough continuity 
in the formalism to show that the integral (1.12) is, in fact, equal to an expres- 
sion of the form 
I s dw m g(k w) I-‘+#) f (k w> k3n-4 dk 0 (1.13) 
with some bounded operator P&O) on !G2. Similarly, by letting ‘p tend to 0 
through negative values, one may hope to define an operator P-,(O). Now 
suppose that the contour C, that determines P,(q), separates Y(X, , 9) from 
the rest of the spectrum of H(v). The obvious conjecture is then that the 
two operators Ps(0) are precisely the two projections Q,Q,*. 
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Again, let the number of poles and branch points be finite and let y be so 
close to 0 that there are no poles or branch points between Y(h, , q) and the 
positive real axis. Let C, separate Y(h, , v) from the rest of the spectrum of 
H(q). Let B(v) denote the projection onto the subspace spanned by the eigen- 
states of H(v). Then it is easy to see that 
WP) + V,(Y) = 1. (1.14) 
If 9 tends to 0, there is no difficulty in showing that B(y) tends to B. One may 
therefore hope that Eq. (1.14) tends to the desired relation (I .7). 
Because of our earlier assumption, the above applies only to two-body 
interactions in the Schmidt class. Once asymptotic completeness has been 
established for this case, one may hope to go over to local interactions with the 
help of limiting procedures. This point will also be worked out in a separate 
paper. 
We conclude this introduction with references to related investigations. 
For n = 2, asymptotic completeness was proved by Kuroda [8,9]. He first 
considered interactions in the trace class, then extended his result to local 
interactions by a limiting procedure. Other proofs for n = 2 and local 
interactions are due to Ikebe [IO] and Faddeev [l 11, Faddeev’s work also 
covering the case n = 3. A proof for n = 4 was given by Hepp [12]. In case 
71 > 4, Hepp’s paper shows that there is asymptotic completeness in systems 
in which the interaction is either repulsive, or else so weak that the Born 
series converges. Further results for weak and repulsive interactions are due 
to Iorio and O’Carroll [13] and Lavine [14], respectively. These cases 
obviously exclude the possibility of bound fragments being scattered. In 
genuine multi-channel systems of arbitrary n, there is asymptotic com- 
pleteness in the subspace in which there is not enough energy available to 
break the system up into four or more fragments. This way shown by 
Schtalheim [ 151. 
It appqars that the idea of considering analytic interactions and complex 
dynamical variables goes back to Bottino, Longoni, and Regge [163. A recent 
application most closely related to part of our work, is due to Aguilar and 
Combes [17], and Balslev and Combes [18]. These authors assume two-body 
interactions that are analytic with respect to the dilatation group, their class of 
allowed interactions being larger than ours. Although there is a difference in 
language, there is an obvious overlap between their work and our papers [2] 
and [3]. Either approach yields operators H(q), the emphasis in the Aguilar- 
Balslev-Combes theory being on the spectral properties of these. In their 
introduction, there is a reference to the problem of asymptotic completeness, 
but it appears that their method has not yet been applied to this. Neither has 
it been used to identify invariant subspaces of H(q). 
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2. THE INTERACTION 
The interaction V is a sum of two-body terms Vj,. The present paper 
assumes that each Vj, belongs to the class R on the space 0(--y, y, 3), with 
some y > 0. Thus, Vj, is an integral operator whose kernel V9r(Jr, W, K’, w’, y) 
has the property that 
j-d~d~‘jowl V,z(k, w, k’, w’, cp)j2 k2kf2 dk dk 
exists and is bounded, uniformly in CJI for -y < CJI < y. In order that V,, 
be in R, its kernel must also satisfy an analyticity requirement. To be specific, 
it must depend only on (k2 + k’2)1j2 e”w, k/k’, w, and w’, being analytic in 
(k2 + k’2)1/2 ecm f or almost every k/k’, w, w’. This follows from [l, Theorem 
6.21. Alternative characterizations of the class si are provided by [l, Defini- 
tion 3.11 and [l, Theorem 3.51. 
If 
-Y<~<B\<Y 
and f belongs to 0(ol, ,!3,3), then [l, Eq. (3.20)] says that 
(2.2) 
V,,f(kei”, w) = dw’ 
I s m Vdk 
, W, k’, w’, y)f(kleioP, w’) (k’eiq)2 eiq dk’. (2.3) 
0 
The class R is a proper subclass of the Schmidt class on 0 by [l, Theorem 
3.111. If Eq. (2.3) is restricted to some fixed y, it yields an operator in the 
Schmidt class on g2. This we denote by Viz(q), as in Eq. (1.2). The set of all 
operators V,,(y) obtained in this way from operators in fi is dense, in the 
Schmidt norm, in the Schmidt class on !G2. This can be deduced from [l, 
Theorems 2.17 and 6.21. 
In order that H(0) be self-adjoint, we assume that 
Vjl(k’, W’S k, W, 0) = Vj,(k, W, k’, w’, 0). (2.4) 
This equation is of the same form as [2, Eq. (4.14)]. It follows that 
Vjc(k’, ~‘2 k, W, -up) = Vjg(k, W, k’, w’, P)). (2.5) 
It is obvious from the foregoing how V,, and Vjz(tp) act on functions in 
O(OL, 8, 3n - 3) and ii2(3n - 3), respectively. As in [2] and [3], we write 
H(p) = f&(~) + V(V) = k2ezilD + C Vjt(V>* 
5<2 
(2.6) 
The domain ~[H(cJJ)] of H(p) is the set of allf(k, W) in e2 having the property 
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that K2f(K, W) is in f!2. Thus, the domain does not depend on v. With Eq. 
(2.5), it follows that 
H*(-Y) = w?J). (2.7) 
3. Two PARTICLES 
To introduce the way in which one can define the integral (1.8) we first 
discuss the case of two particles. Writing 
R&i, cp) = (k%e - A)-‘, m p’) = --RIdA -7) VW, (3.1) 
and denoting the Schmidt norm of K(h, 9) by a[K(h, v)], we need the resolvent 
equation 
LEMMA 3.1. Let f (k, W) belong to f!2(3), choose some$xed 4 > 0, and allow E 
to take values in the intervals [[, co) and (- co, - 51. Write 
h = (1 + ic) ezim (-co < 1 < co). (3.3) 
If V(v) is as in Sec. 2, then R,(h, p) and K(X, v) have the following properties. 
(1) The norm // %(A, ~,)i/ is bounded uniformly in A. 
(2) There exists a constant c such that 
s O” II R&i, p)fll” dl < c rlfl12, (3.4) -cc 
for all f in !G2, uniformly in E. 
(3) The kernel K(h, v) belongs to the Schmidt class, its Schmidt norm 
being bounded uniformly in A. 
(4) There ex&s a constant d such that 
s m (o[K(X, T)]}~ dl < d, (3.5) --m 
uniyormly in 6. 
(5) The integrand in Eq. (3.5) tends to 0 as 1 tends to 5 00, uniformly in E. 
Proof. Properties (l)-(4) can easily be checked by direct evaluation. As 
409/49/I-7 
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for property (5), given V(v), 5, and some 6 > 0, we first choose L so large 
that 
~dwdw’j-Omk’2dk’j;/ V(k,w,k’,w’,v)~2k2dk<6~2. 
Next, 1 is chosen so large that 1> L2 and 
1 dw dw’ jO* 1 V(k, co, k’, w’, (p)12 k2k’2 dk dk’ < S[(L2 - Z)2 + (“1. 
By Eq. (3.6), the integral 
1 dwdw’Lm [(k2 - 1)s + ~~1-1 1 V(k, w, k’, w’, c,J)~” k2kf2 dk dk’ 
(3.6) 
(3.7) 
(3.8) 
now receives a contribution from the region k2 > L2 which is less than 6. By 
Eq. (3.7), the contribution from the region k2 < L2 is also less than 6. Hence, 
the integral tends to 0 as 1 tends to co. It is obvious that it also tends to 0 as I 
tends to --co. This proves the lemma. 
COROLLARY 3.2. If 1 1 1 is suj%iently large, then R(X, q~) can be evaluated 
with the help of the Born series. 
DEFINITION 3.3. For any 5 > 0, the symbol r([, q) stands for the region 
dist[A - spectrum H(y)] > 5 > 0. w 
The expression “uniform in A” means “uniform in A, provided 5 is held 
fixed and h is in r({, q).” 
LEMMA 3.4. Let the data be as in Lemma 3.1. Then R(h, p’) has the following 
properties. 
(1) The norm jl R(h, q~)lj is bounded uniformly in A. 
(2) There exists a constant c such that 
I m II W v)f II2 dl < c Ilf II2 (3.10) --m 
whenever the line (3.3) is in r([, c+I), for allf in G2. 
Proof. For any L > 0, let R,(X, ‘p) be defined by 
W4 P) = R(h 4 (I x I CL)* 
= 0 (I h I > L), 
(3.11) 
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and similarly for &(A, 9). It is clear that R,(h, p’) has the properties (1) and 
(2). 
Given any 6 > 0, Lemma 3.1 allows us to make L so large that 
// K(h, q)li < 6 if 1 h / > L and h is in r(<, q). This gives 
(I[R(h, v) - RL(h y)]fll = ll[l - KC& 9,>1-’ MA 91) - RoL(~ ~Ilfil 
d (1 - 81-l II w4 (P)fll . 
(3.12) 
The lemma now follows from properties (1) and (2) of Lemma 3.1. 
Remark 3.5. It follows from property (1) of Lemma 3.4 that /I R(h, T)fli 
tends to 0 as / h 1 tends to co, uniformly in A. To see this, we first approximate f  
by a function g in the domain of H(v). Next, we observe that 
W, VJ) g = --h-‘g + h-W> 9) WP,) g. (3.13) 
This shows that jl R(X, v)g // tends to 0 as / h 1 tends to co, uniformly in A. 
Hence, so does II R(h, q~)fil . 
With a view to the integral (1.8), we now choose E > 0 and write 
A, = (I + ic) ezim, A_ = (I - k) e2iv (-co < z < ccl). 
This gives 
I([R(h+ ,v) - R(L,v)lf,g)l = 2~ l(R(h+ ,df, R*G- y ~D)g)l 
From Eq. (2.7) and the relation 
[H*(v) - Al-1 = [H($D) - /i-1*, 
it follows that 
R*(X- , q) = R([Z + ic] e-2im, -y). 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
Since Lemma 3.4 remains true if v  is replaced by -y, we may conclude 
that either side of Eq. (3.15) is an integrable function of 1. 
Now let C be the oriented contour consisting of the lines 
X = (I - k) e2iw (oo>Z>--co), 
A = (I + k) e2ia (--oo<z<oo), 
(3.18) 
it being understood that C is in r([, v). Let C, be the part of C on which 
1 II <L. Then 
s 
(R(X, y)f, g) dA = e2ic L ([W+ 3 v,> - W- ,v)l f, d dl. (3.19) 
CL J -L 
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By the previous paragraph, this tends to a limit as L tends to 00. We may 
therefore define 
(3.20) 
By Eq. (3.15) and property (2) of L emma 3.4, this yields a quantity that does 
not exceed some constant times /ifli 11 g 11 . It therefore determines a bounded 
linear operator on P, as required. 
Since Ii@, v) is regular on the half-line h = Ze2iq, 1 < 0, the contour C 
may be replaced by the part on which 12 0, plus some bounded curve from 
-i&iw to i&i~. The integral (3.20) does not depend on E due to Remark 3.5. 
In the case of two particles, R(h, p) has only one branch cut. Hence, we 
could define a projection operator by starting from the identity and sub- 
tracting the projection onto the space spanned by the eigenstates from it. This, 
however, is a procedure that is not sufficiently powerful for systems with more 
branch cuts. 
4. SEVERAL LEMMAS 
We proceed to formulate some lemmas that will enable Section 3 to be 
generalized to larger numbers of particles. Throughout the present section, 
A(1) and B(Z) are linear operators on an gs-space of functions f(r). They are 
defined for almost every real 1. 
LEMMA 4.1. If there is a constant a such that 
s m II 44f II2 dl < a llf /I29 -03 
for all f in a domain II), then the relation 
A”(t) = (21~)-1/~ l-1 eeiztA(Z) dl 
dejkes a linear operator AA(t) on 9 for almost every real t. It suti$es 
Irn II A^(t)f II2 dt = j- II AV)f II2 dl -02 --m 
and 
A(l) = (%7)-l/2 J-t e*“tA^(t) dt. 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
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Proof. By the data, A(Z)f ( ) T is an P-function of 1 and r. The lemma 
follows from the general theory of Fourier transforms. 
LEMMA 4.2. If there is a constant a such that 
s m II A(Z)f II dZ < a Ilf 1; --m (4-5) 
for all f in a domain 9, then the relation (4.2) defines a linear operator AA(t) 
on 9 such that I/ A+‘(t)/1 is bounded uniformly in t and // AA(t) f jl tends to 0 as t 
tends to &CCL 
Proof. From the data it is obvious that 
II W)f II2 = PW 1-1 e-izt+imt(A(Z) f, A(m)f) dZ dm < (2?r)-l a2 l/f /12. 
(4.6) 
In the second member, 1 - m may be chosen as one of the integration varia- 
bles. Hence, the left side is the Fourier transform of an integrable function, 
which tends to 0 as t tends to &cc. 
LEMMA 4.3. If A(Z) belongs to the Schmidt class and its Schmidt norm is in 
g2, then AA(t) belongs to the Schmidt class for almost every t and satisfies 
jm {cr[AA(t)]}2 dt = ja {cJ[A(Z)])~ dl. 
--m -cc (4.7) 
Proof. The operator A(Z) is an integral operator whose kernel A(r, r’, 2) 
is an P-function of r, r’, and 1. Hence, the Fourier transform A^(r, r’, t) 
exists for almost every t, with 
s I m dt IAh(r,r’,t)12drdr’= jm dlj IA(r,r’,Z)12drdr’. (4.8) --m --co 
This is precisely Eq. (4.7). 
LEMMA 4.4. If A(Z) belongs to the Schmidt class and its Schmidt norm is in 
lY, then AA(t) belongs to the Schmidt class. Its Schmidt norm is bounded uni- 
formly in t and tends to 0 as t tends to f co. 
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Proof. This lemma is related to Lemmas 4.2 and 4.3. In fact, 
e-izt+imt dldm 
s 
A(r, r’, I) J(r, r’, m) dr dr’ 
(4.9 
< (27r)-l Irn o[A(Z)] u[A(m)] dl dm < CO. 
--m 
That o[A^(t)] tends to 0 as t tends &CC can be shown as in the proof of 
Lemma 4.2. 
LEMMA 4.5. If  A(Z) and its adjoint A*(Z) are as in Lemma 4.1, then the 
adjoint AA*(t) of AA(t) exists for almost every t and satis$es 
AA*(t) 1 A*^(-t). (4.10) 
Proof. For f  in 9, and g in the domain ?D* of A*(Z), we have for almost 
every t 
(A*(t) f ,  g)* = (2~)-l/~ [s_“, e-izt(A(Z) f,  g) dl] * 
(4.11) 
= (27+1/Z 1-1 eizt(A*(l)g, f) dl = (A**(-t)g,f). 
In the first and second members, the stars denote complex conjugates. The 
lemma follows from Eq. (4.11) by the definition of an adjoint. 
LEMMA 4.6. Let the data be as in Lemma 4.5. Let B(Z) have the properties 
of Lemma 4.1 and suppose that the ranges of B(Z) and B”(t) are in CD. Then 
j- (A(1) B(Of,g) dl = SW (AA(t) B^(-t)f,g) dt 
--m -cc 
(4.12) 
for all f  in the domain of B(1) and all g in the domain of A*(Z). 
Proof. I f  f  and g are in the respective domains, the data imply that the 
integral 
I = j- (BV)f, A*(Og) dl 
-02 
(4.13) 
converges. By the theory of Fourier transforms and Lemma 4.5, 
I= 
I m (B^(t) f, A*^(t) g) dt -co 
(4.14) 
zzc Irn (B^(t) f ,  A-*(-t) g) dt = Irn (AA(t) B^(-t) f ,  g) dt. 
-co --m 
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This proves the lemma. 
COROLLARY 4.7. If the data are as in Lemma 4.6, then 
jrn e-izt(A(Z) B(Z) f,  g) dl = jrn (A”(u) B*(t - u) f,  g) du. (4.15) 
--co CD 
Proof. I f  B(Z) has transform B*(u), then ewiztB(Z) has transform B”(t + u). 
By Lemma 4.6, the right side of Eq. (4.15) re q uires the transform of ediitB(Z) 
at -u. 
5. CONVOLUTION INTEGRALS 
We are now ready for the inhomogeneous term Qtn) in the resolvent equa- 
tion (1.10). By [3, Eq. (6.3811, this is a sum of resolvents Z$i, for n-particle 
systems that actually consist of Z noninteracting groups of fewer particles 
(I = 2,..., n). The subscript p(Z) runs through all possible ways of making 
such noninteracting groups. If  the resolvents R(ni) are known for all groups 
of fewer particles (ni < n), then Qcn) can be constructed by performing 
convolutions, according to [3, Eq. (6.33)]. 
Specifically, let Ha(v) and H,(v) be typical multiparticle Hamiltonians for 
different groups, so that they act on different variables, and let their resolvents 
be &(A, v) and R,(h, cp). To find Qtn), we require the convolution 
[R, * %I 0, y> = (274-1 .r, R,(u, v) 40 - u, v) do, (5.1) 
where C is a contour in the a-plane such that the singularities of R,(u,cp) are to 
the right of C, the singularities of R,(A - U, p’) to the left of C. By [3, Theo- 
rem 6.131 the convolution (5.1) can be performed for all h in the complement 
of the set of half-lines Y(h,, + hbj , v), where hai runs through all branch 
points A,, and poles A,, of R, , and similarly for hbj . 
From now on, it is essential to assume that 0 < 1 p [ < 7rj2. This makes it 
possible for h to be between successive half-lines Y(& + Abj , p)). The contour 
C in the u-plane will then be meandering between the singularities of Ra(u, F) 
and those of R,(h - u, p). Now, a typical multiparticle resolvent R(h, v) may 
have infinitely many poles and branch points, but clustering of singularities 
can occur only around singular half-lines Y(X, , p)). There is a finite number of 
half-lines of accumulation at most. This point is worked out in Remark 7.4. 
Owing to this, a meandering contour C need only make a finite number of 
turns. Suppose now, that the integrand in Eq. (5.1) tends to 0 sufficiently 
fast as 1 u 1 tends to co. The contour C may then be deformed into a finite 
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number of straight lines making an angle 291 with the real axis and running 
between the various cuts and poles. To develop this idea, we adopt the 
following notation. 
DEFINITION 5.1. Let p be real and such that the line 
X = p + le2i@ (--03<Z<oo) (5.2) 
belongs to the region r([, v) of Definition 3.3. Then 9(E) stands for the 
operator R(p + Ze2”, q). Furthermore, 
[SiTa * W,] (1) = (2+ jm W,(s) W,(Z - s) ds 
-02 
= (2n)-1 j-1 Ra(pa + se2iQ, cp) Rb(pb + [Z - s] e2iv, p’) ds. 
(5.3) 
LEMMA 5.2. Let W,(Z) be bounded for all real 1 and suppose that there is a 
constant c, such that 
s m II %#)f II2 dl < ca Ilf II29 Irn II W,*V)f II2 dl < c, llf 112, (5.4) -co --m 
for allf in FiZ2. Let B,“(t) be boundedfor all real t. Suppose that W,(l) has similar 
properties. Then the operators [ga * Wb] (1) and [&Ya + W,]^  (t) exist and are 
bounded. There is a constant cab such that 
(5.5) 
for all f in !S. 
Proof. The operator W,(l) and its adjoint have the properties of the opera- 
tor A(Z) in Lemma 4.5. In fact, 93,^(t) and its adjoint also have the properties 
of A(Z) in Lemma 4.5. Similarly, B?,“(t) is as B(Z) in Lemma 4.6. Corollary 
4.7 therefore says that 
-1 f+@,^ (t) wb*(t)f, g) dt = 2r([9% * Bbl tr)f, d, (5.6) 
[ga * C%+,]^  (t) = (2+‘2&A(t) @,^ (t). (5.7) 
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From this it is obvious that [ga *./Z&J” (t) is bounded. The relation (5.5) is 
easily proved with the help of Lemma 4.1. Furthermore, 
I([=@, * W,l V).f,dl d Gwl jm II gbYt)fl~ II S;,*^(-t)g II dt --m 
< Gvl (CaCb)1’2 I! f II‘I g I 
(5.8) 
> 
where we have used Eq. (4.10) to replace g:*(t) by W,*“( -t). This shows 
that [.%Ya *gJ (I) ’ b IS ounded and thereby completes the proof. 
Remark 5.3. Suppressing p and using the notation g(Z) is motivated by 
the fact that we want to make various statements about R(h, 91) that depend 
on 1, but not on p, provided the line (5.2) is in r({, y). It will be understood 
that B’^ (t) depends on p. Lemma 5.2 is conceived in terms of a fixed pair 
kz > pb 9 but the particular choice of this is immaterial. If pa and pb are 
allowed to take all possible values compatible with the respective lines (5.2) 
being in r,([, p’) and r,(&‘, p)), then Lemma 5.2 yields results on the convolu- 
tion (5.1) throughout the region rub(c, v) characterized by 
(5.9) 
We wish to study the n-particle resolvent R(“)(h, y) in its region of analy- 
ticity P)([, q). By [3, Section 6.41 the term Q(“)(h, q) and the kernel JP(& ‘p) 
have the same branch cuts as R’“)(h, v). They do not have any other singula- 
rities. Their region I’ is denoted by I’c’(c, v). 
As in Definition 3.3, “uniform in h” means “uniform in h, provided 5 is 
held fixed and X is in the appropriate region r(<, y).” Similarly, “uniform 
in CL” means “uniform in II, provided [ is held fixed and the line (5.2) is in 
r([, 9))” It is essential that 5 is not supposed to be 0. 
LEMMA 5.4. Let the operators Rtm)(A, v) (m = 2, 3,..., n - 1) have the 
following properties. 
(I) The norm 11 R(nl)(A, v)li is bounded uniformly in A. 
(2) There exists a constant ccm) such that 
s m /j L%‘(m)(Z) f /I2 dZ < c(n’) ~Nfii2, --m 
s m Ii 98m)*(Z)f112 dl < c(m) i,fii2, -co 
(5.10) 
for all in !G2, uniformly in p. 
(3) The rwrm /I i3Fnz)^(t)jl is bounded uniformly in t and p. 
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Let the convolution *R(h, (p) with region of analyticity J(<, ‘p) be defined by 
* R(X, V) = [Rcnl’ * a-. c RCnj)] (A, v), (5.11) 
it being understood that ni < n (i = l,.,.,j). 
Then .+R(h, 9’) has the properties (l)-(3). I n evaluating *R(X, q), the integra- 
tion contour in each convolution may be chosen to consist of a Jinite number of 
parallel lines (5.2). 
Proof. Owing to property (l), I/ R(“)(h, 9) f/I tends to 0 if h is in Pm)([, p’) 
and 1 h 1 tends to co. This can be proved in the same way as Remark 3.5. 
We know from [3] that R(“)(h, r,~) is regular, and 11 R(“)(h, (p)II of order 
O(] h 1-l) for large 1 X 1 , if X is in a sector of the form 
2p, < arg(h - A) < 2rr if v > 0, 
0 < arg(X - A) < 2~ + 2~ if T co, 
(5.12) 
A being the lower bound of the spectrum of H(0). Now consider the contour C 
used in evaluating R(“1) * R(Q. If this is meandering, the foregoing informa- 
tion suffices to deform C into a set of parallel lines in the u-plane running 
between the cuts and poles of R(Q(a, p’) and those of RcQ(h - C, 9). The 
number of lines is finite because the cuts and poles of either resolvent may 
cluster around a finite number of cuts at most. 
Once it is known that the convolution may be performed along parallel 
lines, it follows from Lemma 5.2 that Rcn 1 * R(Q) has properties (l)-(3), the )
proof of Lemma 5.2 implying uniformity in A, II, and t. 
By [3, Theorem 6.91, the convolution R tall * Rfnz) is the resolvent of 
H(“1) + H(Q). For large / X / in the appropriate sector (5.12), it follows 
from [3, Lemma 6.21 that R(“1) * R(Q) may be evaluated with the help of the 
Born series. Hence, it is of order O(l h 1-l). 
Summarizing, Rtnl) 4 Rfnz) has all the essential properties of R(“). We may 
therefore proceed to R(“1) * R(Q) * Rfn3), the desired result for *R(X, 9’) 
following by induction. 
Remark 5.5. Since TV in Definition 5.1 is real, Eqs. (2.7) and (3.16) show 
that 
R*(p + leziw , ‘p) = R(p + Ze@@, -q~). (5.13) 
Hence, the two equations (5.10) are of the same nature, differing only in the 
value of v that is being considered. 
LEMMA 5.6. The operator RI;“‘@, 9)) (m = 2, 3,...) and its aqoint have 
INVARIANT SUBSPACES 105 
the properties (l)-(3) of Lemma 5.4. The norm ii9i$,-““‘(t)~l is an integrable 
function of t, its integral being bounded uniformly in p. 
Proof. That properties (1) and (2) hold can be shown as in the proof of 
Lemma 3.1. The operator S?AmjA( ) t can be evaluated explicitly. It contains an 
exponential that decreases as t tends to f  co. This makes it easy to complete 
the proof of the lemma. 
THEOREM 5.7. Let R(“)(h, p) (m = 2, 3 ,..., n - 1) be as in Lemma 5.4. 
Then the operator Q(%)(h, v) of Eq. (1.10) has the properties (l)-(3) of Lemma 
5.4. The norm 11 9n)h(t)l~ is an integrabze function of t, its integral being bounded 
uniformly in p. 
Proof. By [3, Eqs. (6.33) and (6.38)], the operator Q’“) is a sum of opera- 
tors 
Rk’h 9)) = I(* R) * @‘I (A P)). (5.14) 
That properties (l)-(3) hold can therefore be shown as in the proof of Lemma 
5.4. As in Eq. (5.7), 
L%;;;(t) = (277)-i/2 (* L2)^  (t) 9qyt>. (5.15) 
The norm of this quantity has the desired properties by Lemmas 5.4 and 5.6. 
Hence, so does the norm of Sn)^(t). 
6. THE FREDHOLM KERNEL 
With reference to Eq. (1. IO), it is convenient to define 
F(“)(h, v) = K(n)@, p’) R(“)(A, 9). (6.1) 
The kernel K(“)(/\, p’) is a sum of kernels K$l, , by [3, Eq. (6.40)]. The 
subscript p(2) runs through all possible ways of dividing n particles into 
groups of n, and n2 particles, respectively, with n, + n, = n. If, in particular, 
n, 3 2 and n2 >, 2, then 
Kz;, = -I+) *F(‘+) * R;‘[V - Vs(2j], (6.4 
v - Vd2) denoting the interaction between the two groups. If  n, = 1 and 
n2 = n - 1, Eq. (6.2) must be replaced by 
K’“’ - 
e(2) - -3+-l) t Rt’[ V - VD,(2)]. (6.3) 
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It is the purpose of the present section to study the behavior of K2.j) as 
1 h 1 tends to co. Under suitable assumptions, we find that K$,& is in the 
Schmidt class and that its Schmidt norm tends to 0 if X is in rp’(t;, p’) and 
1 h 1 tends to 0~). For large 1 h 1 , it follows that the resolvent can be written 
as a Neumann series. This fact is used in the next section. 
LEMMA 6.1. Let Rcm)(A, v) (m = 2, 3 ,..., n - 1) be as in Lemma 5.4. Let 
K(“)(X, q) (m = 2, 3 ,..., n - 1) have the following properties. 
(1) It belongs to the Schmidt class on 5?(3m - 3), its Schmidt norm being 
bounded uniformly in A. 
(2) There exists a constant dfm) such that 
s w {u[X(~~(~)]}~ dl < dtm), (6.4) -* 
uniformly in p. 
(3) The operator X @j*(t) belongs to the Schmidt class, its Schmidt 
norm being bounded uniformly in t and p. 
(4) The Schmidt norm u[Xfm)“(t)] is an integrable function of t, its 
integral being bounded uniformly in t.~. 
Let F(“)(h, y) be dejined by Eq. (6.1). Then F(“)(X, p’) has the properties (l)-(3). 
Proof. Properties (1) and (2) are obvious. Since K and K* have the 
same Schmidt norm, Lemma 4.6 applies and Corollary 4.7 says that 
W”+(t) = (27r)-lj2 j-w S”‘^ (t - u) 9(m)A(u) du. 
-cc 
(6.5) 
Property (3) of u[F(m)A(t)] now follows from property (4) of u[Xcm)A(t)] 
and property (3) of II9P)*(t)ll. 
LEMMA 6.2. If  V(q) belongs to the Schmidt class on Q3, then the operator 
K’2’(X, p’) = -Rt’(h, p) V(v) (6.6) 
has the properties of Lemma 6.1. 
Proof. This is related to Lemmas 3.1 and 5.6, and is easily checked by 
explicit calculation. 
LEMMA 6.3. Let the data be as in Lemma 6.1 and let V(v) be a sum of two- 
particle interactions as in Section 2. Then the operators K$‘&(h, v) have the 
properties of Lemma 6.1. 
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Proof. We first consider the case n, = 1, n2 = n - 1 and refer to Eq. 
(6.3). By Corollary 4.7, 
[~‘vl-1’ * LJpg’]^ (t) = (&p2 $F’n-W(t) .s?y(t). (6.7) 
The operator Fo-l) acts on the internal coordinates of the group of n - 1 
particles, the operator 9;“’ on the coordinates of the remaining particle 
relative to the center of mass of the large group. Let the latter coordinates 
be denoted by k, , w1 . The interaction V - Vs(2) may then be regarded as an 
operator in the Schmidt class on the 92-spate of functions f (K, , wi). Accord- 
ing to this point of view, the internal coordinates of the n - 1 particles are 
parameters. The Schmidt norm of V - Vst2) is bounded uniformly in these. 
The operator a;“‘[ V - Vpt2)] is in the Schmidt class on the space of functions 
f (K, , wr) in the same sense. As such, it has all the properties of Lemma 6. I. 
This follows from Lemma 6.2. 
In an obvious notation, we may now write 
up-g;;(t)] < (27r-112 u[s’“-l’A(t)] u[By(t) (V - v,,(2))]. WV 
This shows that properties (3) and (4) are satisfied and that the Schmidt 
norm on the left is a square-integrable function of t. Property (2) now follows 
from Lemma 4.3, property (1) from Lemma 4.4. This completes the argu- 
ment for n1 = 1, n2 = n - 1. The case n, > 2, n2 3 2 can be discussed in a 
similar way. 
Remark 6.4. Suppose R(“)(h, ‘p) satisfies the data of Lemma 5.4. Then so 
does Rcrn)(X, - ) v , owing to Lemma 4.5 and Remark 5.5. Thus, if Zrn)(X, -v) 
has properties (l)-(4) of Lemma 6.1, then F(“)(& -p)) has properties (l)-(3), 
and K(@(& -F) has properties (l)-(4). 
THEOREM 6.5. Let the data be as in Lemma 6.3. Then K(“)(A, rp) has the 
properties of Lemma 6.1. The Schmidt norm a[K@)(X, v)] tends to 0 as / h j 
tends to co, uniformly in A. 
Proof. Since K(n)@, IJJ) is a sum of kernels K$!) , properties (l)-(4) 
follow from Lemma 6.3. The Schmidt norm tends to 0 as / A / tends to cc 
owing to property (4) and Lemma 4.4. It thus remains to show that the limit 
is uniform in X, provided h is in the region Fp’([, v). 
Let the kernel of K(n)(h, v) be denoted by K(Y, I’, X). Then 
u[K’~‘(~, ~11 = ;y$ 1 Ilf II-’ 1 W, 1’3 )of(y, r’) dr dr’ j . (6.9) 
Now divide the region I’?‘({, F) into a finite number of strips, plus two half- 
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planes on either side of the set of strips. For example, suppose that there is a 
strip 
X = p + le2iw, 
Consider the function 
w9 = (A - Pl) (A - CL1 + mJ2 2i@‘)-1 Ilfll-’ j K(r, r’, h)f(r, r’) dr dr’, (6.11) 
with m > 0. Since 1 v  1 < r/2 by assumption, 
I W4l < (cos w-1’2 (I + P - PI) (I + 4-l 4Jqh v-41. (6.12) 
Choosing some E > 0, we can find L such that ] M(A)] < E if I > L and h 
is on the half-lines h = pi + Ze2ia (j = 1,2). This is due to the Schmidt 
norm in Eq. (6.12) tending to 0 as I X / tends to co. Now take 1 <L. Since the 
Schmidt norm is bounded uniformly in A, we can make I M(h)1 < E in the 
region 0 < 1 <L, pr < TV < p2 by making m sufficiently large. This makes 
I M(h)1 < E everywhere on the boundary of the strip. It now follows from 
the Phragmen-Lindelof theorem [19, Section 5.611 that / M(X)! < E every- 
where inside the strip. 
Owing to Eq. (6.11) 
Ml-’ j j W, r’, A) f(r, y’) dr dy’ / 
< (cos 2~)--l/~ (I + m + p - pl) Z-l I M(A)1 . (6.13) 
This quantity is less than ~E(COS 2~)) II2 if 1 exceeds some L’ that is to be 
chosen such that L’ + m + p - tar < 2L’. The point is that L’ does not 
depend onf. It is fairly easy to show that (K(n)(h, v)f, g) has a uniform limit 
for any fixedf, g. Because of Eq. (6.9), the above shows that the limit of the 
Schmidt norm is also uniform, provided h tends to 00 through the strip (6.10). 
Other parts of the region rimJ(t;, v) can be treated in the same way. This 
completes the proof of Theorem 6.5. 
7. THE RESOLVENT 
The results of Sections 5 and 6 enable Lemma 3.4 to be generalized to any 
number of particles. 
LEMMA 7.1. Let R(“)(X, 9’) (m = 2, 3 n - 1) ,..., be as in Lemma 5.4, 
K(“)(X, ‘p) and K(“)(X, -y) (m = 2, 3 ,..., n - 1) as in Lemma 6.1. Let V(y) 
be as in Section 2. Then R(“)(X, ‘p) has the properties of Lemma 5.4. 
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Proof. Let Rp’(X, v) b e e ne as in Eq. (3.11). It is obvious that it has d fi d 
the desired properties. Given E, Theorem 6.5 says that L can be chosen so 
large that a[K(n)(h, vi>] < E whenever X is in Z’r’([, v) and 1 X 1 > L. Writing 
R’ = R’+, v) - RF)@, q~), 
and similarly for Q’ and K’, we have 
R’ = Q!’ + K’R’, R’ = f  (K’)pQ’, 
p=o 
Since Q’ has property (1) of Lemma 5.4, so does R’. Also, 
II ~‘(Ofll G 2 II ~(W II ~‘(4fll < (1 - 6)-l Ii 2’(l)fll p=o 
Property (2) for R’ therefore follows from property (2) of Q’. 
Writing 
w’-(t) = LP(t) + [%-‘2qA (t) + f [(X’)P 22’]^ (t), 
p=2 
(7.1) 
(7.2) 
(7.3) 
(7.4) 
we proceed to show that I/ %‘*(t)ll is b ounded uniformly in t. The norm of the 
first term on the right has the desired property by Theorem 5.7. By Corollary 
4.7, the second term is equal to 
(27+1/Z Jrn 3?(t - 24) 2??(u) du. (7.5) 
--m 
To take care of this, we observe that 11 =Y^(u)li is bounded and that 
II A’-‘^ (t - u)I/ has an integral with respect to u that is bounded uniformly in t, 
by property (4) of Lemma 6.1. As for the third term on the right in Eq. (7.4), 
By property (2) of Lemma 6.1, the Schmidt norm on the right is square- 
integrable. Hence, the expression (7.6) is an integrable function of 1. The 
desired property of the transformed quantity now follows from Lemma 4.4. 
The foregoing may be summarized by saying that both RF’ and 
R’ = R(“) - RF’ have the properties (l)-(3) of Lemma 5.4. Hence, so does 
Rcn). The data allow the adjoint R (TO* to be discussed in the same way. This 
completes the proof of Lemma 7.1. 
THEOREM 7.2. If the interaction V(v) is as in Section 2, then R(“‘(A, y) has 
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the properties of Lemma 5.4, Q(“)(h, ‘p) has the properties of Theorem 5.7, and 
Kcn)(h, v) has the properties of Lemma 6.1 and Theorem 6.5. 
Proof. This follows by induction. We start with Lemmas 5.6 and 6.2 
for Rb2) and Kf2). Lemma 7.1 then takes care of Rc2). Next, we proceed to 
Theorem 5.7 for Q@) and Theorem 6.5 for Kt3). Lemma 7.1 then takes care 
of Rt3). And so on. 
Remark 7.3. If  f is any fixed element of !Z2, the norm 11 R(n)(h, v) f 11 
tends to 0 uniformly in h if h is in P)(<, 9’) and 1 X 1 tends to co. This follows 
from property (1) of R(“)(X, ~JI) and Remark 3.5. 
Remark 7.4. Since R(n)(h, 9’) can be evaluated with the help of a Neumann 
series if h is in Fp)([, v) and 1 h 1 is sufficiently large, there is at most a finite 
number of poles in Fc)([, v). We cannot exclude the possibility of poles 
clustering around half-lines Y(h, , v). Specifically, they may cluster around 
h, . In an obvious terminology, the singularities of Rcn)(h, v) thus fall into 
three categories, namely isolated poles, isolated branch cuts, and branch cuts 
of accumulation. Now suppose that the number of elements in each category 
is finite in case m = 2, 3,..., n- 1. Because of the way the branch cuts 
Y(h, , p’) are caused by convolutions, as discussed in Section 5, it follows that 
Q(“)(h, 9’) and Kcn)(h, 9’) are regular except for a finite number of isolated 
branch cuts, plus a finite number of branch cuts of accumulation. Hence, 
R(“)(h, F) is regular except for a finite number of singularities in the three 
categories. Since Qf2)(h, 9) and K(2)(h, v) have one isolated branch cut only, 
it follows by induction that the number of elements in each category is finite 
for every n. 
To see what the above means, suppose that h, and h,+r are successive 
branch points on the real axis. Consider the strip between the half-lines 
Y(X, + 7, v) and Y(h,+, - 7, v), with some small 7 > 0. If  we travel 
through the strip in the direction of 00~ iv, we may encounter a finite number 
of branch points off the real axis at most. In other words, we need not be 
afraid that there is an infinite sequence {Pi} everywhere dense in the interval 
A, + -q < p < A,,, - 7 and corresponding to a sequence of branch points 
{pT + &.eaic} which would prevent us from reaching the point at infinity. The 
strip splits into a finite number of substrips at most. 
The above argument essentially refers to the imaginary parts of branch 
points h, being confined to some bounded interval. The real parts are likewise 
confined to a bounded interval. Hence, for any small 5 > 0, the region 
C”)([, ‘p) consists of the whole plane except for a finite number of half-strips 
making an angle 2p, with the positive real axis. This remark supplements 
qualitative statements in Section 5. 
In Section 9, it is of considerable interest that we be able to compare 
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resolvents P)(A, p’) at different values of v. The issue is the following. 
Suppose W, , P) and W,l , P) are successive branch cuts and consider the 
half-lines Y(A, + 7, v) and Y(h,+, - q, q), with some 7 > 0. To fix ideas, 
suppose that y  > 0 and that Y(X, + 7, p) is to the left of Y(A9+1 - q, 9)). I f  v  
is allowed to vary, the half-lines will rotate. In doing so, they may pass through 
resonance poles or through branch points off the real axis. Suppose, however, 
that this does not occur if (Y < ‘p < 8, the angles a and /I depending on 17 
and on the branch points A, and A,,, that are being considered. Now choose f 
and g in @i(ol, /3) and examine the integral 
I(A) = 1 dw jmg(k&, W) R(@(h, F)f(k@, W) (keim)3n-4 eim dk. (7.7) 
0 
I f  h is in the resolvent set of H, then I(h) does not depend on p by [ 1, Corol- 
lary 2.81. It can be continued analytically in h across the real axis into the 
strip between Y(h, + 7, v) and Y(A,+, - 7, v), then across Y(h, + 7, v) and 
Y&+1 - 7, v). I f  it is understood that 
then the funtionI(X) has a branch defined in the region between Y(h,+, - 7, a) 
and Y(h, + r), /3). Let this region be denoted by A. If  X is any particular point 
in A, then I(h) can be evaluated by taking v  in Eq. (7.7) so that h is between 
Y(b + ‘I, v) and Y(b+l - r], p)). Thus, there is some freedom in the choice 
of y, yet we do need different values of ‘p as we travel through A. Now, if h 
tends to cc along any particular path in A, then I(h) tends to 0 by Remark 7.3. 
It is hard to see, however, whether the limit is uniform in the angle. We wish 
to prove that this is indeed the case. 
DEFINITION 7.5. If  5, 01, and p are fixed and there is a constant M such 
that 
II R(“V, ?)>I1 -=l M, (7.9) 
no matter how one first chooses q in [IX, /3], next h in I’(“)({, v), then @)(A, QJ) 
is said to be bounded uniformly in h and q. 
In a similar way, various other properties considered in Sections 5 and 6 can 
be reformulated so as to include uniformity in v. Suppose, therefore, that the 
data of Lemma 5.4 hold uniformly in v. Then so does the proposition. It is 
true that Pm)@, ‘p) may have different numbers of branch cuts, and poles off 
the real axis, for different values of v. Even so, no matter how we choose y, the 
quantities considered in Lemma 5.4 can be evaluated by adding contributions 
from a finite number of convolution integrals along straight lines. Since the 
40914911-8 
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contribution from each integral is bounded uniformly in v  by the present 
assumption, so is the total result. 
It is easy to check that Lemmas 5.6 and 6.2 hold uniformly in 9). So do 
Theorem 5.7 and Lemmas 6.1, 6.3, provided the data of Lemmas 5.4 and 6.1 
hold uniformly in v. I f  this is so, then the proof of Theorem 6.5 can be 
adapted to show that the Schmidt norm u[K(“)(h, q)] tends to 0 uniformly in h 
and v. This means that, given E > 0, there exists an L such that 
u[K(“)(X, 9))] < E (7.10) 
whenever 1 X 1 > L, no matter how we choose q~ in [01, /3], then h in rp’([, 9)). 
LEMMA 7.6. If the data of Lemma 7.1 hold uniformly in q, then Rcn)(h, ‘p) 
has the properties of Lemma 5.4 uniformly in ‘p. 
Proof. The proof of Theorem 7.1 can easily be adapted to show that the 
operator R’ of Eq. (7.1) has the desired properties. As for Rp’(h, q), if this is 
bounded uniformly in h and v, then it is integrable and square-integrable 
with respect to I, uniformly in 9. Hence, it also has the desired properties. 
This then proves the lemma. 
The above indicates that it only remains to study the norm of Rp)(X, q). 
Referring to the Fredholm equation (l.lO), we write 
(7.11) 
as in [3], Eq. (6.51). For any fixed v, the quantity d(h, 9’) is an operator in the 
Schmidt class on !iZ2. Its Schmidt norm is bounded uniformly in h and v, 
owing to the fact that a[K(“)(h, v)] is bounded uniformly in X and q. For any 
fixed h, the quantity S(/\) is a number, likewise bounded uniformly in h and v. 
In fact, if we first choose v, then [ X / <L and X in rp)(h, v), then there is a 
small interval [vi , v2] such that X is in rc)(h, 9)) for all g, in [(p; , v2]. At the 
chosen X, we may therefore evaluate S(h) for all ‘p in [vl , v2]. It does not 
depend on v  by [l, Corollary 5.21. 
If  q now runs from (Y to p, then rr’(t;, v) covers a multisheeted region in 
the h-plane. Let this be denoted by rp’([). The function S(X) can be con- 
tinued analytically to rp’(E;). To do this, it suffices to choose A in rp’(<), 
next q in such a way that h is in rc’([, ~JJ). One can then evaluate 6(h) with the 
help of [2, Eq. (4.6)]. Since this procedure involves quantities that are all 
bounded uniformly in X and q, it follows that S(h) is bounded uniformly in h 
provided X is in P)(i). 
In the intersection of rc)({) and 1 h [ <L, the function S(h) may have a 
finite number of zeros. Some of these may be poles of the resolvent. We 
delete c-neighborhoods of these form rp)(&) to obtain P)(c), the lemma only 
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referring to the region in the X-plane that is at least a distance [ away from the 
spectrum of H(v). 
It is well known that S(X) may also have spurious zeros [20, 211, that is, 
zeros in the resolvent set of H(v). If P)‘(l) is the region obtained from 
F*)(c) by deleting <-neighborhoods of any spurious zeros, then Ry’(X, IJJ) 
is bounded uniformly in h and v for all 9) in [or, /3] and X in the intersection of 
P)([, v) and P)‘([). This follows from Eq. (7.11) and the foregoing results 
concerning A@, cp) and S(A). 
It remains to examine Rp’(h, 9’) in c-neighborhoods of spurious zeros in 
P)(<, v). Let X = X.9 be a spurious zero of order t. Then (A - A#/S(X) is 
bounded in a sufficiently small c-neighborhood of A, . Since A(& p’) is analytic 
in A, it may be expanded in a Taylor series in A - As . The coefficients can be 
written as integrals involving d(X, p’) along the circle 1 X - As / = E. Since 
A(& v) is bounded uniformly in X and v, the Taylor series converges uni- 
formly in h and v, in the uniform operator topology on !?2. This follows from 
Cauchy’s inequality for analytic functions on a disc [19, Section 2.51. If the 
zero is to be spurious, then the first few terms of the Taylor series must 
vanish identically, up to the term with (A - Q-l. The remainder is (A - A,)* 
times an operator that is bounded uniformly in X and v. If the remainder is 
divided by S(h), this yields an operator that is likewise bounded uniformly in h 
and y, it being understood that 1 X - A, j < E. Since all spurious zeros can be 
taken care of in this way, it follows that Rp)(h, y) is bounded uniformly in h 
and 9). This suffices to prove the theorem. 
COROLLARY 7.7. If  the interaction V(q) is as in Sec. 2, then the proposition 
of Theorem 7.2 holds uniformly in q~. In particular, (/ R(“)(/\, pl)lj is bounded 
unsformly in X and CJX 
Proof. This follows from the same induction argument as Theorem 7.2. 
THEOREM 7.8. Suppose that 
0 < a < g, e p < 42, &I < A,+, > 7 > 0. (7.12) 
Let Y(h, , v) and Y(h p+l , 9)) be successive branch cuts of R(“)(h, v) and suppose 
that Y(/\, + 7, ‘p) is to the left of Y(X,+, - 7, p)). Let A be the region bounded by 
w,+, - 7, CY) and Y(h, + 7, p), plus a curve between X, + 77 and h,,, - 7. 
DeJne the function I(h) by Eq. (7.7) an su d pp ose that it has neither poles nor 
branch points in A. Then I(h) tends to 0 as I X / tends to co, uniformly in the 
angle. A similar result applies in case -n/2 < LY < y  < /3 < 0. 
Proof. It was explained above that I(X) is analytic in A and tends to 0 as h 
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tends to cc along Y(A,+, - 7, a) or Y(A, - 7, /3). Now take any X in A and 
choose an appropriate q in Eq. (7.7). This yields 
The first factor on the right is bounded uniformly in X and v by Corollary 
7.7. The other factors are bounded uniformly in v owing to [l, Eq. (2.36)] 
or [2, Eq. (2.31)]. Hence, 1 Z(A)1 is bounded uniformly in A. The PhragmCn- 
Lindekf theorem [19, Section 5.631 now completes the proof. The case 
-n/2 < 01 < /I < 0 can be discussed in a similar way. 
8. PROJECTION OPERATORS 
The present section applies to any number of particles. We therefore use 
R(h, v) to indicate @)(A, ‘p) with any n. 
Suppose that the half-line Y(h, , p’) is a branch cut of R(h, v) and consider 
the oriented contour C, consisting of the lines 
X = A, + (I - ic) e2im (m>Z>--co), 
h = A, + (I + ie) t+Q (-co<Z<co). 
(8.1) 
The branch cut Y(A, , ‘p) is to the right of C, , the region to the left of C, 
consisting’ of the two half-planes 
1 Im(X - A,) e-2fe 1 > E. (8.2) 
Let CDL be the part of C, on which I Z I <L, so that CpL tends to C, as L 
tends to co. Let E be such that R(X, q) has no singularities on C, . This 
geometry allows the following theorem. 
THEOREM 8.1. Let the contours C, and CpL be as above. Then the limit 
(274-l& s, (W df, d dx 
P 
L 
exists and can be written in the fnm (P,(q) f, g), the operator P,(q) having the 
following properties. 
(1) It is a bounded Zinear operator on Q2. 
(2) If E in Eq. (8.1) is varied continuously subject to the condition that C, 
does not pass through any singuZarities of R(A, q), then P,,(q) rem&s unchanged. 
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(3) It is idempotent, 
P&P) P&P) = P%hJ>~ (8.4) 
(4) I f  h is in the resolvent set of H(v), then 
PPb) w, 94 = w 97) PDW (8.5) 
(5) The operator (8.5) can be continued analytically in X to the region 
to the left of C, by means of the relation 
tP,td W v)f, g) = (274-l pz J, (P,k,) Rk., v)f, g) (CL - 4-l dtL. 
PL 
(8.6) 
(6) If  P*(~J) is determined by a contour C, to the left of C, , running 
through one of the half-planes (8.2), then 
PDW P*(d = Pdd PAP)) = 0. 
(7) If z is so large that R(h, v) is regular in the half-planes (8.2), then 
P,(q) is the identity operator. 
Proof. The limit (8.3) exists because R(h, p’) has property (2) of Lemma 
5.4, by Theorem 7.2. This can be shown as in Section 3. Specifically, the 
quantity (8.3) is less than some constant times 11 f  I/ I/g II . Hence, it defines a 
bounded operator on !i?a, which is denoted by PJqo). 
Since R(h, y) is regular and I/ R(h, ‘p) f  Ij tends to 0 as 1 tends to &co, 
uniformly in E under the variations envisaged in proposition (2) of the 
lemma, the limit (8.3) does not depend on E. Hence, neither does P,(q), 
provided the variations in E are sufficiently small. 
The above shows that P,(v) has properties (1) and (2). To prove property 
(3), it now suffices to show that 
is true for all f  in a dense set in 9s. Let this set be the domain of Hz(q) and let 
X, be some point in the region (8.2). Since 
W, 4f = (A, - 4-l - (A, - 4-l R(k ‘p) W(V) - 41 f ,  (8.9) 
and since 
lim 
L-0 s 
cpL (A,, - A)-1 dh = 0, (8.10) 
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we may write 
(~P(P)f, g> = @7w J-cp w, 94 Md - 43lf, d @ - w1 4 (8.11) 
hence 
(~A?4 ~kf4f9 d = &~F2~c, dh Jb, VW, 9)) %% 9) w?4 - U”f, g) 
x (A - &J-l (p - p&l d,u. (8.12) 
The contour D, must be such that R(X, v) is regular between C, and D, . 
To be specific, let A,, be to the left, C, to the right of D, , so that C, is between 
D, and the branch cut Y(A, , p)). 
In the integrand in Eq. (8.12), we now use the equation 
W, v) R&L, 4 = 0 - 4-l VW, d - R(P, 41. (8.13) 
This results in two terms whose integrals converge separately. In the second 
term, it is most convenient to integrate with respect to h first. This gives 0, 
due to the location of C, relative to D, . Integrating the first term with 
respect to p gives 
(274-1 Icg (W, F) Pb-4 - U”f, d (A - U2 dx. (8.14) 
Now, referring to Eq. (8.9), we may actually write 
R@, ~4f = Oo - 4-l - (4, - x)-2 [fJ(d - &,I f 
+ (ho - W2 W> 4 W(d - U2f. 
(8.15) 
Since (A, - A)-a is regular between the two half-lines of C, , it follows that 
the expression (8.14) is equal to (PJv)f,g), as we wished to prove. 
This establishes property (3). Property (6) can be proved in much the 
same way. Property (4) is obvious. 
To prove property (5), we first take X to the left of C, in the resolvent set 
of H(v). With the help of Eq. (8.13), it is easy to arrive at the expression (8.6). 
The right side of this can now be continued in h to the whole region to the 
left of C, . 
It remains to prove property (7). To this end, we write 
(R(k ~1 f, g> = VW, d f, g> - (R&t d Wd W 4 f, g) (8.16) 
and choose both f and g in the domain of H(q). Since Y(0, p’) is the only 
singularity of R,(X, v) and since this is also a singularity of R(h, cp), the data 
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imply that the second term on the right is regular in the half-planes (8.2). 
By Eq. (8.9), it is of order O(l X I-“) if X is the region (8.2) and 1 h j tends to co. 
Hence, its integral along C, vanishes. The first term can be integrated 
explicitly to give 27ri(f, g). In obtaining this result, it is assumed that f and g 
are in the domain of H(q). Since this is dense in gz, the argument can easily 
be completed to prove property (7). 
Remark 8.2. Let D[H(pl)] be the domain of H(p) and let P,(v) 22 be the 
range of PJv). Owing to property (4) of Theorem 8. I, P,(p)) maps a[H(v)] 
into D[H(v)] and satisfies 
~k?J) Wd f = WV) P&d f (8.17) 
for all f in D[H(g,)]. Hence, Pg(cp) !? is an invariant subspace of H(v). 
Property (5) means that the spectrum of P,(y) H(y) is confined to the strip 
to the right of C, . This strip is in the resolvent set of [I - P,(y)] H(F). 
Remark 8.3. In straightforward cases, the number of branch cuts Y(X, , p’) 
is finite, so there are no branch cuts of accumulation. One can then choose a 
set of contours C, so that each one has only one branch cut on the right, the 
rest of the spectrum of H(q) being on the left. Proposition (7) of Theorem 8.1 
clearly indicates that our definition allows more than one branch cut to be 
to the right of C, . In other words, the subscript p does not specify P,(F) 
completely. If branch cuts cluster around some particular Y(A, , q), then we 
cannot do better than to draw C, so that the whole cluster is to its right. 
Remark 8.4. Since R(h, p’) is regular in the lower or the upper half-plane, 
according as rp is positive or negative, and goes to 0 sufficiently fast as j X / 
tends to co, the contour C, may be replaced by two half-lines plus some 
finite path B, running from h = A, - ZEezim to h = A, + ice2ig. In fact, it 
may happen that A, is off the real axis and that there is a pole on the real axis 
precisely between the two lines (8.1). One will then want to consider an 
integration contour passing between A2, and the pole on the real axis. There is 
no difficulty in showing that this also yields a projection. 
9. ANALYTIC PROJECTION OPERATORS 
The present section combines Theorems 7.8 and 8.1. The angle q is varied 
in an interval [cu, /3]. This results in the lines (8.1) tracing out regions d, and 
A- in the h-plane. For any f, g in G((Y, p), the integral 1(h) defined in Eq. (7.7) 
has branches that are analytic in d, and A- , respectively. It is assumed that 
01, /3, E are such that I(h) h as neither poles nor branch points in d- and A+ . 
This assumption determines what values of 01, fi, E are allowed. We now 
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choose f in Eq. (8.3) so that it is the restriction, to fixed (p, of a function 
f(keiw, w) in Q(a, fl). W e wish to prove that this makes P,(v) f the restriction 
of a function in Q(a, 8). In fact, it is stated in Theorem 9.2 that P$(cp) is 
associated with an operator P,, in the class ‘$I, this being a class of bounded 
operators on 0(a, 8) that was introduced in [l, Definition 4.11. 
The proof is based on the fact that f (kei”, w) belongs to Q(a, /3) if and only 
if it is an inverse Mellin transform according to 
f  (keiw, ok) (kei@)(3n-4)/2 = (2~)-1/2 lrn f(u, W) (kei~)-iu-W du, (9.1) -03 
with some function f(u, w) satisfying 
s I du -1 (e2au + e2Bu) 1 f(u, a)12 du -C co. (94 
This follows from [l, Theorem 2.91. If f  and g belong to 0(a, p), then it 
follows from [I, Corollary 2.81 that the integral 
s I dw om f  (keep, W) g(keiw, w) (keio)sn-4 e*@ dk, (94 
regarded as a function of I, is constant in a < v < /3. 
For our present purpose, it is convenient to supplement the above as 
follows. 
LEMMA 9.1. Let w be a set of 3n - 4 real variables taking values in bounded 
intervals. Suppose that a and /3 are real and 01 < /I. Let f  (k, w, p) be defined 
on 0 < k < co, the appropriate region for w, and a < y  < p. Suppose that 
I I du om 1 f  (k, w, q~)l” ksn-4 dk < co (9.4) 
for OL < ‘p < /3. Suppose that the integral 
s I da om f  (k, w, v) g(kei@, w) (keim)3n-a e”’ dk 
does not depend on q~, no matter how g(ke”w, w) is chosen in 0(a, j3). Then 
f  (k, W, p’) belongs to 0(a, B). 
Proof. The data allow us to take the Mellin transform 
f(u, w, d = CW-1’2 S,, f (k, w, cp) (k&)(3”-4)/2 kiu-112 &, W) 
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which satisfies the relation 
.r s O” dw 1 f(u, w, y)12 du = j dw jam If@, w, v)12 h3n-4 dh. (9.7) --1o 
It is implied by Eq. (9.1) that the Mellin transform of g(Keiw, w) (Keim)(3n-4)i2 is 
of the form 
g(u, W, cp) = emu-im12g(u, w), (9.8) 
where g(u, W) satisfies a relation like Eq. (9.2). By general formulas for Mellin 
transforms, the expression (9.5) is equal to 
s i 
m 
dw e-wu+ivl2f(u, w, rp) g(-u, w) du. 
--m 
(9.9) 
Since this does not depend on q~ by assumption, no matter how g(-u, w) 
is chosen in a set that is dense in P2, it follows that there must be a function 
f(u, w) such that 
f(u, W, 9)) = eQu-i@12f(u, w). (9.10) 
This satisfies Eq. (9.2) due to Eqs. (9.4) and (9.7). Taking the inverse Mellin 
transform of f(u, w, 9)) and using Eq. (9.10) shows thatf(k, w, p’) (keiW)(3n-4)la 
is equal to the right side of Eq. (9.1). Hence,f(k, w, F) is a functionf(keim, w) 
in @(a, /3), as we wished to prove. 
The next theorem contains a reference to the Hamiltonian H with resolvent 
R(X) on Q(oI, 8). These quantities are related to H(q) and R(h, v) on !i?2 as in 
Eq. (1.2) the relation applying for f in (ti((~, /3). Details are explained in 
[2, Sections 3.1, 3.21 and [3, Section 6.11. 
THEOREM 9.2. Let A+ and A- be the regions in the X-plane traced out by the 
lines (8.1) as q~ runs from 01 to t3. Suppose that either 0 < OL < p < ~12 or 
-42 < 01 < b < 0, and that ~1, p, E are such that the integral I(h) defined by 
Eq. (7.7) has neither poles nor branch points in A- v  A+ . Define the operator 
PD(p)) as in Theorem 8.1. 
Then P,(p) f  (heiw, W) belongs to Q(or, 8) whenever f  (heiW, w) belongs to 0(a, fi). 
There is an operator P, in the class Cu on 0(or, /3) such that 
P, f  (heim, w) = P,(q) f  (heiW, w), 
for all f  (heiQ, w) in 0(a, /3). 
(9.11) 
The operator P, is idempotent. It commutes with R(X) whenever h is in the 
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resolve& set of H. If P*(v) annihilates P@(p)) in the sense of Eq. (8.7) and allows 
the same CX, ,6, so that there is also an operator P, on 6(01, /I), then 
PpP, = P,9, = 0. 
Proof. The following applies to the case 0 < (Y < p < 7rj2. The case 
-n/2 < 01 < p < 0 can be discussed in the same way. 
Choosing f and g in @(a, p), we want to show that the expression Z(v) 
defined by 
Z(p) = j dw jOm g(keim, CO) Pg(v)f(ke”a, cp) (keis)sn-4 eiq dk (9.12) 
does not depend on v. This result then makes it possible to utilize Lemma 
8.5. To obtain the quantity (9.12) the function I(X) must be integrated along 
a contour in the X-plane, the difficulty being that this necessarily depends on q~ 
To solve this problem, we begin by assuming that f in 6(,, /?) belongs to the 
domain of Hz. This implies that its restriction to fixed IJI belongs to the domain 
of H2(~) in f?2. Hence, Eq. (8.15) applies, A, being a point that may conve- 
niently be chosen on the negative real axis close to ---CO. 
If Eq. (8.15) is used in evaluating P,(q), its first and second terms on the 
right do not contribute. Thus, R(h, 9’) f may be replaced by 
(4, - hF2 W4 v) [H(P) - b12f> (9.13) 
as in Eq. (8.14). This modification changes I(X) into J(h), say. 
The analytic properties of J(h) are much the same as those of I(h), except 
that J(h) is of order O(] h I-“) as 1 h 1 tends to co, uniformly in the angle by 
Corollary 7.7 and Theorem 7.8. 
The quantity Z(v) is 1/2G times the sum of the integrals of J(X) taken 
along the lines (8.1). N ow refer to the way Theorem 8.1 exhibits Pg(y) as a 
limit with respect to the contour C,, . In an obvious notation, 
(9.14) 
TO be specific, for any 6 > 0 there is an L, , not depending on q~, such that 
I Z(cp) - ZLb)l < 6 (9.15) 
for L > L, and all q in [OI, /3]. This is due to 11 R(h, ~)1] , I/g 11 , and 
//[H(q) - &I2 f II being bounded uniformly in A, ‘p, as in the proof of Theo- 
rem 7.8. 
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Next, consider Z,(fl) - Z,(a). This is the sum of 
(2+-l j”’ J(h) dA - (24-l j”- J(h) dA, 
a+ a- 
with 
a+ = A, + (L -j= k) ezia, 
b* = A, + (L * k) eziO, 
(9.16) 
(9.17) 
plus two similar integrals along arcs in the lower half-plane. Since I(/\) is of 
order O(i h I-“) uniformly in the angle, as observed above, there is an L, such 
that 
I ZdP) - z&4 < 6 (9.18) 
for L > L, . Combining Eqs. (9.15) and (9.18) shows that Z@?) equals Z(a). 
The argument can be repeated to prove that Z(v) equals Z(a) for every v 
in [a, PI. 
The above assumes that f is in the domain B(H2). To remove this restric- 
tion, we choose f in B(or, 6) and app roximate this, in the norm on @(or, /3), by a 
sequence (fn} (n = 1, 2,...) in D(H2). Owing to [l, Eq. (2.36)] and [2, 
Eq. (2.31)], the restriction off to fixed q is approximated, in the norm on e2, 
by the sequence in ID[H2(v)] consisting of the restrictions of fn to fixed F. 
Now remember that P,(v) is a bounded operator on !G2. This means that we 
can choose 6 > 0, then make n so large that 
I &lb) - Z(P)1 < s (9’ = % is>> (9.19) 
Z,(p)) being the quantity obtained from Z(v) if f is replaced by fn . Since it 
was shown above that Z&3) equals Zn(ol), it follows that Z(p) equals Z(a) 
no matter how f and g are chosen in G(o1, /3). So does Z(v) for all 9) in [OI, /3]. 
Since P,(v) is a bounded operator on f!2 by Theorem 8.1, it is obvious that 
P,(p)) f(keim, W) is in c2, for OL < v < ,B. Lemma 8.5 now says that 
P$(p) f (Keim, W) belongs to B(ar, B). Thus, if P, is defined by Eq. (9.1 l), it is 
clear that P, is an operator on B(ar, 8). That it belongs to the class ‘$I, and 
therefore is bounded, follows from [I, Theorem 4.121. That P, is idempotent, 
commutes with R(X) and P,, , and annihilates P, , is readily deduced from the 
corresponding properties (8.4-8.7) of Pzl(~). This concludes the proof of 
Theorem 9.2. 
Remark 9.3. Along the lines of Remark 8.2, it is not difficult to show 
that the range of P, is an invariant subspace of 11. If Y(h, , v) is an isolated 
branch cut and R(h, v) has no other singularities between the lines (8.1), then 
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the spectrum of P,(q) H(v) is precisely the half-line Y(A, , 9). Hence, the 
sector 
2p < arg(h - A,) < 2~ + 2~5 0 < j h - Ap 1 (9.20) 
belongs to the resolvent set of F’@(v) H(q) for all 9 in [a, /3-j. It therefore 
belongs to the resolvent set of P,H by [3, Theorem 6.41. 
REFERENCES 
1. C. VAN WINTER, Fredholm equations on a Hilbert space of analytic functions, 
Trans. Amer. M&h. Sot. 162 (1971), 103-139. 
2. C. VAN WINTER, Complex dynamical variables for multiparticle systems with 
analytic interactions, I, J. Math. Anal. AppZ. 47 (1974), 633670. 
3. C. VAN WINTER, Complex dynamical variables for multiparticle systems with 
analytic interactions, II, /. Math. AnaL Appl. 48 (1974), 368-399. 
4. J. M. JAUCH, Theory of the scattering operator, II, Multichannel scattering, 
Helw. Phys. Actu 31 (1958), 661-684. 
5. M. N. HACK, Wave operators in multichannel scattering, NUOOO Cimento 13 
(1959), 231-236. 
6. S. WEINBERG, Systematic solution of multiparticle scattering problems, P/zys. Rm. 
133 (1964), B232-B256. 
7. C. VAN WINTER, Theory of finite systems of particles, I, The Green function, 
Dunske Vid. Selsk. Mat.-Fys. Skr. 2 (1964), l-60. 
8. S. T. KURODA, On the existence and the unitary property of the scattering operator, 
Nuowo Cimento 12 (1959), 431-454. 
9. S. T. KURODA, Perturbation of continuous spectra by unbounded operators, I, 
J. Math. Sot. Japan 11 (1959), 247-262. 
10. T. IKEEIE, Eigenfunction expansions associated with the Schroedinger operators 
and their applications to scattering theory, Arch. Rut. Mech. Anal. 5 (1960), l-34. 
11. L. D. FADDEEV, “Mathematical Aspects of the Three-Body Problem in the Quan- 
tum Scattering Theory,” Israel Program for Scientific Translations, Jerusalem, 
1965. 
12. K. HEPP, On the quantum mechanical N-body problem, Helet. Pkys. Actu 42 
(1969), 425-458. 
13. R. J. IORIO, JR. AND M. O’CARROLL, Asymptotic completeness for multi-particle 
Schroedinger Hamiltonians with weak potentials, Comm. Math. Phys. 27 (1972). 
137-14s. 
14. R. LAVINE, Completeness of the wave operators in the repulsive N-body problem, 
J Math. Phys. 14 (1973). 376-379. 
15. A. SCHTALHEIM, Multi-particle quantum systems below the four-particle threshold, 
Helw. Phys. Actu 44 (1971), 642-661. 
16. A. BOTTINO, A. M. LONCONI, AND T. REGGE, Potential scattering for complex 
energy and angular momentum, NUWO Cimento 23 (1962), 954-1004. 
17. J. AGUILAR AND J. M. COMBES, A class of analytic perturbations for one-body 
Schrijdinger Hamiltonians, Comm. Math. Phys. 22 (1971), 269-279. 
INVARIANT SUBSPACES 123 
18. E. BAL~LEV AND J. M. COMBES, Spectral properties of many-body Schrodinger 
operators with dilatation-analytic interactions, Comm. Math. Phys. 22 (1971), 
280-294. 
19. E. C. TITCHMARW, “The Theory of Functions,” 2nd ed., Oxford University 
Press, Oxford, 1939. 
20. P. G. FEDERBUSH, Existence of spurious solutions to many-body Bethe-Salpeter 
equations, Phys. Rev. 148 (1966), 1551-1552. 
21. J. V. NOBLE, Discussion of a note by Federbush on spurious solutions of three- 
particle equations, Phys. Rev. 148 (1966), 1553-1555. 
