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Abstract
The projectability of Poincare´-Cartan forms in a third-order jet bundle J3π
onto a lower-order jet bundle is a consequence of the degenerate character of the
corresponding Lagrangian. This fact is analyzed using the constraint algorithm
for the associated Euler-Lagrange equations in J3π. The results are applied
to study the Hilbert Lagrangian for the Einstein equations (in vacuum) from
a multisymplectic point of view. Thus we show how these equations are a
consequence of the application of the constraint algorithm to the geometric
field equations, meanwhile the other constraints are related with the fact that
this second-order theory is equivalent to a first-order theory. Furthermore, the
case of higher-order mechanics is also studied as a particular situation.
Key words: 2nd-order Lagrangian field theories, Higher-order mechanics, Poincare´-
Cartan form, Einstein-Hilbert action.
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1 Introduction
There are some models in classical field theories where, as a consequence of the
singularity of the Lagrangian, the order of the Euler-Lagrange equations is lower
than expected. A geometrical way of understanding this problem is considering
the projectability of the higher-order Poincare´-Cartan form onto lower-order jet
bundles [3, 13, 14, 16, 17]. We review the conditions for this projectability and
2study their consequences using the constraint algorithm for the field equations of
second order (singular) field theories, thus enlarging the results stated in previous
papers [3, 9, 14, 16, 17]. This constitutes the main result of the paper and it is
stated in Theorem 1.
In this paper we restrict our study to second order field theories in order to avoid
some kinds of problems involving the ambiguity in the definition of the Poincare´-
Cartan form in a higher-order jet bundle, the non-uniqueness of the construction of
the Legendre map associated with a higher-order Lagrangian and the choice of the
multimomentum phase space for the Hamiltonian formalism [1, 8, 10, 12, 13]. As it
is well-known, for the second-order case, all the Poincare´-Cartan forms are proved
to be equivalent and the Legendre map and the Hamiltonian multimomentum phase
space can be unambiguously defined [15, 18, 19].
As a relevant example, the case of the Hilbert Lagrangian for the Einstein equa-
tions with no matter fonts is analyzed. In particular, we show how these equations
are obtained as constraints appearing as a consequence of the application of the
constraint algorithm to the geometric field equations which are stated in the cor-
responding third-order jet bundle. The other constraints arising in the algorithm
are of geometrical nature. They are related with the fact that we are working with
some unnecessary degrees of freedom, because we are using a third-order jet bundle
to describe a second-order theory that, as a consequence of the projectibility of the
Poincare-Cartan form, is really equivalent to a first-order theory [17]. In addition,
this study constitutes a new approach to a multisymplectic formulation of the La-
grangian formalism for this model, which is different to other previous attemps on
this subject [20].
Finally, this analysis is done for the case of higher-order mechanics which, as it is
well-known, can be considered as a particular case of higher-order field theories. Here
we consider dynamical systems of any order, since the above-mentioned ambiguities
about the construction of the Poincare´-Cartan form and the Legendre map do not
occur in higher-order tangent bundles.
All the manifolds are real, second countable and C∞. The maps and the struc-
tures are C∞. Sum over repeated indices is understood. In order to use coordinate
expressions, remember that a multi-index I is an element of Zm where every compo-
nent is positive, the ith position of the multi-index is denoted I(i), and |I| =
m∑
i=1
I(i)
is the length of the multi-index. An expression as |I| = k means that the expression
is taken for every multi-index of length k. Furthermore, the element 1i ∈ Z
m is
defined as 1i(j) = δ
j
i . Finally, n(ij) is a combinatorial factor which n(ij) = 1 for
i = j, and n(ij) = 2 for i 6= j.
32 Order reduction and projectability of the Poincare´-
Cartan form
Let M be an m-dimensional manifold and π : E → M a fiber bundle over M with
dimE = m + n (the configuration bundle of a classical field theory). The k-jet
manifold of π is denoted Jkπ and is endowed with the natural projections πks : J
kπ →
Jsπ, πk : Jkπ → E, πk : Jkπ → M ; for k > s ≥ 0. Then, a section ψ : M → Jkπ
of π¯k is holonomic if jk(πk ◦ ψ) = ψ; that is, ψ is the kth prolongation of a section
φ = πk ◦ ψ : M → E.
Remember that a form ω ∈ Ωs(E) is said to be π-semibasic if i(X)ω = 0,
and π-basic or π-projectable if i(X)ω = 0 and L(X)ω = 0, for every π-vertical
vector field X ∈ XV (π) (here, the symbols i and L denote the inner contraction and
the Lie derivative, respectively). As a consequence of Cartan’s formula, L(X)ω =
i(X)dω + d i(X)ω, a form ω ∈ Ωn(E) is π-basic if, and only if, ω and dω are π-
semibasic.
A special kind of vector fields are the coordinate total derivatives [15, 18]:
Di =
∂
∂xi
+
k∑
|I|=0
uαI+1i
∂
∂uαI
. (1)
For every function f ∈ C∞(Jkπ), we have that Dif := L(Di)f ∈ C
∞(Jk+1π). In
addition, we have:
• If X ∈ XV (πks ), then [Di,X] ∈ X
V (πks−1).
• For f ∈ C∞(Jkπ), if f is πks -basic then Dif is π
k
s+1-basic.
We show some consequences of the projectability of the Poincare´-Cartan form for
second order Lagrangian classical field theories. The Lagrangian form that describes
the theory is a π2-semibasic m-form L = L (π2)∗ω ∈ Ωm(J2π), where L ∈ C∞(J2π)
is the Lagrangian function, ω is the volume form in M , and π2 : J2π →M . Natural
coordinates of J3π adapted to the fibration are (xi, uα, uαi , u
α
I , u
α
J ), such that ω =
dx1 ∧ . . . ∧ dxm ≡ dmx; 1 ≤ i ≤ m, 1 ≤ α ≤ n, and I, J are multiindices with
|I| = 2, |J | = 3, [18].
The Poincare´-Cartan m-form ΘL ∈ Ω
m(J3π) is locally given by
ΘL = L
i
αdu
α ∧ dm−1xi + L
ij
αdu
α
i ∧ d
m−1xj +
(
L− Liαu
α
i − L
ij
α u
α
1i+1j
)
dmx ,
where dm−1xj = i
(
∂
∂xj
)
dmx and the functions Liα, L
ij
α ∈ C∞(J3π) are
Liα =
∂L
∂uαi
−DjL
ij
α ; L
ij
α =
1
n(ij)
∂L
∂uα1i+1j
4Lemma 1. For s = 1, 2, the following conditions are equivalent:
1. ΘL projects onto J
sπ.
2. dΘL is π
3
s-semibasic.
3. L(X)Liα = 0 and L(X)L
ij
α = 0; for every X ∈ XV (π3s).
(Proof ): (1⇔ 2) is a consequence of Cartan’s formula.
For (2 ⇔ 3), in the case s = 2, we compute the condition 2 in coordinates. It
turns to be equivalent to
∂Liα
∂u
β
J
= 0 ,
∂L
ij
α
∂u
β
J
= 0 ,
∂
∂u
β
J
(L− Liαu
α
i − L
ij
αu
α
1i+1j
) = 0 ;
(for |J | = 3, and for every β, α, i and j). The last equation is a consequence of
the other two (because L does not depend on uβJ); which are locally equivalent to 3,
since
{
∂
∂u
β
J
}
generates XV (π3s). The case s = 1 can be proved in a similar way.
Other important results concerning to this topic (that we present here for com-
pleteness) are the following [16]:
Proposition 1. If ΘL projects onto J
sπ, then the order of the Euler-Lagrange
equations is at most s+ 1.
Proposition 2. If there exist L′ ∈ Ωm(J1π) such that ΘL = (π
3
1)
∗ΘL′, then L =
(π31)
∗L′.
Concerning to the last proposition, the study of the existence of an equivalent
lower order Lagrangian L′ ∈ Ωm(J1π) has been analysed in [3, 17].
If the Poincare´-Cartan form ΘL projects onto a lower-order jet bundle, it is
associated to a highly degenerate Lagrangian (this is just a consequence of the third
item in Lemma 1). As a consequence of this fact, the field equations could not have
admissible solutions everywhere in J3π, but in some submanifold of it which can be
obtained after applying a suitable constraint algorithm (see, for instance, [4]).
In order to study these facts, we introduce the following concepts [7]:
Definition 1. An m-multivector field in J3π is a skew-symmetric contravariant
tensor of order m in J3π. The set of m-multivector fields in J3π is denoted Xm(J3π).
A multivector field X ∈ Xm(J3π) is said to be locally decomposable if, for every
p ∈ J3π, there is an open neighbourhood Up ⊂ J
3π and X1, . . . ,Xm ∈ X(Up) such
that X|Up = X1 ∧ . . . ∧Xm.
5Non-vanishing locally decomposable m-multivector fields X ∈ Xm(J3π) are locally
associated with m-dimensional distributions D ⊂ TJ3π. Then, X is integrable if its
associated distribution is integrable. In particular, X is holonomic if it is integrable
and its integral sections are holonomic sections of π¯3.
Then, the solutions to the Euler-Lagrange equations for a second-order field
theory are the integral sections of locally decomposable holonomic multivector fields
X ∈ Xm(J3π) such that
i(X)dΘL = 0 . (2)
Therefore:
Theorem 1. If ΘL projects onto J
sπ, then solutions to the corresponding Euler-
Lagrange equations only exist in the points of a submanifold S →֒ J3π, where S is
locally defined by the constraint functions given by
• L0α = 0; if s = 2.
• L0α = 0 and DiL
0
α = 0; if s = 1.
Where L0α =
∂L
∂uα
−DiL
i
α =
∂L
∂uα
−Di
∂L
∂uαi
+DI
∂L
∂uαI
.
(Proof ): X can be written in coordinates as
X = f
m∧
i=1
(
Di + (F
α
J,i − u
α
J+1i
)
∂
∂uαJ
)
= f
m∧
i=1
Xi ;
for f, FαJ,i ∈ C
∞(J3π), (|J | = 3). Using this expression, equation (2) reduces to
L0α + (F
β
J,i − u
β
J+1i
)
∂Liα
∂u
β
J
= 0 , (3)
which are the Euler-Lagrange equations for multivector fields. If ΘL projects either
onto J1π or J2π, by Lemma 1 we have
∂Liα
∂u
β
J
= 0, and then from (3) we get L0α =
0. Observe that, as a consequence, we cannot compute any of the functions FαJ,i.
Actually L0α = 0 are restrictions for the points of the manifold J
3π, which we assume
that define a submanifold S1 ⊂ J
3π, where the equation (2) have solutions. In order
to find FαJ,i we use the constraint algorithm (as it is outlined, for instance, in [15]).
So we look for the points of S1 where the multivector fields which are solutions to (2)
(on S1) are tangent to S1. Thus, imposing this consistency or tangency condition
we get
0 = L(Xi)L
0
α = DiL
0
α +
(
F
β
J,i − u
β
J+1i
) ∂L0α
∂u
β
J
(on S1) .
6If ΘL projects onto J
1π, then the associated Euler-Lagrange equations are of order
at most 2 (by proposition 1). This implies that L0α, which are the Euler-Lagrange
equations before being evaluatedon sections, are π32-projectable. Thus,
∂L0α
∂u
β
J
= 0,
and we find new restrictions, DiL
0
α = 0 which are assumed to define a new subman-
ifold S2 ⊂ S1 ⊂ J
3π where the solutions to (2) are tangent to S1.
Notice that, depending on the Lagrangian, we may need to continue the con-
straint algorithm, so obtaining that
DjDiL
0
α +
(
F
β
J,j − u
β
J+1j
) ∂DiL0α
∂u
β
J
= 0 (on S2) .
This process continues until the new conditions hold identically and we find a final
constraint submanifold Sf of J
3π where solutions to (2) are tangent to Sf .
3 The Hilbert-Einstein Lagrangian
Here M is a 4-manifold representing space-time and the fibers are the spaces of
Lorentzian metrics. The fiber coordinates in E are (xµ, gµν) (µ, ν and all greek
indices in this section run from 0 to 3), where gµν are the component functions of
the metric. The Hilbert Lagrangian function without matter is:
L =
√
|det(g)|R =
√
|det(g)| gµνRµν ,
where R = gµνRµν is the scalar curvature, Rµν = DρΓ
ρ
µν −DµΓ
ρ
ρν+Γ
ρ
µνΓδδρ−Γ
ρ
δνΓ
δ
µρ
are the components of the Ricci tensor, Γρµν =
1
2
gρλ
(
∂gνλ
∂xµ
+
∂gλµ
∂xν
−
∂gµν
∂xλ
)
are the
Christoffel symbols of the Levi-Civita connection of g, and gµν denotes the inverse
matrix of g, namely: gµνgνρ = δ
µ
ρ . As the Christoffel symbols depend on first-
order derivatives of gµν and taking into account the expression (1) we have that R
contains second-order derivatives of the components of the metric and thus this is a
second-order field theory.
The Poincare´-Cartan form ΘL associated with the Hilbert Lagrangian density
L = L (π2)∗ω = L d4x is
ΘL = −

∑
α≤β
Lαβ,µgαβ,µ +
∑
α≤β
Lαβ,Igαβ,I −
∑
α≤β
L

d4x
+
∑
α≤β
Lαβ,µdgαβ ∧ d
m−1xµ +
∑
α≤β
Lαβ,µνdgαβ,µ ∧ d
m−1xν ;
7where
Lαβ,µ =
∂L
∂gαβ,µ
−
3∑
ν=0
1
n(µν)
Dν
(
∂L
∂gαβ,µν
)
(4)
=
n(αβ)
2
√
|det(g)|
(
Γανσ(g
βσgµν − gβµgσν) + Γβνσ(g
ασgµν − gαµgσν)
)
Lαβ,µν =
1
n(µν)
∂L
∂gαβ,µν
=
n(αβ)
2
√
|det(g)|(gαµgβν + gανgβµ − 2gαβgµν) . (5)
This form projects onto J1π and hence the propositions of section 2 hold. As is
well known, the corresponding Euler-Lagrange equations, which are essentially the
Einstein equations [2], are of second order.
Moreover, as it is noted in [16], the projected form (π31)
∗ΘL is not the Poincare´-
Cartan form of any Lagrangian of order 1. Nevertheless, there exists a Lagrangian
of order 1 whose Euler-Lagrange equations have solutions which are the same than
those for the Hilbert Lagrangian [3, 17].
Finally, we apply in detail the theorem 1 to the Hilbert Lagrangian (that is, the
constraint algorithm). The local expression of a holonomic and locally decomposable
multivector field in J3π is
XL =
3∧
ρ=0
Xρ =
3∧
ρ=0

Dρ +∑
α≤β
(Fαβ;J,ρ − gαβ;J+1ρ)
∂
∂gαβ;J

 ,
and the equations (2) take the local expression:
DµL
αβ,µ −
∂L
∂gαβ
= 0 (6)
DνL
αβ,µν + Lαβ,µ −
∂L
∂gαβ,µ
= 0 (7)
n(µν)n(αβ)Lαβ,µν − n(αβ)
∂L
∂gαβ,µν
= 0 . (8)
The equations (7) and (8) are just the identities (4) and (5). Furthermore, using (4)
we see that equations (6) are:
0 =
∂L
∂gαβ
−Dµ
∂L
∂gαβ,µ
+DI
∂L
∂gαβ,I
= −
√
|det(g)|n(αβ)
(
Rαβ −
1
2
gαβR
)
≡ Lαβ .
(9)
Notice that with these equations we cannot determine any of the unknows Fαβ;J,ρ.
Actually Lαβ project onto J2π; hence they do not depend on the higher-order deriva-
tives and therefore Lαβ = 0 are constraints which define the submanifold S1 ⊂ J
3π.
These functions, evaluated on the points of holonomic sections of π¯3 are the Euler-
Lagrange equations; that is, they give the Einstein equations
Rαβ −
1
2
gαβR = 0 ,
8which, in this way, turn out to be constraints defining the submanifold S1. The
tangency conditions for these functions Lαβ lead to
L(Xρ)L
αβ = DρL
αβ +
∑
µ≤ν
(Fµν;J,ρ− gµν;J+1ρ)
∂Lαβ
∂gµν;J
= DρL
αβ = 0 (on S1) , (10)
since
∂Lαβ
∂gµν;J
= 0. By the properties of the total derivative, we have that the functions
DρL
αβ project onto J3π and then the functions DρL
αβ are constraints again and
define the submanifold S2 ⊂ S1 ⊂ J
3π (this is also obvious bearing in mind (1)).
Finally, the new tangency conditions lead to the equalities
DτDρL
αβ +
∑
µ≤ν
(Fµν;J,τ − gµν;J+1τ )
∂DρL
αβ
∂gµν;J
= 0 (on S2) , (11)
which are not constraints since they contain the unknown functions Fµν;J,τ .
In order to understand the implications of equations (10) and (11), consider an
holonomic section ψ : M → J3π. When evaluated at the section, they look:(
DρL
αβ
) ∣∣∣
ψ
=
∂
(
Lαβ ◦ ψ
)
∂xρ
= 0 ,
(
DτDρL
αβ
) ∣∣∣
ψ
=
∂2
(
Lαβ ◦ ψ
)
∂xτ∂xρ
= 0 .
Here we have used that, if ψ is an integral section of X, then (Fµν;J,τ −gµν;J+1τ )|ψ =
0. So, if ψ is a solution to the Einstein equations (that is, Lαβ ◦ ψ = 0), then ψ
also satisfies equations (10) and (11). Therefore, from the physical point of view,
the only relevant equations are (9), which are equivalent to the Einstein equations.
The other equations (10) and (11) contain no physical information: they are of
geometrical nature. They arise from the fact that we are using a third-order jet
bundle J3π, prepared for describing a second-order theory, for a Lagrangian which
is physically equivalent to a first-order Lagrangian and hence, we have redundant
information.
In a further paper, Hilbert’s Lagrangian as well as other Lagrangian models for
gravitation will be studied in detail using this procedure and the unified formalism
developed in [15].
4 Application to higher-order mechanics
Now, consider the particular case where π : E → R, with dimE = n + 1, is the
configuration bundle of a higher-order non-autonomous theory. We have the natural
projections πks : J
kπ → Jsπ, πk : Jkπ → E, πk : Jkπ →M ; for k > s ≥ 0. As above,
natural coordinates in J2k−1π are (t, qαi ); 0 ≤ i ≤ 2k − 1, 1 ≤ α ≤ n. The (only)
total time derivative is
Dt =
∂
∂t
+
k∑
i=0
qαi+1
∂
∂qαi
,
9which verifies the properties stated in Section 2. The dynamics is given by a La-
grangian form L ∈ Ω1(Jkπ), which is a πk-semibasic 1-form and it has associated
the Lagrangian function L ∈ C∞(Jkπ), such that L = L (πk)∗dt, where dt is the
canonical volume form in R [6]. The Poincare´-Cartan 1-form ΘL ∈ Ω
1(J2k−1π) is
given locally by:
ΘL =
k∑
r=1
Lrαdq
α
r−1 +
(
L−
k∑
r=1
Lrαq
α
r
)
dt ,
where the functions Lrα ∈ C
∞(J2k−1π) are
Lrα =
k−r∑
i=0
(−1)iDit
(
∂L
∂qαr+i
)
,
and they can be obtained inductively by setting Lrα = 0, for r > k, and
Lrα =
∂L
∂qαr
−DtL
r+1
α .
The properties stated in Lemma 1 and Propositions 1 and 2 read:
Lemma 2. For s ≥ k − 1, the following conditions are equivalent:
1. ΘL projects onto J
sπ.
2. dΘL is π
2k−1
s -semibasic.
3. L(X)Lrα = 0; for every X ∈ X
V (π2k−1s ), and for r = 1, . . . , k, α = 1, . . . , n.
(Proof ): (1 ⇔ 2) is a consequence of Cartan’s formula. For the equivalence
between 2 and 3 we consider two cases:
- If s ≥ k: The relevant terms of dΘL are of the form:
∂Liα
∂q
β
r
dqβr ∧ dq
α
i−1 ,
∂
∂q
β
r
(
L−
k∑
i=1
Liαq
α
i
)
dqβr ∧ dt ; s < r ≤ 2k − 1 .
Then, dΘL is π
2k−1
s -semibasic if, and only if,
∂Liα
∂q
β
r
= 0, and this is equivalent to
L(X)Lrα = 0, for every X ∈ X
V (π2k−1s ), since
{
∂
∂q
β
r
}
generates XV (π2k−1s ).
- If s = k − 1: In this case dΘL is π
2k−1
s -semibasic if, and only if,
∂Liα
∂q
β
r
= 0 ,
∂L
∂q
β
k
− Lkβ = 0 ;
10
but this last condition is fulfilled by the definition of Lkβ, and the same reasoning
above allows us to prove the statement.
If ΘL projects onto J
sπ, with s < k − 1, then L does not depend on qαj , for
j > s + 1, then there exists a function L′ ∈ C∞(Js+1π) such that L = (πks+1)
∗L′
and the theory is not strictly of order k. Furthermore, in the case s ≥ k − 1, a
Lagrangian such that ΘL projects onto J
sπ depends on all the variables and thus
we have a theory of order k, although the associated Euler-Lagrange equations are
of lower order as a system of differential equations. In fact:
Proposition 3. If ΘL projects onto J
sπ, then the order of the Euler-Lagrange
equations is at most s+ 1.
(Proof ): Note that L0α ∈ C
∞(J2kπ). For a curve φ ∈ Γ(π) which is a solution to
the Euler-Lagrange equations we have that L0α|j2k−1φ = 0. Then, for X ∈ X
V (πks+1),
L(X)L
0
α = L(X)
∂L
∂qα0
− L(X)(DtL
1
α) = L(X)
∂L
∂qα0
−Dt(L(X)L
1
α)− L([X,Dt])L
1
α .
Since [Dt,X] ∈ X
V (πks ) and L
1
α and L are π
k
s -basic, then L(X)(L
0
α) = 0. Therefore,
after evaluating on the section, the resulting equations only contain derivations up
to order s+ 1.
Equating the local expressions of ΘL and ΘL′ the following result holds imme-
diately:
Proposition 4. If there exist L′ ∈ Ω1(Jk
′
π) such that ΘL = (π
2k−1
s )
∗ΘL′, then
L = (π2k−1s )
∗L′.
In particular L is not strictly of order k.
Finally, a similar result to theorem 1 is the following:
Theorem 2. If ΘL projects onto J
sπ, then solutions to the corresponding Euler-
Lagrange equations exist only in points of a submanifold S →֒ J2k−1π, where S is
locally defined by the constraint functions given by
D
j
tL
0
α = 0 ; (j = 0, . . . , 2k − s− 2) .
(Proof ): To find a solution to the Euler-Lagrange equations is equivalent to
find a holonomic vector field X ∈ X(J2k−1π) such that
i(X)dΘL = 0 . (12)
The holonomic vector fields have the local expression:
X = Dt + (F
α − qα2k)
∂
∂qα
2k−1
,
11
and then equation (12) reduces to
L0α − (F
β − qβ
2k)
∂L1α
∂q
β
2k−1
= 0 .
If ΘL projects onto J
sπ for s < 2k − 1, the second term vanishes and L0α = 0.
Notice that we cannot compute any function Fα. Actually L0α ∈ C
∞(J2k−1π), thus
L0α = 0 is just a restriction for the points of the manifold J
2k−1π. Next, following
the constraint algorithm [5], we impose the tangency condition and we get
0 = L(X)L0α = DtL
0
α + (F
α − qα2k)
∂L0α
∂qα
2k−1
.
If ΘL projects onto J
sπ, then the second term vanishes (Proposition 3) and we find
another constraint, DtL
0
α = 0. The algorithm continues until we reach the condition
D2k−s−2t L
0
α = 0.
As above, depending on the Lagrangian, we may need to continue the constraint
algorithm, obtaining that
0 = Dt
(
D2k−s−2t L
0
α
)
+ (Fα − qα2k)
∂
∂qα
2k−1
(
D2k−s−2t (L
0
α)
)
.
This process continues until the new conditions hold identically.
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