Abstract-Both convergence and diversity are crucial to evolutionary many-objective optimization, whereas most existing dominance relations show poor performance in balancing them, thus easily leading to a set of solutions concentrating on a small region of the Pareto fronts. In this paper, a novel dominance relation is proposed to better balance convergence and diversity for evolutionary many-objective optimization. In the proposed dominance relation, an adaptive niching technique is developed based on the angles between the candidate solutions, where only the best converged candidate solution is identified to be nondominated in each niche. Experimental results demonstrate that the proposed dominance relation outperforms existing dominance relations in balancing convergence and diversity. A modified NSGA-II is suggested based on the proposed dominance relation, which shows competitiveness against the state-of-the-art algorithms in solving many-objective optimization problems. The effectiveness of the proposed dominance relation is also verified on several other existing multi-and many-objective evolutionary algorithms.
I. INTRODUCTION

D
URING the last two decades, the evolutionary algorithms have been verified to be suitable for solving multiobjective optimization problems (MOPs) due to their population-based characteristics [1] . Thanks to the success of NSGA-II [2] , most existing multiobjective evolutionary algorithms (MOEAs) were developed based on the Pareto dominance relation, which was suggested by Goldberg for distinguishing the quality of candidate solutions [3] . However, the performance of the most Pareto dominance-based MOEAs suffers a serious curse of dimensionality in solving MOPs with more than three objectives, i.e., the many-objective optimization problems (MaOPs) [4] . In many-objective optimization, the challenge can be mainly attributed to a phenomenon known as the dominance resistance [5] , where most candidate solutions become incomparable in the sense of Pareto dominance. To address this issue, a variety of methods have been proposed to enhance Pareto dominance for solving MaOPs, which can be roughly divided into the following two categories.
The first category focuses on developing new dominance relations, where the basic idea is to increase the probability that two candidate solutions are comparable on MaOPs. There exist many techniques for developing new dominance relations in the literature, such as expanding the dominance area [6] , [7] , gridding the objective space [8] , [9] , adopting the fuzzy logic [10] , [11] , and defining the dominance relation by weight vectors [12] , [13] .
The second category is characterized by combining Pareto dominance with additional selection criteria. These methods first eliminate a few worse candidate solutions based on Pareto dominance, then distinguish the incomparable candidate solutions by the secondary selection criterion. Existing methods belonging to this category mainly adopt three basic ideas. The first idea is to develop new criterion to bias those with good convergence and diversity in the incomparable candidate solutions, such as KnEA [14] and VaEA [15] . The second idea employs performance indicators to distinguish the quality of incomparable candidate solutions by selecting those with large contributions, such as HypE [16] and AR-MOEA [17] . The third idea is to combine Pareto dominance with decomposition-based algorithms, such as MOEA/DD [18] and BCE-MOEA/D [19] .
While the modified dominance relations can generate relatively higher selection pressure for MOEAs than the conventional Pareto dominance relation, most of them fail to strike a good balance between convergence and diversity, which easily leads to a set of solutions concentrating on a small region of the Pareto fronts. Hence, in this paper, we propose a novel dominance relation for MOEAs to solve MaOPs, which can better balance convergence and diversity than existing dominance relations. The contributions of this paper are summarized as follows.
1) A novel dominance relation, termed strengthened dominance relation (SDR), is proposed for evolutionary many-objective optimization. The proposed SDR balances convergence and diversity by developing a niching technique based on the angles between the candidate solutions, and maintains only one candidate solution with the best convergence in each niche. Since the niche size is adaptively determined by the distribution of the candidate solutions measured by the angles between them, the proposed SDR is parameterless to use. 2) An MOEA, named NSGA-II/SDR, is suggested by embedding SDR in NSGA-II. The NSGA-II/SDR holds the same framework with NSGA-II, where the conventional Pareto dominance relation is replaced by the proposed SDR. The performance of NSGA-II/SDR is verified by comparing it with several state-of-the-art MOEAs tailored for solving MaOPs.
3) The performance of the proposed SDR is also assessed by embedding it in two existing MOEAs developed for solving MOPs, namely, SPEA2 [20] and PESA-II [21] , and three existing MOEAs tailored for handling MaOPs, namely, GrEA [9] , KnEA [14] , and VaEA [15] . Experimental results demonstrate that the proposed SDR maintains a good balance between convergence and diversity, which can considerably improve the performance of the MOEAs. In the remainder of this paper, we first give a review of existing dominance relations in Section II. Then the proposed SDR is elaborated in Section III and the experimental results are given in Section IV. Finally, the conclusions are drawn in Section V.
II. RELATED WORK
A. Existing Dominance Relations
The Pareto dominance relation is widely adopted in MOEAs for distinguishing the quality of candidate solutions [22] , [23] . For a minimization MOP, a candidate solution x is said to Pareto dominate another one y, denoted as f(x) ≺ f(y), if and only if
where
denotes the objective values of x and M is the number of objectives. If neither x dominates y nor y dominates x, the two candidate solutions are known to be incomparable or nondominated to each other. According to (1), for two random candidate solutions with M objectives, the probability that one candidate solution dominates the other one is 1/2 M−1 , where the probability will exponentially decrease as the number of objectives M increases, and such a phenomenon is known as the dominance resistance [5] . To address this issue, a variety of approaches have been proposed to increase the probability that two candidate solutions are distinguishable, which can be roughly grouped into four categories. Fig. 1 illustrates some representative dominance relations by plotting the dominance areas in bi-and three-objective spaces. In the following, we briefly review the representative dominance relations in the four categories.
The first category of dominance relations improves the selection pressure by expanding the dominance area. The controlling dominance area of solutions (CDAS) method [6] is a representative one falling into this category, which expands the dominance area of a candidate solution x by modifying the objective values
where f i (x) denotes the ith objective value of x after modification, · denotes the L 2 -norm, ω i denotes the declination angle between x and the ith axis, and S ∈ [0.25, 0.5] is a parameter for controlling the expanding degree. In order to eliminate the parameter S, an adaptive version of CDAS, called self-CDAS (S-CDAS), was proposed [24] . The S-CDAS adaptively determines the expanding degree of a candidate solution x according to the extreme solutions in the population
and p i is the extreme solution with respect to the ith axis in the population. As shown in Fig. 1 , the boundary of the dominance area of x in the sense of S-CDAS always intersects (but does not dominate) the extreme solutions. Another idea for expanding the dominance area is to modify the definition of dominance relation, such as α-dominance [25] and generalized Pareto optimality (GPO) [7] . In GPO, a candidate solution x dominates another candidate solution y if and only if the following condition holds:
and φ i is a parameter of the expanding angle on the ith objective. As reported in [7] , while CDAS and GPO are equivalent in bi-objective space, GPO can guarantee the identity of dominance envelopes (i.e., the boundaries of dominance area) in three-and higherobjective spaces.
The second category of dominance relations is based on the gridding of the objective space, such as -dominance [8] , pa -dominance [26] , cone -dominance [27] , and grid dominance [9] . In the grid dominance relation, the grid coordinate 
and
where min f i and max f i denote the minimum and maximum values of the ith objective in the population, div is a parameter of the number of divisions on each objective, and the grid coordinates are used to determine the dominance relations instead of the objective values. The grid dominance relation is a relaxation of Pareto dominance, whereas it is often criticized due to its high sensitivity to the parameter div [9] . The third category adopts fuzzy logic to define new dominance relations, such as (1−k)-dominance [28] , L-dominance [29] , and fuzzy dominance [11] . In these dominance relations, the number of objectives where one candidate solution is smaller or greater than another is usually considered as the criterion to determine the dominance relation. For the (1−k)-dominance relation, a candidate solution x is said to (1−k)-dominate another candidate solution y if and only if (8) where n e and n l count the number of objectives where x is equal to and smaller than y, respectively, and k ∈ [0, 1] is a predefined parameter. For the L-dominance relation, x is said to dominate y if and only if
where n l and n g count the number of objectives where x is smaller and greater than y, respectively. As shown in Inspired by decomposition-based MOEAs, the fourth category of dominance relations is defined by a set of weight vectors, e.g., the θ -dominance relation [12] and the RP-dominance relation [13] . In θ -dominance, each candidate solution is associated with its nearest weight vector, and a candidate solution x is said to θ -dominate another one y if and only if they are associated with the same weight vector λ, and
where θ is a penalty parameter and
The θ -dominance relation guides the candidate solutions to converge along the weight vectors, and thus maintains a uniform distribution in the population. However, since the population size should be identical to the number of weight vectors, the performance will substantially deteriorate if the distribution of the weight vectors is inconsistent with the shape of the Pareto front [30] .
B. Analysis of Existing Dominance Relations
As introduced above, most existing dominance relations aim to enhance the selection pressure of MOEAs, but they can fail to achieve a good balance between convergence and diversity. Nevertheless, a balanced convergence and diversity is crucial to the performance of MOEAs in solving MaOPs. To further investigate the capabilities of existing dominance relations on this aspect, we consider the population containing seven candidate solutions as shown in Fig. 2 (a). In this population, candidate solutions b, c, d, e, and f have much smaller objective values than candidate solutions a and g. In terms of convergence and diversity, it is clear that candidate solutions a and g should be identified as dominated solutions and discarded, whereas the other candidate solutions should be identified as nondominated solutions. Since the Pareto front is not known a priori, the convergence is determined by the summation of objective values of a population rather than the distance of the population to the Pareto front. Therefore, the convergence of the nondominated solution set will substantially deteriorate if candidate solutions a and g are selected.
On the other hand, the definition of diversity is consistent with those in most literature (i.e., evenness and spread of a population [31] , [32] ), so the diversity of the nondominated solution set can only be improved a little if a and g are selected.
All the eight dominance relations shown in Fig. 1 are employed to identify the nondominated solutions in the population, and the parameters of them follow the settings as suggested in their original literature. To be specific, the parameters S in CDAS is set to 0.39, the parameter φ i in GPO is set to 0.34, the parameter div in grid dominance is set to 5, the parameter k in (1−k)-dominance is set to 0.25, the number of reference vectors used by θ -dominance is set to 3, and the parameter θ in θ -dominance is set to 10 6 for weight vectors on the axes and 5 for the rest weight vectors.
The results are shown in Fig. 2 (b)-(f), where the filled circles denote nondominated solutions identified by the dominance relations, the empty circles denote dominated solutions, and the gray regions denote dominance areas. As shown in Fig. 2(b) , Pareto dominance, (1−k)-dominance, and L-dominance identify all the seven candidate solutions as nondominated solutions, since their dominance areas are identical in bi-objective space. By expanding the dominance area, CDAS and GPO identify a and g as dominated solutions as shown in Fig. 2 (c), while they also discard c, d, and e. Regarding S-CDAS, since the dominance area is determined by the extreme solutions a and g, S-CDAS cannot discard the two candidate solutions; by contrast, S-CDAS identifies c, d, and e as dominated solutions. The result of grid dominance relation is similar to those of CDAS and GPO, where candidate solutions a, c, d, e, and g are identified to be dominated by candidate solutions b and f according to their grid coordinates. For θ -dominance, the three candidate solutions a, d, and g that are close to the weight vectors are identified as nondominated solutions.
To summarize, for the population shown in Fig. 2 (a), Pareto dominance, (1−k)-dominance, L-dominance, and θ -dominance lead to poor convergence and good diversity; CDAS, GPO, and grid dominance lead to good convergence and poor diversity; S-CDAS leads to both poor convergence and diversity; whereas none of them can well balance convergence and diversity in the obtained nondominated solution set. Therefore, to address this issue, we propose a new dominance relation in this paper. The proposed domination relation can not only enhance the selection pressure of MOEAs but also maintain a good balance between convergence and diversity.
III. STRENGTHENED DOMINANCE RELATION
A. Proposed Dominance Relation
The proposed SDR balances the convergence and diversity of the nondominated solution set by adopting a tailored niching technique. Specifically, a candidate solution x is said to dominate another candidate solution y in SDR (denoted as x ≺ SDR y) if and only if
where x dominates y 1 since y 1 is located inside the niche of x (i.e., θ xy 1 < θ) and has worse convergence degree than x; x dominates y 2 since y 2 is located outside the niche of x (i.e., θ xy 2 > θ ) and has rather worse convergence degree than x.
is a metric for measuring the convergence degree of x, which has been widely used in many MOEAs [15] , [33] - [35] , θ xy denotes the acute angle between the objective values of the two candidate solutions, namely
and θ is the size of the niche that each candidate solution belongs to. In order to better handle MaOPs whose objectives are badly scaled or where the ideal point is not the origin, the objective values of all candidate solutions should be normalized according to the ideal point and nadir point of the Pareto front before calculating Con(x) and θ xy . However, since the Pareto front is not known a priori, the minimum value of each objective and the maximum value of each objective of the population are adopted as the ideal point and nadir point, respectively. As can be seen from (12), each candidate solution x in the population has a niche with size θ , and the dominance relationship related to the candidate solution x is determined by mainly considering the candidate solutions in its niche. According to the first formula in (12) , if the angle between any x and a candidate solution y is smaller than θ , x is said to dominate y once the convergence degree of x is smaller than that of y. It means that, inside each niche, since there do not exist two nondominated solutions having a smaller angle than θ , the diversity of the nondominated solution set is naturally preserved. By contrast, according to the second formula in (12), if two candidate solutions x and y are not inside the same niche (i.e., θ xy > θ ), x is still able to dominate y if the convergence degree of y is much worse than that of x, where the probability that x dominates y is negatively related with the angle θ xy . In this way, the convergence of the nondominated solution set can be guaranteed. Fig. 3 illustrates the dominance area obtained by SDR in bi-objective space. On one hand, since y 1 is located inside the niche of x and has worse convergence degree than x, x dominates y 1 ; on the other hand, since y 2 is located outside the niche of x and has much worse convergence degree than x, x still dominates y 2 . As a result, the dominance area of x consists of two parts. The first part is given by the first formula in (12) , where x dominates all candidate solutions inside its niche with worse convergence degrees than it and the second part is given by the second formula in (12) , where x dominates those outside its niche with rather worse convergence degrees than it. According to (12) , it is worth noting that some candidate solutions that are worse in all objectives compared to another solution (i.e., the candidate solutions that are Paretodominated) may be regarded as nondominated by SDR, which is not desired. However, SDR does not adopt Pareto dominance to regard these solutions as dominated, since only a few candidate solutions in the population are Pareto-dominated on MaOPs, and they have little influence on the performance of SDR. More importantly, the detection of these solutions can highly increase the computational complexity of SDR.
The parameter θ , which determines the niche size, is crucial to the proposed SDR. While similar parameters in existing dominance relations such as CDAS and GPO are predefined by users, the parameter θ in the proposed SDR can be adaptively estimated according to the distribution of candidate solution set. For most existing MOEAs, since the environmental selection always selects half of the combined population obtained at each generation, the target of adapting θ is to guarantee that the ratio of the nondominated solutions in a given candidate solution set is around 0.5. Consider the two populations shown in Fig. 4 of different distributions, θ should be set to 0. In fact, θ should be set to the third minimum value of the unique values of the minimum angles between each pair of candidate solutions, which is exactly 0.3 for both of the two populations. As a result, in order to guarantee that the ratio of nondominated solutions in a solution set P is always around 0.5, θ is set to the (|P|/2) th minimum element of
where θ pq denotes the acute angle between any pair of candidate solutions p and q. Some empirical results demonstrating the effectiveness of adaptive estimation of θ can be found in Section IV-E. We have the following properties according to the definition of SDR, which illustrate that SDR is irreflexive, antisymmetric, and nontransitive, respectively.
Property 1: For any candidate solution x, x ⊀ SDR x. Proof: According to (12) , if x ≺ SDR y, then Con(x) < Con(y). Since Con(x) ≮ Con(x), x ⊀ SDR x.
Property 2: If x ≺ SDR y, then y ⊀ SDR x. Proof: By x ≺ SDR y, we have that Con(x) < Con(y), i.e., Con(y) ≮ Con(x), so y ⊀ SDR x. Note that since the proposed SDR is nontransitive, some popular nondominated sorting approaches like deductive sort [36] and efficient nondominated sort [22] cannot be adopted. This is because these nondominated sorting approaches take advantage of the transitivity of dominance relation, and some dominated solutions may be regarded as nondominated if the dominance relation is nontransitive. As a consequence, SDR can only be embedded in the nondominated sorting approaches that do not take advantage of the transitivity of dominance relation, such as fast nondominated sort [2] .
B. Analysis of SDR
In the following, we verify the effectiveness of SDR in balancing convergence and diversity by comparing it with eight existing dominance relations shown in Fig. 1 . We first consider the proposed SDR on the population shown in Fig. 2(a) . The nondominated solutions identified by SDR are plotted in Fig. 5 , where SDR identifies b, c, e, and f as nondominated solutions. a and g are identified as dominated solutions by SDR since they have much worse convergence degrees than the others, and d is identified as dominated solution since it locates in the same niche with c or e. It is clear that the nondominated solution set identified by SDR has better convergence and diversity than those identified by the dominance relations shown in Fig. 2 .
Despite that existing dominance relations can enhance selection pressure for MOEAs in solving MaOPs, as shown in [7] , [8] , and [30] , most of the dominance relations can only find a set of solutions concentrating on a small region of the Pareto front. The Pareto front of an MOP consists of all the nondominated solutions in the objective space in the sense of Pareto dominance, and MOEAs aim to find a representative set of solutions covering the Pareto front as comprehensively as possible. However, since most existing dominance relations are modified to be more strict than the original Pareto dominance relation, some nondominated solutions on the Pareto front can also be identified as dominated, thus sacrificing the distribution of the candidate solutions. By contrast, as evidenced by Fig. 6 , the proposed SDR can address this issue as it maintains a good balance between convergence and diversity, where the nondominated regions are generated using the nondominated solutions identified by each dominance relation among 5000 solutions randomly sampled on each Pareto front. Note that the Pareto dominance relation and (1−k)-dominance relation are not involved in the figure, since these two dominance relations will identify all the candidate solutions on the Pareto fronts as nondominated solutions if the number of objectives is smaller than four.
The parameter settings of these dominance relations are the same to the recommended ones as described in Section II-B. The number of reference vectors used in θ -dominance is set to 300. As can be observed from Fig. 6 , the nondominated region identified by SDR roughly covers the whole Pareto front of each test instance, whereas the nondominated regions identified by the other existing dominance relations easily shrink to a small region of each Pareto front. To be specific, for dominance area expansion-based relations, CDAS, S-CDAS, and GPO, the nondominated regions identified by them are merely located in the center of each Pareto front, since the candidate solutions in the center can dominate the boundary candidate solutions in terms of the expanded dominance area. The nondominated region identified by grid dominance uniformly distributes in several small regions of each Pareto front, failing to comprehensively cover the whole Pareto front. This is due to the fact that the grids in the grid dominance uniformly distribute in an M-dimensional hypercube, whereas the Pareto front is an (M − 1)-dimensional manifold [37] , and thus the grids intersecting with the Pareto front are discrete. For L-dominance, it identifies nondominated solutions mainly based on their Euclidean distances to the origin in threeobjective space, hence only the region closest to the origin can be identified as nondominated region. For θ -dominance, since the distribution of the weight vectors are uniformly sampled on Fig. 6 . Nondominate regions (shown in gray) identified by seven dominance relations on the Pareto fronts of DTLZ2, CDTLZ2, and IDTLZ2 with three objectives, which are generated using the nondominated solutions identified by each dominance relation among 5000 solutions randomly sampled on each Pareto front. a simplex unit hyperplane, the nondominated region is able to cover the simplex-like Pareto fronts of DTLZ2 and CDTLZ2; however, it cannot deal with irregular Pareto fronts where the shapes are not consistent with the uniformly sampled weight vectors, such as the inverted Pareto front of IDTLZ2.
By contrast, since the proposed SDR balances the convergence and diversity of the nondominated solutions by identifying one candidate solution to be nondominated in each niche, it is always able to roughly cover the whole Pareto fronts of the various test instances. It should be noted that although the nondominated regions identified by SDR are similar to those identified by the Pareto dominance, SDR identifies some crowded solutions on the Pareto fronts as dominated solutions. The elimination of these crowded solutions has little influence on the convergence to the entire Pareto front, but can greatly improve the selection pressure on MaOPs.
SDR balances the convergence and diversity of the nondominated solution set by keeping one solution with the best convergence degree in each niche. In fact, scalarizing multicriteria approaches (e.g., hyperbola efficiency [38] ) and decomposition-based MOEAs (e.g., MOEA/D [39] ) adopt similar ideas to obtain a solution set with well balanced convergence and diversity, while the motivation of SDR is completely different. In scalarizing multicriteria approaches and decomposition-based MOEAs, solutions are expected to converge to the positions determined by the aggregation functions and weight vectors; by contrast, the proposed SDR adaptively selects the candidate solutions with better convergence and diversity. As a consequence, SDR can adapt to various shapes of Pareto fronts without any aggregation function or weight vector.
IV. EXPERIMENTAL RESULTS
In this section, we first empirically compare the proposed SDR with eight existing dominance relations on a number of many-objective benchmark problems. Then, a new MOEA, termed NSGA-II/SDR, is established based on SDR and NSGA-II and compared with several state-of-the-art MOEAs tailored for MaOPs. Afterward, the performance of the proposed SDR is verified on six existing MOEAs. Lastly, the effectiveness of the parameter θ in SDR is verified on several test instances. All the experiments are implemented on the PlatEMO 1 [40] .
A. Experimental Settings 1) Dominance Relations:
The proposed SDR is compared with Pareto dominance [41] , CDAS [6] , S-CDAS [24] , GPO [7] , grid dominance [9] , (1−k)-dominance [28] , L-dominance [29] , and θ -dominance [12] in the experiments. For fairness, the parameter setting for each dominance relation is the same as introduced in Section II-B.
2) Algorithms: To evaluate the performance of NSGA-II/SDR, it is compared with four state-of-the-art MOEAs in the experiments, namely, NSGA-III [42] , MOEA/DD [18] , RVEA [43] , and MOMBI-II [44] . The effectiveness of the proposed SDR is also verified on six MOEAs, namely, NSGA-II [2] , SPEA2 [20] , PESA-II [21] , GrEA [9] , KnEA [14] , and VaEA [15] . In MOEA/DD, the size of neighborhood T is set to 0.1N , the neighborhood selection probability δ is set to 0.9, and the maximum number of solutions replaced by each offspring n r is set to 0.01N , with N denoting the population size. In RVEA, the penalty parameter α in APD is set to 2, and the parameter f r controlling the frequency of reference vector adaption is set to 0.1. In MOMBI-II, the threshold of variance α is set to 0.5, the tolerance threshold is set to 0.001, and the record size of nadir vectors is set to 5. In PESA-II, the number of divisions in each objective is set to 6. In GrEA, the number of divisions div is set to 10. In KnEA, the rate of knee points T is set to 0.5.
3) Genetic Operators: The simulated binary crossover [45] and polynomial mutation [46] are used to generate offsprings in all the considered MOEAs. The probability of crossover is set to 1, the probability of mutation is set to 1/D, and the distribution index of them is set to 20, where D denotes the length of decision variables.
4) Benchmark Problems:
The widely used DTLZ [47] and WFG [48] test suites are employed as the test problems. Besides, the scaled DTLZ1-DTLZ2 (SDTLZ1-SDTLZ2), convex DTLZ2 (CDTLZ2) [42] , inverted DTLZ1 (IDTLZ1) [49] , multipoint distance minimization problem (MP-DMP), and multiline distance minimization problem (ML-DMP) [50] are also involved in the experiments. Note that for DTLZ5, the version proposed in [51] is adopted. For all the eleven DTLZ problems, the length of decision variables is set to K +M −1, where M denotes the number of objectives and K is set to 5 for DTLZ1, SDTLZ1, and IDTLZ1, 20 for DTLZ7, and 10 for the others. The scaling factor in SDTLZ1 and SDTLZ2 is set to 2. Regarding the nine WFG problems, the length of decision variables is set to K + L, where K and L are set to M − 1 and 10, respectively. For MP-DMP and ML-DMP, the length of decision variables is always 2, and the decision space is set to [ − 100, 100] 2 . Besides, the maximum number of generations is adopted as the termination criterion for all the MOEAs, which is set to 200 for all the MOPs.
5) Population Size:
The population size of all the algorithms is set to the same on the problems with the same number of objectives, namely, 210 for 5-objective problems, 275 for 10-objective problems, and 240 for 15-objective problems. Accordingly, the Das and Dennis's approach with two layers [42] is used to generate the reference vectors used in θ -dominance, NSGA-III, MOEA/DD, RVEA, and MOMBI-II, where the parameters (p 1 , p 2 ) controlling the numbers of reference vectors along the outer and inner layers are set to (6, 0), (3, 2), and (2, 2) for 5, 10, and 15 objectives, respectively.
6) Performance Metric:
The inverted generational distance (IGD) [52] and hypervolume (HV) [53] are employed to evaluate the performance of the algorithms, which are the two most widely used performance metric to measure both the convergence and diversity of the obtained nondominated solution set. A smaller IGD value indicates a better performance of the algorithm, whereas a larger HV value signals a better performance. For calculating IGD, roughly 10 000 reference points on the Pareto front of each test instance are sampled by the Das and Dennis's approach with two layers. For calculating HV, the reference point is set to (1, . . . , 1) , and the objective values are normalized by the point 1.1 × z nad before the calculation, where z nad denotes the nadir point of the Pareto front. All the algorithms are executed for 30 independent runs on each test instance. Furthermore, the Wilcoxon rank sum test with a significance level of 0.05 is also adopted to analyze the result, where "+," "−," and "≈" indicate that the result is significantly better, significantly worse, and statistically similar to that obtained by SDR-based algorithms, respectively.
B. Comparing SDR With Other Dominance Relations
To eliminate the effect of other selection criteria when comparing dominance relations, the proposed SDR is compared with eight existing dominance relations on a simple evolutionary algorithm, where the dominance relation is used as the only selection criterion in the environmental selection. In each generation, N offsprings are generated by genetic operators based on randomly selected parents, with N denoting the population size. Then the population is combined with the offsprings and sorted by a dominance relation, where only the nondominated candidate solutions survive to the next generation. If the number of nondominated solutions is larger than N, they will be truncated randomly.
The mean IGD values of the nine dominance relation-based algorithms on DTLZ1-DTLZ7 are listed in Table I . As can be observed, the SDR-based algorithm outperforms the others on 11 out of the 21 test instances, and the θ -dominance, S-CDAS, and GPO achieve 8, 1, and 1 best results, respectively.
For visual observations, Fig. 7 plots the parallel coordinates [54] of the nondominated solution set with the median IGD value among 30 runs obtained by the algorithms based on the nine dominance relations on 5-objective DTLZ7, where each polyline in the figure denotes one solution, and each vertex on the polyline denotes one objective value. DTLZ7 has a discontinuous Pareto front challenging the MOEAs in diversity preservation. It can be observed that only Pareto dominance, S-CDAS, (1−k)-dominance, θ -dominance, and SDR can make the solutions converge to the whole Pareto front of DTLZ7. Fig. 8 plots the nondominated solution set with the median IGD value among 30 runs obtained by the algorithms based on the nine dominance relations on 10-objective DTLZ3. DTLZ3 has a multimodal landscape, which introduces a large number of local Pareto fronts posing a stiff challenge for MOEAs to converge to the global Pareto front. It can be seen that CDAS, GPO, (1−k)-dominance, L-dominance, and SDR are able to push the candidate solutions toward the global Pareto front. In terms of diversity, however, only the candidate solutions obtained by SDR show generally proper distributions. Therefore, in conclusion, SDR outperforms existing dominance relations in balancing convergence and diversity. 
C. Comparing NSGA-II/SDR With Other MOEAs
In this section, an MOEA, termed NSGA-II/SDR, is developed on the basis of the proposed SDR and NSGA-II. As shown by the pseudo code in Algorithm 1, NSGA-II/SDR has the same framework with NSGA-II [2] , where the main difference is that the Pareto dominance is replaced by the proposed SDR. Besides, the objective values of the candidate solutions are normalized according to the maximum and minimum values in the population before performing SDR in the algorithm. NSGA-II/SDR is compared to four state-of-the-art MOEAs, i.e., NSGA-III [42] , MOEA/DD [18] , RVEA [43] , and MOMBI-II [44] . NSGA-III and MOEA/DD are two algorithms based on both Pareto dominance and decomposition, and they can obtain satisfactory performance on most benchmark MaOPs. RVEA is a recently proposed decomposition-based MOEA, which have been verified to be superior over many MOEAs in solving MaOPs. MOMBI-II is an indicator-based MOEA, which is also very effective for solving MaOPs. Table II lists by the other four MOEAs. Therefore, in conclusion, SDR also outperforms the state-of-the-art MOEAs in balancing convergence and diversity.
D. Performance of SDR on Existing MOEAs
The proposed SDR is then embedded in NSGA-II [2] , SPEA2 [20] , PESA-II [21] , GrEA [9] , KnEA [14] , and VaEA [15] , and compared with the original versions of the six MOEAs. NSGA-II, SPEA2, and PESA-II are three classical MOEAs, which have been demonstrated to be effective in solving MOPs. However, their performance deteriorates sharply when meeting MaOPs, since the Pareto dominance relation they used is ineffective on MaOPs. By contrast, GrEA, KnEA, and VaEA are three recently proposed MOEAs combining Pareto dominance with additional selection criteria, which perform fairly well on MaOPs.
For simplicity, the improvement of the MOEAs based on SDR in comparison to their original versions (i.e., those based on Pareto dominance) is recorded. The value in each cell of Table III Fig. 11 depicts the nondominated set obtained by the six MOEAs based on Pareto dominance and SDR on 15-objective DTLZ3. It is clear that the MOEAs based on Pareto dominance cannot promote the population to converge to the global Pareto front of DTLZ3, even for the three MOEAs tailored for MaOPs. By contrast, the population obtained by all the SDR-based MOEAs has significantly better convergence and diversity on DTLZ3. In conclusion, it is evidenced that SDR is a promising dominance relation for solving MaOPs. 
E. Effectiveness of the Adaptive Estimation of θ
To verify the effectiveness of adaptive estimation of θ in controlling the ratio of nondominated solutions, we execute the NSGA-II/SDR on DTLZ1 and DTLZ5 with 3, 5, and 10 objectives. Here, the population size is fixed to 100. Fig. 12 plots the ratios of nondominated solutions identified by the proposed SDR during the optimization process, averaged over 30 runs. As shown in the figure, the ratio of nondominated solutions is very close to 0.5, which demonstrates the effectiveness of θ in adaptively controlling the ratio of nondominated solutions. Fig. 13 depicts the values of θ over the optimization process, where it is clear that the values of θ are distinct on different problems with different numbers of objectives. This is due to the fact that the distributions of the candidate solutions can be various when solving different problems. In particular, the Pareto front of M-objective DTLZ1 is an (M − 1)-dimensional hyperplane, so the candidate solutions in high-objective space distribute much more sparsely than those in low-objective space. By contrast, since the Pareto front of DTLZ5 is always a degenerate 1-D curve, the candidate solutions show similar distributions regardless of the specific number of objectives. As a result, it is unreasonable to set θ to a fixed value for solving different MaOPs; instead, the value of θ should be adaptively adjusted during the optimization process, due to the various distributions of the candidate solutions. 
V. CONCLUSION
In this paper, a dominance relation has been proposed for many-objective optimization, termed SDR. The proposed SDR is effective in balancing the convergence and diversity of the nondominated solution set, where it uses a niching technique based on the angles between the candidate solutions, and keeps only one candidate solution with the best convergence to be nondominated in each niche. SDR is an adaptive method since the niche size is automatically determined according to the distribution of the candidate solutions, which does not need to be predefined by users.
The comparison between SDR and eight existing dominance relations on several examples and benchmark problems has evidenced that SDR can better balance convergence and diversity in many-objective optimization. An MOEA, termed NSGA-II/SDR, is established based on SDR and NSGA-II, which has been empirically shown to be competitive to the state-of-the-art MOEAs for solving MaOPs. SDR has also been verified on six existing MOEAs, where the experimental results have evidenced that SDR can bring considerable improvement for these MOEAs in solving MaOPs.
Despite that NSGA-II/SDR performs fairly well on MaOPs, it is known that the crowding distance is ineffective in solving MaOPs [55] . So it is desirable to further improve the performance of NSGA-II/SDR on MaOPs by developing a new MOEA which can effectively distinguish the nondominated solutions identified by SDR. In addition, it is also interesting to assess the performance of SDR on realworld applications with many objectives [56] , [57] in the future.
