Dynamic real-time systems require adaptive resource management to accommodate varying processing needs. We address the problem of resource management with multiple shared resources for soft real-time systems consisting of tasks that have discrete QoS settings that correspond to varying resource usage and varying utility. Given an amount of available resource, the problem is to provide on-line control of the tasks' QoS settings so as to optimize the overall system utility. We propose several heuristic algorithms that will be shown to be compatible with the requirements imposed by our control theoretical resource management framework: (1) By only making incremental adjustments to QoS settings as available resources change, they provide low run-time complexity, making them suitable for use in on-line resource managers (2) Differences between actual utility and optimal utility do not accumulate over time, so there is no long-term degradation in performance. (3) The lower and upper bound on actual utility can be calculated dynamically based on current system conditions, and absolute bounds can be calculated statically in advance. (4) It is possible to respond to the actual resource possible, allowing all resources to be used and tolerating misspecification of task resource requirements.
Introduction
Traditional approaches to the design and development of real-time systems use worst-case execution times of tasks and provably correct analysis techniques to guarantee that critical system tasks will always complete prior to their deadlines. The most common approach is rate monotonic analysis [1] which uses bounds on processor utilization to guarantee that real-time periodic tasks always meet their deadlines. These traditional (and often pessimistic) approaches to the design and development of real-time systems may result in systems that are under-utilized for much of the operational time the system, resulting in poor quality of service. A number of factors may lead to this poor performance, including overly pessimistic worst-case execution times, environmental conditions, infrequent critical instants [1] , inaccurate resource profiles, etc. The discrete event controller that we describe controls system resource usage by modifying quality of service parameters so that the overall system benefit is maximized. When the system resource being controlled is processor utilization, our approach is directly applicable to real-time systems since total processor utilization provides a schedulability test, i.e., a guarantee that real-time tasks will meet their deadlines whenever the processor utilization is less than or equal to some value. Since the discrete controller cannot guarantee that the resource usage is bounded, our approach is not applicable to hard-real systems where deadline can never be missed. However, our approach has many advantages in soft real-time systems where deadlines may be missed occasionally. The principle motivation behind this work is the feedback control of soft realtime systems (multimedia, certain feedback control systems) where the quality of service to the user can be improved if the amount of resources provided to the individual tasks is increased. An example of such as system is the RT-Phone example provided in the papers associated with Q-RAM [2, 3, 4, 5] . Our approach differs from that of Q-RAM since we make resource reallocations at run-time using feedback control. This paper addresses the problem of resource management with task sharing multiple resources for soft real-time systems (no hard deadline requirements) consisting of tasks that have discrete QoS (Quality of Service) settings that correspond to varying resource usage and varying benefit to the end user. We are starting with a system model that similar to the one used in Q-RAM [2, 3, 4, 5] . Given an amount of available resource, the problem is to provide on-line control of the tasks' QoS settings so as to optimize the overall system benefit. Since the complexity of the problem precludes optimal solutions, we present two heuristic algorithms with the following properties.
They have low run-time complexity, making them suitable to be employed as an online algorithm in dynamically changing environments. Unlike Q-RAM, our approach makes incremental adjustments to QoS settings as available resources change, avoiding the calculation time that would be incurred by recalculating all the QoS settings. Differences between actual utility and optimal do not accumulate over time, so there is no long-term degradation in performance. We derive upper and lower bounds on actual utility. They can be calcu-lated dynamically based on current system conditions, and an absolute bound can be calculated statically in advance. The algorithms will be employed in and have to be compatible with our feedback control based resource management architecture [27] that allows response to actual resource availability, allowing all resources to be used and tolerating misspecification of task resource requirements.
Section 2 presents the problem. Section 3 introduces the notation, a formalized model and, based on this, formulates the problem formally. Section 4 presents discusses the complexity status of the problem, exact algorithms, and introduces the fast heuristic algorithms Discrete Kuhn-Tucker, Improve_Allocation, Steepest Ascent. Performance bounds are derived for some of these algorithms. Some simulation results verifying the performance bounds are added in Section 5. Section 6 deals with the problem of dynamic resource availability changes, and discusses fast heuristic adaptation strategies. Performance verification by simulation is presented in Section 7.
Related Work
The problem of allocating resources to real-time applications has been studied in literature from different angles. Several authors have addressed resource allocation for real-time systems with QoS constraints. Burns et al [6] define a task model where each task is given a preference at run-time and a set of service alternatives that can be used to complete the task. QoSbased dynamic resource management tries to guarantee the feasibility of real-time systems as well as let the system produce maximum benefit, but does not explicitly address problems that arise from environmental run-time variations. Humphrey et. al. [7] propose the DQM architecture, which allows choosing operating levels to control the resource requirements for an application. The DQM monitors the performance of applications and interacts with the operating system in order to change the application to a lower operating level. The DQM is intended for use with soft real-time multimedia applications, so adaptation may occur over several periods. However, DQM uses a worst case execution time analysis to determine application resource usage. DQM does not provide a mathematical optimization model, and does not guarantee that optimal, or even near-optimal, choices have been made. In the QuO [8, 9, 10, 11] framework, applications adjust their own service levels to improve performance and react to the environment on their own accord, so there is no way to globally optimize the set of choices made for all applications. Nor is QuO able to guarantee realtime deadlines. In Q-RAM [2, 3, 4, 5] , an algorithmic approach is developed to find an allocation of tasks to resources such that the system can satisfy some quality of service requirements as well as produce maximum benefit. However, the authors do not explicitly discuss the use of Q-RAM for QoS optimization in dynamic environments. The application of control-theoretic methods to the design of real-time systems has recently met with considerable success. Common challenges in real-time system design such as nonlinear and stochastic plant models, effector limitations, unknown disturbances, and noisy sensor data identified in [13] indicate a strong connection with control theory and applications. A series of works [14, 15, 16, 17, 18] address performance specifications, mathematical modeling, controller design, and performance analysis for scheduling problems in soft real-time systems. Their feedback control architecture is realized in middleware called ControlWare and its effectiveness for quality of service control is demonstrated in a web server environment. Limitations of linear systems and control methods are discussed in [19] with remedies presented that draw from scheduling and queuing theory. Related studies involving a variety of real-time system applications, performance objectives, mathematical modeling approaches, and feedback control architectures can be found in [20, 21, 22, 23, 24, 25, 26] . A common thread through much of this work is that quality of service attributes of soft real-time tasks are adjusted via feedback control based on on-line system measurements. The underlying performance objective is then to optimize an aggregate quality of service metric while adhering to resource constraints and coping with an uncertain dynamic environment.
Problem Formulation and Notation
The system in consideration has a number of hard and soft real-time tasks. Tasks require certain resources. The resources required by h.r.-t. tasks depend on the work loads defined by the environment. It is generally assumed that there are sufficiently many resources to process the hard r.-t. tasks within the range of the possible workloads. During run-time, as long as the work loads are below their limits, there will be some of the resources unused and can hence be allocated to the soft real time tasks. We assume in our model that the utility gained from the execution of a soft r.-t. task depends on the amount of resources allocated to the task. The objective then is to maximize the total utility by a proper allocation of the surplus resources. In our model we distinguish m 1 different resource types {R 1 ,…, R m }, each of them available in several units. Let r i max be the number of units of resource type R i available at current time. For each resource type, the units are to be distributed among the soft r.-t. tasks. M := (r 1 max ,…, r m max ) denotes the vector of current resource limitations. We assume that there is given a set of periodic soft real-time tasks T = {T 1 , …, T n }. The processing times and periods may depend on the amount of allocated resources. A resource allocation defines how many resources of each type are assigned to the tasks. The resources currently assigned to a task T j are denoted by r(T j ) := (r j1 , …, r jm ) with 0 r ji r i max for i = 1, …, m. Inverse of processing time: The more resources a task has, the shorter the processing time, and the higher the benefit. Precision of computation: more resources lead to better computational results.
The total utility of an allocation alloc is defined by a function that aggregates the utilities of all tasks, possibly with priorities: U(alloc) := j u j (alloc(T j )) where j is the priority of task T j ( j can of course be included in the definition of u j ). 
Optimization Problem Algorithms for Maximizing Utility
In the case of continuous and single-dimensional concave functions u j the Kuhn-Tucker theorem can be applied to find a solution with maximum total utility. This algorithm can easily be adapted to the discrete functions u j , where it follows a steepest ascent rule. We refer to this algorithm as the Discrete_Kuhn_Tucker (DKT) algorithm. If there is more than one resource type, an allocation that maximizes utility can be found by scanning the resource space G. In the PhD thesis of Chen Lee [5] a linear programming algorithm is presented for the case of n tasks and two resource types, that runs in O(n (r 1 max r 2 max ) 2 ) time. Despite the low time complexity, the space complexity is of the same order, which seems to be unrealistic high for practical problems with large values of r i max .
Since high system adaptability requires very short reaction times, we are interested in fast heuristic approaches that are able to find reasonable solutions. One heuristic is based on a discrete adaptation of the Kuhn-Tucker algorithm [ref] . In algorithm DKT(R i ), the units of resource R i are allocated step by step such that maximum utility increase is gained. If there is only one resource type this strategy is known to be optimal [2] .
A simple generalization of DKT is the Multidimensional_Discrete_Kuhn_Tucker algorithm, which applies DKT(R i ) to the resource directions in some chosen order, say R 1 , …, R m .
Algorithm Multidimensional_Discrete_Kuhn_Tucker (MDKT).
for i := 1 to m do DKT(R i );
The time complexity of MDKT is O(n(r 1 max +…+ r m max )). It has, however, to be expected that the utility of the resulting allocation will not be the optimum, and particularly will depend on the order in which the resource types are chosen. In Section 5 some performance measures can be found. An alternative heuristics being worth analyzed is Steepest_Ascent. As DKT it starts from the allocation zero, and, at each step, allocates one resource unit such that the total utility U is increased by the maximum possible amount.
Algorithm Steepest_Ascent (STAS) repeat choose a task T j and an available resource R i such that r ji is maximum; assign one unit of R i to T j ; until all resource units are allocated;
which is of the same order as for MDKT.
In the next sections we analyze the performance of the algorithms MDKT and SA by deriving lower and upper bounds for the total utility (4.2), and by experimental studies (5).
Estimating lower and upper bounds
A lower bound for the maximum utility can easily be determined by assigning all resource units to a task that has a largest maximum utility, max{ u j (r 1 max , …, r m max | j = 1, …, n }. r i max is an obvious upper bound for the total utility.
As long as we do not know more about the functions u j , this bound cannot be improved, because by choos-ing each function u j sufficiently close (but still concave) to the constant r i max , the utility may become arbitrarily close to this bound. For deriving better bounds one has to take more particularities of the input functions into consideration. Our idea is to replace the given utility functions by special ones for which the optimum can be computed with low computational complexity. First we need a few preparations.
There is a special case for which optimality of MDKT can be proved. Assume that, for each task T j , u j has the property that, for all i {1, …, m}, u ji (r i ) := u j (r 1 ,…,r i+1 ,…,r m ) -u j (r 1 ,…,r i ,…,r m ) (1) depends only on the value of r i , i.e., this difference is independent of r k for k i (see figure 1) .
Definition. Given a concave function u : G IR For uniform concave functions we have the following theorem.
Theorem. The algorithm MDKT is optimal for uniform utility functions.
Proof. When applying DKT(R i ), the resulting utility does not depend on allocations of the other resources R k R i . Hence two conclusions can be drawn: (a) The result is independent of the order in which the DKT(R i ) are executed. (b) The resulting allocation is optimal. This can be followed by proof by contradiction.
We make use of the following obvious property (denote by U ALG the utility computed by a heuristic algorithm ALG).
Proposition. Let U opt be the maximum utility that can be obtained from tasks T 1 , …, T n with the given functions u 1 ,…, u n . Let furthermore u 1 ', …, u n ' be alternative utility functions that are smaller than u 1 , …, u n , i.e., for all j {1,…, n} and for all r G , u j '( r ) u j ( r ); and let U opt ' be the corresponding optimal utility. Then U opt ' U opt , U ALG ' U ALG for ALG {MDKT, STAS}.
Proof. trivial.
For finding lower and upper bounds, we replace the functions u j by partially linear functions s j with s j (r j ) u j (r j ) (and h j with h j (r j ) u j (r j ), respectively) for all r j = (r j1 ,…, r jm ) G that are close to the original functions u j .
We show an easy way to choose suitable functions s j (for h j this can be done correspondingly) is the following: Find first the minimum increase of utility u j when one additional resource unit is allocated to T j :
Determine the minimum and maximum differences j (r k ) and j (r k ), respectively, when all resource values r j except r k are fixed,
{0,…, r i max } for i k , and r k ' = r k +1}
Notice from the definition of s j and h j that both functions are uniform in the sense of the definition. Defining the functions s j and h j by
and h j (r 1 ,…, r m ) = 
We see that both functions are uniform in the sense of the above definition. From the theorem we therefore know that MDKT is optimal on these functions. Because of its low computational complexity, MDKT gives us a useful mean to derive lower and upper bounds for given instances.
Corollary. For any given an instance (i.e. a set of m > 0 concave utility functions u j ),
Simulation Results
We performed elaborate simulations for the case of m = 2 resource types. Utility functions u i (x,y) were generated in two different ways: (a) directly with using integer random numbers from the interval [0,100], (b) by evaluating the function u i (x,y) = a 1 (i)ln(x+1)(1+a 2 (i)/(x+a 3 (i))) + a 4 (i)ln(y+1)(1+a 5 (i)/(x+a 6 (i))) (4) where the parameters were chosen arbitrarily between 0 and 200. Figure 2 shows the utility function z = 71.0*log(x+1)*(1/(x+7.8)+1) + 121.0*log(y+1)*(1/(x+5.7)+1). Lower and upper bounds for U MDKT are approx. 10 % off the optimum. Experimental studies also show that for functions defined by (4), STAS performed on average one order of magnitude better than MDKT. So experimentally we were able to verify that the upper and lower bounds of MDKT are also valid for STAS.
We performed simulations with fixed task numbers between 2 and 35, and resource units between 2 and 100. In each case we performed 10000 tests. Figure 3 compares the performance of MDKT and STAS against the optimum for task numbers varying from 5 to 35. We see that, in average, the utility of the MDKTsolutions is not more than 0.3 % below the optimum, with decreasing distance for larger task numbers. For STAS, the average utility is even closer to the optimum. We conjecture that generally these algoroitms lead to better (indeed almost optimal) results for larger numbers of tasks. 
Dynamic Changes of Resource Availability
Finally we turn to the dynamic situation where resource limitations change over time. If resource units are withdrawn from soft real-time tasks then one or more tasks have to run at a lower utility, thus resulting in a smaller total system utility. If the number of available resource units increases the tasks should take advantage in order to increase their contribution to the total system utility. We propose the following simple and obvious rule of resource re-allocation:
General strategy: -If one of the resource limits is reduced by one unit, reduce the assignment of this resource for a task that has minimum loss of utility.
-If one of the resource limits is increased by one unit, then assign the additional unit to a task that offers maximum utility gain.
First simulation studies already show that the system behaves stable. Further investigations are in preparation.
Conclusions
Extending the work of QRAM, we have presented heuristics to optimize utility with respect to QoS settings on multiple shared resources that meets the basic requirements of our control theoretical resource management framework. The heuristics have been shown to be efficient and stable control algorithms that optimize task QoS settings, within known margins, with respect to overall utility, that do not accumulate errors over time, and that tolerate task resource misspecification. We have shown experimentally that the QoS settings produced by the algorithm tend to be quite good; actual utility produced is typically very close to if not identical with the optimal. In future work we intend to extend the theory in the following ways: (1) Handle utility functions with arbitrary discrete resource allocation steps (2) Handle hard real-time tasks, for single and multiple instances of a resource, and for multiple resource types. (3) Handle the problem of moving tasks from one resource instance to another to ensure schedulability and optimize utility.
