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Resumen
Tradicionalmente, las pra´cticas de cultivo se han orientado hacia una gestio´n
uniforme del campo, ignorando la variabilidad espacial y temporal, debido al alto
coste que supone un tratamiento desigual. Es decir, todo el campo se trata del mismo
modo todos los an˜os, a pesar de que puede presentar necesidades distintas segu´n la
zona o de un an˜o a otro.
En los u´ltimos an˜os, se ha producido un importante avance con la aplicacio´n
de sistemas de control y automatizacio´n en agricultura, apareciendo el concepto de
Agricultura de Precisio´n (AP). Uno de los aspectos ma´s importantes de la AP
son las te´cnicas orientadas a la aplicacio´n selectiva de tratamientos, que proponen
ajustar las dosis de herbicidas a las necesidades de cada unidad de terreno, tradu-
cie´ndose en una reduccio´n de los costes de produccio´n y una gestio´n agr´ıcola ma´s
respetuosa con el medioambiente.
Para ser capaces de ajustar las dosis de herbicidas a las necesidades de cada
unidad de terreno, primero se deben localizar las distintas especies de malas hierbas
(etapa de Percepcio´n), y a continuacio´n se debe realizar la aplicacio´n de tratamientos
de modo que se eliminen todas las malas hierbas encontradas, minimizando el uso
de productos fitosanitarios (etapa de Actuacio´n). En esta tesis se presentan nuevos
me´todos tanto de Percepcio´n como de Actuacio´n para una aplicacio´n selectiva de
tratamientos automa´tica, precisa y barata.
Los me´todos de Percepcio´n desarrollados son capaces, mediante te´cnicas de Vi-
sio´n Artificial, de estimar las densidades de cultivo, malas hierbas y suelo tanto en
fotos del campo (sin restricciones en tiempo de co´mputo) como en v´ıdeos adquiridos
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por una ca´mara instalada directamente sobre el tractor y procesados en tiempo real.
Dichos me´todos hacen frente a las dificultades producidas por la inmensa variabi-
lidad encontrada en el campo (distintos estados de crecimiento de la vegetacio´n,
errores de sembrado, densidad variable de la infestacio´n, etc.) y por el hecho de tra-
bajar en exteriores (iluminacio´n cambiante y d´ıficil de controlar). Los me´todos han
sido probados sobre un conjunto grande de ima´genes y v´ıdeos tomados a lo largo de
los u´ltimos cuatro an˜os en varios campos, demostrando ser capaces de extraer los
elementos naturales con gran precisio´n y de forma robusta.
La informacio´n recogida en la etapa de Percepcio´n se pasa a un controlador
borroso, que, haciendo uso de conocimiento experto, permite calcular la dosis o´ptima
de herbicida a aplicar en cada unidad del terreno en funcio´n de las densidades
presentes de infestacio´n y cultivo. La aplicacio´n de dicha dosis se realiza de forma
automa´tica, actuando sobre el equipo de tratamiento, automatizado para su control
desde un ordenador a trave´s de una tarjeta de adquisicio´n de datos y el circuito
electro´nico disen˜ado a medida.
Una vez integradas todas las partes, se ha simulado la aplicacio´n selectiva de
tratamientos sobre campos reales. Partiendo de muestreos fotogra´ficos discretos lle-
vados a cabo en los u´ltimos tres an˜os en distintos campos, se han alcanzado ahorros
medios de herbicida del 76% con picos del 93%, poniendo de manifiesto el claro
beneficio de la aplicacio´n de las te´cnicas propuestas.
Palabras Clave
Visio´n artificial, Procesamiento de ima´genes, Agricultura de precisio´n, Detec-
cio´n de malas hierbas, Tiempo real, Algoritmos evolutivos, Razonamiento basado en
casos, Automatizacio´n, Control borroso, Sistemas expertos, Sistemas de aplicacio´n
selectiva de tratamientos
Abstract
Traditionally, management of agricultural fields has not taken into account exis-
ting spatial and temporal variability, and herbicides have been applied to a crop in
a uniform manner, regardless of site conditions. All the field is treated the same way
every year, even though each area shows different conditions each year.
In the last years, important advances have been made thanks to the appearance
of Precision Agriculture (PA), a concept that addresses the in-field variability
of factors that influence crop growth, through the application of control sistems and
automation in agriculture. One of the most important goals of PA is site-specific
management practices, which seek to adjust the herbicide dosage to the amount of
weed present at each field unit. The benefits of site-specific management include a
cost reduction to produce the crop and a reduction in environmental pollution.
In order to adjust the herbicide dosage to the needs of each field unit, it is
essential to know the degree of weed coverage in each area of the field (Data collection
stage) and to plan the herbicide spraying accordingly (Interpretation/Application
stage). In this thesis, novel Data collection and Interpretation/Application methods
are presented, leading to an automatic, precise and cheap site-specific management
of weeds.
The developed Computer Vision-based data collection methods are able to esti-
mate weed, crop and soil percentages both from still images of the field (processed
without time restrictions) and from videos taken by a camera placed directly on the
tractor and processed in real-time. In this context, the main challenge in terms of
image analysis is to achieve an appropriate discrimination among weed, crop and
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soil in outdoor field images under varying conditions of illumination, soil background
texture, crop damage and weed patchiness. The proposed methods have been tested
on a wide variety of images and videos taken in different crop fields during the last
four years, performing a robust and precise discrimination.
The information gathered in the data collection stage is then passed to a fuzzy
controller that determines the optimal dosage of herbicide for each field unit, based
on the computed weed and crop coverages, using expert knowledge. The desired
dosage is applied controlling the spraying bar from a computer, through a data
acquisition card and the custom-made electronic circuit.
Once all the parts finished, the site-specific spraying system’s use was simulated
on real crop fields, starting from photographic samplings carried out during the
last three years in different fields. The results show mean herbicide savings of 76%
and up to 93% in the best cases, clearly showing the benefits of the site-specific
management techniques proposed.
Keywords
Computer vision, Image processing, Precision agriculture, Weed detection, Real-
time, Evolutionary algorithms, Case based reasoning, Automation, Fuzzy control,
Expert systems, Site specific management systems
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Cap´ıtulo 1
Introduccio´n
El principio es la mitad del todo
Pita´goras
1.1. Aplicacio´n selectiva de tratamientos
Tradicionalmente, las pra´cticas de cultivo se han orientado hacia una gestio´n
uniforme del campo, ignorando la variabilidad tanto espacial como temporal que
aparece. Esto presenta fundamentalmente dos tipos de inconvenientes: a) contami-
nacio´n de la atmo´sfera y del suelo, con la consecuente contaminacio´n de las aguas
subterra´neas 1 y b) un notable aumento en el coste econo´mico de la produccio´n
agr´ıcola.
1Segu´n informes de la Organizacio´n Mundial de la Salud (OMS, 1992), los niveles de nitro´geno
en el agua subterra´nea han aumentado en muchas partes del mundo como consecuencia de la
“intensificacio´n de las pra´cticas agr´ıcolas”
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A lo anterior hay que an˜adir que en los pro´ximos 25 an˜os, debido al crecimiento
econo´mico global y al aumento de poblacio´n en nuestro planeta, sera´ necesario doblar
la produccio´n agr´ıcola, disponiendo para ello cada vez de menos tierra y agua, lo que
producira´ grandes costes sociales, econo´micos y medioambientales. En consecuencia,
sera´ crucial la generacio´n de herramientas que permitan minimizar los costes de
produccio´n a la vez que se realiza una gestio´n agr´ıcola respetuosa con el medio
ambiente (Srinivasan, 2006; Stafford, 2000).
En los u´ltimos an˜os, gracias al desarrollo de tecnolog´ıas como los Sistemas de Po-
sicionamiento Global por sate´lite (GPS), sensores de cosecha, sensores de humedad o
de fertilidad del suelo, sensores multiespectrales, sistemas de teledeteccio´n, Sistemas
de Informacio´n Geogra´fica (SIG/GIS) y Sistemas de Soporte a la Decisio´n (SSD), ha
surgido el concepto de Agricultura de Precisio´n (AP), que engloba un conjunto
de te´cnicas de cultivo dirigidas a ajustar el uso de agroqu´ımicos considerando la
diversidad tanto del medio f´ısico como biolo´gico (Kropff et al., 1997).
Dentro de la AP tienen especial importancia las te´cnicas orientadas a la apli-
cacio´n selectiva de tratamientos, que en contraposicio´n a los me´todos agr´ıcolas tra-
dicionales, proponen ajustar las dosis de tratamientos a las necesidades de cada
unidad de terreno, ya que cada campo de cultivo puede variar enormemente tan-
to en te´rminos de composicio´n de flora arvense como en su abundancia. En pocas
palabras, se trata de aplicar herbicidas so´lo en aquellas zonas en las que se encuen-
tren malas hierbas, variando adema´s la cantidad de tratamiento aplicado segu´n la
densidad de e´stas. Numerosos estudios experimentales demuestran que es posible
reducir substancialmente las dosis recomendadas de muchos productos sin que con
ello se reduzcan significativamente ni su eficacia ni los rendimientos, lo que conduce
a una reduccio´n de los costes de produccio´n y una gestio´n agr´ıcola ma´s precisa y
respetuosa con el medio ambiente (Earl et al., 1996).
Para llevar a cabo una aplicacio´n selectiva de tratamientos, el primer paso es
la recogida de informacio´n en el campo que permita conocer la distribucio´n de las
malas hierbas y la variabilidad espacial de cada especie (etapa de Percepcio´n), ne-
cesarias para calcular las necesidades, en te´rminos de herbicida, de cada unidad de
terreno (Senay et al., 1998). Una vez recogida dicha informacio´n, y conocidas por
2
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lo tanto las necesidades de cada unidad de terreno, el segundo paso es la planifica-
cio´n y realizacio´n de la aplicacio´n selectiva de tratamientos en el campo (etapa de
Actuacio´n).
1.2. Motivacio´n y objetivos
1.2.1. Motivacio´n
El trabajo de investigacio´n asociado a esta tesis se integra dentro de dos proyectos
del plan nacional financiados por el Ministerio de Educacio´n y Ciencia:
“Extraccio´n de conocimiento espacio-temporal y visio´n artificial para la au-
tomatizacio´nde tratamientos agr´ıcolas localizados” (ECOVAAP, PLAN NA-
CIONAL AGL2005-06180-C03-03), desde enero de 2006 hasta diciembre de
2008.
“Percepcio´n visual, toma de decisio´n y actuacio´n en sistemas artificiales com-
plejos: Control selectivo de malas hierbas en cultivos agr´ıcolas” (PERICIA,
PLAN NACIONAL AGL2008-04670-C03-02/AGR), desde enero de 2009 has-
ta diciembre de 2011.
Los objetivos de ambos proyectos se orientan al desarrollo de nuevas te´cnicas de
percepcio´n y deteccio´n de malas hierbas, as´ı como de herramientas de automatiza-
cio´n y control de los elementos de actuacio´n, para lograr la aplicacio´n selectiva de
tratamientos.
La investigacio´n de ambos proyectos se lleva a cabo en el Instituto de Automa´ti-
ca Industrial (IAI) perteneciente al Consejo Superior de Investigaciones Cient´ıficas
(CSIC), bajo la direccio´n de la Dra A´ngela Ribeiro Seijas. Adema´s, existe un contra-
to de colaboracio´n con la Universidad Complutense, cuyo investigador responsable
es el Profesor Gonzalo Pajares Martinsanz.
Los tipos de cultivo escogidos para el desarrollo de la investigacio´n son el cereal
de invierno y el ma´ız, primer y cuarto cultivo de mayor peso en la produccio´n agr´ıcola
3
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espan˜ola con 19,5 y 3,6 millones de toneladas anuales respectivamente. Asimismo,
son los dos granos ma´s producidos a nivel mundial (FAO, 2007).
Estos cultivos se situ´an adema´s entre aquellos con mayores necesidades de su-
perficie para su produccio´n, dedica´ndose actualmente en Espan˜a 56 millones de
hecta´reas para cereales y 3,6 millones de hecta´reas para ma´ız, por lo que el impacto
de una aplicacio´n uniforme de agroqu´ımicos es enorme, justificando claramente la
necesidad del desarrollo de te´cnicas y maquinaria para la aplicacio´n de tratamientos
selectivos.
Todas las pruebas de campo se han realizado en la finca de La Poveda (Madrid),
por parte de personal tanto del IAI-CSIC (incluido el propio doctorando) y del
Centro de Ciencias Medioambientales (CCMA-CSIC), al cual pertenece la finca.
Adema´s, gracias a la financiacio´n ofrecida para estancias en el extranjero por la
beca predoctoral de formacio´n de personal investigador del programa I3P del CSIC
de la que disfruta el doctorando, la investigacio´n pudo ser ampliada a campos de
can˜a de azu´car. El trabajo que se presenta corresponde a una estancia de 5 meses
en el National Centre for Engineering in Agriculture (NCEA), de la Universidad de
Southern Queensland (USQ), Australia.
La can˜a de azucar es el cultivo ma´s importante en Australia, producie´ndose ma´s
de 36 millones de toneladas anuales. La situacio´n geogra´fica de la mayor´ıa de los
campos de azu´car (en la costa adyacente al arrecife de coral, principal fuente de tu-
rismo del pa´ıs y declarado patrimonio de la humanidad por la Unesco) ha obligado
al gobierno australiano a imponer restricciones muy severas sobre el uso de fitosa-
nitarios. Esto ha llevado a que las mayores empresas azu´careras del pa´ıs contraten
el desarrollo de te´cnicas e instrumentacio´n para realizar una gestio´n selectiva de las
infestaciones en estos cultivos.
El proyecto del NCEA “A Coordinated Approach to Precision Agriculture RDE
for the Australian Sugar Industry”, es un contrato con la mayor empresa azucarera
del pa´ıs Bundaberg Sugar Ltd. Todas las pruebas en campo se han realizado en
campos de can˜a de azu´car propiedad de la empresa en Bundaberg, Australia, por
personal del NCEA (incluido el propio doctorando).
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1.2.2. Objetivos
El objetivo principal del presente trabajo de investigacio´n es el desarrollo tanto
de los mecanismos de percepcio´n para la deteccio´n automa´tica de infestacio´n como de
los me´todos de toma de decisio´n y actuacio´n que den lugar a una exitosa aplicacio´n
selectiva de tratamientos.
1. Percepcio´n
1.1 Experimentacio´n de toma de ima´genes de malas hierbas, cultivo y suelo
de forma manual o automa´tica usando ca´maras convencionales.
1.2 Estudio de las caracter´ısticas discriminantes de las malas hierbas frente
al cultivo. Extraccio´n de conocimiento experto para la correcta localizacio´n,
etiquetado y estimacio´n de la densidad de ambos.
1.3 Ana´lisis y descripcio´n de las diferentes condiciones de trabajo a las
cuales hay que enfrentarse: variabilidad espacial y temporal de la infestacio´n,
distintas situaciones metereolo´gicas y de iluminacio´n, estados de crecimiento,
etc.
1.4 Desarrollo de me´todos automa´ticos de procesamiento de ima´genes para
la correcta extraccio´n y discriminacio´n de cultivo y malas hierbas bajo una gran
diversidad de condiciones posibles de trabajo.
1.5 Prueba y optimizacio´n de los me´todos desarrollados sobre ima´genes
tomadas en el campo. Muestreo discreto de malas hierbas.
1.6 Desarrollo de me´todos automa´ticos para la deteccio´n en tiempo real
de malas hierbas, a partir de v´ıdeos adquiridos por una ca´mara colocada di-
rectamente sobre el tractor.
2. Actuacio´n
2.1 Automatizacio´n de una barra de aplicacio´n de tratamientos. Control
sobre la apertura/cierre y caudal de cada uno de los sectores de la barra
desde un ordenador usando una tarjeta de adquisicio´n de datos y la electro´nica
necesaria.
5
Cap´ıtulo 1. Introduccio´n
2.2 Desarrollo de un controlador sobre los mo´dulos de actuacio´n que apli-
que la dosis o´ptima de herbicida en funcio´n de la informacio´n recogida en la
etapa de percepcio´n, dando lugar a la aplicacio´n de tratamientos selectivos.
1.2.3. Principales hitos a alcanzar
Disponer de me´todos automa´ticos de percepcio´n capaces de extraer correcta-
mente los elementos naturales presentes en una imagen. Dichos me´todos pue-
den posteriormente usarse para elaborar mapas de cobertura de malas hierbas,
cultivos y suelo.
Disponer de un sistema de adquisicio´n y procesado de imagen para deteccio´n
de elementos naturales en tiempo real.
Disponer de un sistema de control sobre la barra de aplicacio´n de tratamientos
que permita manejar de forma independiente cada seccio´n de la barra y ajustar
la cantidad de herbicida aplicada.
Integrar los me´todos de percepcio´n y actuacio´n en un u´nico sistema de aplica-
cio´n de tratamientos selectivos.
Usar un equipo lo ma´s barato y sencillo posible, facilitando de este modo
su posible uso por parte de un agricultor, con vistas a que la investigacio´n
desarrollada tenga una aplicacio´n real.
1.3. Estructura de la tesis
Esta memoria se divide en 3 partes distintas, cada una separada a su vez en
cap´ıtulos.
PARTE I: Estado del arte
Cap´ıtulo 2: En este cap´ıtulo se discute la repercusio´n de la agricultura
sobre la sociedad y el medioambiente, introduciendo el concepto de Agricultura
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de Precisio´n(AP) y presentando las te´cnicas de tratamiento selectivo de malas
hierbas. Asimismo, se estudian los requisitos y pasos a seguir para disen˜ar e
implementar dichas te´cnicas, y se repasan los trabajos desarrollados hasta el
momento.
Cap´ıtulo 3: En este cap´ıtulo se introduce el concepto de Visio´n Artificial
(VA), explicando brevemente sus aspectos y aplicaciones ma´s relevantes en
relacio´n al trabajo desarrollado. Se hace hincapie´ en su aplicacio´n en diversas
a´reas de la agricultura. Por u´ltimo, se revisan trabajos de VA aplicados a la
extraccio´n de elementos naturales.
PARTE II: Sistema auto´nomo de aplicacio´n de herbicida
Cap´ıtulo 4: En este cap´ıtulo se presentan los me´todos de percepcio´n
desarrollados para efectuar una deteccio´n automa´tica de malas hierbas, culti-
vo y suelo partiendo de un muestreo fotogra´fico discreto. El procesamiento de
las ima´genes se divide en tres etapas. Para cada una de ellas se han disen˜ado
varios me´todos, permitiendo un procesamiento robusto ante todas las distin-
tas situaciones encontradas de iluminacio´n, estados de crecimiento del cultivo,
densidad de la infestacio´n, etc. Dichos me´todos han sido posteriormente opti-
mizados mediante algoritmos gene´ticos sobre un conjunto grande de ima´genes
de cultivos de cereal. Todos los me´todos han sido incluidos en una platafor-
ma de procesamiento de ima´genes desarrollada en C++, a la cual se doto´ de
un sistema de razonamiento basado en casos, que ajusta el procesamiento en
funcio´n de las caracter´ısticas de cada imagen de entrada.
Cap´ıtulo 5: En este cap´ıtulo se presentan los me´todos de percepcio´n
desarrollados para la extraccio´n de elementos naturales en tiempo real a partir
de v´ıdeos adquiridos por una ca´mara colocada directamente sobre el tractor.
Los me´todos hacen frente a tremendas limitaciones en tiempo de co´mputo y a
la toma de ima´genes inestable, producida por el traqueteo del tractor y a las
irregularidades del terreno. La primera parte del cap´ıtulo presenta los me´todos
sobre campos de ma´ız, mientras que la segunda parte del cap´ıtulo presenta los
me´todos sobre can˜a de azu´car.
Cap´ıtulo 6: En este cap´ıtulo se introducen los distintos equipos de tra-
tamiento existentes y te´cnicas de pulverizacio´n de herbicidas. Posteriormente,
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se explica co´mo se ha llevado a cabo la automatizacio´n de una barra de tra-
tamientos de forma que se pueda controlar a trave´s de un ordenador. Una vez
efectuada la automatizacio´n, se estudia el disen˜o y desarrollo de un controla-
dor multivariable para ajustar los tratamientos en respuesta a la informacio´n
recogida en la etapa de percepcio´n.
PARTE III: Conclusiones y trabajo futuro
Cap´ıtulo 7: En este cap´ıtulo se resumen las principales aportaciones de
este trabajo, se discuten los resultados obtenidos, y se estudian las l´ıneas de
investigacio´n futura. Por u´ltimo, se detallan las publicaciones y patentes in-
dustriales a las que ha dado lugar este trabajo y se mencionan brevemente
alguno de los proyectos paralelos asociados.
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Cap´ıtulo 2
Agricultura de Precisio´n
Parte cayo´ en pedregales, donde no hab´ıa mucha
tierra; y broto´ pronto, porque no ten´ıa
profundidad de tierra; pero salido el sol, se quemo´;
y porque no ten´ıa ra´ız, se seco´. Y parte cayo´ entre
espinos; y los espinos crecieron, y la ahogaron.
Pero parte cayo´ en buena tierra, y dio fruto, cua´l
a ciento, cua´l a sesenta, y cua´l a treinta por uno
San Mateo 13:5-8
2.1. El papel de la agricultura en la sociedad y el medio
ambiente
La agricultura, el arte de cultivar la tierra, fue el factor fundamental que llevo´ a
la fundacio´n de la civilizacio´n moderna, dando la posibilidad de alimento a un mayor
nu´mero de individuos y permitiendo el desarrollo de una sociedad sedentaria, ma´s
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compleja, en la que aparecieron actividades comerciales y de transporte, y donde el
concepto de propiedad de tierras dio incluso origen a los primeros sistemas jur´ıdicos
y gubernamentales.
En el 2007, la agricultura segu´ıa dando trabajo al 34,9% de la poblacio´n mundial,
habiendo sido hasta el an˜o 2003 la mayor fuente de empleo, cuando fue reemplazada
por primera vez por el sector de servicios, como se muestra en la figura 2.1 (ILO,
2008).
Figura 2.1: Evolucio´n del empleo mundial por sectores, 1997 hasta 2007 (ILO, 2008)
Esta disminucio´n en el nu´mero de trabajadores en el campo se debe princi-
palmente a la mecanizacio´n agraria, considerada uno de los mayores logros de la
ingenier´ıa del siglo pasado. A principios del siglo XX, segu´n la Academia Interna-
cional de Ingenier´ıa de EE.UU, era necesario un granjero para alimentar de 2 a 5
personas, mientras que en la actualidad, gracias principalmente a la tecnolog´ıa y a
los agroqu´ımicos, un granjero alimenta a unas 130 personas.
Sin embargo, la agricultura es una actividad cuyo alcance va ma´s alla´ de la
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simple produccio´n de alimentos. La mecanizacio´n agraria y la intensificacio´n de la
agricultura traen consigo un tremendo impacto sobre el medio ambiente. En la Unio´n
Europea (UE), sin ir ma´s lejos, ma´s de la mitad de la superficie terrestre se usa para
la agricultura, lo que pone claramente de manifiesto la importancia que reviste la
actividad agraria para el medio ambiente.
El impacto medioambiental de la agricultura no es una cuestio´n aislada, sino
que esta´ claramente relacionada con cuestiones que afectan a todo el planeta como
son el cambio clima´tico, la contaminacio´n procedente de nitratos y plaguicidas, la
proteccio´n del suelo, la gestio´n del agua y la conservacio´n de la biodiversidad. En la
hoja informativa distribuida por la Direccio´n General de Agricultura de la UE (CE,
2003), se enumeran muchos de los problemas actuales de la agricultura, como por
ejemplo:
Generacio´n de gases de efecto invernadero, siendo sus mayores fuentes el o´xido
nitroso (N2O) por emisiones procedentes de abonos nitrogenados y la gestio´n
de estie´rcol, y el metano (CH4), el 41% del total de emisiones en la UE siendo
procedentes de la agricultura.
Contaminacio´n de la atmo´sfera y el suelo por el uso en exceso de plaguicidas
(insecticidas, herbicidas, fungicidas, etc.).
Degradacio´n del suelo (desertizacio´n, erosio´n, disminucio´n de materia orga´nica,
contaminacio´n, sellado, compactacio´n, pe´rdida de biodiversidad, salinizacio´n).
Tales procesos de degradacio´n pueden ser el resultado de pra´cticas agrarias
inadecuadas, como fertilizacio´n desequilibrada, captacio´n excesiva de aguas
subterra´neas para regad´ıo, uso incorrecto de plaguicidas o utilizacio´n de ma-
quinaria pesada.
Gestio´n inadecuada del agua. El sector de la agricultura es un importante
usuario de recursos h´ıdricos en Europa, con aproximadamente el 30% del total
del consumo de agua. En numerosos pa´ıses del sur, como Espan˜a, (donde es
un factor de produccio´n fundamental) el regad´ıo supone ma´s de 60% del uso
total de agua.
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Impacto sobre la biodiversidad. En los u´ltimos decenios se ha acelerado en
todo el mundo la desaparicio´n de especies, as´ı como el declive de los ha´bitats,
ecosistemas y riqueza gene´tica relacionada con ellos.
Adema´s, se calcula que en los pro´ximos 25 an˜os, a consecuencia del crecimiento
econo´mico global y del aumento de la poblacio´n de nuestro planeta, sera´ necesario
doblar la produccio´n agr´ıcola, disponiendo para ello cada vez de menos espacio, agua
y dema´s recursos naturales. En consecuencia, es imperativa la aplicacio´n de una agri-
cultura ma´s sostenible econo´micamente, socialmente y ecolo´gicamente (Bongiovanni
y Lowenberg-Deboer, 2004).
En Europa, las pol´ıticas de la UE y en particular la Pol´ıtica Agr´ıcola Comu´n
(PAC), se orientan cada vez ma´s a fomentar la creacio´n e implementacio´n de te´cnicas
agr´ıcolas ma´s sostenibles. La propia pa´gina de la Direccio´n General de Agricultura
de la UE (CE, 2009a,b) dice textualmente:
La PAC deber´ıa centrarse en las siguientes prioridades:
Proporcionar alimentos sanos y seguros.
Asegurar a los agricultores un nivel de vida digno.
Fomentar el respeto del medio ambiente.
Garantizar el bienestar de los animales.
Ayudar a los agricultores a adaptarse a las expectativas de los con-
sumidores.
Asegurar precios razonables para los consumidores.
Estimular el crecimiento y el empleo en las zonas rurales.
El objetivo principal de la PAC es fomentar la calidad, la seguridad,
un sector agrario en armon´ıa con el medio ambiente y el bienestar de
los animales. En definitiva y de cara al futuro, es preciso desarrollar au´n
ma´s la sostenibilidad del sector agroalimentario europeo.
En otras palabras, uno de los objetivos principales de la UE es alcan-
zar una agricultura competitiva, orientada al mercado, que mejore las
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condiciones de vida y las oportunidades de trabajo en las zonas rurales,
y que respete las buenas pra´cticas medioambientales, la biodiversidad y
el paisaje.
Para todo esto, en la reforma de la PAC de la Agenda 2000 se introdujo el
concepto de buenas pra´cticas agrarias (BPA), que definen el nivel a partir del cual
el agricultor puede incorporarse a los planes agroambientales. Es decir, so´lo las
pra´cticas agrarias que incluyan BPA podra´n optar a los pagos agroambientales que
compensan las pe´rdidas de renta que sufren los agricultores al realizar una gestio´n del
cultivo respetuosa con el medio ambiente. El cumplimiento de normas ambientales
mı´nimas es una condicio´n necesaria para optar a diversas ayudas cuya finalidad
es fomentar las inversiones en explotaciones agrarias, el establecimiento de jo´venes
agricultores, la mejora del procesamiento y la comercializacio´n de productos agrarios.
2.2. Agricultura de Precisio´n
Las pra´cticas en cultivos tradicionales se han orientado, en las grandes explota-
ciones, hacia una gestio´n uniforme del campo, ignorando la variabilidad espacial y
temporal debido al alto coste que supone un tratamiento desigual. Es decir, todo
el campo se trata del mismo modo todos los an˜os, a pesar de que puede presentar
necesidades distintas cada an˜o segu´n la zona.
En las u´ltimas de´cadas, gracias al desarrollo de nuevas tecnolog´ıas, se ha produ-
cido un importante avance con la aplicacio´n de sistemas de control y automatizacio´n
en agricultura, apareciendo el concepto de Agricultura de Precisio´n (AP), que
engloba un conjunto de te´cnicas de cultivo dirigidas a ajustar el uso de agroqu´ımicos
considerando la diversidad tanto del medio f´ısico como biolo´gico (Kropff et al., 1997).
Estudios experimentales realizados sobre cultivos de cereal en Alemania (Gerhards,
2007), Espan˜a (Ruiz et al., 2006) y la Repu´blica Checa (Homouz, 2007) muestran
ahorros por encima del 70%, 74% y 82% respectivamente, demostrando que usando
estas te´cnicas de precisio´n es posible reducir substancialmente las dosis recomen-
dadas de muchos productos sin que con ello se reduzcan significativamente ni su
eficacia ni los rendimientos en la cosecha, traducie´ndose en una reduccio´n de los
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costes de produccio´n y una gestio´n agr´ıcola ma´s respetuosa con el medioambiente
(Earl et al., 1996).
La AP, consiste ba´sicamente en “Hacer lo oportuno, de forma conveniente, en
el lugar y momento adecuados” (Pierce y Nowak, 1999). Puede definirse como una
estrategia de gestio´n de campos de cultivo donde el agricultor var´ıa las pra´cticas
(siembra, aplicacio´n de fertilizantes y tratamientos, poda, cosecha, etc.) segu´n las
condiciones encontradas de suelo, atmo´sfera, estado del cultivo y malas hierbas en
las distintas zonas del campo.
Los beneficios a los que conduce la aplicacio´n de la AP son los siguientes (Srini-
vasan, 2006):
1. Reduccio´n de los costes: Al aplicar dosis variables de agua, fertilizantes y
tratamientos segu´n las necesidades de cada zona en lugar de aplicar siempre
la dosis ma´xima, se produce una importante disminucio´n en las cantidades
usadas de todos estos productos, con el consecuente ahorro econo´mico.
2. Optimizacio´n del rendimiento y calidad de la cosecha en relacio´n
con la capacidad productiva de cada campo: El tratar todo el campo
por igual (pra´cticas agr´ıcolas tradicionales), puede dar lugar a que algunas
zonas reciban ma´s o menos cantidad de un producto de lo que en realidad
necesitan, empeorando el bienestar del cultivo. Con una gestio´n dependiente
de las necesidades de cada zona, se suministra al cultivo justo lo que necesita,
mejorando el rendimiento y la calidad del mismo.
3. Mejor uso de los recursos naturales: El ahorro en agua y dema´s productos
mejora el uso de los recursos naturales disponibles.
4. Proteccio´n del medioambiente: El uso en exceso de algunos productos
(agua, fertilizantes, plaguicidas, etc.) tiene un impacto importante sobre el
medioambiente. Usar so´lo y exclusivamente las cantidades necesarias de cada
uno de ellos, reduce en gran medida los problemas medioambientales.
5. Facilitar la tarea del agricultor: Al ahorrar en muchos de los productos
agroqu´ımicos, el tiempo necesario para su aplicacio´n es inferior, reducie´ndose
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por lo tanto la carga de trabajo del agricultor, siempre que el proceso este´ al-
tamente automatizado.
Ahora bien, el uso de la AP no esta´ indicado para cualquier situacio´n. Para que
sea razonable pensar que´ te´cnicas de AP pueden mejorar una determinada produc-
cio´n agr´ıcola, se deben cumplir mı´nimo tres requisitos:
1. La existencia de variabilidad espacial y temporal en el estado del suelo y las
condiciones del cultivo dentro del campo a tratar.
2. Que sea posible identificar y cuantificar dicha variabilidad de algu´n modo.
3. Que sea posible mejorar el rendimiento y la calidad de la cosecha haciendo uso
de dicha variabilidad a la hora de planificar las operaciones requeridas en el
campo.
La aplicacio´n de una estrategia de AP puede verse como un ciclo de 3 etapas,
figura 2.2. Primero, se recoge informacio´n sobre el campo de cultivo a tratar. Esa
informacio´n se analiza e interpreta, dando lugar a un plan de actuacio´n sobre las
distintas etapas de la produccio´n agr´ıcola. La naturaleza de la informacio´n reco-
gida depende en gran medida del tipo de gestio´n que se quiere llevar a cabo. Por
ejemplo para elaborar un plan de sembrado se necesitara´ informacio´n sobre el es-
tado del suelo, mientras que para saber do´nde es necesario aplicar herbicida lo que
se necesita es localizar con precisio´n las malas hierbas. Este es un ciclo de Percep-
cio´n-Interpretacio´n/Toma de decisio´n-Actuacio´n, es decir, se observa el estado del
campo, y se toman decisiones sobre co´mo tratarlo en funcio´n de lo observado y del
objetivo perseguido.
Otra forma de entender la AP es como un sistema de toma de decisiones que
se apoya sobre el conocimiento existente (agronomı´a, malherbolog´ıa, geolog´ıa, etc.)
para determinar la mejor gestio´n del campo en funcio´n de unos datos de entrada
con informacio´n sobre el cultivo, figura 2.3 (Stafford, 2000).
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Figura 2.3: Diagrama de flujo de la aplicacio´n de te´cnicas de Agricultura de Precisio´n
Por lo tanto, la utilizacio´n de estrategias de AP, requiere me´todos que permitan:
1. Localizar de modo preciso posiciones dentro del campo.
2. Recoger, interpretar y analizar la informacio´n obtenida con suficiente frecuen-
cia.
3. Modificar fa´cilmente las actuaciones sobre el campo para maximizar el rendi-
miento y calidad de cada una de las zonas.
Es fundamental disponer de algu´n sistema de localizacio´n que permita asociar a
cada elemento observado su posicio´n real dentro del campo. La precisio´n necesaria
en el posicionamiento dependera´ de las operaciones a efectuar. En la tabla 2.1 se
muestran, a modo de ejemplo, varias operaciones en las que la precisio´n requerida
esta´ entre 30m y 1cm (Srinivasan, 2006).
Tan importante es la localizacio´n, que aunque algunos trabajos pioneros (Johnson
et al., 1983) asentaron ya las bases de la AP, las primeras aplicaciones no aparecie-
ron hasta principios de la de´cada de los 90 con la llegada del Global Positioning
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Operaciones a efectuar Precisio´n requerida
Aplicacio´n de fertilizante 30m
Mapas de rendimiento de la cosecha 10m
Aplicacio´n variable de herbicida 1m
Siembra 50cm
Tratamiento de hoja 1cm
Tabla 2.1: Precisio´n requerida en la localizacio´n de elementos segu´n la operacio´n a realizar
System (GPS), un sistema de posicionamiento mediante sate´lites desarrollado por
el departamento de defensa de los EE.UU. en los an˜os 70 y puesto a disposicio´n de
aplicaciones civiles en 1995.
El GPS utiliza una red de ordenadores y una constelacio´n de 24 sate´lites para
calcular, mediante te´cnicas de triangulacio´n, la posicio´n (altitud, longitud, latitud)
de cualquier objeto en la superficie terrestre.
El sistema consta de tres partes o segmentos distintos:
Segmento espacio: formado por la constelacio´n de 24 sate´lites operativos
con una o´rbita sobre el globo a 20.000 Km, con trayectorias sincronizadas
para cubrir toda la superficie de la Tierra.
Segmento control: formado por cinco estaciones monitoras encargadas de
mantener en o´rbita los sate´lites y supervisar su funcionamiento, tres antenas
terrestres que env´ıan a los sate´ltes las sen˜ales que deben transmitir y una
estacio´n que efectu´a una supervisio´n global del sistema.
Segmento usuario: formado por todas las antenas y receptores pasivos si-
tuados en la tierra.
La posicio´n (x, y, z) de un objeto se ca´lcula mediante triangulacio´n a partir de
las distancias entre el objeto y un mı´nimo de tres sate´lites. La distancia entre el
receptor y cada uno de los sate´lites se puede hallar dados el tiempo de vuelo de la
sen˜al emitida desde el sate´lite y su velocidad de propagacio´n (velocidad de la luz).
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Para medir correctamente el tiempo de vuelo de la sen˜al es imprescindible que
los relojes de los sate´lites y el receptor este´n sincronizados, y que la sen˜al emitida
por el sate´lite no se confunda con el resto de sen˜ales radio del planeta. Para ello,
cada receptor GPS genera un co´digo pseudoaleatorio artificial, usado como patro´n
por el sate´lite a la hora de emitir su sen˜al. De este modo, el receptor puede calcular
el tiempo de vuelo desplazando temporalmente su co´digo pseudoaleatorio hasta que
e´ste coincida con el emitido por el sate´lite. Mediante este procedimiento, la posicio´n
de cada sate´lite puede estimarse con un error inferior a varios metros, a pesar de su
gran velocidad (4Km/s).
Los co´digos pseudoaleatorios se componen de tres tipos de cadenas: co´digo C/A
(Coarse/ Acquisition) de uso civil, con frecuencia de 1023Mhz, co´digo P con una
frecuencia 10 veces superior al co´digo C/A, de uso militar, y el co´digo Y, tambie´n
de uso militar, que se env´ıa criptografiado para evitar que fuerzas hostiles generen
y transmitan una sen˜al igual a la de los sate´lites. Los sate´lites emiten las sen˜ales en
dos frecuencias, L1 a 1575,42 Mhz y L2 a 1227,60 Mhz.
Dependiendo de la configuracio´n utilizada, se distinguen dos niveles de servicio
distintos: el servicio de posicionamiento esta´ndar (SPS), que usa co´digo C/A de
frecuencia simple en la banda L1, y el servicio de posicionamiento preciso (PPS),
basado en co´digo P de frecuencia dual en la banda L2.
En aplicaciones que no requieren gran precisio´n se puede utilizar un receptor de
u´nico canal y bajo coste, que calcula la distancia con cuatro sate´lites en un intervalo
de 2 a 30 segundos y precisio´n de 20 metros. Sin embargo, para una localizacio´n ma´s
precisa y ra´pida, se han desarrollado receptores de ma´s canales, que adema´s dismi-
nuyen el error de localizacio´n utilizando me´todos de correccio´n diferencial (DGPS).
El movimiento del sate´lite durante el co´mputo de la distancia, junto con el tiempo
que se tarda en obtener las posiciones, el paso de las ondas por la ionosfera y la
troposfera, los errores en el reloj del sate´lite, o errores en la informacio´n que env´ıa
el propio sate´lite, hacen que se produzca un error en la medida, existiendo una
diferencia entre la posicio´n calculada y la posicio´n real del receptor.
Ahora bien, este error puede ser estimado en estaciones GPS terrestres fijas
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repartidas en sitios estrate´gicos que captan las sen˜ales de los sate´lites GPS. Como
son estaciones fijas, es posible conocer las coordenadas geogra´ficas y calcular el error
en desplazamiento (latitud, longitud) y altura (altitud). Este error se transmite en
un co´digo predefinido (RTCM) y cualquier receptor con capacidad de correccio´n
diferencial (DGPS) puede acceder a e´l para corregir su posicio´n.
Entre los tipos de correcciones posibles las hay que permiten conseguir un gran
nu´mero de localizaciones por segundo (alta frecuencia) con un error por debajo
del cent´ımetro. E´ste es el caso de los receptores RTK (Real Time Kinematic) que
reciben la correccio´n en fase a partir de la sen˜al emitida por una estacio´n base de la
que se conoce la coordenada geogra´fica exacta. Otro tipo de correcciones permiten
obtener localizaciones con errores por debajo del metro. En este caso, la correccio´n
es en co´digo y se puede recibir de distintos modos: a) por algu´n sistema de sate´lites,
como por ejemplo Omnistar; b) por radio, a trave´s de algu´n canal preparado para
ello, como una emisora de FM; y c) descargada de Internet o con una conexio´n
inala´mbrica.
Hasta hace poco, estos servicios eran privados, siendo imprescindible pagar una
cuota anual para acceder a ellos. Sin embargo, en el 2007 la Agencia Espacial Europea
lanzo´ el European Geostationary Navigation Overlay Service (EGNOS), un servicio
gratuito de correccio´n diferencial. Este servicio capta errores de medida a trave´s de
mu´ltiples estaciones de referencia, creando un “mapa” corrector. La informacio´n se
env´ıa a una red de tres sate´lites geoestacionarios, los cu´ales la env´ıan a los receptores.
Durante los primeros an˜os, los sistemas GPS no eran lo suficientemente ra´pidos
ni fiables co´mo para lograr localizar puntos dina´micos en un campo. Su precisio´n se
situaba normalmente por encima de los 20 metros, y adema´s se produc´ıan continuas
pe´rdidas de sen˜al por a´rboles o edificios (Lachapelle y Henriksen, 1995; Pozo-Ruz et
al., 2000). Con la liberacio´n de la sen˜al y gracias a la correccio´n diferencial, el GPS
ha alcanzado gran madurez. Dependiendo del receptor usado y del tipo de sistema
contratado, en la actualidad este sistema proporciona posiciones con precisio´n por
debajo del ce´ntimetro.
Au´n as´ı, debido a que sigue siendo una tecnolog´ıa controlada por los militares, su
potencial no puede desarrollarse totalmente para uso civil (muchas funciones esta´n
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bloqueadas). Debido a ello, la UE pondra´ en marcha un sistema alternativo, llamado
Galileo, que deber´ıa empezar a funcionar en 2011 y mejorar los resultados del GPS,
ofreciendo precisiones del orden de metros ya en su versio´n esta´ndar (sin correccio´n
diferencial). Entre las ventajas que ofrecera´ el sistema Galileo esta´n:
Datos ma´s exactos en las regiones cercanas a los polos (las o´rbitas de los
sate´lites estara´n ligeramente inclinadas hacia los polos).
Disponibilidad continua del servicio y en situaciones extremas informacio´n a
los usuarios, en segundos del fallo de un sate´lite. Esta forma de funcionamiento
es crucial en aplicaciones como el control de tra´fico ae´reo o la conduccio´n de
automo´viles.
Diez bandas diferentes de frecuencia para suministrar de forma independiente
sen˜ales supletorias de radionavegacio´n, lo que hara´ que el sistema sea robusto
frente a interferencias accidentales, fallos de los sate´lites, degradacio´n de la
sen˜al, etc.
Aunque el GPS fue, sin duda alguna, el desencadenante que permitio´ imaginar
que otro tipo de agricultura era posible (Pierce y Nowak, 1999), ha sido necesario
avanzar en las a´reas de electro´nica, comunicaciones e informa´tica, as´ı como incorpo-
rar mejoras en maquinaria agr´ıcola para situarnos tecnolo´gicamente en una posicio´n
que permite vislumbrar a corto-medio plazo una incorporacio´n real de las te´cnicas de
AP en las pra´cticas agr´ıcolas habituales. Todo esto se puede resumir en los siguientes
puntos:
Sin las capacidades de co´mputo y almacenamiento de los ordenadores de la
u´ltima de´cada, nunca se habr´ıa podido crear, almacenar, organizar, manipular
e interpretar toda la informacio´n que la AP maneja. De especial importancia
son en este aspecto los Sistemas de Informacio´n Geogra´fica (SIG), que pueden
definirse como una integracio´n organizada de herramientas hardware, software
y datos geogra´ficos disen˜ados para capturar, almacenar, manipular, analizar
y desplegar en todas sus formas la informacio´n geogra´ficamente referenciada.
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Los SIG, junto con los Sistemas de Soporte a la Decisio´n (SSD) forman Sis-
temas de Ayuda a la toma de Decisiones Espaciales (SDSS). Estos u´ltimos
sistemas permiten almacenar y razonar sobre datos con localizacio´n espacial
y, en algunos casos, tambie´n permiten el razonamiento temporal.
De no ser por la aparicio´n de sensores de cosecha, humedad, fertilidad del
suelo, multiespectrales o sistemas de teledeteccio´n, nunca habr´ıa podido reco-
gerse toda la informacio´n necesaria a cualquier proceso de AP. El problema,
en muchos casos, es co´mo extraer informacio´n u´til de esta gran cantidad de
datos. Algunos trabajos proponen y utilizan te´cnicas de Descubrimiento de
Conocimiento en Bases de Datos (KDD) (Dı´az et al., 2005; Ribeiro et al.,
2003).
Sin los tractores, cosechadoras, sembradoras, abonadoras y equipos de trata-
miento modernos, no se podr´ıan llevar a cabo las operaciones precisas en el
campo.
La lista de posibles aplicaciones de la AP es larga y variada, resumiendose en los
siguientes grandes bloques:
Monitorizacio´n del estado del suelo
Monitorizacio´n de los elementos naturales del campo (cultivo, malas hierbas,
insectos, plagas)
Siembra/Cultivo variable
Aplicacio´n variable de agua
Aplicacio´n variable de fertilizantes
Aplicacio´n variable de tratamientos (herbicidas y plaguicidas)
Monitorizacio´n y elaboracio´n del mapa de rendimiento de la cosecha
Monitorizacio´n y elaboracio´n del mapa de calidad de la cosecha
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En la actualidad las aplicaciones de la AP ma´s frecuentes son la monitorizacio´n
del rendimiento y la calidad de la cosecha, seguidas por la monitorizacio´n del estado
del suelo y aplicacio´n variable de fertilizantes (Lowenger-DeBoer, 2003). No obstante,
la aplicacio´n de te´cnicas de AP no esta´ todav´ıa integrada en la gestio´n agr´ıcola y
mucho menos extendida.
La inmensa mayor´ıa de las aplicaciones reales de la AP tienen lugar en los pa´ıses
ma´s ricos (Europa, EE.UU., Canada, Australia), e incluso aqu´ı se estima que se
utiliza en menos del 5% de las producciones agr´ıcolas. La reticencia por parte de los
agricultores a adoptar estas medidas se debe principalmente a lo dif´ıcil que resulta
utilizar, sin formacio´n espec´ıfica, toda la tecnolog´ıa asociada, y al elevado coste que
cuestiona, en muchas ocasiones, el rendimiento econo´mico de la AP. Otro cuello de
botella importante es la falta de me´todos de toma de decisio´n; nadie sabe a ciencia
cierta co´mo debe variar la actuacio´n sobre el campo en funcio´n de los datos recogidos
de estado de suelo, cultivo, etc.
A pesar de estos problemas, la imperiosa necesidad de implementar una agri-
cultura ma´s sostenible, esta´ cambiando muchas de las agendas pol´ıticas en varios
pa´ıses, fomentando la investigacio´n en el a´rea y proponiendo ayudas econo´micas a los
agricultores que usen estos sistemas, por lo que se espera que en la pro´xima de´cada
la gestio´n agr´ıcola con me´todos de AP se encuentre bien establecida, al menos en
Europa, EE.UU., Canada y Australia.
2.3. Tratamiento selectivo de malas hierbas
El tratamiento de las malas hierbas es algo necesario en la gestio´n de toda pro-
duccio´n agr´ıcola. Las malas hierbas compiten con el cultivo por el espacio, el agua,
los nutrientes y la luz, pudiendo tener un impacto importante sobre el rendimiento y
la calidad de la produccio´n. Esto se ha demostrado varias veces en muchos estudios,
aunque las cifras observadas var´ıan mucho dependiendo del tipo de cultivo, las es-
pecies de las malas hierbas consideradas y las condiciones de los experimentos. Por
ejemplo, en Monaco et al. (1981) se observaron pe´rdidas de entre el 48% y el 71%
en cultivos de tomate debidas a la aparicio´n de Datura stramonium, Ipomoea, Xant-
25
Cap´ıtulo 2. Agricultura de Precisio´n
hium strumarium, y Digitaria sanguinalis. En Keeley y Thullen (1991), las pe´rdidas
observadas en algodo´n, debido a infestaciones de Sorghum halepense y Echinoch-
loa crus-galli, estaban entre el 60% y el 69%. Por u´ltimo, en Hodgson (1968) las
pe´rdidas en cereal se situaban en torno al 15% a consecuencia de la infestacio´n de
Cirsium arvense. En algunos casos la mala hierba puede incluso acabar con el 100%
cultivo, como observo´ Roberts et al. (1977) en campos de lechuga.
La eliminacio´n de las malas hierbas puede llevarse a cabo de varios modos. Arran-
cadas (a mano o mediante el uso de algu´n brazo meca´nico) (Astrand y Baerveldt,
2002), quemadas, electrocutadas (Blasco et al., 2002) o tratadas mediante herbicidas,
me´todo ma´s fa´cil de llevar a cabo y eficaz en la mayor´ıa de los casos.
Los productos fitosanitarios, se utilizan frecuentemente por las ventajas econo´mi-
cas que reportan, al combatir las infestaciones que afectan a los cultivos y reducir la
competencia de las malas hierbas, mejorando las cosechas y protegiendo la calidad,
fiabilidad y precio final del producto cosechado. Sin embargo, el suelo, la atmo´sfera
y el agua pueden quedar contaminados como resultado de pra´cticas de aspersio´n,
dispersio´n de fitosanitarios en el suelo, limpieza de material o vertidos incontrola-
dos (CE, 2009b). Estudios recientes muestran que el 95% de estos productos de
tratamiento alcanzan destinos distintos del original, como el aire, las aguas y los se-
dimentos subterra´neos e incluso la comida (Miller, 2004). La salud humana y animal
pueden verse perjudicadas por exposicio´n directa (por ejemplo, los trabajadores de
la industria que fabrican productos fitosanitarios y los operarios que los aplican) o
indirecta (por ejemplo, a trave´s de los residuos que dejan en las cosechas y en el
agua potable, o por la exposicio´n que sufren personas o animales que se encuentran
fortuitamente en la zona en el momento del tratamiento), (CE, 2003). En el 2001,
se usaron ma´s de 2,6 millones de toneladas de fitosanitarios en el mundo, ma´s de
la mitad en la UE (FAO, 2007). Segu´n informes de la Organizacio´n Mundial de la
Salud (EHH, 2003; OMS, 1992), se estima que anualmente se producen tres millones
de casos de envenenamiento por estos productos, causando 220.000 muertes, adema´s
de considerarse como responsables de una alta variedad de ca´nceres infantiles por
ingestio´n de residuos en alimentos.
Por ello, dentro de la AP, tienen especial importancia las te´cnicas orientadas a la
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aplicacio´n selectiva de tratamientos, que proponen ajustar las dosis de fitosanitarios
a las necesidades de cada unidad de terreno, en contraposicio´n con las te´cnicas
tradicionales que aplicaban la dosis ma´xima sobre todo el campo. Estas te´cnicas
son ahora ma´s que nunca un objetivo global en muchos pa´ıses (Stafford, 2000). La
UE, por ejemplo, ha reglamentado la comercializacio´n de productos fitosanitarios, y
fijado niveles ma´ximos permitidos de residuos en los alimentos. Tambie´n ha regulado
la proteccio´n de la calidad del agua con relacio´n a los fitosanitarios (CE, 2003).
Como se vio en la seccio´n anterior, para que la aplicacio´n de te´cnicas de AP
sea rentable, primero es necesario demostrar que existe una variabilidad espacio-
temporal en las condiciones del campo. En concreto, en el caso del tratamiento
selectivo de malas hierbas, es necesario estudiar co´mo se distribuyen en el espacio
y en el tiempo las malas hierbas, y co´mo dichas distribuciones afectan al cultivo.
En este tipo de estudios, son muchos los factores a tener en cuenta: por ejemplo
feno´menos de competencia entre especies, la densidad de plantas de cada especie, en
que´ momento aparece cada una de las especies con respecto al cultivo, la proximidad
entre malas hierbas y cultivo, cua´les son el momento y la forma o´ptimas de eliminar
cada tipo de mala hierba, etc. (Pike et al., 1990; Weiner, 1982). Todo esto se estudia
en Malherbolog´ıa, ciencia pluridisciplinar que estudia la biolog´ıa y el control de las
malas hierbas.
Una vez analizada la ecolog´ıa espacio-temporal de las malas hierbas (y siempre
que se demuestre cierta variabilidad), deben redesarrollarse me´todos para detectar
las distintas especies y organizar la informacio´n de su localizacio´n (etapa de Per-
cepcio´n). A continuacio´n, esta informacio´n debe interpretarse adecuadamente con
el propo´sito de planificar la aplicacio´n de tratamientos de modo que se eliminen
todas las malas hierbas minimizando el uso de productos fitosanitarios (etapa de
Actuacio´n). Por u´ltimo, una vez tratadas las malas hierbas se debe evaluar el resul-
tado obtenido (malas hierbas eliminadas correctamente, rendimiento de la cosecha,
cantidad ahorrada de fitosanitarios, etc.).
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2.3.1. Estudio de la ecolog´ıa espacio-temporal de las malas hierbas
Las malas hierbas ma´s dan˜inas crecen y se distribuyen espacialmente de forma
no uniforme, agrupa´ndose en zonas, conocidas como “rodales” de malas hierbas.
La agregacio´n espacial ha sido demostrada claramente en el caso de varias especies
perennes tales como Cirsium arvense o Sorghum halepense (Donald, 1994; Horowitz,
1973), o en algunas especies anuales como Galium aparine (Wallinga, 1995), Abutilon
theophrasti (Dieleman y Mortensen, 1999) y Orobanche crenata (Gonza´lez-Andu´jar
et al., 2001).
El estudio de estos patrones de agregacio´n en las malas hierbas es muy reciente,
por lo que las razones cient´ıficas que explican este comportamiento no esta´n claras,
como tampoco es evidente la relevancia pra´ctica de este hecho (Cardina et al., 1997).
Conocer los factores asociados a la formacio´n de rodales, ayudar´ıa en el proceso
de control de las malas hierbas. Del mismo modo, el control de las malas hierbas
mejorar´ıa si se conociese la evolucio´n temporal de los rodales (estabilidad espacial).
En definitiva, la construccio´n de mapas predictivos de infestaciones es una nueva
l´ınea de investigacio´n importante (Main et al., 2004).
El estudio y cuantificacio´n de los factores que llevan a la formacio´n de rodales
de malas hierbas es una tarea larga y ardua. Se necesita recoger informacio´n de
la presencia de cada una de las distintas especies de malas hierbas en cada zona
del campo durante varios an˜os, y entender cua´les son los factores que han podido
causar la distribucio´n tanto espacial como temporal de cada especie, de entre el
gran nu´mero de factores que afectan a un campo (meteorolog´ıa, estado del suelo,
geograf´ıa del terreno, crecimiento del cultivo, influencias externas por laboreo, etc.).
Para los anteriores estudios, se emplean los me´todos cla´sicos de muestreo utiliza-
dos en ecolog´ıa vegetal (estudio de la densidad, tasa de crecimiento y competitividad
de cada especie, recogida de todos datos ambientales, etc.), combinados o no con el
uso de sistemas de localizacio´n GPS que permiten una recogida georeferenciada de
la informacio´n. Posteriormente todos los datos obtenidos se analizan habitualmente
con me´todos estad´ısticos o geoestad´ısticos. En esta exploracio´n de los datos tienen
especial importancia, para la elaboracio´n de mapas, los SIG.
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Por ejemplo, cultivos de ma´ız y soja en la zona central de los EEUU muestran la
elevada asociacio´n entre el relieve del terreno y algunas propiedades del suelo (ma-
teria orga´nica, fertilidad) con la presencia y abundancia de diversas malas hierbas
(Dieleman et al., 2000), mientras que en estudios llevados a cabo por la Universidad
de Barcelona y la Universidad Polite´cnica de Catalun˜a se ha descubierto una rela-
cio´n entre la distribucio´n espacial de Lolium rigidum y los surcos dejados por las
cosechadoras (Blanco-Moreno et al., 2004).
Sobre la dina´mica espacio-temporal de los rodales de distintas especies, las prin-
cipales conclusiones obtenidas son que los rodales de determinadas especies de malas
hierbas son estables (Webster et al., 2000a,b), mientras que otros no lo son (Perry
y Lutman, 2000). Por ejemplo, estudios realizados en Andaluc´ıa por el equipo del
Instituto de Agricultura Sostenible del CSIC han permitido establecer la estabilidad
temporal de los rodales de Convolvulus arvensis y su tasa de crecimiento interanual
(Jurado-Expo´sito et al., 2003b, 2004; Lo´pez-Granados et al., 2005).
2.3.2. Deteccio´n y muestreo de malas hierbas (Percepcio´n)
En la etapa de percepcio´n de un sistema de aplicacio´n selectiva de tratamientos,
se deben detectar e identificar las malas hierbas presentes en el campo, medir su
densidad, y localizar su posicio´n, con el propo´sito de crear un mapa de cobertura
de malas hierbas o mapa de infestacio´n. Este mapa muestra co´mo esta´ distribuida
cada especie de mala hierba dentro del campo y con que´ densidad. Ejemplos de estos
mapas pueden verse en la figura 2.4.
Los mapas de infestacio´n, se usan junto con otra informacio´n (por ejemplo mapas
de cultivo o suelo, variables atmosfe´ricas, etc.) en la etapa de toma de decisio´n para la
construccio´n de mapas de tratamiento que indican que´ cantidad de herbicida aplicar
en cada zona.
La elaboracio´n de los mapas de infestacio´n se realiza a partir de los datos ob-
tenidos de un proceso de muestreo u observacio´n del cultivo que puede ser de tres
tipos: discreto, continuo o remoto (Senay et al., 1998).
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Figura 2.4: Ejemplo de mapas de infestacio´n. Estos mapas muestran co´mo esta´ distribuida cada
especie de mala hierba dentro del campo (y con que´ densidad). Los distintos niveles de densidad de
malas hierbas se representan mediante escalas de colores
Muestreos discretos
Los muestreos discretos, consisten en la recogida de informacio´n so´lo en ciertos
puntos preestablecidos del campo. Estos puntos suelen formar parte de una malla
que cubre la totalidad del campo. La separacio´n entre los puntos, o dimensio´n de
la malla de muestreo, define la precisio´n del muestreo, y var´ıa segu´n el taman˜o del
campo, el tipo de infestacio´n, y la precisio´n con la que se quiere llevar a cabo el
tratamiento, variando entre 5x5m2 y 50x50m2 (Rew y Cousens, 2001). Por ejemplo,
en Gerhards y Christensen (2003) se muestran las diferencias al usar una dimensio´n
de malla de 3x12m2 o de 7,5x15m2, tal como se muestra en la figura 2.5.
A partir de esta informacio´n discreta, se construye un mapa de cobertura de
malas hierbas, utilizando distintas te´cnicas de interpolacio´n, como por ejemplo el
kriging, donde la extrapolacio´n de los valores desconocidos se realiza de forma que
el valor de los puntos ma´s cercanos tendra´ mayor influencia en la prediccio´n que
los valores de puntos ma´s alejados (Cressie, 1993; Jurado-Expo´sito et al., 2003b).
Otras formas de inferir informacio´n a partir de los datos recogidos en el campo
son las te´cnicas de autocorrelacio´n (Dieleman y Mortensen, 1999) y los me´todos de
establecimiento de ı´ndices de distancia Spatial Analysis by Distance Indices (SADIE)
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Figura 2.5: Distintos taman˜os de malla de muestreo afectan a la formacio´n del mapa de cobertura
de malas hierbas (Gerhards y Christensen, 2003)
(Perry, 1997; Perry y Lo´pez-Granados, 1999). La eleccio´n del taman˜o de la malla y la
te´cnica de extrapolacio´n son determinantes en la creacio´n de un mapa que se ajuste
al ma´ximo a la realidad, ya que como se puede comprobar en la figura 2.5, distinto
taman˜o de malla no so´lo var´ıa la precisio´n sino que puede cambiar por completo el
mapa obtenido.
Entre las te´cnicas de muestreo, la ma´s habitual es la recogida de muestras de
tierra en cada punto, y su posterior ana´lisis en laboratorio mediante me´todos gra-
vime´tricos, que dan lugar a una medida real de la densidad de cada especie encon-
trada, denominada biomasa. La biomasa mide el peso “seco” (para evitar errores
producidos por el diferente contenido en humedad de las plantas) por unidad de
superficie (generalmente g/m2).
El procedimiento seguido para su ca´lculo es el siguiente: primero, se siega la
parte ae´rea de las plantas (todo lo que queda por encima de la superficie del suelo)
y se introduce cada especie en bolsas de papel perfectamente etiquetadas. Luego,
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las muestras se secan en una estufa, deja´ndose ma´s o menos tiempo en funcio´n de
la temperatura que se utilice (las combinaciones ma´s normales son 103oC durante
8h o 85 − 90oC durante 24h). Una vez secadas, las muestras se pesan, dando una
medida real de la densidad de plantas presente.
Aunque se trata de un me´todo sencillo, es tedioso y costoso ya que requiere el
desplazamiento al campo de numeroso personal especializado por lo que se utiliza
con fines puramente de investigacio´n (Rew y Cousens, 2001). Con vistas a facilitar
esta tarea, podr´ıa pensarse en reemplazar el muestreo basado en ca´lculo de biomasa
por un muestreo de estimacio´n visual. Este tipo de muestreo es va´lido siempre que
el crecimiento del cultivo y la mala hierba se encuentre en un estado inicial, para
que la cubierta sea representativa de la cantidad de infestacio´n a tratar, es decir, no
hay plantas ocultas y por lo tanto existe una fuerte correlacio´n entre la cubierta y la
biomasa. La estimacio´n visual, aunque menos costosa que la recogida de biomasa al
no requerir el trabajo de laboratorio, es tambie´n una tarea tediosa ya que es necesario
desplazar personal al campo con experiencia en el reconocimiento y la estimacio´n
de cobertura de malas hierbas.
Esta tarea se puede simplificar efectuando un muestreo fotogra´fico (recoger ima´ge-
nes del campo en cada punto de muestreo), tarea que puede ser efectuada por un
so´lo operario no especializado. Posteriormente, las fotos tomadas ser´ıan analizadas
por el experto en el laboratorio. Este me´todo presenta la ventaja, respecto de la
apreciacio´n directa en el campo, de poder observar las ima´genes mu´ltiples veces
corrigiendo errores en la estimacio´n. Au´n as´ı, la evaluacio´n visual de fotograf´ıas,
por parte de un experto, es un proceso muy subjetivo en el que se tiende a ajustar
la apreciacio´n a la situacio´n global. Por ejemplo, si la mayor´ıa de las ima´genes del
muestreo corresponde a situaciones de densidad baja de malas hierbas, la estimacio´n
de un experto de la cantidad de mala hierba en una imagen tendera´ a ser ma´s alta
que en el caso en el que la mayor´ıa de las ima´genes de la coleccio´n presenten a´reas
con altas infestacio´n de malas hierbas, (Andujar et al., 2009).
Esta situacio´n de subjetividad en la estimacio´n es la que determina la necesidad
de desarrollar herramientas informa´ticas que permitan una estimacio´n automa´tica
de la densidad de malas hierbas presentes en las fotograf´ıas. El objetivo es mejorar la
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precisio´n en la estimacio´n reduciendo el coste del muestreo. La investigacio´n orien-
tada al desarrollo de estas herramientas informa´ticas de procesamiento de ima´genes
es un campo en pleno auge como lo demuestran la gran cantidad de trabajos de
investigacio´n publicadas en los u´ltimos 10 an˜os y que se presentara´n con ma´s detalle
en el en el Cap´ıtulo 3.
Muestreos continuos desde suelo
Estos muestreos proponen recoger informacio´n de manera continua, en todos los
puntos del campo, en contraposicio´n con los muestreos discretos. Ahora bien, dado
que es impensable recoger muestras del suelo en toda la superficie del campo, para
ser capaces de realizar estos muestreos se necesitan herramientas de deteccio´n de
malas hierbas capaces de estimar a trave´s de un flujo continuo de ima´genes (v´ıdeo)
del cultivo la densidad de malas hierbas. Asimismo estas herramientas de deteccio´n
deben ir conectadas a algu´n sistema de localizacio´n de posicio´n o de velocidad, que
permita almacenar cada valor estimado de densidad de malas hierbas con su posicio´n
en el campo global o relativa, y as´ı construir el mapa de cobertura de malas hierbas.
Los sensores utilizados para la deteccio´n de malas hierbas var´ıan mucho en fun-
cio´n del tipo de infestacio´n a detectar y del tipo de cultivo. Por ejemplo, en casos en
los que la mala hierba esta´ claramente separada del cultivo, pueden usarse sensores
optoelectro´nicos, que son capaces de discriminar entre plantas y otros materiales
(suelo, paja). Este es el caso de trabajos de deteccio´n de malas hierbas en barbechos
o cultivos len˜osos (Blackshaw et al., 1998; Felton y Nash, 1998), o en casos donde
las l´ıneas de cultivo esta´n muy separadas y las malas hierbas crecen entre ellas como
el ma´ız o la remolacha, (Biller et al., 1997). En casos en los que las malas hierbas no
se encuentran tan separadas del cultivo pero sin embargo puedan ser detectadas por
diferencias en el color, textura, forma, posicio´n, etc., son u´tiles las te´cnicas de Visio´n
Artificial, que permiten el procesamiento de las ima´genes tomadas con ca´maras de
v´ıdeo digitales, y que se presentara´n en el Cap´ıtulo 5.
En la mayor´ıa de los casos la informacio´n extra´ıda en estos muestreos suele
ser menos precisa que la informacio´n obtenida de muestreos discretos, debido a las
limitaciones en tiempo disponible, estimando por ejemplo la densidad de mala hierba
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en clases (cero/bajo/medio/alto) o incluso simplemente por la presencia/ausencia
de e´sta (sensores optoelectro´nicos).
Entre los cuellos de botella de estos muestreos se encuentran la alta dependencia
con la tecnolog´ıa (sistema GPS, sensores de deteccio´n, equipo PC porta´til, progra-
mas informa´ticos de adquisicio´n de datos, etc.), y la necesidad de personal altamente
cualificado para llevar a cabo el muestreo. Otra de las dificultades ma´s importantes
es detectar visualmente la infestacio´n de forma suficientemente ra´pida, adapta´ndo-
se a todas las situaciones distintas encontradas (estados de crecimiento, cantidad
de infestacio´n, etc.). A d´ıa de hoy, los pocos trabajos de investigacio´n existentes
en este contexto presentan muestreos muy simplificados o que funcionan so´lo bajo
condiciones espec´ıficas.
En consecuencia, el desarrollo de toda esta tecnolog´ıa es altamente deseable,
siendo un objetivo comu´n dentro de la comunidad de los investigadores en AP, ya
que el muestreo continuo visual ofrece beneficios evidentes con respecto a los otros
tipos de muestreos, al ser los mapas resultantes sin duda los que mejor se ajustan
a la realidad. Ma´s importante au´n, ser capaces de efectuar un muestreo continuo
puede llevar a la aplicacio´n de tratamientos directos (en tiempo real), si los me´todos
de deteccio´n de malas hierbas son lo suficientemente ra´pidos. Es decir, si el sistema
es capaz de detectar y posicionar las malas hierbas de forma continua a la vez que
el tractor recorre el campo, y si lo hace a tiempo de controlar la apertura y cierre
de las boquilas de pulverizacio´n.
Muestreos remotos
Estos muestreos consisten en captar informacio´n del campo sin entrar en contacto
f´ısico con e´l, mediante el uso de te´cnicas de teledeteccio´n. Para ello, se utilizan senso-
res remotos, instalados en aviones o sate´lites, que miden la energ´ıa electromagne´tica
reflejada por la superficie terrestre y los elementos que en ella se encuentran (como
plantas, edificios, etc.). Distintos sensores pueden medir la radiancia en distintas lon-
gitudes de onda, dependiendo de cua´l sea la franja que se quiere estudiar: espectro
visible (400 − 700nm), infrarrojo cercano/medio (700nm − 8m), sensores te´rmicos
(8− 14m), etc. Las te´cnicas de teledeccio´n no so´lo se aplican en muestreos, sino que
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se usan a menudo para obtener informacio´n sobre el medioambiente y los recursos
naturales (Barret y Curtis, 1992).
Su utilizacio´n en el muestreo de malas hierbas se fundamenta en el hecho de que
cada especie de planta refleja y emite energ´ıa de forma distinta, llamada signatura
espectral (Chuvieco, 1996). Por lo tanto, conociendo la signatura espectral del cultivo
y de cada una de las especies de malas hierbas a detectar, y escogiendo el sensor
adecuado para la zona del espectro que se desea analizar (aquella en la que haya ma´s
diferencias), a partir de los valores de radiancia se puede automa´ticamente clasificar
cada especie. La posicio´n, al tratarse de ima´genes ae´reas, se obtiene a partir de
un procedimiento de composicio´n llamado mosaico que utiliza la informacio´n de
posicio´n del avio´n o sate´lite.
Para hallar la signatura espectral de cada especie, se miden la radiancia, irradian-
cia, reflectividad o transmisio´n de las plantas sobre el terreno. Para ello se utilizan
espectro-radio´metros porta´tiles que recogen informacio´n (Radiometr´ıa de campo)
desde el visible al infrarrojo medio (dependiendo del tipo de instrumento) en un
espectro continuo.
Para llevar a cabo este muestreo, se deben cumplir dos requisitos: 1) la existencia
de diferencias espectrales significativas entre las malas hierbas, suelo y plantas de
cultivo, 2) que la resolucio´n espacial y espectral del sensor de teledeteccio´n utilizado
sean adecuadas para detectar la presencia de los rodales de malas hierbas que tienen
que ser tratados (Brown y Steckler, 1995; Lamb et al., 1999; Vrindts, 2000).
En el caso de las ima´genes obtenidas por sate´lites el problema principal del mues-
treo reside muchas veces en la baja resolucio´n del mapa de infestacio´n obtenido, al
tratarse de ima´genes tomadas desde alturas considerables, y en el alto coste econo´mi-
co asociado con la toma de ima´genes desde sate´lite. En el caso de ima´genes tomadas
desde aeronaves especializadas, la situacio´n en precisio´n mejora, pues la altura es
considerablemente inferior, pero sigue siendo un servicio costoso. Adema´s, ambos
me´todos son muy dependientes de las condiciones meteorolo´gicas. Una alternativa
es la adquisicio´n de ima´genes con aeronaves no tripuladas. En este caso surgen otros
problemas con el tiempo de autonomı´a, el peso de los equipos (ca´maras) que tienen
que ir a bordo, etc.
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2.3.3. Aplicacio´n selectiva de tratamientos (Actuacio´n)
Una vez demostrada y detectada la variabilidad espacio-temporal de las malas
hierbas, el siguiente paso es la aplicacio´n de tratamientos selectivos que se ajusten
a las necesidades espec´ıficas de cada zona, reduciendo los costes de la produccio´n y
la contaminacio´n (Stafford y Miller, 1993).
A la hora de interpretar los datos recogidos en la etapa de percepcio´n para llegar
a una actuacio´n real en el campo, son muchos los factores a tener en cuenta. Antes de
nada, hay que distinguir entre los sistemas de aplicacio´n de tratamientos en tiempo
real, y aquellos basados en informacio´n previa.
Los sistemas de aplicacio´n de tratamiento en tiempo real se componen de sensores
de deteccio´n, situados sobre el tractor, unos programas de ana´lisis que en funcio´n de
los datos recogidos por los sensores determinen la cantidad de mala hierba y unos
mecanismos de control sobre el equipo de tratamiento. La decisio´n sobre la actuacio´n
debe tomarse en tiempo real, a la vez que el tractor se desplaza sobre el campo, siendo
las velocidades de avance habituales para la aplicacio´n de tratamientos de entre 4 y
8Km/h. Esto significa que el tiempo entre la captura de la imagen y la actuacio´n
se situ´a alrededor de dos a tres segundos.
Los sistemas basados en informacio´n previa, sin embargo, pueden usar me´todos
de toma de decisiones complejos, ya que disponen de todo el tiempo necesario para
construir un mapa de tratamiento preciso a partir de un mapa de infestacio´n. Estos
sistemas pueden adema´s incorporar sin dificultad en su decisio´n ma´s variables (va-
riables atmosfe´ricas, competitividad de cada especie, etc.), mientras que en el caso
de los sistemas en tiempo real, la incorporacio´n de ma´s informacio´n dependera´ del
tiempo de co´mputo requerido en la toma de la decisio´n.
Todo lo expuesto explica que en la actualidad los sistemas de tiempo real tomen
decisiones en funcio´n directamente de la densidad estimada de mala hierba presente
(Tellaeche et al., 2008b), mientras que los sistemas basados en informacio´n previa
incluyan sistemas de soporte a la decisio´n que determinan el impacto de la dosis de
herbicida sobre los rendimientos del cultivo, teniendo en cuenta una variedad amplia
de factores. Por ejemplo, cabe destacar el algoritmo de decisio´n DAPS (Christensen
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et al., 2003), para el control de cultivos de cereales, en el cual la dosis de aplicacio´n
del herbicida se calcula en funcio´n de la densidad de diferentes especies de malas
hierbas, su competitividad relativa y los para´metros de las curvas de dosis-respuesta
de los diferentes herbicidas.
En un punto medio entre sistemas de decisio´n en tiempo real y sistemas extre-
madamente complejos se pueden encontrar sistemas de decisio´n basados en lo´gica
borrosa (Yang et al., 2003), o en aprendizaje mediante redes neuronales (Goel et al.,
2003; Gutie´rrez-Pen˜a et al., 2008).
A la hora de efectuar el tratamiento, ambos enfoques (tiempo real o informacio´n
previa) comparten las mismas preocupaciones intr´ınsecas sobre co´mo los produc-
tos fitosanitarios afectan a las malas hierbas. Por ejemplo, a la hora de decidir la
cantidad de herbicida a aplicar, se puede utilizar un umbral de tratamiento y usar
dosis ma´xima siempre que se supere dicho umbral o bien ajustar la dosis en relacio´n
directa con la densidad de mala hierba encontrada. Sobre co´mo tratar distintas espe-
cies de malas hierbas, tambie´n existen dos formas: tratar independientemente cada
especie con herbicidas espec´ıficos o realizar un u´nico tratamiento con una mezcla de
productos.
La u´nica manera de determinar el mejor tratamiento es evaluar distintas con-
figuraciones sobre el cultivo a tratar. Dicha evaluacio´n generalmente se limita a
determinar la cantidad de herbicida ahorrado comparado con las te´cnicas tradicio-
nales (adema´s de asegurarse de que se ha eliminado la totalidad de las malas hierbas
y que el rendimiento del cultivo no ha sufrido cambios). Las cifras obtenidas y las
configuraciones evaluadas var´ıan considerablemente dependiendo del cultivo, de la
especie de mala hierba y de su distribucio´n espacial en la parcela.
En experimentos reales, son muchos los trabajos que han demostrado los bene-
ficios de los tratamientos selectivos frente a te´cnicas tradicionales. En (Heisel et al.,
1997), uno de los primeros trabajos de evaluacio´n, ya se demostro´ una reduccio´n
potencial del uso de herbicidas de un 59%. En (Luschei et al., 2001) o (Goudy et
al., 2001) se llevaron a cabo estudios sobre campos de cereales durante varios an˜os,
demostra´ndose en ambos casos un ahorro neto de fitosanitario sin reducir la eficacia
del control de la infestacio´n. Estudios llevados a cabo en periodos de 6 a 10 an˜os
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en el centro de Europa en campos de cereal de invierno, han mostrado que general-
mente los ahorros se situ´an por encima del 40% (Homouz, 2007; Nordmeyer, 2007).
Estudios realizados por el Centro de Ciencias Medioambientales del CSIC con in-
festaciones de Avena sterilis en cultivos de cebada en diversas regiones espan˜olas
indican ahorros de entre un 61% y un 74% (Ruiz et al., 2006). En los EE.UU., re-
sultados de diversos estudios muestran que los beneficios netos obtenidos mediante
la aplicacio´n selectiva de tratamientos en ma´ız, soja y sorgo permiten incluso cubrir
todos los gastos asociados a dichos tratamientos (Rider et al., 2006).
El uso de te´cnicas de simulacio´n es una alternativa ra´pida y barata a la expe-
rimentacio´n en campo. Paice y Day (1997) presento´ un modelo espacio-temporal
de control de Alopecurus myosuroides llevando a cabo simulaciones a largo plazo
para comparar la aplicacio´n de la dosis completa de herbicida cuando la densidad
de malas hierbas en una zona era superior a un cierto umbral, con tratamientos
donde se ajustaba la dosis de herbicida a la densidad de malas hierbas en la zona.
Los resultados mostraban que la segunda estrategia ofrec´ıa una mayor rentabilidad
econo´mica y una mayor fiabilidad, con un menor riesgo de que se establecieran nuevas
poblaciones. Posteriormente este modelo fue perfeccionado introduciendo procesos
estoca´sticos y modelos de dispersio´n de semillas (Paice et al., 1998). Combinando
este modelo con el algoritmo de decisio´n DAPS, en Christensen et al. (1999) se
obtuvieron unos resultados que mejoraban frente a otras estrategias de control en
te´rminos de rendimientos del cultivo, niveles de infestacio´n y cantidad de herbicida
aplicado.
Los dos factores cr´ıticos para que los tratamientos selectivos sean rentables, (Pai-
ce, 2000), son el patro´n de agregacio´n de las malas hierbas, el porcentaje del campo
infestado, el taman˜o medio de los rodales y la resolucio´n espacial de los tratamientos
(taman˜o de la unidad mı´nima de terreno que puede ser tratada selectivamente). Por
ejemplo, algunos estudios experimentales indican que en campos de cebada con ma´s
de un 50% de su superficie infestada por Avena fatua la utilizacio´n de tratamien-
tos localizados puede no ser rentable econo´micamente, mientras que en campos con
46 y 40% de su superficie infestada se obtienen grandes beneficios (Luschei et al.,
2001). Estudios sobre la resolucio´n espacial de los tratamientos indican que para que
el tratamiento selectivo sea rentable se deben tratar diferencialmente como mı´nimo
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zonas de 6x6m2 (Paice et al., 1998).
El mayor problema potencial de la aplicacio´n selectiva de tratamientos, es el
posible incremento de las poblaciones de malas hierbas en aquellas zonas en las
que´ an˜os anteriores no se aplicaron las dosis ma´ximas de fitosanitarios. Sin embargo,
los escasos estudios sobre el tema descartan esta hipo´tesis, no habie´ndose observado
ningu´n incremento de poblaciones de malas hierbas en zonas nuevas durante un
periodo de 10 an˜os (Dick y Krohmann, 2007).
39
Cap´ıtulo 2. Agricultura de Precisio´n
40
Cap´ıtulo 3
Visio´n Artificial aplicada a la
agricultura
¿A quie´n va usted a creer, a mı´ o a sus propios ojos?
Groucho Marx
3.1. Introduccio´n a la Visio´n Artificial
Los sentidos de un ser vivo, junto con las experiencias vividas anteriormente,
forman su percepcio´n del entorno que le rodea, a trave´s de la cual modela la forma
de desenvolverse en e´l. De todos los sentidos de los que dispone el ser humano, la vista
es sin duda el ma´s importante y complejo. Nuestro sistema visual se compone de
ma´s de dos millones de fibras nerviosas, frente a las so´lo treinta mil fibras dedicadas
al sentido auditivo, por ejemplo.
En el afa´n de dotar a las ma´quinas de capacidades similares a las de los seres
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vivos, desde el principio de disciplinas como la Robo´tica o la Inteligencia Artificial
(IA), se han abierto l´ıneas de investigacio´n importantes relacionadas con el estudio y
desarrollo de sistemas de Visio´n Artificial para dotar a las ma´quinas de sentido visual.
Y es que dotar a las ma´quinas de sistemas de percepcio´n visual puede capacitarlas
para resolver muchos problemas que de otro modo quedar´ıan sin resolver, y ma´s
au´n, permite resolver muchos problemas de forma ma´s directa, mejorando en muchos
casos tanto la eficiencia del proceso como la facilidad de su implementacio´n.
El te´rmino Visio´n Artificial (VA) engloba todas aquellas te´cnicas que llevan a
emular la visio´n de los seres humanos (o de cualquier otro ser vivo) de forma artificial.
Debido a que la VA es un concepto muy amplio, variado y altamente pluridiscipli-
nar, en la literatura se pueden encontrar distintos te´rminos que separan la VA en
subgrupos segu´n el entorno de aplicacio´n o las tareas realizadas. Un ejemplo cla´sico
es separar la Visio´n Ma´quina de la Visio´n por Computador segu´n si las te´cnicas
de visio´n se aplican en entornos industriales o no, o el hablar de Procesamiento de
Ima´genes como de algo distinto de la VA. Sin embargo, el uso de estos te´rminos
puede llevar a confusio´n, dado que cada parte tiene muchas cosas en comu´n con las
otras, siendo dif´ıcil discernir do´nde empieza una y acaba la otra. Ma´s au´n, esta con-
fusio´n aumenta en castellano debido a que la traduccio´n de la terminolog´ıa inglesa
original no esta´ estandarizada. Por ejemplo, algunos autores traducen el te´rmino
ingle´s Computer Vision como Visio´n por Computador, mientras que otros lo hacen
directamente como Visio´n Artificial. Por todo ello, en esta memoria se ha preferido
no hacer distinciones y hablar siempre de Visio´n Artificial (VA).
El desarrollo de la VA involucra muchas disciplinas distintas: desde la O´ptica
y Electro´nica de los objetivos, sensores y ca´maras usadas, a la Neurobiolog´ıa para
entender y emular el funcionamiento del o´rgano visual de cualquier ser vivo, pasando
por las Matema´ticas para la formacio´n, el manejo y las operaciones sobre ima´genes o
la Inteligencia Artificial para aprender y mejorar el procesamiento de las ima´genes,
entre otras. Las aplicaciones de la VA tambie´n son extremadamente variadas. De
hecho, a d´ıa de hoy, pra´cticamente no hay a´rea en la que no se haya aplicado alguna
vez alguna te´cnica de VA: medicina, astronomı´a, ingenier´ıa, agricultura, robo´tica,
etc.
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A pesar de que el tratamiento de ima´genes y uso de sensores especiales se re-
monta a principios del siglo XX (McFarlane, 1972), no es hasta finales de los an˜os
70 cuando despega la VA, momento en el que se empieza a disponer de muchos de
los componentes necesarios para desarrollar sensores electro´nicos capaces de captar
el entorno almacenando la informacio´n en formato digital, o microprocesadores con
capacidades de ca´lculo que permiten manejar, programar y procesar grandes con-
juntos de datos como son las ima´genes. De entre los principales hitos que hicieron
posible la aplicacio´n de te´cnicas de VA cabe destacar el desarrollo de sensores de
imagen digitales, el primer microprocesador, la aparicio´n del primer PC, de los pri-
meros Sistemas Operativos y lenguajes de programacio´n, o la aparicio´n de circuitos
integrados VLSI, entre otros (Gonzalez y Woods, 2003).
Una forma comu´n de dividir las aplicaciones de la VA es segu´n el tipo de sensor
usado, o lo que es lo mismo, segu´n de que´ naturaleza son las ima´genes tomadas por
dicho sensor o ca´mara. Mientras que la vista de los seres humanos so´lo es sensible
a un determinado rango de radiacio´n electromagne´tica, conocida como luz visible,
en la VA se usan sensores sensibles a pra´cticamente cualquier rango de radiacio´n
electromagne´tica.
Referido a un objeto se denomina espectro electromagne´tico o simplemente espec-
tro, a la radiacio´n electromagne´tica que emite (espectro de emisio´n) o absorbe (es-
pectro de absorcio´n). Para cada una de estas radiaciones, los fotones (las part´ıculas
portadoras de todas las formas de radiacio´n electromagne´tica) difieren en la frecuen-
cia y en la longitud de onda. Dado que la velocidad de las ondas electromagne´ticas
es constante (velocidad de la luz, c), la longitud de onda (λ) y la frecuencia (f)
son inversamente proporcionales (λ = c/f , siendo c = 299.792.458 m/s). La energ´ıa
asociada a cada foto´n es inversamente proporcional a la longitud de onda (E = hcλ ,
siendo h = 6, 62 × 10−34J · s, constante de Planck). Se cree que el rango de posi-
bles longitudes de onda de la radiacio´n electromagne´tica tiene como l´ımite inferior
la Longitud de Planck (lP = 1,61 × 10−35m) y como l´ımite superior el taman˜o del
universo (desconocido), aunque no se ha demostrado, y formalmente el rango de
posibles radiaciones es infinito y continuo.
La figura 3.1 muestra el subrango del espectro electromagne´tico con longitudes
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de onda desde 10−15m hasta 105m, y frecuencias asociadas de 1023Hz hasta 103Hz.
La radiacio´n de menor longitud de onda corresponde a los rayos gamma, y a medida
que aumenta e´sta y disminuye la energ´ıa asociada a dicha radiacio´n, se encuentran
los rayos X, la luz ultravioleta, la luz visible, los rayos infrarrojos, hasta las ondas
electromagne´ticas de mayor longitud de onda, como las ondas de radio.
Gracias a que cada elemento puede identificarse por su radiacio´n electromagne´ti-
ca, sensores sensibles a distintos rangos del espectro electromagne´tico pueden usarse
para distintos fines. En la figura 3.1 se muestran algunas de las aplicaciones de la
VA dentro de cada rango:
Rayos Gamma: esta radiacio´n la producen generalmente elementos radioacti-
vos, procesos subato´micos, o feno´menos astrof´ısicos de gran violencia. Por ello,
la medicio´n de radiacio´n gamma es de gran importancia en f´ısica de part´ıculas
y astronomı´a. Otro campo de aplicacio´n de los rayos gamma es la medicina
nuclear, como por ejemplo la inyeccio´n de iso´topos radioactivos por v´ıa intra-
venosa y la medicio´n de los rayos gamma emitidos por e´stos para deteccio´n de
tumores o infecciones, o la cintigraf´ıa o´sea.
Rayos X: Los rayos X son capaces de atravesar cuerpos opacos, por lo que son
usados en infinidad de aplicaciones como medicina (radiograf´ıa, angiograf´ıa,
tomograf´ıa axial computerizada), vigilancia, astronomı´a o incluso en procesos
industriales, como por ejemplo el diagno´stico de placas electro´nicas, motores,
etc.
Ultravioleta: Las aplicaciones de la luz ultravioleta, aunque menos conoci-
das, son muy variadas: desde astronomı´a, biolog´ıa, litograf´ıa o microscop´ıa
fluorescente usada por ejemplo para detectar sustancias con autofluorescencia
(como la vitamina A).
Luz visible: Dado que el espectro visible es el que mejor conoce y maneja
el ser humano, las aplicaciones de la luz visible son innumerables, abarcando
pra´cticamente todas las a´reas. Sus fundamentos y aplicaciones en los campos
de ma´s intere´s dentro del a´mbito de esta Tesis se estudian ma´s adelante, en
este mismo cap´ıtulo.
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Infrarrojo: Las aplicaciones de la radiacio´n infrarroja tambie´n son muy di-
versas: vigilancia nocturna, supervisio´n mediante ima´genes te´rmicas (construc-
cio´n, industria, medicina, astronomı´a...) y sobre todo ima´genes de nuestro
planeta tomadas por sate´lites. Muy a menudo, se combina la informacio´n in-
frarroja con la del espectro visible, creando ima´genes “reales” fusionadas con
informacio´n infrarroja. De hecho, la mayor´ıa de los sensores usados en las
ca´maras convencionales son tambie´n sensibles a radiacio´n infrarroja, aunque
esta informacio´n se filtra para que las fotograf´ıas no resulten dan˜adas.
Microondas: La aplicacio´n principal de las microondas en visio´n es el uso
del radar, capaz de “ver”, independientemente de las condiciones ambientales
o de iluminacio´n, traspasando nubes, vegetacio´n, arena, etc. Adema´s del uso
militar, este tipo de ima´genes se emplean en Geolog´ıa, para tomar fotos de
regiones inaccesibles, como por ejemplo volcanes.
Ondas de Radio: Al igual que con los rayos gamma, las mayores aplicacio-
nes de visio´n con ondas de radio esta´n localizadas en la medicina (resonancia
magne´tica) y la astronomı´a.
Tambie´n se pueden considerar como VA las te´cnicas orientadas a dotar de visio´n a
personas invidentes. Existen enfermedades que afectan a las ce´lulas fotorreceptoras
de la retina pero no dan˜an las ce´lulas ganglionares o el nervio o´ptico, que es el
encargado de interpretar y mandar al cerebro la informacio´n visual captada. Es
decir, el problema esta´ en la adquisicio´n de la informacio´n y no en co´mo e´sta alcanza
el cerebro. Por ello, actualmente se investiga el desarrollo de microchips de silicio
que puedan reemplazar a las ce´lulas fotorreceptoras de forma artificial, como el “ojo
bio´nico” Argus II desarrollado en EE.UU. (Argus2a, 2009).
Es importante destacar que las ima´genes resultado del uso de una u´nica ca´mara,
plasman el entorno tridimensional en un plano. Por lo tanto, es de gran importancia
el desarrollo de te´cnicas de visio´n estereosco´pica, que permiten, con la informacio´n
de dos ca´maras, hacer una reconstruccio´n total, en tres dimensiones, de la escena.
Esto es u´til sobre todo cuando la informacio´n sobre la distancia a los objetos es im-
portante, como por ejemplo en robo´tica cuando se quiere interactuar con el entorno
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(manipular objetos, navegar auto´nomamente salvando obsta´culos, etc.). Spirit, el
robot enviado a Marte por la NASA en el 2004, usa este tipo de te´cnicas, figura 3.2.
Figura 3.2: Visio´n este´reo usada por el robot Spirit en Marte. En la izquierda puede verse la imagen
captada por una de las dos ca´maras, y a la izquierda el mapa de elevacio´n calculado al fusionar las
ima´genes de ambas ca´maras (NASA, 2008)
Dentro de este inmenso mosaico de aplicaciones y posibles configuraciones de
ca´maras, y en te´rminos generales, las tareas llevadas a cabo mediante te´cnicas de
VA pueden resumirse como sigue (ver figura 3.3):
Adquisicio´n de informacio´n “visual” del entorno: Adquisicio´n de ima´ge-
nes, v´ıdeo (secuencia de ima´genes), u otras formas de sen˜ales “visuales” de la
escena mediante distintos tipos de sensores o ca´maras, sensibles a distintas
ondas como radiaciones electromagne´ticas o sonido.
Mejora y restauracio´n de ima´genes: Te´cnicas como el suavizado y realza-
do orientadas a mejorar la calidad de una imagen, o procesos de restauracio´n
que intentan reconstruir una imagen degradada usando conocimiento a priori
del proceso de degradacio´n.
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Reconocimiento y descripcio´n de patrones, formas y puntos de in-
tere´s: La identificacio´n, clasificacio´n y descripcio´n de cualquier elemento pre-
sente en una imagen considerado de intere´s.
Ana´lisis del movimiento: Deteccio´n de la presencia de objetos en movi-
miento en una secuencia de ima´genes.
Reconstruccio´n de la escena: Obtencio´n de la distancia a los objetos en la
escena (visio´n estereosco´pica), o reconstruccio´n de la estructura tridimensional
de un objeto.
Figura 3.3: Tareas principales de la VA
Durante la adquisicio´n de ima´genes, en la mayor´ıa de los casos la iluminacio´n de
la escena juega un papel fundamental, como se vera´ ma´s adelante. Por iluminacio´n se
entiende cualquier fuente de onda que haga visible la escena, pudiendo ser la´mparas
de luz visible o la luz natural del sol, pero tambie´n otros tipos de iluminacio´n que
no siempre se perciben como los rayos X, el la´ser, los ultrasonidos, etc.
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El abanico de estrategias y aplicaciones de la VA es muy extenso. Ma´s informa-
cio´n puede encontrarse en (Gonzalez y Woods, 2003; Jai, 1989; Pajares y de la Cruz,
2007; Russ, 2002).
3.2. Fundamentos de la Visio´n Artificial
En esta seccio´n se explican brevemente algunos de los fundamentos de las te´cni-
cas de VA estudiadas y usadas en esta tesis, con vistas a facilitar la comprensio´n de
los procedimientos propuestos. En este caso, y aunque se mencionara´n otras te´cnicas,
fundamentalmente siempre se tratara´n de me´todos que usan ima´genes digitales to-
madas mediante ca´maras convencionales, es decir, sensores sensibles exclusivamente
al espectro visible o como mucho al infrarrojo cercano (NIR, Near InfraRed).
3.2.1. Adquisicio´n de ima´genes digitales
Los sensores de imagen son sensores basados en el efecto fotoele´ctrico, que con-
siste en la emisio´n de electrones por parte de un material tras la absorcio´n de energ´ıa
proveniente de los fotones. Los electrones emitidos se denominan habitualmente fo-
toelectrones. Dependiendo de la naturaleza de la radiacio´n electromagne´tica, los
fotones tendra´n energ´ıas distintas, y distintos materiales emitira´n electrones so´lo
para algunas energ´ıas.
El elemento ba´sico de un sensor de imagen es el fotodetector (que reemplaza a la
pel´ıcula fotogra´fica). Un fotodetector es un transductor de luz que proporciona una
sen˜al ele´ctrica como respuesta a la radiacio´n o´ptica que incide sobre la superficie
del sensor. Esta´ formado por materiales fotosensibles que emiten electrones cuando
los fotones de luz inciden sobre ellos, crea´ndose una carga ele´ctrica proporcional a
la intensidad de luz recibida. Los fotodetectores tienen taman˜os diminutos (en un
a´rea de 37cm2 pueden caber diez millones) y se distribuyen en forma de matriz de
pequen˜as celdas perfectamente alineadas en filas y/o columnas. Los dos principales
sensores usados por pra´cticamente todas las ca´maras convencionales se distinguen
por su funcionamiento interno y por la tecnolog´ıa usada y son: 1) Charge-coupled
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device (CCD) y 2) Complementary metal-oxide-semiconductor (CMOS) (llamados
tambie´n Active Pixel Sensors (APS)), figuras 3.4 y 3.5.
(a) CCD, 10 Mp, Nikon D60 (b) CMOS, 12.3 Mp, Nikon D3
Figura 3.4: Ejemplo de sensores CCD y CMOS. Mp = Mega P´ıxeles o Millones de p´ıxeles (resolucio´n
de las ima´genes)
El CCD se divide en dos partes: la parte fotosensible (una la´mina de silicona
compuesta por un alto nu´mero de diminutos fotodetectores) y la parte de transmisio´n
(circuiter´ıa electro´nica). Cada fotodetector desplaza la carga generada a su vecino,
usando registros de desplazamiento. El u´ltimo detector de cada l´ınea de la matriz de
sensores pasa su carga a un amplificador que transforma la carga ele´ctrica en voltaje.
Posteriormente, dicho voltaje se digitaliza. El nombre CCD se refiere a la forma en
la que son transmitidas las cargas ele´ctricas de cada fotodetector y transformadas a
sen˜ales digitales.
En el CMOS, los detectores fotosensibles son fotodiodos basados en tecnolog´ıa
CMOS, habitualmente de silicio. La diferencia con los CCD radica en que en los
CMOS, cada fotodiodo incorpora directamente el amplificador de la sen˜al ele´ctrica
y el conversor digital, por lo que los valores registrados por cada detector se “leen”
de forma simulta´nea.
Los sensores CCD tienen mayor sensibilidad a la luz, ma´s calidad y tambie´n
precio ma´s alto, mientras que los de tipo CMOS son menos sensibles y de menor
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Figura 3.5: Esquema de funcionamiento de los sensores CCD y CMOS
calidad, pero al ser fa´ciles de fabricar son ma´s baratos. Normalmente se han usado
los CCD para las ca´maras profesionales y semiprofesionales y los CMOS para las
ca´maras de aficionados y Webcams.
Sin embargo, recientemente algunas ca´maras semi-profesionales han basado su
tecnolog´ıa en sensores CMOS con alto rendimiento. El intere´s en el CMOS radica
en su menor coste de produccio´n, de hecho, la fabricacio´n de CCDs, debe hacerse
en plantas especializadas a partir de materias primas escasas y por tanto caras,
mientras los CMOS pueden ser fabricados en las l´ıneas convencionales de produccio´n
de semiconductores a partir de materias primas ma´s baratas y de uso generalizado,
ya que se trata de la misma tecnolog´ıa que la de los microprocesadores.
En te´rminos generales, el CMOS es au´n demasiado sensible al ruido, tiene un ran-
go dina´mico reducido y presenta poca sensibilidad, pero a cambio sus caracter´ısticas
estructurales son mejores que las del CCD, ya que permite una interpolacio´n de la
imagen ma´s directa, y evita el efecto de blooming existente en los CCDs, es decir la
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contaminacio´n entre p´ıxeles vecinos cuando hay situaciones de sobreexposicio´n. Ma´s
au´n, el consumo de los CMOS es muy inferior al de los CCDs (50 mW frente a 5W).
3.2.2. Formacio´n de ima´genes digitales
Una imagen digital, ya sea una fotograf´ıa, un fotograma de un v´ıdeo o un gra´fico,
se trata como una funcio´n bidimensional f(x, y), donde el valor de la funcio´n en el
punto (x, y) representa la intensidad de luz observada en dicho punto. Los puntos
reciben el nombre de p´ıxel y constituyen la unidad elemental de una imagen. Con
frecuencia, y con el propo´sito de manipular la informacio´n, las ima´genes se repre-
sentan como matrices, donde un elemento en la fila y y en la columna x representa
la intensidad del p´ıxel (x, y), figura 3.6. La resolucio´n de la imagen, no es ma´s que
el taman˜o de la matriz (no de filas x no columnas), figura 3.7. Las resoluciones se
suelen medir en te´rminos de Mega P´ıxeles (Mp), o lo que es lo mismo, millones de
p´ıxeles.
Figura 3.6: Imagen digital como matriz de p´ıxeles
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(a)550 x 750 (b) 128 x 175 (c) 32 x 44
Figura 3.7: Resolucio´n de una imagen (nu´mero de p´ıxeles)
Al rango de valores de intensidad se le llama profundidad de los p´ıxeles, y define
la resolucio´n en intensidad de una imagen. En la figura 3.8 puede verse el efecto
de distintas profundidades sobre la misma imagen. Normalmente en una imagen en
escala de grises, cada p´ıxel se codifica con 8 bits, por lo que el rango de valores
(profundidad) es de 0 . . . 28 − 1 = 0 . . . 255, figura 3.8(a).
Para formar ima´genes a color, se necesitan varios canales o planos de color. Cada
canal representa valores de intensidad dentro del correspondiente rango espectral
visible, y al combinar varios canales se puede formar la imagen a color, del mismo
modo que un pintor mezcla colores de la paleta para alcanzar el color deseado. El
modelo de color ma´s usado en ima´genes digitales es el RGB (Rojo, Verde, Azul), que
es el que ma´s se ajusta al funcionamiento del ojo humano y propio de los monitores.
Otro modelo muy usado es el CYMK (Cian, Amarillo, Magenta, Negro) tambie´n
llamado de pigmentacio´n, modelo propio de las impresoras. En una imagen RGB,
cada p´ıxel tiene informacio´n de los tres planos, estando la imagen formada por tres
matrices distintas que recogen el valor de la intensidad de los p´ıxeles para cada uno
de los planos Rojo, Verde y Azul, figura 3.9.
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(a) 256 niveles (8 bits) (b) 16 niveles (4 bits) (c) 2 niveles (1 bit)
Figura 3.8: Profundidad de los p´ıxeles. Foto cortes´ıa de National Geographic (Steve McCurry),
portada de la edicio´n de Junio, 1985.
La construccio´n de ima´genes a partir de la intensidad de luz absorbida por cada
fotodetector (en cualquiera de los sensores anteriores, CCD o CMOS) no es tan
directa como cabr´ıa esperar. Los fotodetectores perciben las variaciones de intensidad
de la luz tanto dentro del espectro visible e infrarrojo cercano (hasta unos 1100nm)
sin distinguir entre e´stos, ni entre los distintos colores del espectro visible.
Para bloquear el paso de la radiacio´n infrarroja, basta con colocar un filtro
bloqueante sobre la parte fotosensible del sensor. Habitualmente, en las ca´maras
convencionales se utiliza el filtro Hot Mirror (HM), un filtro comu´n de fotograf´ıa o
filtro diele´ctrico.
Del mismo modo, para formar ima´genes a color, se emplean filtros para cada
fotodetector de modo que e´ste sea sensible so´lo a un color determinado, y posterior-
mente se combina la informacio´n de colores para formar cada p´ıxel de la imagen. La
imagen a color para el modelo RGB se construye habitualmente sobre la matriz de
fotodetectores usando el filtro (o mosaico) de Bayer, figura 3.10.
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Figura 3.9: Formacio´n de una imagen RGB como combinacio´n de los canales rojo, verde y azul,
donde cada canal es una matriz de intensidades. Cada p´ıxel tiene tres valores asociados. Cuadro de
Vasilij Kandinskij (Moscu´ I), 1916
Figura 3.10: El filtro de Bayer
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El mosaico de Bayer esta´ formado por un 50% de filtros verdes, un 25% de rojos
y un 25% de azules. Mezclando informacio´n de dos muestras verdes, una roja, y una
azul se obtiene el valor de color del p´ıxel, que luego puede transformarse a un modelo
de color conocido, como RGB, mediante te´cnicas de interpolacio´n por proximidad.
La razo´n de que se use mayor cantidad de filtros verdes es que el ojo humano es ma´s
sensible a ese color que al resto, por lo que de este modo las ima´genes creadas sera´n
ma´s “realistas”. En la figura 3.11 pueden apreciarse las diferencias en percepcio´n de
colores entre el ojo humano y los sensores de las ca´maras. Obse´rvese la limitacio´n
del ojo humano en lo que respecta a las longitudes de onda superiores a los 700 nm.
Figura 3.11: Comparacio´n de la percepcio´n de los distintos colores del ojo humano frente a las
ca´maras. Para lograr ima´genes “realistas” la medida de los sensores debe de ajustarse al al ma´ximo
a la percepcio´n del ojo humano (Surrealcolor, 2009)
En la figura 3.12 se resume el proceso de adquisicio´n y formacio´n de una imagen
digital.
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3.2.3. Procesamiento
Son dos las formas principales en las que puede analizarse una imagen: direc-
tamente, analizando y operando sobre la matriz de p´ıxeles (dominio espacial), o
transformando primero la imagen mediante el uso de algu´n filtro y analizando pos-
teriormente el resultado de dicha transformacio´n. Los filtros ma´s usados son los de
frecuencia espacial, que permiten estudiar la imagen en el dominio de la frecuencia,
especialmente u´til para detectar cambios bruscos en la imagen (bordes), o elementos
que se repiten siguiendo algu´n tipo de patro´n (ruido, degradacio´n, texturas).
A pesar de la inmensa variedad de te´cnicas existentes, en te´rminos generales el
tratamiento de ima´genes suele dividirse atendiendo al grado de dificultad: bajo nivel,
nivel medio y alto nivel.
Procesamiento de bajo nivel
Las te´cnicas de este nivel se conocen habitualmente como te´cnicas de preproce-
samiento, donde el objetivo es mejorar la imagen y prepararla para el procesamiento
en s´ı.
Las te´cnicas de mejora de una imagen suelen cambiar caracter´ısticas globales de
la imagen con vistas a mejorar su aspecto. Algunos ejemplos son: la correccio´n del
brillo, el ajuste de los niveles de color, el ajuste del tono, la saturacio´n y el contraste.
Tambie´n son muy importantes las te´cnicas de reparacio´n y mejora de errores
concretos en la imagen, capaces de eliminar posibles distorsiones producidas por a
una captura incorrecta (eliminacio´n del ruido de la imagen) o reparar una imagen
degradada. En este contexto son de gran importancia las te´cnicas de procesamiento
en el dominio de la frecuencia, ya que estudiando la frecuencia espacial se puede
detectar la presencia de ruidos perio´dicos o de procesos de degradado. Otras te´cnicas
de realce mejoran el aspecto de la imagen mediante operaciones de suavizado y
promediado de los niveles de intensidad de los p´ıxeles.
Por u´ltimo, dentro de este nivel tambie´n entran te´cnicas de transformacio´n
geome´trica de la imagen, que, mediante un estudio de la o´ptica utilizada por la ca´ma-
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ra y el me´todo de adquisicio´n de la imagen, pueden corregir distorsiones geome´tricas
o usarse para emparejar ima´genes de la misma escena tomadas con distintos senso-
res o en distintos momentos (registro de ima´genes). En algunos casos el registro de
ima´genes es tan complejo que las te´cnicas desarrolladas se consideran de un nivel
superior.
Procesamiento de nivel medio
En este nivel se situ´an la inmensa mayor´ıa de las te´cnicas de VA, y puede con-
siderarse como el u´nico nivel “obligatorio”, pueden no aplicarse te´cnicas de bajo
nivel o alto nivel pero siempre se suele utilizar alguna te´cnica de nivel medio. Las
operaciones dentro de este nivel pueden separarse en tres categor´ıas: segmentacio´n,
descripcio´n y reconocimiento.
La primera (segmentacio´n), es la formada por todas aquellas te´cnicas orientadas
a separar la imagen en partes de mayor o menor intere´s segu´n distintas caracter´ısti-
cas, para luego analizar cada una por separado. Pueden verse como te´cnicas de
clasificacio´n, donde se etiqueta cada parte de la imagen en distintas clases. Las par-
tes pueden ser so´lo dos o varias, y representar todo tipo de elementos, desde distintas
clases de niveles de gris hasta objetos. Algunas de las te´cnicas ma´s usadas para la
segmentacio´n son las de umbralizacio´n (separacio´n en dos clases segu´n valores de
intensidad), deteccio´n de bordes, crecimiento de regiones, as´ı como segmentacio´n
por forma, textura, color, etc.
Las te´cnicas de descripcio´n son aquellas orientadas a representar los elementos
observados en la imagen, normalmente despue´s de la segmentacio´n. Dependiendo de
los elementos analizados, e´stos pueden caracterizarse de formas muy variadas, por
ejemplo por su forma geome´trica, por su taman˜o, su color, su textura, etc.
Un paso ma´s alla´ de la descripcio´n de los elementos observados es su reconoci-
miento como objeto o patro´n conocido. Es decir, ser capaces de determinar, a partir
de las descripciones obtenidas de cada parte o elemento de intere´s de la imagen, si
pertenecen a algu´n objeto o patro´n conocido a priori. Este tipo de procesamiento
se situ´a en el l´ımite entre el nivel medio y el alto, como se explica en el siguiente
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apartado.
Procesamiento de alto nivel
Las te´cnicas de procesamiento de alto nivel esta´n asociadas directamente a la
interpretacio´n y comprensio´n de la escena. Estas te´cnicas suelen estar fuertemente
ligadas a me´todos de IA, ya que para comprender algo se necesita inferir y razonar
con informacio´n de la escena. El proceso de inferencia y razonamiento se puede
realizar con o sin conocimiento del dominio.
En este nivel se situ´an todas las te´cnicas de reconstruccio´n de la escena o de toma
de decisiones a partir de ima´genes. Adema´s de te´cnicas de IA tambie´n intervienen en
muchos casos me´todos de estad´ıstica o de geometr´ıa, como por ejemplo las te´cnicas
geome´tricas que permiten reconocer un objeto desde cualquier a´ngulo.
Las te´cnicas de reconocimiento vistas en el nivel medio, pueden considerarse de
alto nivel cuando el conocimiento a priori usado sobre los elementos a reconocer
utiliza una base de conocimiento sobre las caracter´ısticas del objeto que va ma´s
alla´ de una pura descripcio´n sencilla del tipo “es redondo” o “es verde”.
La figura 3.13 muestra un procesamiento cla´sico sobre una imagen para el re-
conocimiento e identificacio´n de distintos objetos por su forma y color. Efectuando
tareas de realce (bajo nivel), segmentacio´n y descripcio´n por color y forma (nivel
medio) y reconocimiento de alto nivel, se puede llegar a identificar los objetos de
cada clase que hay en la imagen, en este caso pimientos naranjas, amarillos y rojos.
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(a) original (b) preprocesamiento (c) segmentacio´n
(d) descripcio´n (e) reconocimiento
Figura 3.13: Reconocimiento e identificacio´n de objetos en una imagen. a) imagen original, b) se
corrigen los niveles de brillo, contraste y color de la imagen original, c) los objetos se segmentan
por su color, d) una vez segmentados, se describe cada elemento segu´n el color, e) usando tanto la
descripcio´n basada en color como la informacio´n a priori de la forma de los pimientos (rabo verde
rodeado de color), se puede reconocer cada pimiento por separado
3.3. Visio´n Artificial y agricultura
La VA esta´ presente en todas las etapas de la AP, desde el sembrado hasta
la post-recoleccio´n, pasando por la irrigacio´n, aplicacio´n de tratamientos, cosecha
o monitorizacio´n de los factores ambientales (Rodr´ıguez-Dı´az y Berenguel-Soria,
2004).
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En esta seccio´n se vera´n brevemente algunos ejemplos de aplicaciones de la VA
en AP, dejando de lado el muestreo de malas hierbas, objeto central de esta tesis y
estudiado con ma´s detalle en la seccio´n 3.4.
Sembrado: Durante el sembrado, la VA puede aplicarse para monitorizar desde la
sembradora el nu´mero de errores de sembrado producidos (Norremark et al., 2007),
o para hacer un mapa de sembrado que ayude a estimar donde crecera´ el cultivo
(Kaizu y Imou, 2008; Leemans y Destain, 2007).
La VA puede tambie´n usarse en semilleros para controlar la calidad de la ger-
minacio´n de las semillas, como es el caso de Uren˜a et al. (2001), donde se presenta
un sistema que da un valor de la cantidad y calidad de las semillas usando una
ca´mara convencional y lo´gica borrosa, figura 3.14 o el caso de Huang (2007), donde
se analizan las ima´genes para detectar a tiempo enfermedades que ataquen a las
semillas.
Figura 3.14:Mediante la toma de ima´genes de semilleros, puede estimarse el taman˜o de las pla´ntulas.
Adema´s, por su forma y orientacio´n puede incluso valorarse la calidad (Uren˜a et al., 2001)
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Monitorizacio´n : Mediante VA puede llevarse a cabo cualquier tipo de monito-
rizacio´n y de medidas no destructivas de un cultivo. Puede monitorizarse el estado
del suelo, el correcto uso del agua y dema´s nutrientes, el rendimiento de la cosecha
(Dunn et al., 2006), e incluso seguir el crecimiento de las plantas y hortalizas para
asegurar que las condiciones bajo las que esta´n desarrolla´ndose son las adecuadas
(Van Henten y Bontsema, 1995), o para detectar enfermedades a tiempo (Boissard
et al., 2008).
Recoleccio´n robotizada y guiado auto´nomo de tractores : Uno de los pro-
cesos ma´s robotizados dentro de la agricultura es el de la cosecha y recoleccio´n,
especialmente en invernaderos, existiendo robots dotados de VA para localizar las
hortalizas a recoger (Garc´ıa˜Pe´rez, 2004; Rodr´ıguez-Dı´az y Berenguel-Soria, 2004).
Entre ellos destacan los robots recolectores de pepinos, uvas y fresas desarrollados
en la universidad de Okayama en Japo´n (LASE, 2005). Un ejemplo de sistema de
VA usando una ca´mara convencional y un sensor de rango para la localizacio´n de
frutos puede verse en Jime´nez et al. (1999), figura 3.15.
A todo lo anterior hay que an˜adir el papel relevante de la VA en el guiado
auto´nomo de tractores (Keihcer y Seufert, 2000; Reid et al., 2000; Torii, 2000).
Habitualmente, el cultivo se siembra en l´ıneas, creciendo e´ste de forma ordenada y
consecutiva. Este hecho puede aprovecharse para guiar tractores y dema´s veh´ıculos
que deban recorrer el campo.
El enfoque usado var´ıa dependiendo del tipo de cultivo, la orientacio´n de la
ca´mara y la precisio´n requerida. Sin embargo, pra´cticamente todos los trabajos en
este contexto detectan las l´ıneas de cultivo aprovechando su geometr´ıa (figura 3.16),
y posteriormente aproximan las l´ıneas detectadas mediante ecuaciones, para extraer
la direccio´n y poder guiar el tractor.
Los me´todos de VA usados para la deteccio´n de las l´ıneas de cultivo pueden
dividirse en dos categor´ıas. En los primeros, las ima´genes se toman enfocando la
ca´mara directamente hacia el suelo, de modo que las l´ıneas de cultivo aparecen como
columnas verticales en la imagen. Posteriormente, basta con mirar en que´ columnas
de la imagen hay mayor nu´mero de p´ıxeles verdes, siendo dichas columnas las que
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(a) imagen convencional (b)imagen de distancias
(sensor de rango)
(c) combinando ambas ima´genes (d) los frutos son fa´cilmente
se resaltan los frutos localizables
Figura 3.15: Procesamiento de ima´genes para la recoleccio´n automa´tica de frutas (Jime´nez et al.,
1999)
corresponden al cultivo, figura 3.16 (Hague y Tillet, 2001; Olsen, 1995; Ribeiro et
al., 2005; Sogaard y Olsen, 2003).
La segunda categor´ıa utiliza ima´genes tomadas enfocando la ca´mara hacia el
horizonte, por lo que las l´ıneas de cultivo se ven en perspectiva. El procesamiento
en estos casos es algo ma´s complicado, y suelen usarse te´cnicas de transformacio´n
de la perspectiva combinadas con te´cnicas de deteccio´n de l´ıneas en ima´genes como
la transformada de Hough (Gonzalez y Woods, 2003). Sin embargo, merece la pena
el esfuerzo suplementario ya que usando estas ima´genes se cubre una mayor porcio´n
del terreno y por lo tanto la deteccio´n de las l´ıneas no es tan vulnerable a cambios
locales como errores de sembrado, aparicio´n de rodales de malas hierbas pegados al
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cultivo, etc. (Bakker et al., 2008; Billingsley y Schoenfisch, 1997; Leemans y Destain,
2006; Tellaeche et al., 2008b; Tillet y Hague, 1999).
(a)(Hague y Tillet, 2001) (b)(Sogaard y Olsen, 2003)
Figura 3.16: Ejemplos de me´todos de guiado de tractores mediante VA
Post recoleccio´n (clasificacio´n) : Tal como se vio en el ejemplo de la figura 3.13,
durante la post recoleccio´n pueden usarse te´cnicas de VA para la clasificacio´n del
producto recogido, segu´n distintos taman˜os, color, calidad o incluso para distinguir
entre distintos tipos de productos.
Las mayores dificultades a la hora de aplicar VA en la agricultura surgen de la gran
variabilidad encontrada en un campo y de que la mayor´ıa de las tareas se realizan
en exteriores y, por tanto, con iluminacio´n no controlada.
Dependiendo de la metereolog´ıa, contaminacio´n, plagas y dema´s factores ambien-
tales, el mismo campo puede presentar caracter´ısticas muy distintas en diferentes
e´pocas del an˜o. La figura 3.17 muestra un ejemplo de dos ima´genes tomadas en el
mismo campo de can˜a de azu´car en Australia en dos meses distintos, ambos en fecha
de tratamientos. En agosto, (invierno austral), las plantas sufren el fr´ıo y la falta
de lluvias, volvie´ndose de color casi pu´rpura, mientras que en diciembre (verano y
e´poca de lluvias), el cultivo prospera, sano y fuerte, mostrando un fuerte color verde.
Esta variabilidad no es so´lo estacional sino que tambie´n es espacial, tal y como se
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explico´ en el Cap´ıtulo 2, pudiendo encontrar una enorme diversidad de condiciones
dentro del mismo campo en el mismo instante de tiempo.
(a) Agosto (b) Diciembre
Figura 3.17: Variabilidad de condiciones en el campo. Ima´genes tomadas en el mismo campo en
Bundaberg, Australia
A todo lo anterior hay que an˜adir la dificultad de trabajar en exteriores, donde
al no tener control sobre la metereolog´ıa pueden producirse variaciones dra´sticas de
iluminacio´n que cambian radicalmente la calidad de las ima´genes, u otros feno´menos
inesperados (viento, lluvia, etc.) que interfieren con el entorno de trabajo llegando
a impedir la realizacio´n de las tareas agr´ıcolas y por ende la toma de ima´genes.
Es deseable disen˜ar sistemas que sean robustos ante todos estos cambios, ya
que de lo contrario es muy probable que el sistema so´lo funcione bien bajo unas
circunstancias determinadas, o que sea necesario recalibrarlo cada vez que se produce
algu´n cambio en el entorno, lo que puede suceder varias veces en un mismo d´ıa o en
zonas distintas del campo.
La problema´tica de la VA en exteriores es algo muy estudiado, existiendo varios
me´todos de aprendizaje y clasificacio´n para ayudar en la segmentacio´n y para elimi-
nar el efecto de las sombras y cambios de iluminacio´n sobre las ima´genes (Arbela´ez
y Cohen, 2006; Bosch et al., 2007; Finlayson et al., 2002; Manduchi, 2006). Au´n as´ı,
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sigue siendo en la actualidad uno de los mayores problemas de la VA, de manera
que en cada trabajo la problema´tica asociada a la iluminacio´n se resuelve de modo
distinto. Esto conduce en muchos casos a la adquisicio´n de la imagen con iluminacio´n
controlada mediante el uso de sombrillas o de luz artificial.
3.4. Muestreo de malas hierbas mediante Visio´n Artifi-
cial
Como se vio en el Cap´ıtulo 2, para llevar a cabo tratamientos selectivos de herbi-
cida, es necesario efectuar un muestreo de las malas hierbas (detectar, cuantificar y
localizar la posicio´n de e´stas). La VA puede ser usada para llevar a cabo cualquiera
de los tres tipos de muestreo (discreto, continuo o remoto). El modo en que se ha
efectuado la recoleccio´n de informacio´n sobre el campo mediante captura de ima´ge-
nes ha dependido en gran medida de la tecnolog´ıa disponible en cada momento,
pudie´ndose clasificar en tres grandes grupos (Thorp y Tian, 2004): 1) mediante dis-
positivos embarcados en aeronaves, 2) mediante dispositivos embarcados en sate´lites
y 3) desde tierra. El grupo 1) y 2) tambie´n recibe, como se ha visto, el nombre de
teledeteccio´n (remote sensing en ingle´s).
El uso de aeronaves para el muestreo de malas hierbas comenzo´ a principios de
los an˜os 90, cuando el procedimiento habitual era tomar fotograf´ıas en el infrarrojo
cercano (NIR) desde aeronaves volando a baja altura y que un experto analizase las
fotograf´ıas para generar el mapa de distribucio´n de malas hierbas.
Desde entonces, se han producido importantes mejoras en la tecnolog´ıa dispo-
nible, facilitando sensiblemente la tarea de adquisicio´n y aumentando el rango de
posibles aplicaciones de este tipo de sistemas. La aparicio´n del uso civil de sate´lites,
y de ca´maras hiperespectrales y multiespectrales facilitan y potencian el reconoci-
miento de cada especie (Jurado-Expo´sito et al., 2003a; Lo´pez-Granados et al., 2002).
Au´n as´ı, siguen presentando inconvenientes motivados por su alto coste y su
baja precisio´n debida a la altura, que hace que cada p´ıxel de la imagen represente
aproximadamente un metro cuadrado de superficie, contrastando con la necesidad de
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tener informacio´n detallada de cada unidad de terreno. Adema´s, el uso de sate´lites
es todav´ıa un servicio caro en el que es dif´ıcil definir, sin un incremento considerable
en el coste del servicio, una ventana temporal de adquisicio´n de un par de d´ıas, a
lo que hay que sumar la clara desventaja de que las fotos deben ser tomadas en
d´ıas despejados y que los sate´lites pasan pocas veces sobre la misma a´rea. Todos los
inconvenientes podr´ıan solucionarse mediante el uso de aeronaves ma´s pequen˜as, no
tripuladas, auto´nomas o teleredigidas por algu´n operario. Sin embargo, las aeronaves
ligeras son ma´s inestabiles y no pueden cargar con equipos pesados, adema´s de ser
de dif´ıcil manejo en condiciones metereolo´gicas adversas, representando sin embargo
una alternativa mucho ma´s econo´mica y ra´pida que el uso de aviones.
Durante la u´ltima de´cada, las te´cnicas de recogida de datos ae´reos han sufrido un
claro retroceso, dejando paso cada vez ma´s a la deteccio´n desde tierra, que permi-
ten alcanzar precisiones centime´tricas. Dentro de este contexto, las te´cnicas de VA
usando ca´maras convencionales (espectro visible y NIR) han sido, desde sus inicios,
los me´todos ma´s usados, debido a su bajo coste y gran precisio´n. Los trabajos en
esta l´ınea desarrollados hasta el momento toman las ima´genes desde una altura ge-
neralmente inferior a tres metros, mediante el uso de tr´ıpodes, acoples a distintas
ma´quinas (tractores, robots agr´ıcolas, etc) o sencillamente a mano (Thorp y Tian,
2004).
Los trabajos para la deteccio´n de malas hierbas desde tierra son dif´ıciles de clasi-
ficar y comparar debido fundamentalmente a las diferencias notables que presentan
los distintos tipos de cultivos e infestaciones entre s´ı. Por ejemplo, el procesamiento
llevado a cabo para la deteccio´n de malas hierbas en huertas o invernaderos con cul-
tivos de coles es radicalmente distinto al realizado en grandes explotaciones, como
por ejemplo cereales de invierno o el ma´ız, donde la zona a explorar es mucho ma´s
extensa y la iluminacio´n es dif´ıcilmente controlable. Adema´s, las condiciones de un
mismo tipo de cultivo var´ıan mucho tambie´n de unas zonas a otras.
Sin embargo, todos los trabajos tienen en comu´n el primer paso: la segmentacio´n
de la capa vegetal (plantas) con respecto al resto de elementos que aparecen en la
imagen (suelo, paja, rocas, etc.). Los procedimientos de segmentacio´n de la capa
vegetal suelen tener en cuenta que todo p´ıxel asociado a vegetacio´n mostrara´ una
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clara predominancia del color verde sobre los dema´s colores. Sin embargo, debido
a las diferencias mostradas por cada cultivo, as´ı como a las dificultades an˜adidas
de trabajar en exteriores, la tarea de segmentacio´n resulta ma´s compleja de lo que
inicialmente cabr´ıa esperar .
Como pra´cticamente todas las ca´maras actuales usan el espacio de color RGB
para la representacio´n de cada p´ıxel, la segmentacio´n puede llevarse a cabo direc-
tamente analizando los valores de verde, como es el caso de (Yang et al., 2003),
donde simplemente se considera parte de la vegetacio´n todo p´ıxel cuya intensidad
en el plano representando el color verde sea mayor que un cierto umbral. Del mismo
modo, en Aitkenhead et al. (2003) se usa la proporcio´n de verde G/(R + G + B),
combinado con el valor de un cierto umbral determinado mediante prueba y error.
En Woebbecke et al. (1995) se presenta un ı´ndice croma´tico para la discrimina-
cio´n de plantas que da buenos resultados, y que es usado en numerosos trabajos. El
ı´ndice croma´tico se obtiene mediante una combinacio´n lineal de los planos de color
RGB con constantes r = −1, g = 2, b = −1, figura 3.18.
Otros ı´ndices croma´ticos con resultados satisfactorios son el exceso de verde, que
define como vegetacio´n aquellos p´ıxeles cuya diferencia entre la componente roja y la
componente verde G−R es suficientemente grande o la combinacio´n lineal propuesta
en Ribeiro et al. (2005), con constantes r = −0,7, g = 0,588, b = 0,136.
En Pe´rez et al. (2000) se propone un ı´ndice parecido al exceso de verde, aunque
ponderado sobre la intensidad total:G−R/G+R. En Meyer y Neto (2008); Van Evert
et al. (2006) se puede encontrar una comparativa de todos los ı´ndices croma´ticos.
Algunas te´cnicas de segmentacio´n van mucho ma´s alla´, intentando adaptar la
segmentacio´n a cada imagen, para hacer frente a las diferencias en iluminacio´n y
dema´s condiciones variables que surgen al trabajar en exteriores. Este es el caso de
Andreasen et al. (1997), donde a partir del estudio del histograma de la componente
verde, se determina el mejor ı´ndice a usar en cada imagen y se establece el umbral
a partir del cual se considera la intensidad de verde suficientemente grande. Ma´s
complicados au´n son los algoritmos de segmentacio´n propuestos en Tian y Slaughter
(1998) o Zheng et al. (2009), que usan procesos de Aprendizaje Automa´tico para
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aprender cua´l es la mejor forma de segmentar cada imagen, o el propuesto en On-
yango y Marchant (2003), que no so´lo usa informacio´n de color sino que tambie´n
utiliza informacio´n a priori sobre la forma de las plantas.
Aunque la mayor´ıa de los trabajos usan directamente los planos RGB, algu-
nos proponen la utilizacio´n del modelo HSI, Matiz-Saturacio´n-Intensidad o Hue-
Saturation-Intensity en terminolog´ıa inglesa, que ofrece la ventaja de separar el
color de la intensidad, siendo ma´s robusto ante cambios de iluminacio´n. Una vez
transformada la imagen RGB original al modelo HSI, puede segmentarse directa-
mente la imagen aplicando una umbralizacio´n sobre las intensidades en el plano de
matiz (Gottschalk et al., 2008), algu´n algoritmo de clasificacio´n de colores basado en
los planos de matiz y saturacio´n, como redes Bayesianas (Hemming y Rath, 2001;
Lee et al., 1996, 1999) o por simple comparacio´n con valores de matiz y saturacio´n
etiquetados en ima´genes anteriores como vegetacio´n (Blasco et al., 2002).
Por u´ltimo, en algunos cultivos tambie´n puede combinarse la informacio´n en el
espectro visible con un sensor de infrarrojos para la deteccio´n (Gerhards y Chris-
tensen, 2003).
Una vez que la vegetacio´n ha quedado separada del resto de componentes de la
imagen, se deben detectar los p´ıxeles que representan malas hierbas. La deteccio´n
de malas hierbas puede llevarse a cabo usando informacio´n sobre el color, posicio´n,
forma, textura o taman˜o, segu´n el tipo de cultivo, las especies de malas hierbas
estudiadas, el modo en el que las ima´genes son tomadas, la precisio´n deseada y
las condiciones bajo las cuales se lleva a cabo la experimentacio´n (Slaughter et al.,
2008). Un ejemplo de esta gran variedad de condiciones puede verse en la figura
3.19.
En cultivos de lechuga, las plantas y las malas hierbas se diferencian claramente
por el taman˜o y la separacio´n, ya que las lechugas son mucho ma´s grandes que
las malas hierbas, adema´s de estar plantadas con bastante separacio´n, figura 3.19(e)
(Blasco et al., 2002). Algo parecido ocurre en cultivos de coliflores, donde a partir de
simplemente la posicio´n de las plantas y unas cuantas caracter´ısticas de forma puede
discriminarse con e´xito entre coliflores y malas hierbas (Onyango y Marchant, 2003).
En cultivos de repollo y zanahoria, las malas hierbas tienen un color y taman˜o muy
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(a) Can˜a de azu´car (b) Cereal (c) Ma´ız
(d) Remolacha (e) Lechuga (f) Tomate
Figura 3.19: Distintas ima´genes mostrando distintos cultivos y especies de malas hierbas
distinto al del propio cultivo y por lo tanto pueden ser separadas de e´ste mediante
me´todos de clasificacio´n por colores y taman˜o (Hemming y Rath, 2001).
Analizando el espectro de cada especie, a veces se puede discriminar entre malas
hierbas y cultivo usando ca´maras NIR. En campos de trigo, la especie de malas
hierbas Bidens pilosa puede discriminarse directamente por su respuesta en el NIR
y alguna caracter´ıstica de forma (Zhang et al., 2008). En Gerhards y Christen-
sen (2003); Gerhards y Oebel (2006), combinando la ca´mara convencional con una
ca´mara NIR efectu´an la discriminacio´n entre malas hierbas y cultivo sobre campos
de remolacha, cereal de verano, y ma´ız por diferencias en su espectro con resultados
satisfactorios. En Piron et al. (2008) logran discriminar entre malas hierbas y cultivo
en zanahoria usando tres bandas distintas del espectro.
Estos son ejemplos que muestran co´mo la deteccio´n de malas hierbas en la ma-
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yor´ıa de los casos es un proceso complejo que depende del cultivo y el tipo de mala
hierba que se desea detectar y por tanto las te´cnicas son dif´ıcilmente generalizables.
En la mayor´ıa de los cultivos, sin embargo, la deteccio´n de malas hierbas no es
tan directa. En muchos casos, el color y aspecto de las malas hierbas es muy parecido
al del cultivo, y pueden incluso encontrarse mezcladas distintas especies, cada una
de las cuales tiene caracter´ısticas distintas. En estos casos, la deteccio´n debe llevarse
a cabo usando me´todos ma´s complejos.
Utilizando conocimiento experto sobre las malas hierbas presentes en el campo,
se puede construir un modelo estad´ıstico de las mismas, y definir una serie de carac-
ter´ısticas que pueden usarse para su discriminacio´n, incluyendo tantas caracter´ısticas
como sea necesario (Andreasen et al., 1997; Van Evert et al., 2006).
Disponiendo de ima´genes de entrenamiento y conociendo de antemano que´ es-
pecies de malas hierbas pueden encontrarse en el cultivo, es posible extraer las
caracter´ısticas que permitan detectar las malas hierbas de forma automa´tica. Para
efectuar dicha extraccio´n de caracter´ısticas, muchos trabajos utilizan redes bayesia-
nas, capaces de relacionar variables aleatorias entre s´ı (Granitto et al., 2005; Lee et
al., 1996, 1999; Pe´rez et al., 2000).
De modo similar, se pueden usar redes neuronales (Aitkenhead et al., 2003; As-
trand y Baerveldt, 2002; Burks et al., 2005; Yang et al., 2002a,b), o wavelets (Bossu
et al., 2009; Chou et al., 2007; Ishak et al., 2009; Tang et al., 1999; Tian et al., 1999).
El problema de estas te´cnicas es que so´lo sirven para discriminar entre distintas es-
pecies de cultivo y malas hierbas en ima´genes en las que so´lo se muestra una especie
a la vez, ve´ase la figura 3.20. Esto implica que para efectuar un muestreo de malas
hierbas o bien se toman ima´genes de cada especie por separado, como en Yang et
al. (2003), o bien se debe clasificar primero la imagen por zonas en funcio´n de las
plantas que aparecen (Bossu et al., 2009; Tang et al., 1999; Tian et al., 1999). El
problema de este enfoque es que no puede resolver adecuadamente el caso real en el
que las ima´genes presentan oclusiones de varias especies o de cultivo con infestacio´n.
En campos abiertos y de gran separacio´n entre l´ıneas de cultivo, donde las malas
hierbas crecen entre l´ıneas pero tienen caracter´ısticas muy similares al cultivo, puede
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Figura 3.20: Mediante redes neuronales y wavelets se puede efectuar una discriminacio´n de tipos de
cultivo y/o mala hierba, siempre y cuando en cada imagen so´lo aparezca una u´nica especie (Chou
et al., 2007)
extraerse primero el cultivo, de modo similar a los sistemas de guiado auto´nomo de
tractores, y posteriormente detectar como mala hierba todos los p´ıxeles de vegetacio´n
restantes (Hague et al., 2006; Ribeiro et al., 2005; Tellaeche et al., 2008a).
Desgraciadamente, ninguno de estos trabajos ha dado lugar a una transferencia
tecnolo´gica real (Stafford, 2000). Ciertos me´todos, aunque funcionan bien, son de-
masiado lentos para su uso directo en el campo, o utilizan equipos demasiado caros
para que su uso sea rentable, mientras que otros parten de condiciones irreales de
iluminacio´n o de estado de crecimiento de cultivo y cantidad de malas hierbas. Sin
lugar a duda, desde sus comienzos, la deteccio´n automa´tica de malas hierbas ha sido
una tarea desalentadora, dada la gran cantidad de variables a tener en cuenta y
la dificultad de adaptar las te´cnicas a la realidad. Au´n as´ı, algunos de los trabajos
demuestran el potencial de la VA aplicada a la AP, y permiten vislumbrar que la
aplicacio´n real de dichas te´cnicas no esta´ lejos.
El trabajo de investigacio´n presentado en esta tesis pretende mejorar los resulta-
dos de las te´cnicas comentadas, desarrollando me´todos de percepcio´n basados en VA
para la deteccio´n de malas hierbas ante una amplia variedad de situaciones reales,
tratando de conseguir procesos de deteccio´n en tiempo real adaptados a equipos lo
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ma´s baratos posibles, garantizando as´ı su viabilidad. El punto de partida para los
experimentos son las numerosas ima´genes y v´ıdeos captados a lo largo de los u´ltimos
cuatro an˜os en varios campos de distinto tipo de cultivo tanto en Espan˜a como en
Australia.
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Cap´ıtulo 4
Estimacio´n de la cobertura de
malas hierbas en muestreos
fotogra´ficos
Es la teor´ıa la que decide lo que podemos observar
Albert Einstein
El objetivo principal en este cap´ıtulo es el disen˜o y desarrollo de me´todos de VA
que permitan estimar la cobertura de mala hierba a partir de ima´genes asociadas a
puntos de muestreo, para posteriormente generar los mapas de tratamiento. Dichos
me´todos deben ser capaces de procesar de forma completamente automa´tica cada
una de las ima´genes muestreadas, suministrando una estimacio´n real y objetiva.
Asimismo, las aproximaciones que se propongan deben ser capaces de proporcionar
una valoracio´n del estado de crecimiento del cultivo, para´metro importante a la hora
de decidir la cantidad de tratamiento a aplicar, ya que el grado de amenaza de una
infestacio´n depende del nivel de desarrollo del cultivo.
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El muestreo de partida da lugar a un conjunto de fotograf´ıas tomadas en distintos
puntos del campo de cultivo que se quiere evaluar. La ima´genes se toman mediante
una ca´mara digital colocada en un tr´ıpode y con un a´ngulo cenital. Los puntos de
muestreo, ajustados o no a una malla, se geo-referencian con la ayuda de un GPS
(Global Positioning System). Los me´todos propuestos en este cap´ıtulo se prueban
en ima´genes de cultivos de cereal de invierno y ma´ız, donde las l´ıneas de cultivo
presentan separacio´n entre s´ı. Todas las ima´genes usadas para este trabajo han sido
tomadas con ca´maras convencionales con una o´ptica de calidad media-alta (Nikon
Coolpix 5700 de 5 Mp, Nikon D60 de 10Mp y Nikon D80 de 10 Mp) en varios campos
de la zona sureste de Madrid (Arganda del Rey) por personal del Centro de Ciencias
Medioambientales y del Instituto de Automa´tica Industrial, centros pertenecientes
al CSIC. Los muestreos han sido llevados a cabo durante distintos d´ıas de los u´ltimos
cuatro an˜os, siempre en los meses de febrero-marzo (cereal) y Mayo (ma´ız), fechas
habituales para la aplicacio´n de tratamientos de post-emergencia.
Las malas hierbas objeto de este estudio son Avena sterilis y Papaver rhoeas en
cereal de invierno y Sorghum, Cyperus, Xanthium y Datura en ma´ız. Algunas de
estas infestaciones, como la Avena sterilis y la Papaver rhoeas, se caracterizan por
ser indistinguibles del cultivo, tanto en forma como en sus componentes espectrales
RGB (color), en el momento en el que deben ser aplicados los tratamientos. Esta
caracter´ıstica imposibilita reconocer la infestacio´n por su naturaleza mediante el uso
de te´cnicas de reconocimiento de patrones (Gonzalez y Woods, 2003; Perner, 2006)
o de clasificacio´n de texturas naturales (Pajares y de la Cruz, 2002), obligando a
buscar otras estrategias de discriminacio´n. Un buen criterio para diferenciar el culti-
vo de las malas hierbas podr´ıa ser la posicio´n, es decir, considerar como infestacio´n
todo aquello que crezca fuera de las l´ıneas de cultivo. As´ı el problema se traduce en
localizar, y separar del resto de la imagen, las l´ıneas de cultivo y contabilizar como
mala hierba toda la cubierta vegetal que queda entre las mismas. Esta estrategia es
compatible con la forma de realizar la aplicacio´n de herbicida, que como veremos en
cap´ıtulos posteriores es mediante la activacio´n independiente de segmentos de pul-
verizacio´n en una barra de aplicacio´n de tratamientos, ya que las especies de malas
hierbas consideradas tienen un patro´n de crecimiento agregado, es decir, crecen en
forma de rodales, figura 4.1. El crecimiento en forma de rodales asegura tambie´n que
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los valores de densidad de mala hierba observados entre l´ıneas puedan ser extrapo-
lados para dar una medida correcta de la cantidad de mala hierba presente sobre el
cultivo (donde las malas hierbas son imposibles de distinguir).
Figura 4.1: Las infestaciones encontradas crecen en forma de rodales
En los muestreos llevados a cabo, las fotos se tomaron siempre con la misma
distancia focal y colocando la ca´mara verticalmente de forma que quedase recogido
el espacio entre dos l´ıneas de cultivo consecutivas, tal y como se muestra en la figura
4.2. De esta forma se obtiene una vista cenital de dos l´ıneas consecutivas de cultivo y
el a´rea entremedias. Desde esta perspectiva las l´ıneas de cultivo tomara´n una forma
geome´trica clara en las ima´genes, de columnas verticales. El a´rea cubierta por cada
imagen es de aproximadamente 0,51m2 (0,6m× 0,85m).
La base de datos actual contiene 1552 ima´genes, con variabilidad tanto espacial
como temporal en la adquisicio´n, asegurando por lo tanto la representacio´n de gran
diversidad de situaciones, tanto de iluminacio´n (d´ıas soleados o nublados) y textura
del suelo (suelo seco o hu´medo), como de estado de crecimiento del cultivo o de
cantidad y posicio´n de malas hierbas. Ejemplos de esta diversidad presente en las
ima´genes se muestran en la figura 4.3.
Se ve claramente co´mo en muchos casos el aspecto de las malas hierbas en el
estado inicial de crecimiento (momento o´ptimo para aplicar el herbicida) es indis-
81
Cap´ıtulo 4. Estimacio´n de la cobertura de malas hierbas en muestreos fotogra´ficos
Figura 4.2: Me´todo de toma de las ima´genes de muestreo
tinguible del cultivo. Esto es especialmente fa´cil de apreciar en las ima´genes 4.3(a)
y 4.3(d) (cereal) y en las ima´genes 4.3(j) y 4.3(o) (ma´ız).
El problema de localizar, y separar del resto de la imagen las l´ıneas de cultivo
y contabilizar como mala hierba toda la cubierta vegetal que queda entre las l´ıneas
detectadas se simplifica gracias al me´todo de toma de las ima´genes. Pero au´n as´ı,
la discriminacio´n presenta varias dificultades. Por ejemplo, las figuras 4.3(d) y (j),
muestran un caso en el que la mala hierba esta´ unida al cultivo, complicando la
discriminacio´n automa´tica. Existen otros casos, como los que se muestran en las
figuras 4.3(e),(h),(k) y (p), en los que un error en el sembrado da lugar a l´ıneas
de cultivo discontinuas y/o con deformaciones que podr´ıan dificultar el proceso de
separacio´n automa´tica. En otros casos el problema radica en el nivel de crecimiento
del cultivo. Por ejemplo, en la figura 4.3(b) las l´ıneas son pra´cticamente inexistentes,
mientras que en las figuras 4.3(f) y (g) debido al taman˜o de las mismas no hay
pra´cticamente espacio entre l´ıneas. Incluso puede pasar, como se aprecia en la figura
4.3(c), que una l´ınea de cultivo sea ma´s grande que otra. Finalmente, en ciertas
ocasiones un a´rea del campo puede hallarse infestada de rodales de malas hierbas,
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CEREAL
(a) (b) (c) (d)
(e) (f) (g) (h)
MAI´Z
(i) (j) (k) (l)
(m) (n) (o) (p)
Figura 4.3: Ejemplo de ima´genes de entrada. Las ima´genes de la (a) a la (h) corresponden a cereal
y de la (i) a la (p) corresponden a ma´ız
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como en las figuras 4.3(n) y (l). Problemas an˜adidos tienen que ver con el hecho de
que al ser ima´genes tomadas en exteriores, aparecen en ellas claras diferencias de
iluminacio´n, dependiendo de si el d´ıa era o no soleado, e incluso diferencias en el
color del suelo segu´n el grado de humedad, dependiente de las precipitaciones en la
zona.
Sin duda, el mayor reto es disen˜ar y desarrollar me´todos capaces de discriminar
correctamente entre cultivo, malas hierbas y suelo en todas las situaciones descritas.
Esto conduce a uno de los objetivos de la investigacio´n: el disen˜o y desarrollo
de me´todos de visio´n artificial que sean capaces de discriminar correctamente entre
cultivo, malas hierbas y suelo en ima´genes tomadas en situaciones reales sin control
de la iluminacio´n.
Los me´todos de visio´n artificial desarrollados se presentan en la seccio´n 4.1 y fue-
ron publicados en (Burgos-Artizzu et al., 2009c). Los procedimientos desarrollados
se integraron en una plataforma de procesamiento de ima´genes que en la actualidad
ayuda en todo el proceso de construccio´n de mapas de ı´ndice de cobertura de malas
hierbas y estado de crecimiento de cultivo para un campo a partir de ima´genes de
puntos de muestreo del mismo. Con vistas a optimizar el resultado de los me´todos y
facilitar el uso de la plataforma, se efectuo´ un ajuste de los para´metros del procesa-
miento mediante algoritmos evolutivos, explicado en la seccio´n 4.2 y presentados en
(Burgos-Artizzu et al., 2008). Finalmente, se doto´ a la plataforma de un sistema de
ayuda al procesamiento basado en experiencia, que indica al usuario cua´l es la mejor
forma de procesar una imagen en cada caso, seccio´n 4.3, esta u´ltima aproximacio´n
y los resultados asociados se presentaron en (Burgos-Artizzu y Ribeiro, 2006) y se
han publicado en (Burgos-Artizzu et al., 2009b).
4.1. Etapas y me´todos del procesamiento de ima´genes
y plataforma de gestio´n de ima´genes
Formalmente, a partir del tipo de ima´genes descritas, el sistema de deteccio´n debe
ser capaz de determinar los porcentajes de mala hierba, cultivo y suelo presentes en
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las fotograf´ıas. Los porcentajes de cultivo y suelo son importantes a la hora de medir
el riesgo que supone para el cultivo la mala hierba detectada Ribeiro et al. (2005).
Una vez tomadas las ima´genes, los objetivos del procesamiento se pueden des-
glosar en tres etapas, tal y como se muestra en la figura 4.4:
1. La correcta segmentacio´n de vegetacio´n frente al suelo y dema´s elementos
presentes en las ima´genes. La imagen de entrada a color se transforma en
una imagen binaria (so´lo dos colores) donde los p´ıxeles pertenecientes a la
capa vegetal (cultivo y mala hierba) queden separados del resto (etapa de
segmentacio´n).
2. La deteccio´n y eliminacio´n de las l´ıneas del cultivo. Se detecta, contabiliza
y elimina de entre los p´ıxeles pertenecientes a la capa vegetal aque´llos que
formen parte de alguna l´ınea de cultivo (etapa de deteccio´n o eliminacio´n de
l´ıneas de cultivo).
3. El filtrado y deteccio´n de p´ıxeles asociados a malas hierbas una vez eliminadas
las l´ıneas de cultivo. Se determina y contabiliza que´ p´ıxeles de los restantes
pertenecen a malas hierbas (etapa de filtrado y extraccio´n de malas hierbas)
El procesamiento propuesto permite extraer, en cada una de las etapas, los por-
centajes anteriormente enumerados: suelo en la segmentacio´n, cultivo en la elimina-
cio´n de las l´ıneas de cultivo y mala hierba en el filtrado.
Si se analiza el banco de ima´genes tomadas a lo largo de los cuatro u´ltimos an˜os,
se puede observar que e´stas muestran una gran variedad de situaciones, debido
a las condiciones cambiantes en las que han sido tomadas, tanto de iluminacio´n
(dif´ıcilmente controlable en exteriores) como de estado del suelo y de crecimiento
de la capa vegetal. Por tanto, los me´todos de procesamiento debera´n ser capaces de
adaptarse a todas las situaciones posibles. Adema´s, a cada una de las tres etapas
de procesamiento descritas le afecta de modo distinto los elementos cambiantes en
la imagen. Por ejemplo, la iluminacio´n (d´ıa soleado o nublado) y la humedad del
suelo sera´n importantes cara a la obtencio´n de una buena segmentacio´n, teniendo
que hacer frente a las sombras o reflejos presentes en la imagen para discriminar la
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Figura 4.4: Etapas en el procesamiento de ima´genes naturales
capa vegetal del resto, mientras que sera´n caracter´ısticas que no afectara´n a ninguna
de las siguientes etapas.
Para cada una de las tres fases de procesamiento se han desarrollado distintos
me´todos, que hacen frente al problema de mu´ltiples maneras. Como se vera´ en lo
que sigue, cada me´todo presenta sus ventajas e inconvenientes dependiendo de las
caracter´ısticas de la imagen tratada. La plataforma desarrollada permite el cambio
de me´todo de procesamiento en cada etapa haciendo que e´ste sea ma´s robusto y
adaptable a la gran variedad de situaciones posibles.
A continuacio´n se describen en detalle una por una las tres fases, enumerando
los problemas encontrados, posibles soluciones y la aportacio´n de este trabajo en
cada una de ellas, mediante el disen˜o e implementacio´n de distintos me´todos.
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4.1.1. Segmentacio´n
La segmentacio´n es el proceso por el cual se extraen de una imagen regiones de
intere´s. Segmentar una imagen significa separar la imagen de partida en segmentos
distinguibles, sobre los que posteriormente se operara´ por separado. En nuestro caso,
se necesita diferenciar claramente que´ zonas representan capa vegetal y cua´les no.
En definitiva, de lo que se trata es de transformar la imagen de partida (planos
de color Rojo-Verde-Azul, RGB) en una imagen binaria (blanco y negro), donde el
blanco represente vegetacio´n (cultivo y malas hierbas) y el negro represente fondo
(suelo, sombras, piedras, etc.).
La segmentacio´n es una de las operaciones ma´s habituales en el procesamiento
de ima´genes. Su naturaleza (separar lo que se considera de intere´s, en cada caso, del
resto), hace imposible su generalizacio´n, pudie´ndose encontrar en la literatura un
gran nu´mero de me´todos de segmentacio´n (Gonzalez y Woods, 2003; Pajares y de
la Cruz, 2007) segu´n el dominio del problema.
La segmentacio´n sobre ima´genes tomadas en exteriores, sin control sobre la ilumi-
nacio´n, es un campo de investigacio´n abierto en VA, pudie´ndose encontrar me´todos
directos para la reduccio´n o eliminacio´n de los efectos indeseables, como por ejemplo
el me´todo para la eliminacio´n de sombras planteado en Finlayson et al. (2002), o la
segmentacio´n mediante clasificacio´n de colores (Arbela´ez y Cohen, 2006). Tambie´n
es posible abordar la segmentacio´n a trave´s de te´cnicas de aprendizaje automa´tico,
como en Manduchi (2006), donde se propone un algoritmo que estima el tipo de ilu-
minacio´n presente compara´ndolo con ima´genes previas y posteriormente ajusta los
para´metros de la segmentacio´n de acuerdo a dicha iluminacio´n. En Tian y Slaughter
(1998) se propone un algoritmo adaptativo para la clasificacio´n de ima´genes y su
subsiguiente segmentacio´n.
Los me´todos de segmentacio´n propuestos han sido disen˜ados teniendo en cuenta
las ventajas de muchas de las te´cnicas ya existentes, pero buscando producir me´todos
simples y robustos, cuya adaptabilidad a distintas situaciones se logra por medio del
uso de para´metros de entrada. Para cubrir todas las posibles situaciones que aparecen
en las ima´genes, se han desarrollado dos me´todos: S1 y S2.
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Me´todo S1 (Escala de grises + umbral)
El primer paso de S1 consiste en transformar la imagen original a una imagen
en escala de grises usando las propiedades del plano de color secundario o de pig-
mentacio´n Cian en un modelo de color CMYK, usado en las impresoras. El plano
Cian puede usarse en ima´genes naturales para resaltar las partes de cubierta vegetal
del resto (Ribeiro et al., 2005). Cian es el opuesto al rojo, lo que significa que actu´a
como un filtro y absorbe este color (−R + G + B). La cantidad de cian aplicada a
un papel controlara´ la cantidad de rojo que se mostrara´ en la impresio´n. Magenta
es el opuesto al verde (+R − G + B) y amarillo el opuesto al azul (+R + G − B).
Al modo CMY se le an˜ade el canal negro (Black) debido a que el negro generado
por la mezcla de colores sustractivos, no es tan denso como el color negro puro. De
este modo en el plano Cian del espacio CMYK han desaparecido, o se han atenua-
do, las sombras y los elementos con contenido rojo como puede ser el suelo. As´ı, al
pasar la imagen original RGB a una imagen CYMK, el plano de pigmentacio´n Cian
muestra una imagen en escala de grises donde las zonas de cubierta vegetal tienen
mayor intensidad que el resto. Ahora bien, la transformacio´n de RGB a CYMK no
es directa y esta´ normalmente basada en las caracter´ısticas del dispositivo de salida
(impresora). En definitiva, CMYK es un espacio de colores sustractivos o una gama
entera de espacios de color ya que las tintas pueden variar y el efecto de las tintas
depende del tipo de papel empleado, razo´n por la que hay que calibrar el dispositivo
de salida.
Basa´ndonos en la discriminacio´n apreciada en el plano Cian, se puede construir
una imagen en escala de grises que incremente la separacio´n de la capa vegetal del
resto mediante una combinacio´n lineal de los planos de color primarios RGB con
coeficientes r, g, b, siguiendo la ecuacio´n 4.1 para todo p´ıxel (x, y) de la imagen.
F (x, y) = r ∗R(x, y) + g ∗G(x, y) + b ∗B(x, y) (4.1)
Los coeficientes de la combinacio´n lineal o para´metros que es necesario ajustar
para obtener el efecto deseado (r, g, b), deben cumplir los requisitos mostrados en
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las relaciones dadas en la ecuacio´n 4.2. La primera condicio´n (que la suma de los
valores de los tres coeficientes sea igual a 0) se impone para asegurar que los valores
devueltos por la combinacio´n lineal se mantengan en el mismo rango que los valores
de entrada (en este caso [0, 255] por tratarse de ima´genes de 8 bits). Si no se respeta
esta condicio´n, es necesario aplicar algu´n metodo de reescalado de los valores de
salida. Los siguientes requisitos incorporan la exigencia de que siempre exista una
contribucio´n del plano verde y e´sta sea al menos igual que la del plano de color rojo.
Finalmente, el u´ltimo requisito tiene el propo´sito de limitar los posibles valores de
los para´metros dentro de unos intervalos pequen˜os para facilitar los ca´lculos.

r + g + b = 0
g ≥ r
g ≥ 0,5
−3 ≤ r ≤ 1,5
(4.2)
La eleccio´n de los para´metros juega un papel fundamental. Uno de los conjuntos
de valores ma´s usados es r = −1, g = 2, b = −1(Woebbecke et al., 1995). Otros valo-
res que han demostrado dar muy buenos resultados son los propuestos en (Ribeiro
et al., 2005): r = −0,7, g = 0,588, b = 0,136. En la figura 4.5 se muestra el resultado
de la combinacio´n lineal usando ambos conjuntos de valores para los para´metros,
mostrando co´mo distintos valores para los coeficientes (r, g, b) dan lugar a resultados
muy diferentes.
El segundo y u´ltimo paso de S1 consiste en obtener una imagen binaria aplicando
un me´todo de umbral cla´sico sobre la imagen en escala de grises anterior. Todos los
p´ıxeles de la imagen que superen un cierto umbral se ponen al ma´ximo valor (255,
blanco), y el resto al mı´nimo valor (0, negro). En resumen, dada una imagen de
partida H y un umbral T, se crea una imagen F tal que (ecuacio´n 4.3):
F (x, y) =
{
255 si H(x, y) > T
0 si H(x, y) ≤ T (4.3)
89
Cap´ıtulo 4. Estimacio´n de la cobertura de malas hierbas en muestreos fotogra´ficos
imagen de partida
(a) r = −0,7, g = 0,588, b = 0,136 (b) r = −1, g = 2, b = −1
Figura 4.5: Ejemplo de construccio´n de una imagen en escala de grises a partir de la combinacio´n
lineal de los planos RGB. Resultados para distintos valores de los coeficientes de combinacio´n lineal
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En la figura 4.6 se puede observar el resultado con dos umbrales distintos, par-
tiendo de la imagen de la figura 4.5(b). Se aprecia claramente co´mo el valor del
umbral influye de manera directa en la calidad de la imagen resultante. Un umbral
demasiado bajo hace que se pierda informacio´n relevante, mientras que un umbral
demasiado alto podr´ıa dar lugar a una imagen con ruido. El valor adecuado del
umbral estara´ vinculado a la iluminacio´n de la escena. Una iluminacio´n de un d´ıa
soleado hara´ que la intensidad media de los p´ıxeles de la imagen sea mucho mayor
que la de un d´ıa nublado, y por lo tanto el umbral o´ptimo tambie´n debera´ ser mayor
en un caso que en otro.
Me´todo S2 (Plano RGB)
En este me´todo, la segmentacio´n se realiza mediante una funcio´n de exploracio´n
de la imagen y la definicio´n de una propiedad, de modo que aquellos p´ıxeles que
cumplan dicha propiedad se marcara´n como de intere´s (blancos) y el resto consti-
tuira´n el fondo (negro). Dada una imagen de partida H y una propiedad P, se crea
una imagen F tal que (ecuacio´n 4.4):
F (x, y) =
{
255 si H(x, y) ∈ P
0 si H(x, y) /∈ P (4.4)
Es evidente que la clave esta´ en la definicio´n de la propiedad P. Como ya se
explico´ en el apartado anterior, el objetivo es separar los p´ıxeles que representen
cobertura vegetal del resto. Ahora bien, la caracter´ıstica que ma´s discrimina a las
plantas es sin duda su signatura espectral visible (color). La propiedad P debera´ de-
terminar si un p´ıxel tiene color ’verde-planta’ o no. Ma´s concretamente, P no debe
limitarse a definir un color concreto sino una gama de colores, ya que hay que te-
ner en cuenta que muchos p´ıxeles, aunque del mismo color, pueden presentar otra
tonalidad debido a sombras o brillos. La incorporacio´n de este u´ltimo factor en la
propiedad P debe hacerse con cuidado ya que puede generar problemas, como incluir,
en la regio´n de intere´s, la sombra de los objetos.
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imagen de partida
(a) umbral = 195 (b) umbral = 227
Figura 4.6: Resultado de la binarizacio´n de la imagen obtenida de la combinacio´n lineal de los planos
RGB para valores del umbral distintos
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La propiedad P elegida define tanto la gama de color como los l´ımites de sombra
y de luminosidad de cada p´ıxel, consiguiendo de esta forma evitar los problemas
descritos anteriormente. Para definir la gama de color, P clasifica todos los colores
(espacio RGB) en 6 categor´ıas, dependiendo de cua´l de los tres planos de color tiene
ma´s relevancia a la hora de formar el color definitivo (el valor ma´s alto), y cua´l
menos (el valor ma´s bajo). De este modo, cada categor´ıa define una gama completa
de color, sin importar que e´ste tenga una mayor o menor intensidad. En la figura
4.7 se expone un ejemplo de lo explicado. La imagen 4.7(a) muestra la categor´ıa en
la que el verde es el color prominente y el rojo el de menor relevancia, esto incluye
todos aquellos colores situados entre el verde puro y el azul claro, mientras que la
figura 4.7(b) define la categor´ıa en la que el verde es el ma´s relevante y el azul el de
menor relevancia, determinando verdes ma´s cercanos al amarillo.
(a) G > B ∧B > R (b) G > R ∧R > B
Figura 4.7: Determinacio´n de gama de colores mediante la definicio´n de la relevancia en los planos
RGB
Una vez comprobado que el p´ıxel explorado corresponde a la gama de color
deseada, P verifica que dicho p´ıxel respete tambie´n los l´ımites de sombras y lumi-
nosidad, que determinan hasta cua´nta intensidad de luz o sombra se quiere detectar
en la gama de color. Dichos l´ımites se definen en te´rminos de la ma´xima y mı´nima
intensidad que pueden tomar cada uno de los planos que forman el p´ıxel (trata´ndose
de ima´genes de 8 bits, oscilara´n entre 0 y 255). Para asegurar que el p´ıxel explorado
no pertenece a zonas de sombra, se establece un l´ımite mı´nimo de intensidad sobre el
plano de mayor relevancia. De igual forma, para asegurar que el p´ıxel no pertenece
a zonas de luz reflejada, se impone un l´ımite ma´ximo de intensidad sobre el plano
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de menor relevancia. En la figura 4.8 se muestra un ejemplo del efecto de estas ope-
raciones sobre la gama de colores de la figura 4.7(a) con distinto valor de los l´ımites.
La figura 4.8(a) expone el efecto de limitar el exceso de luminosidad, mientras que
la figura 4.8(b) muestra el efecto del l´ımite sobre las sombras. En ambos casos se
ve co´mo se filtran los colores demasiado luminosos en el primer caso y demasiado
oscuros en el segundo.
(a) Luces = 25 , Sombras = 0 (b) Luces = 0 , Sombras = 150
Figura 4.8: Efecto de imponer l´ımites sobre la luminosidad y sombras de un determinado color
Finalmente, la propiedad P o condicio´n que debera´n cumplir los p´ıxeles para que
se consideren como pertenecientes a la zona de intere´s, queda como indica la ecuacio´n
4.5, definida la gama de colores mediante los planos de mayor y menor relevancia
(mayor y menor) y los l´ımites de luminosidad y sombras (luces y sombras).
En la figura 4.9 vemos el resultado final del me´todo S2 usando valores distintos
para los para´metros. Al igual que suced´ıa en el me´todo S1, los para´metros escogidos
juegan un papel fundamental en la obtencio´n de los resultados ma´s adecuados para
F (x, y) =

255 si

MAX(R(x, y), G(x, y), B(x, y)) = G(x, y)∧
MIN(R(x, y), G(x, y), B(x, y)) = B(x, y)∧
MAX(R(x, y), G(x, y), B(x, y)) ≥ sombras∧
MIN(R(x, y), G(x, y), B(x, y)) ≥ luces∧
0 en otro caso
(4.5)
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las siguientes etapas y que, adema´s, garanticen una estimacio´n precisa de la zona de
vegetacio´n en la imagen.
imagen de partida
(a) Luces = 25 , Sombras = 0 (b) Luces = 0 , Sombras = 150
Figura 4.9: Resultado de la aplicacio´n del me´todo de segmentacio´n S2 con distintos valores para
los para´metros
4.1.2. Eliminacio´n de las l´ıneas de cultivo
Una vez binarizada la imagen, el siguiente paso es la deteccio´n, estimacio´n de
densidad y eliminacio´n de las l´ıneas de cultivo. Partiendo de una imagen donde la
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cubierta vegetal esta´ representada en blanco y el resto en negro, el propo´sito de esta
etapa es diferenciar las l´ıneas de cultivo de las malas hierbas, y eliminar dichas l´ıneas,
de modo que en la siguiente etapa sea posible la extraccio´n de las malas hierbas. Al
convertir la imagen original en una imagen binaria, la anterior etapa ha eliminado
todos los problemas relacionados con las diferencias de iluminacio´n, humedad del
suelo, sombras, etc. Sin embargo, en este caso sera´n determinantes otros factores,
como el estado de crecimiento del cultivo y de las malas hierbas, la posicio´n de e´stas
y la presencia de errores en el sembrado.
Existen varias aplicaciones de visio´n artificial cuyo objetivo es la deteccio´n de las
l´ıneas de cultivo. En (Billingsley y Schoenfisch, 1997), una vez segmentada la imagen
se aplica la transformada de Hough, un me´todo cla´sico para la deteccio´n de l´ıneas
en ima´genes, de modo que las l´ıneas quedan claramente delimitadas, pudiendo ser
usadas para el guiado del tractor. Algo parecido se hace en (Astrand y Baerveldt,
2002), con ima´genes en blanco y negro. En (Tellaeche et al., 2008a) se usa tambie´n
la transformada de Hough una vez segmentada la imagen, aunque en este caso lo que
se extraen son los l´ımites de las l´ıneas y no las l´ıneas en s´ı, demarcando de esta forma
las zonas donde pueden encontrarse las infestaciones. En (Sogaard y Olsen, 2003) se
divide la imagen en varias franjas horizontales, y se calcula la posicio´n media de cada
l´ınea en cada una de las franjas para reconstruir, con esta informacio´n, las l´ıneas
sobre la imagen original. En (Hague y Tillet, 2001) se usa la o´ptica de la ca´mara
y su posicio´n con respecto al cultivo para el desarrollo de un filtro de frecuencia
que permite deteccio´n del cultivo. En (Pe´rez et al., 2000) se hace una exploracio´n
horizontal de la imagen y se toman como posiciones de las l´ıneas de cultivo aquellas
donde el valor del histograma alcanza los ma´ximos. Sin embargo, todos estos me´todos
tienen como objetivo la extraccio´n de las ecuaciones de las rectas que aproximan las
l´ıneas de cultivo, mientras que en este caso es necesario detectar con precisio´n todos
los p´ıxeles pertenecientes al cultivo, para dar una estimacio´n precisa de la densidad
de e´ste.
Igual que ocurre en el caso de la segmentacio´n, el funcionamiento de los me´todos
utilizados es muy dependiente tanto de las caracter´ısticas del equipo como de su
colocacio´n sobre la escena. Ninguno de los me´todos para la deteccio´n de l´ıneas de
cultivo propuestos hasta ahora tiene en cuenta variaciones en la etapa de crecimiento
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del cultivo ni de la cantidad de malas hierbas, dando por supuesto siempre que
las l´ıneas de cultivo esta´n claramente delimitadas y aisladas. Sin embargo, tal y
como ya se explico´ en la introduccio´n mediante las ima´genes ejemplo de la figura
4.3, pueden producirse casos en los que las l´ıneas son muy dif´ıciles de detectar
por su forma, debido a su exceso/defecto de crecimiento, figuras 4.3(f) y (b), a la
presencia de errores en el sembrado figura 4.3(e), o a la conexio´n con el rodal de
malas hierbas, figura 4.3(d). Por ello, se han desarrollado tres me´todos, E1 , E2 y
E3 , para resolver con e´xito todas las situaciones encontradas, a expensas, en algunos
casos, de aplicar procedimientos computacionalmente ma´s complejos, lo que podr´ıa
limitar su aplicacio´n en tiempo real. Igual que en la fase de segmentacio´n, cada
me´todo usa para´metros de entrada para lograr la mejor adaptacio´n al conjunto de
casos.
Me´todo E1 (Vector de columnas)
El primer me´todo es el ma´s sencillo y ma´s ra´pido. Parte de la base de que todas
las ima´genes tratadas presentan las l´ıneas de cultivo como columnas verticales en la
imagen, por lo que sencillamente localiza y elimina de la imagen toda columna con
un nu´mero de p´ıxeles blancos considerable. Ma´s concretamente, el procedimiento
es el siguiente: explorando la matriz de p´ıxeles de la imagen, se genera un vector
que tiene tantas componentes como columnas posee la matriz y cada componente
almacena el nu´mero de p´ıxeles en blanco en la columna asociada. Una vez construido
el vector, se halla la componente o componentes de valor ma´ximo, y se eliminan todas
aquellas columnas cuyo valor en el vector (es decir, cuyo nu´mero de p´ıxeles) este´n
comprendidos entre el ma´ximo y el ma´ximo menos un porcentaje definido como
para´metro. Es decir, dada la imagen de partida H, y un porcentaje, se crea una
imagen F tal que (ecuacio´n 4.6):
F (x, y) =
{
0 si V (x) ≥ maximo ∗ porcentaje
H(x, y) en otro caso
siendo,
V (x) =
∑
yH(x, y)
(4.6)
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En la figura 4.10 se muestra el resultado de aplicar este me´todo sobre una misma
imagen usando dos valores distintos de porcentaje. Para una mejor comprensio´n, los
p´ıxeles eliminados se muestran en amarillo. En la figura 4.11 vemos el problema que
presenta este me´todo ante ima´genes con mucha mala hierba, habiendo casos en los
que al eliminar las l´ıneas de cultivo con este me´todo se puede eliminar tambie´n gran
parte de la zona de malas hierbas.
(a) porcentaje = 30% (b) porcentaje = 75%
Figura 4.10: Resultado de aplicar el me´todo E1 con distinto valor de porcentaje
Me´todo E2 (Vector de filas y mı´nimo)
Este segundo me´todo mejora al anterior, ya que opera sobre la totalidad de la
imagen, en lugar de compactar e´sta en un vector de columnas causando pe´rdida de
informacio´n. El me´todo E2 parte de una suposicio´n similar a la del me´todo anterior:
la zona central de la l´ınea de cultivo es fa´cilmente identificable, como la columna
cuyo nu´mero total de p´ıxeles blancos es el ma´ximo, normalmente similar a la altura
de la imagen. Esto es cierto incluso en ima´genes con infestacio´n alta de malas hierbas
como la de la figura 4.11(a), ya que aunque pueden darse columnas con un nu´mero
de p´ıxeles blancos muy alto, dif´ıcilmente sera´ igual al ma´ximo. Una vez localizados
los centros de las l´ıneas de cultivo, E2 escoge una cualquiera (pueden haber varias)
y la toma como punto de partida para un procesamiento por filas que llevara´ a
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(a) imagen de partida infestada (b) porcentaje = 40%
Figura 4.11: Aplicacio´n del me´todo E1 sobre una imagen infestada
la eliminacio´n de la l´ınea, repitiendo este proceso tantas veces como sea necesario
(hasta que no se encuentren en la imagen ma´s columnas con un nu´mero ma´ximo de
p´ıxeles a blanco). Habitualmente, y en el tipo de fotos tomadas, el procedimiento se
realiza dos veces, ya que so´lo hay dos l´ıneas de cultivo en cada imagen.
El procesamiento efectuado por filas es el siguiente: partiendo del centro de la
l´ınea de cultivo y de la primera fila de la imagen, E2 se va desplazando simulta´nea-
mente a la izquierda y a la derecha dentro de esa misma fila, eliminando todos los
p´ıxeles por los que pasa, hasta que considere que se ha alcanzado el l´ımite izquier-
do/derecho de la l´ınea de cultivo, momento en el que se detiene. Una vez detenido
tanto en su recorrido hacia la izquierda como en el de la derecha, pasa a procesar la
siguiente fila, y as´ı con todas, quedando la l´ınea de cultivo completamente eliminada.
La clave esta´ en co´mo determinar si el p´ıxel en una posicio´n concreta sigue estando
dentro de la l´ınea de cultivo o no, o lo que es lo mismo, si se ha alcanzado el borde
de la l´ınea.
En una primera versio´n del me´todo, el procesamiento segu´ıa explorando y elimi-
nando p´ıxeles mientras todos los p´ıxeles encontrados fuesen blancos, detenie´ndose en
el primer p´ıxel negro encontrado. El problema de este procedimiento era que paraba
pra´cticamente nada ma´s empezar, ya que aunque a primera vista parezca que las
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l´ıneas de cultivo son totalmente densas, en realidad presentan grupos de p´ıxeles ne-
gros aislados, formando islotes. Esto se puede observar claramente en la ampliacio´n
de una de las l´ıneas de cultivo de la figura 4.6(b), mostrada en la figura 4.12(a). En
la figura 4.12(b) se muestra el funcionamiento de la primera versio´n de E2 sobre la
imagen de la figura 4.6(b).
(a) Ampliacio´n de una l´ınea de cultivo (b) Resultado de la 1a versio´n de E2
Figura 4.12: Presencia de p´ıxeles negros aislados dentro de las l´ıneas de cultivo y como afectaban a
la primera versio´n de E2
Para evitar la parada prematura, se usa en cada exploracio´n un vector que al-
macena tanto el p´ıxel actual como los n siguientes a explorar, decidiendo parar si
y so´lo si no hay un nu´mero mı´nimo m de p´ıxeles blancos dentro de las posiciones
que abarca dicho vector. Los valores tanto de n (taman˜o del vector) como de m
(mı´nimo nu´mero de p´ıxeles blancos necesarios para continuar el proceso de avance)
son para´metros de entrada al algoritmo.
Te´ngase en cuenta que el proceso explicado se repite tanto hacia la derecha como
hacia la izquierda de la columna inicial, para todas las filas de la imagen, adema´s
de tantas veces como l´ıneas de cultivo haya presentes en la imagen. En la figura
4.13 se muestran los resultados del me´todo sobre la misma imagen elegida para
ilustrar el me´todo E1 (figura 4.10). Se puede observar el mejor funcionamiento de
este me´todo frente al anterior. Otro ejemplo de co´mo el me´todo E2 ajusta mejor
que E1, se muestra en la figura 4.14, viendo el resultado de E2 sobre la imagen
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infestada (figura 4.11(a)). Los valores de n y m tienen gran influencia sobre el ajuste
de la operacio´n de eliminacio´n.
(a) n = 35 , m = 5 (b) n = 39 , m = 30
Figura 4.13: Aplicacio´n del me´todo E2 sobre la misma imagen que en la figura 4.10 con distinto
valor para los para´metros n y m
Me´todo E3 (Vector filas y bordes)
Teniendo en cuenta la fisonomı´a de las l´ıneas de cultivo en las ima´genes proce-
sadas, los bordes pueden utilizarse como ayuda en la extraccio´n de las mismas. En
(Billingsley y Schoenfisch, 1997; Tellaeche et al., 2008a), se usan los bordes como
puntos de partida para la posterior aproximacio´n mediante rectas de las l´ıneas de
cultivo, usando la transformada de Hough. Este me´todo ha demostrado ser muy
eficaz, aunque poco robusto ante ima´genes no uniformes, debido a la dificultad al
aproximar las rectas cuando el nu´mero y posicio´n de los bordes es variable. De todo
esto, y como alternativa al me´todo anterior, se propone el me´todo E3, que combina
el procesamiento por filas de E2 con la caracterizacio´n de las l´ıneas de cultivo me-
diante operadores de borde. Este me´todo logra mejorar los resultados de E2, aunque
debido al preprocesamiento de la imagen para la extraccio´n de bordes, es un me´todo
computacionalmente costoso y, por tanto, de dif´ıcil aplicacio´n en tiempo real.
Un p´ıxel se considera borde cuando los p´ıxeles de su alrededor (vecinos), pre-
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Figura 4.14: Resultado de la aplicacio´n del me´todo E2 sobre una imagen infestada (n = 35 ,m = 30)
sentan una brusca variacio´n con respecto a e´l en los valores de intensidad. Es decir,
los bordes delimitan los puntos frontera a partir de los cuales se producen cambios
bruscos en la imagen. Esta informacio´n es de gran utilidad para la extraccio´n de
contornos, dando lugar a aplicaciones muy variadas, como pueden ser el reconoci-
miento de objetos, la calibracio´n, o la deteccio´n de movimiento (Gonzalez y Woods,
2003; Pajares y de la Cruz, 2007).
La variacio´n de nivel en los p´ıxeles vecinos a un borde no tiene un comportamien-
to brusco sino progresivo, debido a que el muestreo de las ima´genes no es perfecto
y produce bordes desdibujados, tal como se muestra en la figura 4.15. La figura
4.15(b) presenta el histograma del valor en intensidad de los p´ıxeles de una l´ınea de
exploracio´n horizontal sobre la figura 4.15(a), marcada en blanco. Se puede apreciar
claramente co´mo al principio y al final se producen cambios de claro a oscuro (y
viceversa), marcando el inicio/final del objeto presente, y co´mo este cambio no es
repentino sino en forma de rampa. Debido a esto, la mayor´ıa de operadores de ex-
traccio´n automa´tica de bordes se basan en derivadas locales sobre la imagen, ya que
la derivada tomara´ valor negativo/positivo en los p´ıxeles que marcan el principio de
una rampa y 0 en el resto de p´ıxeles.
Ahora bien, en la figura 4.15 so´lo se hace una exploracio´n horizontal, por lo que
solamente se detectara´n bordes verticales, es decir, las l´ıneas de contorno verticales
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(a) imagen ejemplo (b) histograma de una
exploracio´n horizontal
Figura 4.15: Uso del cambio de niveles de intensidad para la extraccio´n de bordes
del objeto. Esta exploracio´n no detectara´ ningu´n cambio de valor que se produzca
en sentido vertical (bordes horizontales), ya que para eso es necesario efectuar una
exploracio´n vertical de la imagen (por filas en lugar de por columnas). Ma´s concre-
tamente, de cada una de las exploraciones se puede extraer una derivada distinta:
la derivada con respecto a x y la derivada con respecto a y, donde x e y son res-
pectivamente las columnas (exploracio´n horizontal) y las filas (exploracio´n vertical).
Para detectar correctamente todos los bordes de una imagen, en todos los posibles
sentidos (a´ngulos), es necesario combinar dichas derivadas. El vector bidimensional
formado por ambas derivadas se conoce como gradiente de una imagen. Dada una
imagen H, el gradiente G se construye como (ecuacio´n 4.7):
G [H(x, y)] =
[
Gx
Gy
]
=
 δδxH(x, y)
δ
δy
H(x, y)
 (4.7)
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El gradiente apunta en la direccio´n de ma´xima variacio´n de H en el punto (x,y)
con magnitud |G| =
√
G2x +G2y y direccio´n φ = tan
−1
(
Gy
Gx
)
.
Intuitivamente la derivada en un punto de la imagen se puede calcular mediante
las diferencias de primer orden con los p´ıxeles adyacentes. Sin embargo habitualmen-
te se ampl´ıa la exploracio´n a ma´s p´ıxeles cercanos adema´s de so´lo los adyacentes
(normalmente a un entorno de vecindad de 9x9) y despue´s se promedia, para hacer
frente a posibles errores de muestreo o ruido y obtener de esta forma mejores resul-
tados. En la literatura se han propuesto muchos me´todos distintos para el ca´lculo
de derivadas en ima´genes, y por lo tanto diferentes modos de detectar bordes. En la
figura 4.16 se muestra un ejemplo de deteccio´n de bordes. Partiendo de la imagen
4.16(a), la figura 4.16(b) muestra el resultado de la extraccio´n de bordes mediante
un me´todo cla´sico (Sobel) y la figura 4.16(c) muestra el resultado de otro me´to-
do, conocido como Canny, que no so´lo extrae los bordes sino que adema´s cierra los
contornos.
En cuanto al problema de extraccio´n de l´ıneas de cultivo, en la figura 4.17 se
ve el resultado de la extraccio´n de bordes (en rojo), sobre una imagen segmentada.
Como cab´ıa esperar, tanto las l´ıneas de cultivo como los conjuntos grandes de malas
hierbas quedan claramente diferenciados, y adema´s se detectan los islotes negros
mencionados en la figura 4.12(a). Esta informacio´n puede ser de gran utilidad al
an˜adirse al procesamiento por filas llevado a cabo en E2.
El paso inicial en el me´todo E3 consiste en aplicar una operacio´n de apertura
morfolo´gica (erosio´n seguida de dilatacio´n) sobre la imagen binarizada para eliminar
los p´ıxeles aislados y realzar el resto. Luego, E3 extrae los bordes usando Sobel y
marca dichos puntos en rojo. A continuacio´n comienza la eliminacio´n de las l´ıneas
de cultivo. El recorrido de exploracio´n sobre la imagen es ide´ntico al descrito en el
me´todo E2 ; es decir se calcula el centro de cada l´ınea de cultivo y se procesa cada
fila partiendo de los puntos centrales, desplaza´ndose a la derecha y a la izquierda
simulta´neamente hasta ’salir’ de la l´ınea de cultivo. Lo que cambia con respecto
al me´todo E2 es la decisio´n sobre que´ p´ıxeles eliminar (puesta a negro) y cua´ndo
detener el proceso en la fila. El me´todo E3 usa 3 para´metros: dos umbrales de
distancia en nu´mero de p´ıxeles (θ1 ≤ θ2) y un porcentaje de eliminacio´n p (similar
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(a) imagen de partida
(b) bordes (sobel) (c) bordes + contornos (canny)
Figura 4.16: Extraccio´n de bordes con distinta direccio´n de gradiente
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(a) imagen segmentada (b) bordes
Figura 4.17: Caracterizacio´n de las l´ıneas de cultivo mediante operadores de borde
al usado en el me´todo E1 ).
El funcionamiento de E3, dada una imagen de partida H, el p´ıxel actual a, el
pro´ximo p´ıxel no negro ma´s cercano s a una distancia d y el porcentaje de elimina-
cio´n p se describe a continuacio´n y viene resumido en la Tabla 4.1. Siempre que la
distancia al pro´ximo p´ıxel no negro sea mayor que θ2, el algoritmo se detiene, ya que
al no haber p´ıxeles cercanos ni blancos ni rojos se considera haber llegado al final
de la l´ınea de cultivo. En caso contrario, el algoritmo se comporta de forma distinta
dependiendo del color de a 1. Cuando a es blanco, se borran todos los p´ıxeles hasta s
y se vuelve a empezar reemplazando a por s, ya que los saltos cortos y medios tanto
de blanco a blanco como de blanco a rojo indican que se sigue dentro de la l´ınea de
cultivo. Lo mismo sucede con los saltos cortos cuando a es rojo. Sin embargo, en los
saltos medios de rojo a rojo sin blancos por medio hay que distinguir entre dos casos:
caso 1- salto desde el borde de la l´ınea de cultivo al borde de malas hierbas o de
otra l´ınea de cultivo (el algoritmo debe detenerse) y caso 2- salto entre dos orillas
consecutivas de un “islote” negro en el interior de la l´ınea de cultivo (el algoritmo
debe continuar). Para distinguir entre estos dos casos, se usa el vector de columnas
1No´tese que se considera tambie´n la posibilidad de que el p´ıxel actual a sea negro, porque aunque
nunca se salta hasta un p´ıxel negro s´ı es posible que el algoritmo empiece situado en un p´ıxel negro
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del me´todo E1, usado en la deteccio´n del punto central de la l´ınea de cultivo, que
conten´ıa para cada columna el nu´mero total de p´ıxeles blancos. Si la proporcio´n de
p´ıxeles blancos entre a y s sobre el total de p´ıxeles es mayor que p, significa que
en general entre a y s hay muchos blancos salvo en la fila actual (en la que no hay
blancos), por lo que se trata de una zona negra aislada, caso 2. Si por el contrario
la proporcio´n de blancos es menor que p sera´ porque es una zona negra en todas
las filas, caso 1. Por u´ltimo, si a es negro, simplemente se avanza hasta s sin borrar
nada y se remplaza a por s para empezar en un p´ıxel blanco o rojo. Cabe resaltar
que si el valor de ambos umbrales es el mismo (θ1 = θ2), E3 so´lo detectara´ saltos
medios o largos, nunca cortos, no ejecuta´ndose nunca la segunda columna (d < θ1)
de la Tabla 4.1.
Tipo del Distancia d (en p´ıxeles) hasta pro´ximo p´ıxel no negro s
p´ıxel d ≤ θ1 θ1 < d ≤ θ2 d > θ2
actual a
Blanco Elimina todos los p´ıxeles Elimina todos los p´ıxeles Fin
desde a hasta s desde a hasta s
y salta hasta s (a← s) y salta hasta s (a← s)
Borde Elimina todos los p´ıxeles SI Fin
desde a hasta s
∑
yH(a . . . s, y) > maximo ∗ p
y salta hasta s (a← s) ENTONCES
Elimina todos los p´ıxeles
desde a hasta s
y salta hasta s (a← s)
SI NO
Fin
Negro Salta hasta s (a← s) Salta hasta s (a← s) Fin
Tabla 4.1: Funcionamiento del me´todo E3
La fuerza de E3 reside sobre todo en el uso de los bordes (p´ıxeles rojos) para la
deteccio´n de zonas negras aisladas dentro de la l´ınea de cultivo, cosa que ninguno de
los me´todos anteriores considera. En la figura 4.18 vemos los resultados de aplicar
este me´todo en las mismas ima´genes utilizadas como ejemplo para E1 y E2. Se
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(a) θ1 = 15 , θ2 = 30 , p = 80% (b) θ1 = 50 , θ2 = 60 , p = 60%
c) θ1 = 2 , θ2 = 5 , p = 60%
Figura 4.18: Resultado de aplicar el me´todo E3 con distinto valor para los para´metros
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aprecia fa´cilmente co´mo el ajuste a las l´ıneas de cultivo es mejor que el de los
me´todos anteriores, sobre todo en la imagen infestada, figura 4.18(c). Adema´s, se
comprueba tambie´n que el valor de los para´metros no es tan determinante como en
los otros me´todos, debido a que el uso de dos umbrales de distancia, en lugar de uno
so´lo, hace que el procesamiento sea ma´s robusto.
4.1.3. Filtrado de las malas hierbas
El objetivo de los me´todos de eliminacio´n de las l´ıneas de cultivo es que todo
p´ıxel blanco presente en la imagen resultante, pertenezca a zonas de mala hierba.
Sin embargo, las ima´genes procesadas pueden presentar situaciones muy variadas
y no siempre es fa´cil adaptarse a cada situacio´n y lograr la correcta eliminacio´n
de toda l´ınea de cultivo para todos los casos. Esta etapa podr´ıa considerarse una
etapa de deteccio´n de malas hierbas, similar a las varias vistas en el Cap´ıtulo 3. Sin
embargo, las malas hierbas encontradas so´lo pueden discriminarse por su posicio´n
(entre las l´ıneas de cultivo), no sirviendo ninguno de los me´todos existentes que se
basan principalmente en clasificaciones por taman˜o, forma o color. En consecuencia,
esta u´ltima etapa se considera ma´s bien una fase de filtrado.
Existen muchos factores que influyen en el correcto resultado de la fase de filtra-
do, desde el valor de los para´metros, hasta la calidad y tipo de la imagen, factores
dif´ıciles de controlar. En concreto, los objetivos de esta etapa son: 1) quitar todos los
p´ıxeles que no este´n entre las l´ıneas de cultivo eliminadas, ya que las malas hierbas
so´lo se manifiestan entre l´ıneas y 2) discriminar entre los p´ıxeles aislados (restos de
l´ıneas de cultivo no eliminadas correctamente o ruido en la imagen original) y los
p´ıxeles que pertenecen a zonas de malas hierbas.
Para lograr el primer objetivo hay que determinar las posiciones de comienzo y
final de todas las l´ıneas de cultivo y eliminar todo p´ıxel blanco que no se encuentre
entre dos l´ıneas consecutivas. La posicio´n de cada l´ınea de cultivo se determina al
final de la etapa de eliminacio´n, ya que se necesita la informacio´n usada durante esa
etapa para saber la localizacio´n de e´stas. En la figura 4.19 se muestra gra´ficamente
co´mo se consigue el primer objetivo dependiendo de si se ha usado el me´todo E1,
figura 4.19(a), o los me´todos E2 y E3, figura 4.19(b). En el primer caso, teniendo en
109
Cap´ıtulo 4. Estimacio´n de la cobertura de malas hierbas en muestreos fotogra´ficos
cuenta que el me´todo E1 elimina columnas enteras, se puede considerar como l´ımite
izquierdo de la primera l´ınea de cultivo la columna eliminada ma´s a la izquierda, y
del mismo modo la columna eliminada ma´s a la derecha determina el l´ımite derecho
de la segunda l´ınea de cultivo (o de la u´ltima en caso de haber ma´s de dos). Debido
a que E1 se encarga de eliminar el cultivo, una vez localizados ambos l´ımites, basta
eliminar todo p´ıxel entre dichos l´ımites izquierdo/derecho y el inicio/final de la
imagen para conseguir lo deseado, tal como se muestra en rojo en la figura 4.19(a).
Para los me´todos E2 o E3, el ca´lculo de los l´ımites del cultivo es ma´s complicado
ya que no se elimina toda la columna de modo uniforme. Lo que se hace en este caso
es hallar las columnas medias de eliminacio´n de cada cultivo, calculando la media
aritme´tica de las posiciones nume´ricas de las columnas de la imagen en las que
se ha detenido el procesamiento en cada lado y en cada l´ınea de cultivo. Una vez
conocidos los l´ımites, se eliminan todos los p´ıxeles que no se encuentren entre el l´ımite
derecho de la primera l´ınea de cultivo, I2, y el l´ımite izquierdo de la segunda l´ınea
de cultivo, D1. En la imagen 4.19b se muestran estos l´ımites (en azul y marcados
respectivamente como I1, I2, D1 y D2 ) y las zonas que se eliminan finalmente de la
imagen (en rojo).
(a) Me´todo E1 (b) Me´todos E2 y E3
Figura 4.19: Identificacio´n de los bordes de las l´ıneas de cultivo en E1, E2 y E3
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En cuanto al segundo objetivo, discriminar entre p´ıxeles aislados (ruido) y aque-
llos que provienen de una zona de infestacio´n, es algo ma´s complicado, y para su
consecucio´n se han desarrollado tres me´todos distintos: F1, F2 y F3, explicados a
continuacio´n.
Me´todo F1 (Iterativo con entorno de vecindad)
El objetivo principal de la etapa de filtrado, una vez descartadas las zonas ex-
teriores al espaciado entre las l´ıneas de cultivo, es la deteccio´n de las malas hierbas
caracterizadas como agrupamientos de p´ıxeles blancos en una misma zona, mediante
la eliminacio´n de los p´ıxeles aislados o ruido. F1 realiza esto de la forma ma´s sencilla;
para cada p´ıxel blanco presente en la imagen determina si e´ste pertenece o no a mala
hierba, analizando el entorno de vecindad del p´ıxel. Ma´s detalladamente, para cada
p´ıxel blanco F1 explora el entorno de vecindad de radio×radio p´ıxeles (donde radio
es un para´metro predefinido), y calcula la proporcio´n de blancos que hay en dicho
entorno. Esta proporcio´n da una medida de lo aislado o agrupado que esta´ el p´ıxel. El
me´todo F1 usa dos umbrales (θlimpia ≤ θrealza), de modo que por debajo del primero
borra el p´ıxel y todos los p´ıxeles del entorno de vecindad, y por encima del segundo
pone todos a blancos, no realizando ninguna modificacio´n si la proporcio´n se encuen-
tra entre ambos umbrales. En la figura 4.20 se muestra el funcionamiento de este
modo de filtrado. Los p´ıxeles del a´rea marcada en rojo, que tiene una proporcio´n alta
de blancos (proporcion ≥ θrealza), se pondra´n todos a blanco. En el a´rea marcada
en amarillo, como hay pocos blancos (θlimpia ≤ proporcion), los p´ıxeles se pondra´n
a negro, o lo que es lo mismo, se eliminara´n. Por u´ltimo, en el a´rea verde la propor-
cio´n esta´ comprendida entre los umbrales definidos (θlimpia < proporcion < θrealza),
por lo que F1, en este caso, no hace nada. No´tese que si θlimpia = 0, F1 no eli-
minara´ ningu´n p´ıxel; de modo ana´logo, si θrealza = 1 nunca se agrupara´n p´ıxeles.
Adema´s, F1 es un me´todo iterativo, efectuando tantas iteraciones como el valor de
su cuarto para´metro, It, indique.
El resultado de la aplicacio´n del me´todo F1, es bastante satisfactorio, ya que
elimina p´ıxeles aislados, muchos de ellos procedentes del ruido y a la vez dilata las
zonas blancas (malas hierbas), tal y como se deseaba. En la figura 4.21 se ve el
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Figura 4.20: Ejemplo de los 3 tipos de operacio´n efectuados por F1
resultado de este me´todo sobre una misma imagen, figura 4.21(a) usando valores
distintos de los para´metros. Se observa co´mo el me´todo funciona bastante bien,
dejando despue´s de varias iteraciones so´lo la mala hierba. El gran problema de F1
es su alt´ısima complejidad, alcanzando en el peor de los casos una complejidad de
orden Θ(N ×M × radio2 × It) , siendo N ×M el taman˜o de la imagen, radio el
taman˜o del entorno de vecindad explorado e It el nu´mero de iteraciones. Todo esto
se traduce en tiempos de ejecucio´n inaceptables (ve´ase el cap´ıtulo de resultados),
sobre todo con valores de radio o de It grandes, lo que convierte en inviable el
uso del me´todo sobre varias ima´genes a la vez y ma´s au´n si se quiere utilizar en
procesamiento de ima´genes en tiempo real.
Me´todo F2 (Agrupacio´n de regiones)
El segundo me´todo desarrollado tambie´n diferencia los p´ıxeles de mala hierba
del resto segu´n si el p´ıxel forma parte de un grupo suficientemente grande de p´ıxeles
blancos. El me´todo F2 usa el concepto de regio´n. En concreto, dos p´ıxeles blancos
pertenecera´n a la misma regio´n si esta´n conectados entre s´ı, o lo que es lo mismo,
todos los p´ıxeles conectados entre s´ı forman parte de una misma regio´n. Se entiende
por conectado el hecho de pertenecer a la misma regio´n de vecindad espacial, que
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(a) imagen de partida
(b) radio = 4 , It = 5, (c) radio = 3 , It = 2,
θlimpia = 0,7 , θrealza = 0,7 θlimpia = 0,3 , θrealza = 0,8
Figura 4.21: Resultados de la aplicacio´n del me´todo F1 con distintos valores para los para´metros
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en este caso se ha definido de 3x3.
F2 identifica dentro de la imagen las regiones blancas como entes independientes
y almacena cada regio´n en un vector de regiones, transformando de este modo la
imagen binaria a un TAD (Tipo Abstracto de Datos) que contiene las regiones
localizadas y organizadas. Para localizar las regiones presentes en la imagen, F2
debe computar que´ p´ıxeles esta´n conectados entre s´ı para situarlos en la misma
regio´n. Esto requiere, para cada p´ıxel i, comprobar el valor de sus 8 vecinos:
 v1 v2 v3v4 i v5
v6 v7 v8

Sin embargo, se puede reducir dicha comprobacio´n a so´lo 4 vecinos si se recorre
la imagen ordenadamente, desde su extremo izquierdo superior hasta su extremo
derecho inferior, y para cada p´ıxel blanco encontrado se comprueba so´lo el valor de
sus p´ıxeles vecinos que hayan sido ya explorados, que por el orden de recorrido ser´ıan
so´lo los 4 primeros (v1 . . . v4). Si alguno de ellos es blanco, el p´ıxel actual pasa a
formar parte de la misma regio´n que dicho vecino (ya que al haber sido ya explorado
ha tenido que ser incluido en alguna regio´n), y si por el contrario ninguno de ellos
es blanco, el p´ıxel actual crea una nueva regio´n de la que de momento sera´ su u´nico
miembro. Asimismo, si el p´ıxel actual tiene varios vecinos blancos y e´stos no esta´n
en la misma regio´n (puede ocurrir por ejemplo cuando v1 y v3 son blancos pero v2
no), debera´n unirse las regiones asociadas a dichos vecinos en una u´nica regio´n e
incluir en ella al p´ıxel actual. En la figura 4.22 se muestra un ejemplo del resultado
de este procedimiento. A la izquierda se presenta la matriz de valores de la imagen
procesada, y a la derecha la pertenencia de cada p´ıxel blanco a una u otra figura.
Se ve claramente co´mo las regiones formadas pueden tener p´ıxeles negros en medio
(R1 ), lo que permite la correcta extraccio´n de las zonas de malas hierbas.
Una vez detectadas todas las regiones extra´ıdas, F2 las ordena de mayor a
menor, y elimina todas aquellas que no tengan un nu´mero de p´ıxeles dentro del
porcentaje establecido como para´metro, que se fija con respecto al taman˜o de la
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
1 0 0 0 1 1 1 1 1 1
1 1 0 0 0 1 1 1 1 0
1 1 1 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1 0 0
0 0 1 0 1 1 1 0 0 0
0 1 0 0 0 0 0 0 0 1
0 0 0 1 1 1 0 0 1 1
0 1 0 1 1 1 0 0 0 1
0 1 0 1 1 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0


R1 0 0 0 R1 R1 R1 R1 R1 R1
R1 R1 0 0 0 R1 R1 R1 R1 0
R1 R1 R1 0 R1 0 0 0 R1 0
0 0 0 R1 0 0 0 R1 0 0
0 0 R1 0 R1 R1 R1 0 0 0
0 R1 0 0 0 0 0 0 0 R2
0 0 0 R3 R3 R3 0 0 R2 R2
0 R4 0 R3 R3 R3 0 0 0 R2
0 R4 0 R3 R3 R3 0 0 0 0
R4 0 0 0 0 0 0 0 0 0

Figura 4.22: Extraccio´n de regiones en el me´todo F2
regio´n ma´s grande de todas las extra´ıdas. De este modo se filtran todas aquellas
regiones que no denotan una agrupacio´n considerable de p´ıxeles (malas hierbas).
La figura 4.23 muestra los resultados de este me´todo sobre la imagen de partida
4.21(a) para distintos valores del para´metro de entrada al me´todo. Co´mo se puede
observar, los resultados obtenidos son mejores que los obtenidos con F1, con un
coste computacional menor y usando un u´nico para´metro de entrada.
Me´todo F3 (Agrupacio´n de regiones + densificacio´n)
El me´todo anterior, aunque proporciona buenos resultados en la mayor´ıa de las
ima´genes, no se ajusta suficientemente bien en algunos casos. El primer problema que
presenta F2 se debe a que en ciertas ima´genes aparecen fragmentos en regiones que
a simple vista parecen unidas completamente. En la figura 4.24(a) se muestra una
ampliacio´n de la mala hierba central de la imagen 4.21(a), que a primera vista parec´ıa
una u´nica regio´n, estando sin embargo fraccionada en diversos puntos (marcados en
rojo). Debido a esto, F2 extraera´ tres regiones en lugar de una u´nica, y se corre el
riesgo de que al ser ma´s pequen˜as se filtren incorrectamente. Para subsanar este tipo
de situaciones, F3 realiza una operacio´n morfolo´gica de apertura sobre la imagen
de partida antes de la extraccio´n de regiones, operacio´n que “conecta” todas las
regiones grandes levemente fracturadas. En la figura 4.24(b) se muestra el resultado
de la apertura sobre la regio´n de la figura 4.24(a), vie´ndose claramente co´mo todas
las regiones se agrupan en una u´nica, sin por ello cambiar la fisonomı´a de la imagen
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(a) imagen de partida
(b) porcentaje = 5% (c) porcentaje = 30%
Figura 4.23: Resultados de la ejecucio´n del me´todo F2 para distintos valores de su para´metro de
entrada
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original. Gracias a la ejecucio´n de esta simple operacio´n morfolo´gica, antes de la
extraccio´n de regiones, F3 extrae regiones que se ajustan mejor a la realidad que
las que obtiene F2.
(a) fracturas en una regio´n (b) resultado de la apertura
Figura 4.24: Regiones fraccionadas
La otra diferencia entre F3 y F2 reside en que F3 efectu´a una operacio´n mor-
folo´gica de dilatacio´n sobre la imagen resultante de la agrupacio´n de regiones, de
modo que la mala hierba final se ajuste ma´s a la realidad y a un tratamiento eficaz,
que en caso de duda aplica herbicida de modo preventivo. La figura 4.25 muestra
los resultados de este me´todo sobre la imagen de partida 4.21(a) con distinto valor
del para´metro de entrada. Como se puede observar, los resultados obtenidos son
ligeramente distintos y mejores que los obtenidos con el me´todo F2.
4.1.4. Plataforma de gestio´n de ima´genes
Una vez implementados los me´todos de procesamiento de ima´genes, se disen˜o´ y
desarrollo´ una plataforma donde se incluyeron todos los elementos necesarios para
ayudar a los expertos en todo el proceso de construccio´n de los mapas de cobertura
de malas hierbas y estado de crecimiento del cultivo a partir del muestreo fotogra´fico.
La aplicacio´n permite el manejo de ima´genes (abrir/cerrar, visualizar, guardar), el
procesamiento de las mismas, utilizando los me´todos descritos, y el ana´lisis de los
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(a) imagen de partida
(c) porcentaje = 5% (d) porcentaje = 30%
Figura 4.25: Resultados de la ejecucio´n del me´todo F3 para distintos valores de su para´metro de
entrada
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resultados obtenidos. Esta plataforma fue desarrollada en C++ en el entorno de
programacio´n C++Builder de Borland c©, y dispone de una interfaz gra´fica de usuario
(GUI) lo ma´s sencilla e intuitiva posible para que pueda ser usada por cualquier tipo
de usuario sin necesidad de experiencia previa en ana´lisis de imagen. En la figura
4.26 se pueden ver algunas capturas de pantalla.
El procesamiento de las ima´genes usando la plataforma puede llevarse a cabo de
varias formas, ya sea imagen a imagen o varias a la vez, con la opcio´n de procesarlas
de forma manual visualizando el resultado de cada etapa del procesamiento, figuras
4.26(a) y 4.26(b), o automa´ticamente mostrando so´lo el resultado y valores finales
de cobertura. Todo esto permitiendo en todo momento el cambio de los me´todos a
usar en cada etapa y el valor de los para´metros que e´stos requieren en su ejecucio´n.
En el ana´lisis de los resultados tambie´n se ofrecen varias funciones distintas. Se
puede desde simplemente visualizar los p´ıxeles resultantes de mala hierba, cultivo y
suelo (figura 4.26(c)), hasta construir una base de datos con los valores de cobertura
obtenidos y construir a partir de ella los mapas de ı´ndice de cobertura de malas
hierbas y estado de crecimiento del cultivo del campo, figura 4.26(d).
La construccio´n de los mapas de cobertura asociados a los valores obtenidos para
cada imagen de muestreo se llevan a cabo usando una te´cnica de interpolacio´n. En
la actualidad esta´ implementada una te´cnica conocida como kriging (Cressie, 1993),
aunque el objetivo es que la plataforma disponga de varios me´todos de interpolacio´n
de modo que el usuario pueda seleccionar el ma´s adecuado.
El kriging es un conjunto de te´cnicas geoestad´ısticas, perteneciente a la familia
de estimadores lineales, orientadas a la interpolacio´n de valores no conocidos a partir
de valores observados cercanos. Ma´s concretamente, dada una serie de valores aso-
ciados a puntos de muestreo (para cada uno de los cuales se conoce su localizacio´n
GPS), se estima el valor de los puntos del mapa x0 para los cuales no se dispone
de informacio´n de muestreo a partir de los valores recogidos en todos los puntos
de muestreo Z(x1) . . . Z(xN ), asignando a cada valor recogido un peso wi(x0) en el
co´mputo global, inversamente proporcional a la cercan´ıa de dicho punto con respecto
a la posicio´n cuyo valor se desea estimar, ecuacio´n 4.8.
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Z∗(x0) =
N∑
i=1
wi(x0)Z(xi) (4.8)
Los pesos wi son soluciones a un sistema de ecuaciones lineal obtenido asumiendo
que el error cometido en la estimacio´n, con respecto a la funcio´n real z(x), ver
ecuacio´n 4.9, debe ser minimizado. Por ejemplo, en un kriging simple, se parte de la
hipo´tesis de que la media y la covarianza de z(x) son conocidas, y se considera que
el estimador debe minimizar la varianza del error en la prediccio´n.
(x) = z(x)−
N∑
i=1
wi(x)Z(xi) (4.9)
Dado que en este caso los valores a estimar son valores de densidades de vegeta-
cio´n (cultivo y malas hierbas), cada punto del mapa se estima a partir u´nicamente
de los puntos de muestreo ma´s cercanos, ya que las densidades de vegetacio´n esta´n
relacionadas entre s´ı en a´reas pequen˜as, pero nunca entre a´reas muy alejadas del
campo.
La figura 4.27 muestra el me´todo de kriging incluido en la plataforma de proce-
samiento de ima´genes. Dado un punto para el cual no se tiene informacio´n, su valor
se estima en funcio´n de los valores correspondientes a los 16 puntos de muestreo ma´s
cercanos distribuidos en un entorno de vecindad de 4x4, siendo el peso de cada uno
de los valores en los puntos muestreados inversamente proporcional a la distancia
entre el punto de muestreo xi y el punto a estimar x0, normalizada con respecto a
la distancia ma´xima (distancia entre x1 y x16). Las distancias se miden en distancia
de Manhattan (distancia en el eje x + distancia en el eje y).
El usuario decide, al usar la plataforma, la resolucio´n de los mapas (tanto en el eje
x, como en el eje y), aunque por defecto se ha fijado una resolucio´n de 1mx1m(1m2).
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Figura 4.27: Me´todo de interpolacio´n para la construccio´n de los mapas a partir del muestreo
discreto
Por u´ltimo, recalcar que aunque e´ste es el me´todo actualmente incluido en la plata-
forma, se podr´ıa incluir cualquier otro de forma sencilla y ra´pida, ya que el ca´lculo
de interpolacio´n se halla separado de todas las dema´s funciones de la plataforma.
4.2. Ajuste del procesamiento de ima´genes mediante al-
goritmos gene´ticos
Cada uno de los me´todos propuestos en la seccio´n 4.1 utiliza un cierto nu´mero
de para´metros de entrada que var´ıan en un amplio rango de valores. El valor de los
para´metros determinara´ la forma en la que los me´todos funcionan sobre una imagen
determinada, y por lo tanto es de esperar que para cada imagen el conjunto de
valores de los para´metros que proporcione resultados o´ptimos sea distinto. Ma´s au´n,
la combinacio´n de me´todos usados en el procesamiento (que´ me´todo se usa en cada
una de las etapas) tambie´n tendra´ una gran influencia en los resultados finales, ya
que como se ha visto cada me´todo presenta ventajas o inconvenientes dependiendo
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de la naturaleza de la imagen procesada.
Ni la mejor combinacio´n de me´todos ni el mejor valor para los para´metros puede
ser determinada por prueba y error, ni tan siquiera por parte de usuarios exper-
tos, debido a que el nu´mero de posibles combinaciones de me´todos y valor de los
para´metros es pra´cticamente infinito (valores nume´ricos), e imposible de predecir so-
bre conjuntos grandes de ima´genes. Por lo tanto es necesaria la aplicacio´n de algu´n
me´todo de ajuste que indique, dado un conjunto de ima´genes a tratar cua´l es el
mejor procesamiento aplicable, tanto en te´rminos de la mejor combinacio´n de me´to-
dos como en lo que al valor de los para´metros se refiere. Esta operacio´n de ajuste
permitira´ optimizar toda la plataforma de procesamiento de ima´genes, ya que los
valores hallados podra´n usarse como valores de partida en posteriores procesamien-
tos y sera´n tambie´n un medio de evaluar la plataforma, al valorar cuantitativamente
los resultados obtenidos por las soluciones o´ptimas encontradas.
Desafortunadamente, las mismas razones que imposibilitaban un ajuste manual,
complican tambie´n el disen˜o del me´todo de ajuste automa´tico. Es decir, nos encon-
tramos con distintas combinaciones de me´todos posibles, valores de los para´metros
en rangos infinitos al tratarse de valores nume´ricos y falta de conocimiento a priori
sobre co´mo se comporta el sistema ante cada cambio. Esto conduce a un espacio de
bu´squeda de soluciones pra´cticamente infinito, con el agravante de que no se dispone
de ninguna informacio´n sobre do´nde se pueden encontrar las soluciones o´ptimas.
Existe una extensa bibliograf´ıa sobre algoritmos de optimizacio´n convencionales,
entre los que destacan los basados en gradiente, que se dirigen hacia la solucio´n ma´s
pro´xima siguiendo la direccio´n en la que el gradiente disminuye o aumenta (minimi-
zacio´n o maximizacio´n), sin capacidad para distinguir entre una solucio´n local y una
global. Entre las alternativas disponibles destacan los Algoritmos Gene´ticos (AG)
que han alcanzado una gran popularidad por su flexibilidad y capacidad para re-
solver problemas complejos de naturaleza muy diversa (Booker et al., 1989; Buckles
y Petry, 1992; Goldberg, 1989; Holland, 1975; Michalewicz, 1996; Miettinen et al.,
1999). Los AG forman parte del llamado co´mputo evolutivo (Evolutionary Compu-
tation), que adema´s de los AG incluye la programacio´n evolutiva, las estrategias de
evolucio´n y la programacio´n gene´tica, o lo que es lo mismo, diferentes metodolog´ıas
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computacionales estoca´sticas que se inspiran en la evolucio´n biolo´gica.
Centra´ndonos en los AG, e´stos se definen como me´todos estoca´sticos de optimi-
zacio´n global basados en los principios de la seleccio´n y evolucio´n natural (Davis,
1987; Goldberg, 1989). De acuerdo con la teor´ıa de la evolucio´n de Darwin, en los AG
la evolucio´n entre generaciones promueve la supervivencia de los mejores individuos.
Ba´sicamente, una poblacio´n de individuos o soluciones potenciales a un problema,
adecuadamente codificadas, se hace evolucionar hacia una solucio´n o´ptima median-
te la presio´n que ejercen los operadores de seleccio´n, cruce y mutacio´n, utilizando
una funcio´n de coste o funcio´n de fitness para medir la calidad de las soluciones y
proceder a generar una nueva generacio´n de individuos o soluciones.
El desarrollo conceptual de los AG tiene, desde sus or´ıgenes, un respaldo ma-
tema´tico que garantiza la convergencia hacia soluciones o´ptimas, basado principal-
mente en el denominado teorema del esquema, que conjuga fitness, cruce y mutacio´n
para establecer co´mo afectan a la supervivencia y propagacio´n de las soluciones el
esquema de representacio´n de los datos. Con las bases del me´todo bien definidas,
pueden intuirse una serie de ventajas de los AG frente a los me´todos cla´sicos de
optimizacio´n local. En primer lugar, el resultado de un me´todo cla´sico de optimiza-
cio´n depende del punto de arranque, mientras que los AG son independientes de las
condiciones iniciales. En general, las te´cnicas globales de optimizacio´n se desenvuel-
ven con eficacia en espacios multidimensionales y con mu´ltiples discontinuidades,
donde los me´todos locales se muestran ineficaces. En este sentido y ante problemas
en los que la naturaleza del espacio de soluciones se desconoce, los me´todos globales
son particularmente u´tiles. Los AG llegan a una solucio´n global o pro´xima a e´sta,
en lugar de converger hacia soluciones locales como puede ocurrir con los me´todos
convencionales. Existen otras razones que hacen que los AG sean ma´s flexibles y
potentes que las te´cnicas de optimizacio´n local, tales como: 1) realizar en cada ite-
racio´n una bu´squeda paralela, en el espacio de soluciones, en la que se exploran
varias soluciones simulta´neamente frente a examinar una sola solucio´n del espacio;
2) utilizar una funcio´n de fitness para dirigir la bu´squeda en lugar de derivadas; o
3) que los nuevos puntos/soluciones a explorar se determinen de acuerdo a reglas
de decisio´n estoca´sticas en lugar de deterministas. Como contrapartida, la natura-
leza estoca´stica de los AG, con una exploracio´n mucho ma´s exhaustiva del espacio
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de soluciones, suministra una convergencia mucho ma´s lenta que la de los me´todos
locales.
Los AG han sido aplicados con e´xito durante varias de´cadas a todo tipo de
problemas y as´ı se pueden encontrar aplicaciones en campos tan variados como
biolog´ıa, economı´a, robo´tica, f´ısica, pol´ıtica, etc. (Abraham et al., 2008; Miettinen
et al., 1999).
La aplicacio´n en el procesamiento de ima´genes es algo relativamente reciente, si se
compara con el tiempo que esta te´cnica lleva siendo utilizada. Una de sus aplicaciones
ma´s frecuentes del los AG en el a´rea de VA es para mejorar la clasificacio´n de objetos
en la imagen, ajustando los resultados de los clasificadores o clusters (Andrey y
Tarroux, 1994; Bazi et al., 2007; Bhandarkar y Zhang, 1999; Bhanu et al., 1995;
Veenman et al., 2003). Por ejemplo, en Ribeiro et al. (2000) se utilizan los AG para
optimizar el proceso de clasificacio´n mediante visio´n y en tiempo real de huevos
sucios en una cadena de empaquetado en una granja. De forma parecida pueden
tambie´n usarse para ajustar la extraccio´n de distintos tipos de texturas dentro de
una imagen (Li y Chiao, 2003), o para detectar los distintos colores presentes (Shyu
y Leou, 1998). En Bevilacqua (2005) se usan AG para resolver un problema muy
similar al planteado en esta tesis, en este caso se ajustan los para´metros de un
procesamiento de ima´genes que permite la deteccio´n de movimiento. En lo que sigue
se presentan los dos tipos de algoritmos gene´ticos que se han utilizado para encontrar
la combinacio´n de me´todos y para´metros que mejor procesa, en media, un conjunto
de ima´genes con la finalidad de estimar automa´ticamente las coberturas de suelo,
cultivo e infestacio´n.
4.2.1. Ajuste mediante un algoritmo gene´tico simple o esta´ndar
Como se ha expuesto hasta ahora, los AG son me´todos estoca´sticos de bu´sque-
da basados en los principios de la evolucio´n biolo´gica. En te´rminos de evolucio´n
biolo´gica, ba´sicamente un organismo se compone de ce´lulas, cada una de las cuales
contiene el mismo conjunto de cromosomas. A su vez, los cromosomas, compuestos
por genes, son cadenas de ADN que definen un modelo para todo el organismo. Cada
gen codifica una cierta prote´ına, puede decirse que codifica un rasgo del organismo,
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y los valores que puede tomar un rasgo reciben el nombre de alelos; asimismo cada
gen ocupa su propia posicio´n dentro del cromosoma. A grandes rasgos, la evolucio´n
generacional alterara´ los cromosomas y, en consecuencia, las caracter´ısticas de los
nuevos organismos. En la terminolog´ıa utilizada en los AG, cada uno de los para´me-
tros a optimizar se identifica con un gen y el conjunto de todos ellos representa a un
cromosoma, que en realidad puede verse como una solucio´n potencial al problema.
El rango dina´mico de cada variable o gen equivale a los alelos y, en conjunto, el
rango dina´mico de los N genes define el espacio de bu´squeda N -dimensional. Para
formalizar la bu´squeda, una poblacio´n de I cromosomas o individuos que codifican I
soluciones potenciales (suponemos un individuo formado por un u´nico cromosoma)
se hace evolucionar a trave´s de la sucesio´n de generaciones hacia una solucio´n o´pti-
ma, aplicando sobre los individuos operaciones de seleccio´n, cruce y mutacio´n que
garantizan la supervivencia de los mejores, utilizando una funcio´n conocida como
funcio´n de fitness para cuantificar la calidad de cada uno de los individuos de la
generacio´n. La estructura ba´sica de un AG simple se muestra en la figura 4.28.
t = 0;
Generar Poblacio´n inicial Pob(t);
Evaluar Poblacio´n Pob(t);
Mientras no alcanzar solucio´n o´ptima o condicio´n parada Hacer
Generar Poblacio´n Pob(t+ 1)
Seleccio´n;
Cruce;
Mutacio´n;
FinGenerar
Evaluar Pob(t+ 1);
[Elitismo];
t = t+ 1;
FinMientras
Devolver el mejor individuo de la u´ltima poblacio´n;
Figura 4.28: Estructura de un AG
El operador de elitismo puede estar o no presente en la ejecucio´n de un AG
esta´ndar y se introduce, en su forma ma´s sencilla, para preservar el mejor individuo
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entre generaciones y garantizar la convergencia.
En resumen, a la hora de utilizar un AG para resolver un problema hay 6 aspectos
esenciales que deben establecerse (Michalewicz, 1996):
1. Co´mo se codificara´n las soluciones (individuos) y que alfabeto de utilizara´. La
utilizacio´n de alfabetos de baja cardinalidad, como el binario, es habitual pues
simplifica la implementacio´n de los operadores gene´ticos de cruce y mutacio´n.
2. Que´ operadores gene´ticos de seleccio´n, cruce y mutacio´n se van a utilizar. Son
estos operadores los que nos permiten construir soluciones a partir de otras y
con ello explorar el espacio de bu´squeda.
3. La funcio´n de evaluacio´n de la calidad de las soluciones o funcio´n fitness, que
permite comparar soluciones y guiar la bu´squeda hacia zonas del espacio de
soluciones ma´s prometedoras.
4. Los valores de los distintos para´metros que utiliza el algoritmo gene´tico como
la probabilidad de cruce y mutacio´n, las condiciones de terminacio´n, etc.
5. La funcio´n de construccio´n de la poblacio´n inicial. E´sta con frecuencia se genera
de modo aleatorio, aunque en algunos casos si se dispone de conocimiento sobre
co´mo es la solucio´n se puede utilizar e´ste para crear una poblacio´n de soluciones
de partida.
6. El nu´mero de individuos en la poblacio´n determina las exploraciones que se
realizan en paralelo por lo que cuanto ma´s alto mejor, aunque en la pra´ctica
debe ser limitado por cuestiones de memoria y tiempo de ejecucio´n.
En lo que sigue se muestra co´mo se ha abordado cada uno de los aspectos ante-
riores para el problema planteado.
Codificacio´n de los individuos
El objetivo es encontrar el conjunto de para´metros que mejor ajusten una com-
binacio´n fija de me´todos, realizando para cada posible combinacio´n una bu´squeda o
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ajuste independiente del resto. Por tanto, se puede optar por individuos que so´lo co-
difiquen el valor de los para´metros, estando el me´todo al que pertenece el para´metro
impl´ıcito en la posicio´n que ocupa el valor en la cadena que constituye el individuo.
En consecuencia, el espacio de bu´squeda estara´ formado por todos los posibles va-
lores de los para´metros de cada uno de los me´todos que se considere en cada uno
de los procesos de ajuste. En otras palabras, se ejecutara´ un ajuste basado en un
algoritmo gene´tico por cada combinacio´n de me´todos posible.
Asimismo se ha optado por codificar con valores reales, lo que permite reducir el
taman˜o de los individuos y simplificar el proceso de decodificacio´n. Por consiguiente,
cada individuo o solucio´n vendra´ representado por un vector de valores reales con
una componente por cada uno de los para´metros a ajustar en cada caso. Es decir que
la longitud del individuo o cromosoma sera´ variable dependiendo de la combinacio´n,
yendo desde un mı´nimo de 6 componentes hasta un ma´ximo de 11 componentes.
Ejemplos de todo esto se pueden ver en las figuras 4.29 y 4.30, donde se muestra la
codificacio´n de un individuo/solucio´n para las combinaciones S1-E1-F2 y S2-E3-F2,
respectivamente.
S1 E1 F2
1 2 3 4 5 6
r g b umbral porcentaje porcentaje
Figura 4.29: Codificacio´n para la combinacio´n de me´todos S1-E1-F2. En este caso cada individuo o
cromosoma esta´ formado por 6 genes
S1 E3 F1
1 2 3 4 5 6 7 8 9 10 11
r g b umbral θ1 θ2 porcentaje radio It θlimpia θrealza
Figura 4.30: Codificacio´n para la combinacio´n de me´todos S2-E3-F1. En este caso cada individuo o
cromosoma esta´ formado por 11 genes
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Operadores de seleccio´n, cruce, mutacio´n y para´metros asociados
En el proceso de bu´squeda de un algoritmo gene´tico hay dos factores clave: la
diversidad de la poblacio´n y la presio´n ejercida por la seleccio´n. Todos los ajustes que
se hacen a la hora de disen˜ar el bucle principal del algoritmo gene´tico (operadores
gene´ticos y probabilidad de su aplicacio´n, taman˜o de la poblacio´n, nu´mero de gene-
raciones, etc.) no tienen otro propo´sito ma´s que el de influir sobre estos dos factores
de la forma ma´s conveniente al proceso de bu´squeda en el espacio de soluciones.
Por un lado, interesa mantener una diversidad de poblacio´n muy elevada, para
de este modo explorar lo ma´s exhaustivamente posible el espacio de bu´squeda, pero
si no se controla este proceso de diversificacio´n mediante alguna funcio´n de guiado
hacia valores ma´ximos de la fitness, el algoritmo no convergera´ nunca, sino que
simplemente ira´ dando saltos erra´ticos por el espacio de bu´squeda.
Por otro lado, si la presio´n ejercida sobre que´ individuos seleccionar para formar
la siguiente generacio´n es demasiado grande, so´lo se estara´ explorando una zona
muy pequen˜a del espacio de bu´squeda y al final todos los individuos acabara´n siendo
pra´cticamente iguales, siendo dif´ıcil salir de zonas de ma´ximos locales.
Como se explicaba en (Sarle et al., 1993) con una analog´ıa divertida y clara:
“Mantener una presio´n de seleccio´n leve y una diversidad alta es co´mo tener a
canguros borrachos esparcidos por todo el espacio de bu´squeda (. . .), mientras que
ejercer mucha presio´n es co´mo matar a todos los canguros de un tiro y dejar so´lo a
uno, que al final se deprime porque esta´ solo, y se niega a moverse”.
En cuanto a los operadores es importante hacer las siguientes consideraciones:
El operador de seleccio´n es el encargado de escoger que´ individuos, de entre
los que forman la poblacio´n actual pasara´n su material gene´tico a la siguiente
generacio´n. Este operador debe mantener el equilibrio entre una seleccio´n de
los mejores individuos y de algunos individuos no tan buenos, incluso “malos”,
pero distintos del resto, con tambie´n matices aleatorios (Baker, 1987; Goldberg
y Deb, 1991; Grefenstette, 1986; Kramer, 2008).
El operador de cruce determina, dados dos o ma´s progenitores, co´mo se re-
129
Cap´ıtulo 4. Estimacio´n de la cobertura de malas hierbas en muestreos fotogra´ficos
combinan sus genes para formar sucesores. Puede ser aleatoriamente (favorece
la diversidad) o guiado por la fitness de cada uno de los progenitores (mayor
presio´n). A su vez, la probabilidad de cruce es la que establece la proba-
bilidad de que los progenitores se crucen ma´s de una vez (tengan sucesores
distintos con ma´s de un progenitor).
La funcio´n de mutacio´n altera los sucesores creados de forma totalmente
aleatoria. Cuanto ma´s alta sea la probabilidad de mutacio´n ma´s indivi-
duos sera´n mutados. Este operador favorece la diversidad pero tambie´n puede
conducir a un proceso de bu´squeda puramente aleatorio.
En la literatura hay un inmenso abanico de art´ıculos que discuten y proponen
co´mo deben disen˜arse los operadores de seleccio´n, cruce, mutacio´n y co´mo deben
elegirse sus respectivas probabilidades para cada caso. Existen adema´s un conjunto
de operadores propuestos en numerosos trabajos que dan buenos resultados ante
un gran nu´mero de situaciones (Booker et al., 1989; Davis, 1987; Goldberg, 1989;
Goldberg y Deb, 1991; Radcliffe y George, 1993). De este conjunto se escogieron
los operadores usados en el presente trabajo: seleccio´n estoca´stica uniforme, cruce
disperso y mutacio´n gaussiana. Sus respectivas probabilidades tambie´n se seleccio-
naron utilizando los valores que se aconsejan en las referencias anteriores (fraccio´n
de cruce del 80%, probabilidad de cruce del 70%) salvo en el caso de la probabilidad
de mutacio´n, como se explica ma´s adelante.
La funcio´n de seleccio´n estoca´stica uniforme se muestra en la figura 4.31. Pa-
ra entender co´mo funciona supongamos que el objetivo es encontrar el ma´ximo de
una funcio´n que en este tipo de problemas coincide con la fitness. Se tiene una
poblacio´n de 6 individuos con fitness = [0.35, 0.20, 0.14, 0.13, 0.13, 0.05] y se quie-
ren seleccionar 6 para la siguiente fase. Esta funcio´n selecciona los individuos de
la siguiente forma: se crea un vector donde a cada individuo se le asignan tantas
posiciones como peso tiene su fitness sobre el total (fitnessi/
∑N
j=1 fitnessj), y
posteriormente se generan punteros con un espaciado uniforme y correspondiente a
1/6 (nu´mero de individuos a seleccionar). Luego, se eligen los individuos a los que
apunta cada uno de los punteros. En este caso, se seleccionar´ıan los individuos [1,
1, 2, 3 , 4, 6]. Es decir, dos veces el primero, el segundo, el tercero, el cuarto y el
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sexto. Esta funcio´n se comporta muy bien, ya que asegura que los mejores individuos
tengan mayor representacio´n a la vez que permite que pasen algunos de los peores
(la probabilidad de escoger al menos uno de los peores individuos es alta).
Los operadores de cruce y mutacio´n se representan en las figuras 4.32 y 4.33
respectivamente. El cruce disperso fusiona la informacio´n de los dos padres entre-
mezclando los cromosomas de ambos de forma aleatoria, mientras que la mutacio´n
gaussiana an˜ade valores aleatorios a cada uno de los genes obtenidos de una distri-
bucio´n gaussiana de media cero y varianza calculada en funcio´n de dos para´metros:
scale y shrink. El para´metro scale determina la varianza de la primera generacio´n y
el para´metro shrink establece co´mo se reduce la varianza en cada generacio´n. Ambos
valores se fijaron a 1, de modo que la varianza empieza en 1 y disminuye linealmente
hasta alcanzar 0 en la u´ltima generacio´n.
Figura 4.31: Seleccio´n estoca´stica uniforme
Fitness
Lo bien que funciona cada posible combinacio´n de valores de los para´metros de
cada me´todo se mide en te´rminos de la similitud estad´ıstica entre el resultado devuel-
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Padre 1: a b c d e f g h
Padre 2: 1 2 3 4 5 6 7 8
Vector binario aleatorio: 1 1 0 0 1 0 0 0
Hijo: a b 3 4 e 6 7 8
Figura 4.32: Cruce disperso. Se crea aleatoriamente un vector binario y se seleccionan los cromoso-
mas del progenitor 1 cuando el vector vale 1 y del progenitor 2 cuando el vector vale 0
Individuo: a b c d e f g h
Sumandos: α β χ δ  ϕ γ η
Resultado: a+ α b+ β c+ χ d+ δ e+  f + ϕ g + γ h+ η
Figura 4.33:Mutacio´n gaussiana. Consiste en an˜adir un valor aleatorio, obtenido de una distribucio´n
gaussiana, a cada gen
to por la plataforma usando dichos valores y los valores reales. El valor real de mala
hierba encontrada, asociado con cada imagen estudiada, se obtiene durante el mues-
treo, recogiendo muestras del terreno del a´rea cubierta por mala hierba que coincide
con la imagen tomada y analizando las muestras en el laboratorio, determinando la
biomasa tal como se explico´ en el cap´ıtulo 2.
Una vez conocida la biomasa de cada imagen, la fitness para cada individuo
(solucio´n) se estima calculando la correlacio´n entre la biomasa y los valores de co-
bertura de malas hierbas obtenidos al aplicar la combinacio´n de me´todos y valores
para los para´metros codificados en el individuo (solucio´n) a toda la coleccio´n de
ima´genes de partida. Para calcular la correlacio´n se ha optado por el coeficiente
de Pearson, que mide el grado de asociacio´n lineal entre dos variables medidas en
escala de intervalo, tomando valores entre -1 y 1. Valores pro´ximos a 1 indicara´n
una fuerte correlacio´n lineal positiva, mientras que valores pro´ximos a -1 indican
una fuerte asociacio´n lineal negativa (no contemplada en nuestro caso), y el 0 la
falta absoluta de asociacio´n lineal. Es decir, el coeficiente de correlacio´n de Pearson
medira´ el parecido de los valores devueltos por la plataforma (utilizando la combina-
cio´n de me´todos y los valores para los para´metros codificados en el individuo que se
esta´ evaluando) con los valores de biomasa, en una escala de 0 a 1. Cada individuo
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es clasificado segu´n su valor del coeficiente de Pearson y la poblacio´n de posibles
soluciones ira´ evolucionando hacia individuos (soluciones) que suministren mayores
valores para el coeficiente de Pearson.
Generacio´n de la poblacio´n inicial
Para cada individuo dentro de la poblacio´n, todos los valores de los genes se
generan aleatoriamente al inicio dentro del rango [−10 . . . 1000]. Todos excepto los
para´metros de S1, que se establecen tambie´n aleatoriamente pero cumpliendo las
condiciones expresadas en la ecuacio´n 4.2. Con esto se pretende evitar la exploracio´n
de zonas del espacio de bu´squeda en las que se sabe que no existen soluciones va´lidas.
Debido al gran coste computacional asociado al ca´lculo de la fitness (cada indivi-
duo, en cada generacio´n, debe procesar ma´s de 60 ima´genes), se limito´ la poblacio´n
a 30 individuos. Para contrarrestar los efectos negativos en la diversidad producidos
por tener una poblacio´n pequen˜a (poca representacio´n del espacio de bu´squeda),
se ha utilizado un operador de elitismo en la seleccio´n (el mejor individuo de cada
generacio´n siempre sobrevive), junto con una probabilidad de mutacio´n media/alta,
30%. Como ya se comento´ con un nu´mero elevado de mutaciones la probabilidad de
visitar distintas zonas del espacio de bu´squeda es mayor y se evita que la bu´sque-
da quede estancada en ma´ximos locales. Por otra parte, con el elitismo se asegura
la convergencia del proceso de bu´squeda y se aumenta la probabilidad de alcanzar
el o´ptimo global (Rudolph, 1994). En otras palabras, el elitismo tambie´n garantiza
que la solucio´n final es la mejor de todas las soluciones exploradas durante toda la
ejecucio´n del AG.
Finalmente, se han establecido dos condiciones de terminacio´n de la ejecucio´n del
AG: 1) encontrar un individuo (solucio´n) con una fitness (coeficiente de correlacio´n
de Pearson) mayor que 0.99 o 2) no haber sufrido mejoras en la fitness en las u´ltimas
100 generaciones.
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Resultados
En la tabla 4.2 se muestran los resultados obtenidos con el algoritmo gene´tico. La
columna de la izquierda muestra la combinacio´n de me´todos usada en el ajuste y se
puede observar que se cubren todas las posibilidades. Para el ajuste se han utilizado
dos conjuntos de ima´genes de cereal de invierno con distintas caracter´ısticas de ilumi-
nacio´n y textura del suelo. El primer conjunto contiene 71 ima´genes pertenecientes a
muestreos realizados en d´ıas nublados, mientras que el segundo contiene 64 ima´genes
pertenecientes a muestreos efectuados en d´ıas soleados. Para cada uno de los con-
juntos de ima´genes, se muestran los resultados para dos tipos de ajuste: 1) todos los
para´metros se ajustan y por tanto los para´metros de S1 se generan aleatoriamente
cumpliendo las condiciones de las ecuaciones 4.2 y se ajustan con el AG como el resto
y 2) los para´metros de S1, en concreto las constantes de la combinacio´n lineal, se
fijan a los valores propuestos por Woebbecke et al. (1995) (r = −1, g = 2, , b = −1),
valores emp´ıricos aceptados como los mejores para segmentar la capa vegetal en
ima´genes naturales y en consecuencia utilizados en numerosos trabajos.
La tabla 4.3 muestra el tiempo medio de CPU empleado por cada combinacio´n de
me´todos. La tabla 4.4 presenta tanto la complejidad computacional como el tiempo
medio de CPU en cada me´todo por separado. En el caso de F1el tiempo corresponde
a una u´nica iteracio´n. Los tiempos han sido calculados como media sobre las 136
ima´genes de entrenamiento disponibles, con un ordenador con CPU Pentium IV a
3.2Ghz y 1Gb de memoria RAM a 533Mhz, bajo el entorno de desarrollo Matlab
7.01 y el sistema operativo Windows XP. El estudio del tiempo medio empleado en
la ejecucio´n de una combinacio´n de me´todos y de la complejidad de cada me´todo,
ayuda a evaluar la conveniencia de utilizar los me´todos propuesto e implementados
como punto de partida en el desarrollo de te´cnicas de deteccio´n de malas hierbas en
tiempo real.
El ajuste con el AG muestra resultados muy satisfactorios, alcanzando un coe-
ficiente medio de correlacio´n con la biomasa del 84,7% con picos de hasta el 96%.
El AG ajusta mejor las ima´genes pertenecientes a d´ıas nublados (91%) que las co-
rrespondientes a d´ıas soleados (79%), resultados acordes con el hecho de que las
ima´genes soleadas presentan un mayor nu´mero de reflejos y sombras, siendo por
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Combinacio´n de me´todos tiempo medio empleado
por imagen (sec)
S1-E1-F1 8.088
S1-E1-F2 0.359
S1-E1-F3 0.468
S1-E2-F1 11.412
S1-E2-F2 0.396
S1-E2-F3 0.507
S1-E3-F1 14.348
S1-E3-F2 1.356
S1-E3-F3 1.468
S2-E1-F1 9.212
S2-E1-F2 1.109
S2-E1-F3 1.179
S2-E2-F1 10.738
S2-E2-F2 1.265
S2-E2-F3 1.396
S2-E3-F1 18.128
S2-E3-F2 2.461
S2-E3-F3 2.656
Tabla 4.3: Tiempo medio por imagen empleado para cada combinacio´n de me´todos
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Me´todo Complejidad computacional tiempo medio empleado
por imagen (sec)
S1 Θ(M ×N) 0.296
S2 Θ(M ×N) 1.121
E1 Θ(N +M ×N) 0.109
E2 Θ(2N + 4 ∗M ×N) 0.503
E3 Θ(2N + 4 ∗M ×NlogN) 1.214
F1 Θ(M ×N × r2 × It) 4.321
F2 Θ(M ×N) 0.265
F3 Θ(3 ∗M ×N) 0.625
Tabla 4.4: Complejidad computacional y tiempo medio empleado por cada me´todo
tanto fa´cil que se produzcan fallos en la fase de segmentacio´n y aparezca ruido
en la imagen segmentada que influye en el buen resultado del resto de etapas de
procesamiento.
Adema´s, es importante sen˜alar que los tiempos de ejecucio´n necesarios para el
procesamiento de las ima´genes son pequen˜os, ya que a excepcio´n de F1, la comple-
jidad de los me´todos propuestos en ningu´n caso supera el orden cuadra´tico sobre
el taman˜o de la imagen, resultando en tiempos medios de ejecucio´n de 1.21s por
imagen.
Las mejores combinaciones de me´todos son S1-E3-F2 y S1-E3-F3, siendo capaces
de ajustar ambos conjuntos de ima´genes con un coeficiente de correlacio´n del 93%
y 93,7%. Teniendo en cuenta tambie´n el tiempo de ejecucio´n, las combinaciones S1-
E2-F2 y S1-E2-F3 tienen un comportamiento bueno con valores de correlacio´n algo
inferiores, del 89,7% y 91% respectivamente, pero invirtiendo casi medio segundo
menos en procesamiento.
Finalmente, queda latente que ningu´n me´todo es del todo determinante por
s´ı solo, sino que es necesaria la correcta combinacio´n de ellos. Se puede concluir
que en general los me´todos ma´s complejos suelen dar mejor resultado, como cab´ıa
esperar; es el caso de S1 frente a S2 y de los me´todos E2 y E3 frente a E1. La
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excepcio´n a esto es F1, que no so´lo funciona peor (ajuste ma´s pobre) que F2 y F3,
sino que adema´s tiene una complejidad mucho ma´s elevada, por lo que se descarto´ y
en el trabajo que se presenta en las siguientes secciones no se tiene en cuenta.
La tabla 4.2 muestra tambie´n que al usar S1, mantener fijo el valor de los coefi-
cientes de la combinacio´n lineal de los planos RGB con valores propuestos en Woeb-
becke et al. (1995) empeoran los resultados (76% de correlacio´n frente a un 87%).
Esto demuestra que existen valores mejores para estos para´metros (en combinacio´n
con la umbralizacio´n) que los usados habitualmente para la discriminacio´n de la
capa vegetal.
Asimismo, en un procesamiento como el propuesto, los valores utilizados para las
constantes de la combinacio´n lineal de los planos RGB por s´ı solos no son determi-
nantes (una vez limitados dentro de los requisitos estipulados por las ecuaciones 4.2),
sino que adema´s deben ir acompan˜ados del correcto ajuste del resto de para´metros
para los me´todos, sobre todo del umbral de binarizacio´n.
4.2.2. Ajuste mediante NSGA-II
Dado que cada para´metro puede tomar valores en un rango infinito y que el tiem-
po necesario para procesar conjuntos grandes de ima´genes es muy elevado, el ajuste
usando un algoritmo gene´tico esta´ndar, au´n dando resultados muy satisfactorios, es
una larga y ardua tarea. En los trabajos desarrollados y descritos en el apartado
anterior, para cada ejecucio´n del algoritmo gene´tico fueron necesarias una media
de 500 generaciones, dentro de las cua´les cada uno de los 30 individuos procesaba
ma´s de 60 ima´genes a una media de 1.21s por imagen, es decir, 12 d´ıas de ejecucio´n
constante.
Debido a ello, se considero´ la aplicacio´n de algu´n otro tipo de algoritmo gene´ti-
co ma´s ra´pido y directo. Se escogio´ el Non-dominated Sorting Genetic Algorithm
(NSGA-II ) (Deb et al., 2000, 2002), que optimiza el uso de memoria, es ma´s ra´pido
que los dema´s gene´ticos y adema´s es multiobjetivo, permitiendo la inclusio´n de ma´s
factores en la optimizacio´n.
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Una optimizacio´n multiobjetivo permite ajustar simulta´neamente un conjunto de
funciones habitualmente en conflicto entre s´ı. El proposito, en definitiva, es obtener
un conjunto de soluciones o´ptimas, con diferentes compromisos entre el valor de las
distintas funciones objetivo. A este conjunto de o´ptimos se le conoce como el o´ptimo
de Pareto.
Dadas m funciones objetivo (f1(x), f2(x) . . . fm(x)) a minimizar, una solucio´n x∗
es o´ptimo de Pareto si para todo x en la regio´n factible del problema, Ω, se cumple
que (∀i ∈ m, fi(x) = fi(x∗)) o que (∃i ∈ m |fi(x) > fi(x∗)). Es decir, una solucio´n
x∗ es o´ptimo de Pareto si no existe otra solucio´n factible que sea mejor que x∗ en
alguna funcio´n objetivo sin empeorar los valores de alguna de las restantes.
Asociada a esta definicio´n se introduce una relacio´n de orden parcial denominada
dominancia. Una solucio´n, w, domina a otra, v, si ∀i ∈ m, (fi(w) ≤ fi(v)), y se deno-
ta como w  v. El conjunto de soluciones o´ptimas, P ∗, a un problema multiobjetivo
se compone de todas las soluciones no dominadas: P ∗ = {x∗ ∈ Ω ∧ ¬∃x ∈ Ω |x  x∗ }.
Este conjunto es el denominado conjunto o´ptimo de Pareto. La regio´n de puntos de-
finida por P ∗ en el espacio de valores de las funciones objetivo se conoce como frente
de Pareto: FP ∗ = {u = (f1(x), f2(x) . . . fm(x)) |x ∈ P ∗ }.
La figura 4.34 muestra un ejemplo de la regio´n de puntos en una minimizacio´n
de dos funciones (f1, f2). El frente de Pareto (en rojo) se situara´ sobre el borde
inferior de la regio´n de soluciones factibles Ω (en azul). Ante la ausencia de ma´s
informacio´n, es imposible decidir sobre ninguno de los o´ptimos de Pareto, ya que
cada uno representa distintos compromisos entre las funciones objetivo. Por ello, el
objetivo principal de un algoritmo de optimizacio´n multiobjetivo, adema´s de ofrecer
soluciones lo ma´s cercanas a FP ∗, es encontrar el mayor nu´mero de e´stas, en otras
palabras ofrecer la mayor diversidad posible de soluciones.
Haciendo un poco historia, los primeros me´todos de optimizacio´n multiobjeti-
vo, como por ejemplo los Multi-criteria Decision Making Methods (Triantaphyllou,
2000), suger´ıan la conversio´n del problema multiobjetivo a un problema monoobje-
tivo puntuando de distintas formas el compromiso entre funciones que la solucio´n
multiobjetivo representaba. El problema de estos me´todos era que para ser capaces
de obtener variedad de soluciones en el frente de Pareto, el algoritmo deb´ıa ejecutarse
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Figura 4.34: Principales objetivos de una optimizacio´n multi-objetivo: encontrar el mayor nu´mero
posible de soluciones cercanas al frente de pareto
repetidas veces variando la funcio´n de puntuacio´n de soluciones multiobjetivo.
Para resolver este inconveniente, en la de´cada de los noventa y a principios de los
2000 se propusieron distintas aproximaciones de algoritmos evolutivos multiobjetivo
(MOEAs en ingle´s), capaces de encontrar mu´ltiples o´ptimos de Pareto en una u´nica
ejecucio´n (Coello et al., 2002; Deb, 2001). Ejemplos de estos primeros algoritmos
evolutivos son el algoritmo MOGA (Fonseca y Fleming, 1993), el algoritmo NPGA
(Horn et al., 1994), o el algoritmo NSGA (Srinivas y Deb, 1995).
Todas estas te´cnicas ten´ıan en comu´n dos caracter´ısticas: 1) la asignacio´n de
fitness segu´n el nivel de no-dominancia de las soluciones y 2) la conservacio´n de
diversidad de soluciones dentro del mismo frente de no-dominancia mediante alguna
funcio´n de seleccio´n.
El nivel de no-dominancia de una solucio´n sobre un conjunto de soluciones Ψ
mide la cantidad de veces que la solucio´n no es dominada por alguna otra. As´ı,
dado el conjunto de soluciones Ψ ⊆ Ω, se pueden definir sobre e´l varios frentes de
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no-dominancia, formado cada uno de ellos por las soluciones situadas en el mismo
nivel de no-dominancia, figura 4.35. En definitiva, se puede decir que el nivel de no-
dominancia mide la cercan´ıa de cada solucio´n al frente de Pareto, dando por lo tanto
una buena medida de la bondad de cada solucio´n. A su vez, mantener diversidad en
cada frente de no-dominancia asegurara´ una exploracio´n exhaustiva del espacio de
soluciones.
Figura 4.35: Frentes de no-dominancia formados por una poblacio´n de 17 individuos-solucio´n sobre
el conjunto factible de soluciones Ω. Cada frente esta´ formado por las soluciones con mismo nivel
de no-dominancia, que mide la cercan´ıa de las soluciones al frente de Pareto
Todos estos me´todos, aunque son capaces de encontrar mu´ltiples soluciones den-
tro del frente de Pareto en una u´nica ejecucio´n, ten´ıan una convergencia demasiado
lenta. Varios estudios plantearon la necesidad de introducir operadores ma´s efica-
ces. Por ejemplo en SPEA (Zitzler y Thiele, 1998) se demostraba la mejora en la
convergencia al an˜adir operadores de elitismo.
En el an˜o 2000 (Deb et al., 2000) presentaron el NSGA-II, una versio´n mejorada
del algoritmo NSGA propuesto en (Srinivas y Deb, 1995), que manten´ıa e incluso
mejoraba los resultados de NSGA pero con una convergencia mucho ma´s ra´pida.
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Desde entonces, el NSGA-II destaca por encima de los dema´s me´todos por su me-
jor implementacio´n tanto del me´todo de ordenacio´n segu´n el nivel de no-dominancia,
como del me´todo de ca´lculo de diversidad de cada solucio´n.
Una ra´pida ordenacio´n por orden de no-dominancia
La ordenacio´n por nivel de no-dominancia es una tarea muy costosa, que necesi-
ta Θ(M ×P 3) comparaciones, donde P es el taman˜o de la poblacio´n y M el nu´mero
de funciones objetivo. Dada una solucio´n, se necesitan M × P comparaciones para
calcular su nivel de no-dominancia. Este proceso se repite P veces (para cada solu-
cio´n), dando lugar al primer frente de no-dominancia. Posteriormente, se excluyen
las soluciones situadas en el primer frente y se repite el proceso. Dado que en el
peor de los casos puede haber tantos frentes como soluciones (cada frente estando
formado por una u´nica solucio´n), el proceso puede repetirse otras P veces, llevando
a una complejidad en el orden de Θ(M × P 3).
Sin embargo, el me´todo de ordenacio´n usado por NSGA-II y detallado en la
figura 2, asegura una complejidad ma´xima Θ(M × P 2), reduciendo el nu´mero de
comparaciones gracias a la comparacio´n de cada solucio´n con una poblacio´n auxiliar
P ′, formada en cada momento por los potenciales candidatos de cada frente de
no-dominancia.
Distancia de crowding, para la medicio´n de la diversidad de soluciones
El NSGA-II utiliza una te´cnica denominada crowding (amontonamiento), que se
encarga de asignar a cada individuo un valor asociado a la diversidad que representa
su solucio´n dentro de su frente de no-dominancia.
La distancia de crowding se define como la distancia media de una solucio´n i
con respecto a las dos soluciones ma´s cercanas dentro de su mismo frente de no
dominancia, (i − 1 y i + 1), figura 4.37. Es evidente que esta distancia da una
medida muy buena de la diversidad representada por la solucio´n, ya que la distancia
sera´ mayor cuanto ma´s alejadas se encuentren entre s´ı las soluciones del frente.
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P ′ = Encuentra-frente-no-dominancia(P );
P ′ = 1;// Incluye el primer miembro en P ′
// Una solucio´n a la vez
para cada p ∈ P ∧ p /∈ P ′ hacer
P ′ = P ′ ∪ p;// Incluye temporalmente p en P ′
// Compara p con los otros miembros de P ′
para cada q ∈ P ′ ∧ q 6= p hacer
si p ≺ q entonces
P ′ = P ′ − q; /* Si p domina a un miembro de P ′, se quita
el miembro de P ′ */
fin si
sino si q ≺ p entonces
P ′ = P ′ − p; /* Si p es dominado por algu´n miembro de P ′,
p no es incluido en P ′ */
fin si
fin para
fin para
Figura 4.36: Estructura de la ra´pida ordenacio´n segu´n nivel de no-dominancia implementada
en NSGA-II (Deb, 2001)
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Figura 4.37: Ca´lculo de la distancia de crowding en una optimizacio´n con dos funciones objetivo
La figura 4.38 muestra la estructura principal del NSGA-II (Deb et al., 2000,
2002), aprecia´ndose todos los elementos anteriormente explicados: ordenamiento ba-
sado en nivel de no-dominancia, evaluacio´n de la diversidad mediante la te´cnica de
crowding y seleccio´n basada en ambos valores. La seleccio´n se lleva a cabo eligien-
do los individuos de mayor diversidad de entre los que pertenecen a los mejores
frentes de no-dominancia, sin necesidad de especificar ningu´n para´metro mas que el
porcentaje de individuos a seleccionar, normalmente situado en 50%.
Para usar NSGA-II en el ajuste del procesamiento de ima´genes, y aprovechando
que se pueden definir varias funciones objetivo se an˜adio´ como segundo objetivo el
tiempo de procesamiento, adema´s de la correlacio´n con la biomasa (primer objetivo).
Como ya se explico´ antes, es importante encontrar un procesamiento que no so´lo sea
capaz de discriminar satisfactoriamente entre malas hierbas, cultivo y suelo, sino
que lo haga en el menor tiempo posible, pensando tanto en un futuro procesamiento
en tiempo real como en facilitar y acelerar el uso de la plataforma. La minimizacio´n
del tiempo de procesamiento como segunda funcio´n objetivo cumple el requisito
de estar en contraposicio´n con la primera funcio´n objetivo (coeficiente de Pearson
entre biomasa y cobertura de malas hierbas calculada), ya que los procesamientos
144
4.2. Ajuste del procesamiento de ima´genes mediante algoritmos gene´ticos
t← 0;
Genera P (t);
mientras no condicio´n terminacio´n hacer
H(t)← crea-hijos(P(t)) ; /* Usa seleccio´n, cruce y mutacio´n para
crear descendientes */
R(t)← P (t)⋃H(t);// Combina progenitores y descendientes
F ← Ordenacio´n-no-dominancia(R(t)) ; /* F = (F1,F2 . . .) todos los
frentes no-dominados de R(t) */
P (t+ 1)← ;
i← 1;
// Hasta que la poblacio´n de progenitores este´ completa
mientras |P (t+ 1)|+ |Fi| ≤ Taman˜o Poblacio´n hacer
Calcula-distancia-crowding(Fi) ; /* Calcula la distancia de
crowding (diversidad) */
P (t+ 1)← P (t+ 1)⋃Fi ; /* Incluye el frente no-dominado
i-e´simo en la poblacio´n de progenitores */
i← i+ 1;// Siguiente frente
fin mientras
Ordena-por-distancia-crowding(Fi) ; /* Ordena segu´n distancia
crowding en orden descendente */
P (t+ 1)← P (t+ 1)⋃Fi [1 : (Taman˜o Poblacio´n− |P (t+ 1)|)] ;
/* escoge los primeros (Tama~no Poblacio´n− |P (t+ 1)|) elementos
de Fi */
H(t+1)← crea-hijos(P (t+1)) ; /* Usa seleccio´n, cruce y mutacio´n
para crear descendientes */
t← t+ 1;// Siguiente generacio´n
fin mientras
Figura 4.38: Estructura del Non-dominated Sorting Genetic Algorithm-II, NSGA-II (Deb et
al., 2000, 2002)
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ma´s ra´pidos se corresponden con los me´todos ma´s sencillos, que en principio obtienen
peores resultados, como se vio en el apartado anterior al realizar el ajuste mediante
un algoritmo gene´tico esta´ndar.
Ahora bien, como las diferencias en tiempo de procesamiento vienen marcadas
por el uso de uno u otro me´todo dentro de cada etapa, siendo despreciables si se usa
la misma combinacio´n de me´todos, para optimizar el tiempo de procesamiento hay
que realizar el ajuste sobre todas las posibles combinaciones de me´todos a la vez,
dejando que la seleccio´n de la mejor combinacio´n de me´todos a usar sea tambie´n un
resultado del algoritmo gene´tico. En este caso es posible abordar el problema con
esta estrategia gracias al uso ma´s eficiente que hace NSGA-II de la memoria, que
permite manejar ma´s informacio´n a la vez sin bloqueos en el procesamiento.
La figura 4.39 muestra la nueva codificacio´n de los individuos, que contienen
17 genes: los tres primeros indican la combinacio´n de me´todos a usar, y todos los
dema´s codifican los para´metros de todos los me´todos de procesamiento. No´tese que
no se ha considerado en el ajuste el me´todo F1 por haber suministrado muy malos
resultados en los ajustes con el algoritmo gene´tico esta´ndar.
Comb. S1 S2 E1 E2 E3 F2 F3
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
S E F r g b umb luc somb porc x m θ1 θ2 porc porc porc
Figura 4.39: Codificacio´n de los individuos al usar NSGA-II. La combinacio´n de me´todos es variable.
Cada individuo contiene 17 genes
En el ajuste se utilizo´ el mismo conjunto del caso anterior, de 136 ima´genes
de cereal de invierno separadas en dos conjuntos (Nublado y Soleado). Cada in-
dividuo, para cada generacio´n, procesa todas las ima´genes del conjunto usando la
configuracio´n codificada en sus genes (combinacio´n de me´todos a usar y el valor de
los para´metros), obteniendo un valor de cobertura de mala hierba correspondiente
a cada imagen. La primera funcio´n objetivo es la misma que la fitness del gene´ti-
co esta´ndar, maximizar el coeficiente de Pearson entre los valores de cobertura de
infestacio´n estimados y los valores biomasa asociada a cada imagen. La segunda
funcio´n objetivo consiste en minimizar el tiempo empleado (determinado para cada
individuo al acabar el procesamiento).
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Aparte de la codificacio´n de los individuos y las funciones objetivo, los u´nicos
para´metros que hay que establecer al usar NSGA-II es el taman˜o de la poblacio´n
y los criterios de parada. El taman˜o de la poblacio´n, otra vez gracias al mejor uso
de la memoria que hace NSGA-II, se aumento´ a 80 individuos. Como condiciones
de parada se utilizaron las mismas que en el caso del algoritmo gene´tico esta´ndar,
es decir encontrar un individuo con un coeficiente de correlacio´n de Pearson mayor
que 0.99 o no haber sufrido mejoras en las 100 u´ltimas generaciones.
La figura 4.40 muestra el resultado del ajuste mediante NSGA-II sobre ambos
conjuntos de ima´genes (nublado y soleado). Se muestra la poblacio´n final como par de
valores (f2, f1), donde f2 representa el tiempo de procesamiento medio por imagen y
f1 se define como 1−Pearson (para minimizar en lugar de maximizar, ya que ambas
funciones objetivo deben optimizarse en el mismo sentido). Los c´ırculos muestran
los conjuntos de individuos ma´s destacados de cada ajuste, en te´rminos de mejor
f1 (c´ırculo azul), siguiente mejor f1 dentro del siguiente rango de tiempos (c´ırculo
amarillo), mejor f2 (c´ırculo magenta) y siguiente mejor f2 dentro del siguiente rango
de correlacio´n (c´ırculo cian).
(a) nublado (b) soleado
Figura 4.40: Resultados del ajuste mediante NSGA-II. El c´ırculo azul representa la mejor f1, el
c´ırculo amarillo la siguiente mejor f1 dentro del siguiente rango de tiempos, el c´ırculo magenta la
mejor f2 y el c´ırculo cian la siguiente mejor f2 dentro del siguiente rango de correlacio´n
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La tabla 4.5 muestra un resumen de los resultados del ajuste mediante NSGA-II.
Al igual que en el ajuste con gene´tico, se confirma que las mejores combinaciones son
S1-E3-F2 (soleado) y S1-E3-F3 (nublado). S1-E3-F2 ajusta las ima´genes soleadas con
un coeficiente de correlacio´n con la biomasa de 93,4% empleando una media de 1.4s
por imagen. S1-E3-F3 ajusta las ima´genes nubladas con un coeficiente de correlacio´n
con la biomasa de 97% empleando una media de 1.33s por imagen. Las siguientes
combinaciones con mejores resultados son una vez ma´s S1-E2-F2 (soleado) y S1-E2-
F3 (nublado), alcanzando coeficientes de correlacio´n algo inferiores (82,4% sobre las
ima´genes nubladas y 91,4% sobre las ima´genes soleadas respectivamente) invirtiendo
a cambio entre 0.2 y 0.6s segundos menos en el procesamiento de la imagen.
Nublado (71 ima´genes)
Coeficiente Pearson Tiempo medio Me´todos usados
por imagen
Mejor f1 0.970 1.334 S1-E3-F3
Segundo mejor f1 0.914 1.132 S1-E2-F3
Mejor f2 0.086 0.312 S1-E1-F2
Segundo mejor f2 0.635 0.84 S1-E1-F3
Soleado (65 ima´genes)
Coeficiente Pearson Tiempo medio Me´todos usados
por imagen
Mejor f1 0.934 1.406 S1-E3-F2
Segundo mejor f1 0.824 0.835 S1-E2-F3
Mejor f2 0.099 0.301 S1-E1-F2
Segundo mejor f2 0.394 0.532 S1-E1-F3
Tabla 4.5: Resultados del ajuste mediante NSGA-II
La combinacio´n ma´s ra´pida es siempre S1-E1-F2, empleando aproximadamente
0.3s por imagen, pero con pe´simos resultados en la discriminacio´n, no siendo capaz
de alcanzar ni tan siquiera el 10% de coeficiente de correlacio´n con la biomasa. La
siguiente combinacio´n con alta velocidad de procesamiento es S1-E1-F3, que emplea
entre 0.55 y 0.84s por imagen, alcanzando coeficientes de correlacio´n bajos (63,5%
en nublado y 39,4% en soleado). Es evidente que las combinaciones de me´todos
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ma´s complejas (y por lo tanto ma´s lentas) demuestran ser las que funcionan mejor.
Tambie´n se corrobora que las ima´genes soleadas son ma´s dif´ıciles de ajustar.
En lo que se refiere al me´todo de ajuste utilizado, NSGA-II alcanzo´ una co-
rrelacio´n media con la biomasa sobre ambos conjuntos del 89,4%, mejorando los
resultados del gene´tico en un 5% y logrando estos valores en tan so´lo 300 genera-
ciones, lo que significo´ aproximadamente 86 horas menos para cada ejecucio´n. Si
adema´s tenemos en cuenta que so´lo fueron necesarias dos ejecuciones (una sobre ca-
da conjunto, Nublado y Soleado), frente a las 24 realizadas con el algoritmo gene´tico
esta´ndar (no se contabilizan las combinaciones que conten´ıan el me´todoF1 ), sig-
nifica haber reducido el tiempo de ejecucio´n en un 94,2% para realizar el ajuste.
Adema´s, el incluir como objetivo el tiempo de co´mputo permite determinar cuales
son las combinaciones que requieren un tiempo menor en el procesamiento, de gran
intere´s para determinar los porcentajes de mala hierba, cultivo y suelo en tiempo
real.
El ajuste efectuado por los gene´ticos no so´lo ha servido para encontrar que´ com-
binacio´n de me´todos y valor de sus para´metros son los mejores en media dado un
conjunto de ima´genes, sino que ha permitido analizar exhaustivamente el funcio-
namiento de cada uno de los me´todos propuestos y su respuesta ante diferentes
condiciones. Adema´s, los resultados logrados sobre conjuntos grandes de ima´genes
sen˜alan claramente el buen funcionamiento de la plataforma, ya que los valores ob-
tenidos han conseguido picos de correlacio´n del 97% con los valores de la biomasa,
utilizados como patro´n y representativos de la situacio´n real.
Por u´ltimo, los resultados alcanzados todav´ıa dejan margen de mejora, ya que
como se ha visto, ningu´n me´todo es determinante por s´ı so´lo, sino que deben combi-
narse adecuadamente. La tabla 4.6 presenta para cada me´todo que´ caracter´ısticas de
la imagen son las que parecen determinar la obtencio´n de unos buenos resultados y
cua´les son las ventajas e inconvenientes de cada uno de las aproximaciones propues-
tas. A partir de una caracterizacio´n de la imagen, podr´ıa ser interesante desarrollar
algu´n procedimiento capaz de escoger los mejores me´todos y valores de los para´me-
tros teniendo en cuenta las caracter´ısticas de la imagen a tratar. Todo esto conduce
a la aproximacio´n que se explica en la seccio´n 4.3, que permite obtener la cobertura
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de infestacio´n, cultivo y suelo con mayor precisio´n.
4.3. Ajuste del procesamiento en funcio´n de las carac-
ter´ısticas de cada imagen. Un sistema de razona-
miento basado en casos
El ajuste mediante algoritmos gene´ticos, seccio´n 4.2, permite encontrar combi-
naciones de me´todos y valores para los para´metros que funcionan bien sobre un
conjunto grande de ima´genes. Estos valores pueden ser posteriormente usados en
la plataforma de procesamiento de ima´genes desarrollada como valores por defecto,
mejorando considerablemente los resultados cuando se procesan nuevas ima´genes.
Tener un sistema fijo que funciona bien para conjuntos grandes y variados de ima´ge-
nes, es, sin lugar a duda, algo deseable y muy u´til. Ahora bien, ¿por que´ tener un
sistema fijo en lugar de uno variable? Al usar la plataforma, es evidente que muchas
veces el ajuste global encontrado por los algoritmos gene´ticos funciona bien, pero
podr´ıa realizarse un ajuste ma´s fino adaptado a las caracter´ısticas de cada imagen
de entrada.
Si se definen y catalogan cua´les son las distintas caracter´ısticas que pueden pre-
sentar las ima´genes, y co´mo debe el procesamiento tener en cuenta las mismas,
podr´ıa pensarse en procesamiento que var´ıe dependiendo de la naturaleza de la ima-
gen a procesar. Disponer de esta posibilidad significar´ıa adema´s lograr automatizar
por completo el proceso de estimacio´n de las coberturas de malas hierbas, cultivo y
suelo en una imagen.
Como se explico´ en el apartado 4.2, es muy complicado determinar el mejor valor
de los para´metros y la mejor combinacio´n de me´todos sobre conjuntos grandes de
ima´genes incluso siendo un usuario experto. Ahora bien, lo que s´ı puede hacer un
experto es ajustar el procesamiento, partiendo de un conjunto de me´todos y para´me-
tros inicialmente aceptables sobre una u´nica imagen basa´ndose principalmente en lo
que ve (las caracter´ısticas de la imagen) y su experiencia.
La herramienta de ajuste variable que se propone deber´ıa emular precisamente
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Me´todo Variables decisivas Ventajas Inconvenientes
S1 Iluminacio´n Robusto Para´metros dif´ıciles
de ajustar
S2 ” Para´metros fa´ciles Dependiente de la
de ajustar naturaleza
de la imagen
E1 Errores de sembrado Robusto frente a No es robusto
Homogeneidad y errores de frente a ima´genes
diferencias en el sembrado no homoge´neas
estado de crecimiento Muy ra´pido Pobres resultados
medios
E2 ” Robusto frente a Para´metros dif´ıciles
ima´genes de ajustar
no homoge´neas No es robusto
frente a errores
de sembrado
E3 ” Muy Robusto Para´metros dif´ıciles
frente a todo de ajustar
tipo de ima´genes Lento
F2 ” Muy ra´pido Para´metros dif´ıciles
No es robusto de ajustar
al ruido
F3 ” Robusto al ruido Para´metros dif´ıciles
de ajustar
Tabla 4.6: Ventajas e inconvenientes de cada me´todo de procesamiento
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este comportamiento, es decir, dada una nueva imagen, y basa´ndose en experiencias
anteriores, mejorar el procesamiento de partida para que los resultados sean o´ptimos.
Dentro de la IA, este tipo de sistemas que emulan la toma de decisiones de un
experto humano se conocen como Sistemas Expertos (Rich y Knight, 1991). Estos
sistemas suelen tomar decisiones mediante reglas de produccio´n u otros procesos
de razonamiento, utilizando conocimiento global sobre el dominio, extra´ıdo de la
experiencia de los expertos humanos (Pajares y Santos, 2005).
El conocimiento se puede adquirir de forma automa´tica utilizando alguna te´cnica
de Aprendizaje Automa´tico, que permite inferir el mismo almacena´ndolo en estructu-
ras como reglas de produccio´n, a´rboles de decisio´n, etc. Los me´todos de aprendizaje
son muchos y variados, pudie´ndose dividir por categor´ıas dependiendo del tipo de
elementos a aprender y de co´mo se aprenden, como por ejemplo el aprendizaje su-
pervisado, el aprendizaje no supervisado, el aprendizaje por analog´ıas, por refuerzo,
etc. (Mitchell, 1997).
En este caso, el propo´sito es obtener un sistema que utilice las experiencias
anteriores. Es decir, al igual que hace el experto humano, el sistema debe procesar
ima´genes comparando la similitud de e´stas con ima´genes que ya fueron procesadas
anteriormente con e´xito. A este tipo de aprendizaje que compara una situacio´n
actual con situaciones pasadas, se le denomina en ingle´s Instance-based learning. El
ma´ximo exponente dentro de este tipo de aprendizaje, tanto que muy a menudo
en la literatura se confunden, es el usado en el Razonamiento Basado en Casos
(CBR) (Aamodt y Plaza, 1994; Leake, 1996; Lenz et al., 1998; Lo´pez de Ma´ntaras
et al., 2005; Sierra-Araujo, 2006). El CBR no es un me´todo de aprendizaje puro, sino
que, como su nombre indica, es un sistema de razonamiento completo, que adema´s
incorpora tareas de aprendizaje.
Un CBR resuelve nuevos problemas adaptando las soluciones que fueron usadas
para solucionar problemas antiguos, (Riesbeck y Schank, 1989). El CBR es una al-
ternativa a los sistemas expertos cla´sicos basados en reglas que soluciona el principal
cuello de botella de e´stos: la obtencio´n del conocimiento. Para un experto es ma´s
fa´cil plasmar su conocimiento describiendo casos y explicando co´mo resolverlos que
definiendo reglas globales de solucio´n al problema, un proceso de induccio´n mucho
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ma´s complejo. Ma´s aun, siempre es ma´s sencillo an˜adir nuevos casos y su solucio´n
asociada que inferir nuevas reglas a partir de casos nuevos (Leake, 1996).
El CBR encuentra la(s) experiencia(s) pasada(s) ma´s similares al problema actual
(caso nuevo) y adapta la solucio´n tomada del caso antiguo al nuevo caso. El ciclo
esta´ndar esta´ compuesto por cuatro etapas (Aamodt y Plaza, 1994), tal y como se
muestra en la figura 4.41.
Figura 4.41: El ciclo CBR
1. Recuperacio´n: El sistema busca en la Base de Casos, que contiene todos
los casos previos, cua´l de ellos es el ma´s similar al nuevo caso de entrada,
usando para ello algu´n me´todo de ca´lculo de similitud entre casos. Al caso
previo ma´s similar se le denomina caso recuperado. Los me´todos de ca´lculo
de similitud usados var´ıan ampliamente en funcio´n del tipo de casos. Puede
calcularse similitud por la superficie o contenido de los casos (pares atributo-
valor), por su estructura (casos representados por estructuras complejas como
grafos o a´rboles), o derivando caracter´ısticas descriptivas de cada caso a partir
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de inferencias basadas en conocimiento sobre el dominio (Lo´pez de Ma´ntaras
et al., 2005).
2. Adaptacio´n: Se adapta la solucio´n que fue tomada para el caso recuperado
al nuevo caso, mediante algu´n me´todo de adaptacio´n llevando como resultado
al caso resuelto. En situaciones donde los problemas planteados por el nue-
vo caso y el caso recuperado son muy similares, la adaptacio´n puede ser tan
sencilla como reutilizar la misma solucio´n, sin cambios. Sin embargo, cuando
los problemas plantean diferencias significantes, habra´ que adaptar la solucio´n
decidiendo que´ cambiar y co´mo cambiarlo. Las tres formas de adaptacio´n ma´s
comunes son mediante sustitucio´n, donde se cambian partes de la solucio´n
recuperada, por transformacio´n, que altera la estructura de la solucio´n y me-
diante adaptacio´n generativa, donde se repite el proceso de generacio´n de la
solucio´n a partir del nuevo problema (Lo´pez de Ma´ntaras et al., 2005).
3. Reparacio´n/Verificacio´n: Se comprueba si la solucio´n adoptada por el
caso resuelto es suficientemente buena, y en caso negativo se repara. En la
inmensa mayor´ıa de los casos, la reparacio´n consiste en una nueva adaptacio´n
cambiando alguno de los para´metros, aunque puede tambie´n implicar volver a
efectuar el ciclo desde el principio, cambiando por ejemplo el me´todo de ca´lculo
de similitud para recuperar un caso distinto.
4. Aprendizaje: El caso resuelto y reparado se almacena en la base de casos, en-
riqueciendo el conocimiento del sistema. En algunas situaciones, sin embargo,
el caso no aporta informacio´n relevante (por ejemplo si presenta un problema
pra´cticamente ide´ntico al de un caso ya existente), no siendo aconsejable su
almacenamiento, sobre todo si se tiene en cuenta que el nu´mero de casos alma-
cenados en la base de casos influye negativamente sobre la eficiencia global del
sistema debido al nu´mero de comparaciones necesarias en la etapa de recupe-
racio´n. En este contexto aparece el concepto de mantenimiento de la base de
casos, formado por todas aquellas te´cnicas orientadas a mantener en todo mo-
mento una base de casos variada y completa pero utilizando el menor nu´mero
de casos posible. As´ı, puede decidirse no almacenar un caso, almacenar so´lo
parte, o incluso hacer limpieza de casos previos irrelevantes, como por ejemplo
aquellos que no han sido recuperados nunca.
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La resolucio´n de problemas mediante sistemas de CBR funciona bien en proble-
mas en los que la experiencia es un factor fundamental en la resolucio´n, es decir,
en problemas donde casos similares se resuelven de forma similar, y donde el apren-
dizaje de nuevas experiencias es esencial para mejorar la eficacia del sistema. Un
ejemplo es el sistema CASEY (Koton, 1988), capaz de hacer diagno´sticos me´di-
cos, partiendo de la hipo´tesis de que pacientes de caracter´ısticas similares y con los
mismos s´ıntomas deben ser tratados de forma similar.
A la hora de procesar ima´genes, en algunos casos cabe esperar que ima´genes
similares deban ser procesadas de forma similar. Es decir, un procesamiento que
dio resultados o´ptimos en una imagen dara´ buenos resultados tambie´n sobre cual-
quier imagen similar, llevando claramente a la aplicacio´n de CBR. Es ma´s, cuando
las ima´genes presentan una alta variabilidad entre s´ı, aplicar me´todos esta´ndares
basados en conocimiento global ser´ıa impensable (Perner, 2001).
A la hora de aplicar CBR a un procesamiento de ima´genes, hay muchas posibles
estrategias a seguir (Perner, 1998). En Grimnes y Aamodt (1996), se propone una
arquitectura CBR gene´rica para el tratamiento de ima´genes me´dicas, combinando
ana´lisis de alta abstraccio´n (caracter´ısticas concretas) y ana´lisis de baja abstraccio´n
(p´ıxel a p´ıxel), donde cada parte de la arquitectura esta´ organizada como tareas de
ingenier´ıa del conocimiento, de forma que dicha arquitectura pueda ser reutilizada
por cualquier sistema de procesamiento de ima´genes. En Perner (2006) se propone
un sistema CBR para el reconocimiento de objetos donde los casos almacenan la
forma de distintos tipos de bacterias, de modo que una imagen de entrada se divide
para posteriormente analizar cada segmento de la imagen buscando reconocer algo
parecido al contenido de la base de casos. En Perner (1999) el sistema CBR descrito
tiene que determinar el mejor umbral en la segmentacio´n de ima´genes de radiograf´ıas
cerebrales. El autor propone almacenar en los casos, adema´s de la imagen y el valor de
umbral usado, caracter´ısticas de la naturaleza de la imagen que no esta´n contenidas
expl´ıcitamente en ella, como las condiciones en las que fue tomada.
A pesar de los varios casos de aplicaciones de CBR sobre ima´genes, hasta la
fecha y hasta donde se ha podido investigar, nadie hab´ıa propuesto la aplicacio´n
de un CBR para ayuda en el procesamiento de ima´genes naturales, como el CBR
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aqu´ı descrito y publicado en Burgos-Artizzu et al. (2009b).
4.3.1. Arquitectura del sistema
El sistema CBR tiene que decidir para cada imagen de entrada el mejor me´to-
do a usar en cada etapa del procesamiento y el valor de los para´metros, a partir
de la similitud con uno de los casos almacenados. Una vez decidido esto, el sis-
tema procesara´ la imagen y almacenara´ los resultados obtenidos. Para evaluar el
funcionamiento del sistema CBR desarrollado, al igual que con el ajuste mediante
algoritmos gene´ticos, se ha contrastado la estimacio´n de cobertura de infestacio´n
para cada imagen con el valor de biomasa recogido en cada punto, simulta´neamente
al muestreo fotogra´fico.
El CBR sigue un ciclo cla´sico sin validacio´n (Recuperacio´n - Reutilizacio´n -
Aprendizaje), incluyendo al principio una clasificacio´n por indexacio´n de los casos,
figura 4.42. Los casos esta´n almacenados en clases disjuntas, que representan conjun-
tos de ima´genes con caracter´ısticas similares. Con la indexacio´n se obtiene la clase
de ima´genes con caracter´ısticas similares a la imagen de entrada. Luego, el sistema
recupera el caso de la clase que presenta un mayor grado de similitud, usando te´cni-
cas de ana´lisis de similitud entre ima´genes. Una vez recuperado el caso, el sistema
procesa la imagen de entrada asociada a la consulta, usando el mismo conjunto de
me´todos y valores de para´metros que se uso´ en el caso recuperado, obteniendo la
estimacio´n de tantos por ciento de suelo, cultivo e infestacio´n para la imagen de
entrada. Por u´ltimo, el sistema puede aprender de este nuevo caso, incluye´ndolo en
la base de casos cuando lo considera necesario.
4.3.2. Indexacio´n de los casos
No es viable comparar cada nueva consulta con todas las ima´genes de la base de
casos, ya que cada una tiene como mı´nimo 3 millones de p´ıxeles, y la complejidad de
los me´todos de ca´lculo de similitud necesitan por lo menos una exploracio´n completa
de la imagen. Para evitar esto, cada imagen se clasifica en una serie de clases disjun-
tas, donde cada clase representa condiciones similares ante un conjunto de atributos
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Figura 4.42: Arquitectura del sistema CBR propuesto
considerados caracter´ısticos. De este modo, el nu´mero de casos con los que se com-
para cada consulta se reduce considerablemente, ya que so´lo se comparara´ con los
de su misma clase.
La tabla 4.6 presentaba, para cada etapa del procesamiento de ima´genes, cua´les
son las caracter´ısticas decisivas para la obtencio´n de buenos resultados usando uno
u otro me´todo. As´ı, la iluminacio´n juega un papel fundamental en el me´todo usado
de segmentacio´n, mientras que la homogeneidad de las ima´genes (densidad de malas
hierbas y cultivo) afecta a las etapas de eliminacio´n y filtrado, y la presencia de
errores de sembrado hace que sea preferible el uso, en la etapa de eliminacio´n, del
me´todo E1. Dado que el objetivo de la indexacio´n es separar las ima´genes en clases
disjuntas para las cuales el procesamiento base sea el mismo, la cuestio´n ahora
es establecer que´ caracter´ısticas son las determinantes. A partir de la experiencia
adquirida en la utilizacio´n de los me´todos de procesamiento propuestos sobre un
gran conjunto de ima´genes, se observa que los siguientes atributos son u´tiles en la
caracterizacio´n de una imagen:
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Figura 4.43: Clases de pertenencia. Las clases no factibles se muestran marcadas con una cruz roja
Iluminacio´n (Sol o Nubes)
Presencia de error en el sembrado (S´ı o No)
Estado de crecimiento del cultivo (Bajo, Medio, Alto)
Zona infestada (S´ı o No)
Teniendo en cuenta los posibles valores para este conjunto de atributos, se pue-
den tener 24 posibles clases (2 ∗ 2 ∗ 3 ∗ 2). Sin embargo, de estas 24 clases, so´lo 14
representan situaciones posibles. El resto son combinaciones con casos contradicto-
rios, por ejemplo error en el sembrado y a la vez infestacio´n. En la figura 4.43 se
muestran tachadas por una cruz las clases que no son factibles.
La asignacio´n (automa´tica) de valores a cada uno de los atributos que caracte-
rizan una imagen se realiza del siguiente modo:
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Iluminacio´n: Se determina transformando la imagen RGB de entrada a una ima-
gen HSI, y posteriormente calculando el valor del histograma de la componente I
(intensidad) para el ma´ximo valor de intensidad (255). Si este valor sobrepasa un
umbral quiere decir que la imagen fue tomada con mucha luz (muchos p´ıxeles pre-
sentan ma´xima intensidad debido a que la luz ha saturado el sensor) y por lo tanto
pertenece a un d´ıa soleado, en caso contrario, se trata de un d´ıa nublado (figura
4.44). El umbral se ha fijado en 12000, a partir de la observacio´n de un conjunto
de 100 ima´genes nubladas y soleadas elegidas aleatoriamente. E´stas presentaban va-
lores dispares en el nu´mero de p´ıxeles con una intensidad de 255, fluctuando en el
intervalo [15000, 19000] en el caso de las ima´genes soleadas y en [2000, 6500] en el
caso de las nubladas.
(a) Soleado (b) Nublado
Figura 4.44: El valor del histograma para el valor ma´ximo de intensidad de la componente I de una
imagen indica si e´sta fue tomada en un d´ıa soleado, debido a la saturacio´n producida por la luz
sobre el sensor. Soleado si el nu´mero de p´ıxeles a 255 > 12000 o Nublado si ≤ 12000.
Estado crecimiento: Se calcula en funcio´n de la proporcio´n de p´ıxeles eliminados
usando el me´todo de eliminacio´n E2 . Bajo si proporcio´n < 30%, medio si 30% ≤
proporcio´n ≤ 55% y alto si proporcio´n > 55% (figura 4.45). Estos valores de umbral
se han establecido analizando visualmente un conjunto de 100 ima´genes que cubr´ıan
todos los casos.
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(a) bajo (b) medio (c) alto
p´ıxeles eliminados = 27% p´ıxeles eliminados = 48% p´ıxeles eliminados = 84%
Figura 4.45: Resultado de aplicar E2 para determinar el estado de crecimiento
Error de sembrado: Se calcula en funcio´n de la proporcio´n de columnas con valor
similar a la altura de la imagen, y dependiendo tambie´n del estado de crecimiento
previamente calculado, ya que cuando el estado de crecimiento es alto cabe esperar
una proporcio´n ma´s alta que cuando es bajo, tal y como se muestra en la tabla 4.7,
y la figura 4.46. Los valores de umbral se han determinado analizando visualmente
un conjunto de 100 ima´genes que cubr´ıan todos los casos posibles.
Estado de crecimiento
Bajo Medio Alto
Error en el sembrado si proporcio´n < 12% proporcio´n < 14% proporcio´n < 18%
Tabla 4.7: Ca´lculo de la existencia de errores de sembrado en funcio´n de la proporcio´n de columnas
en la imagen con nu´mero de p´ıxeles de vegetacio´n iguales a la altura de la imagen y el estado de
crecimiento
Infestado: Se considera como infestada una imagen si despue´s de la segmentacio´n
ma´s del 80% de los p´ıxeles son blancos (vegetacio´n), tal y como se muestra en la
figura 4.47.
160
4.3. Ajuste del procesamiento en funcio´n de las caracter´ısticas de cada imagen
(a) Con error (proporcio´n = 13%) (b) Sin error (proporcio´n = 31%)
Figura 4.46: Ca´lculo de la existencia de errores de sembrado en ima´genes de estado de crecimiento
medio (umbral = 14%)
El ca´lculo de estos atributos se efectu´a previamente a la ejecucio´n del sistema,
sobre todas las ima´genes disponibles y el resultado se almacena en una tabla. Cuando
la imagen introducida como caso nuevo es una imagen ya conocida, se consulta su
clase de pertenencia en la tabla. Si por el contrario se introduce como nueva consulta
una imagen nueva y no conocida hasta el momento, se calcula su clase de pertenencia
y se almacena el resultado en la tabla independientemente de que luego se almacene
tambie´n como caso o no. De esta forma, se ganara´ notablemente en eficiencia, ya
que so´lo se calcula la clase de pertenencia de cada imagen una vez.
4.3.3. Estructura de los casos y de la base de casos
Los casos contienen, adema´s de la imagen en s´ı, la informacio´n usada para la
indexacio´n (clase de pertenencia o caracterizacio´n segu´n los atributos anteriores), y
la solucio´n al procesamiento asociada a la imagen (me´todos a usar en cada etapa y
valor de los para´metros). La base de casos se organiza en dos tablas distintas, la que
contiene las clases de pertenencia de todas las ima´genes (tabla Indices), y la que
contiene la informacio´n de los casos (tabla Casos), en otras palabras:
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(a) imagen presentando una (b) proporcio´n de cubierta vegetal = 87%
clara zona infestada
Figura 4.47: Determinacio´n de la existencia de una zona infestada, segu´n si la proporcio´n de p´ıxeles
de vegetacio´n presentes despue´s de la etapa de segmentacio´n supera el 80%
Indices(IDImagen, Iluminacion,ErrorSembrado,ECrecimiento, Infestado)
Casos(IDImagen,MetodoS,MetodoE,MetodoF, ParS, ParS, ParS)
Durante el procesamiento de un nuevo caso se accede a ambas tablas por se-
parado: primero se consulta la clase de pertenencia en la tabla Indices (etapas de
indexacio´n y recuperacio´n), y posteriormente se accede a la solucio´n al procesamien-
to, almacenada en la tabla Casos (etapas de reutilizacio´n y aprendizaje).
Inicialmente, la base de casos se genero´ con 4 casos por cada clase de indexacio´n,
dando lugar a una base de casos inicial de 56 casos. El nu´mero inicial de casos se
valido´ en varias pruebas del sistema, durante las cuales se comprobo´ que al aumentar
el nu´mero de casos iniciales los resultados no mejoraban y adema´s la eficiencia del
sistema (tiempos de co´mputo) se ve´ıa repercutida negativamente.
Los casos fueron etiquetados a mano por expertos, usando la plataforma de pro-
cesamiento de ima´genes desarrollada, a la que se incorporo´ el sistema CBR. Cada
caso fue seleccionado procurando que los 4 casos asociados a cada clase presentaran
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ima´genes lo ma´s dispares posibles, para una mayor representacio´n. Adema´s, gracias
a las facilidades brindadas por la plataforma de procesamiento de ima´genes desarro-
llada, se comprobo´ en todo momento que las soluciones propuestas para los casos
almacenados suministraban valores de cobertura altamente correlacionados con los
valores de biomasa asociada a la imagen del caso.
4.3.4. Recuperacio´n
Una vez indexado el caso nuevo, el sistema debe decidir que´ caso recuperar,
de entre los que pertenecen a su misma clase. En esta etapa, es imprescindible ser
capaces de recuperar siempre el caso ma´s similar al caso nuevo. El me´todo de ca´lculo
de similitud entre casos juega aqu´ı un papel fundamental. En la literatura pueden
encontrarse infinidad de propuestas para tratar con casos que representan objetos
o atributos (Bonissone y Ayub, 1993; Liao et al., 1998), pero en este caso lo que se
tiene que comparar son las ima´genes. Concretamente, se recuperara´ el caso previo
cuya imagen sea la ma´s similar a la imagen de entrada o caso nuevo.
Por tanto, la pieza clave una vez realizada la indexacio´n es contar con una bue-
na funcio´n de similitud entre ima´genes. A la hora de comparar dos ima´genes son
muchas las caracter´ısticas de e´stas que se pueden tener en cuenta, (distancia entre
p´ıxeles, diferencias en intensidades, entornos de vecindad, etc.) y dependiendo del
propo´sito que tenga el procesamiento sobre la imagen, las caracter´ısticas a resaltar
sera´n distintas.
Los me´todos de ca´lculo de similitud utilizados en otros trabajos de CBR aplicado
a procesamiento de ima´genes (Perner, 1999, 2006), que comparan las ima´genes me-
diante diferencias en los histogramas, diferencias en los valores medios, en la varianza
o los centroides, resultan demasiado sencillos para el problema planteado, donde las
ima´genes presentan un elevado nu´mero de caracter´ısticas distintas, adema´s de gran
variabilidad.
En (Kato et al., 1999; Wang, 2003), se proponen dos me´todos distintos para la
clasificacio´n e indexacio´n de ima´genes con muy buenos resultados, aunque debido a
que se comparan exclusivamente aspectos locales de regiones de intere´s de la imagen
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y a su alto coste computacional, no pueden ser aplicados al problema planteado.
De entre los me´todos de ca´lculo de similitud ma´s generales cabe destacar el
Structural SIMilarity (SSIM) Index (Wang et al., 2004), que hasta la fecha ha obte-
nido los mejores resultados sobre la base de datos LIVE2. Sin embargo, al probarse
sobre ima´genes pertenecientes a la misma clase, en muchos casos devuelve valores
ide´nticos para todas ellas debido al alto parecido que presentan, y por lo tanto no
resulta u´til para el ca´lculo de similitud en el problema planteado.
Por u´ltimo, se llevo´ a cabo un ana´lisis de los me´todos de similitud entre ima´genes
cla´sicos resumidos en Di Gesu` y Starovoitov (1999); Van der Weken et al. (2004).
De entre ellos, se seleccionaron aquellos que daban mejor resultados para el tipo de
ima´genes a comparar. Los algoritmos de ca´lculo de similitud que se han probado son
los siguientes: 1) Global Distance (GD), que tiene en cuenta tanto las diferencias en
el valor de intensidad de cada p´ıxel, como la distancia de su posicio´n en la imagen,
esto u´ltimo siendo importante y a tener en cuenta ya que es imposible asegurar que
el tr´ıpode se coloca exactamente en el mismo sitio al tomar todas las fotos; 2) S2,
que tiene en cuenta so´lo la diferencia en el valor de intensidad de cada p´ıxel, aunque
esta vez en lugar de simplemente restar ambos valores, se basa en la distancia de
Kullback-Leibler 3;3) Mean Squared Error (MSE), el me´todo cla´sico de ca´lculo de
error cuadra´tico medio.
Las expresiones 4.10, 4.11 y 4.12 muestran el ca´lculo de similitud para cada uno
de los me´todos, dadas dos ima´genes a comparar A y B de MxN p´ıxeles cada una.
La complejidad de los me´todos es del orden de Θ(Alto2 ∗ Ancho2) para GD y de
Θ(Alto ∗Ancho) para S2 y MSEA.
2La base de datos de ima´genes LIVE (2009), gestionada por la Universidad de Texas, esta´ for-
mada por un conjunto muy diverso de 648 ima´genes, donde cada imagen se repite varias veces,
an˜adiendo ruido aleatorio o degradando su calidad, con el fin de obtener una buena base de prueba
para evaluar me´todos de ca´lculo de similitud de ima´genes
3suma de divergencias frente a coincidencias (Kullback y Leibler, 1951).
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GD(A,B) =
2
MN ∗ (MN − 1)
∑
∀A(i,j)∈A
∑
∀B(l,m)∈B
δ(A(i, j), B(l,m)),
donde, (4.10)
δ(A(i, j), B(l,m)) = α ∗ (|i− l|+ |j −m|) + β ∗GR(A(i, j), B(l,m)),
siendo,
GR(A(i, j), B(l,m)) =
|A(i, j)−B(l,m)|
max(A(i, j), B(l,m))
α y β se usan para dar ma´s importancia a la distancia o al valor entre p´ıxeles.
Para el problema propuesto se ha tomado α = β = 0,5, por lo que ambos criterios
tienen asignado el mismo peso.
S2(A,B) =
∑M
i=1
∑N
j=1 |A(i, j)−B(i, j)|∑M
i=1
∑N
j=1(A(i, j) +B(i, j))
(4.11)
MSE(A,B) =
1
MN
√√√√ M∑
i=1
N∑
j=1
|A(i, j)−B(i, j)|2 (4.12)
4.3.5. Adaptacio´n
Para cada caso nuevo se usan los mismos me´todos y valor de los para´metros que
los usados en el caso recuperado. Como ya se ha comentado antes, la reutilizacio´n
de la misma solucio´n para un caso nuevo esta´ justificada en casos como e´ste, donde
el nuevo caso y el caso recuperado son muy similares.
Para poder cambiar la solucio´n del caso recuperado el sistema deber´ıa tener
conocimiento del dominio, para determinar los efectos de aumentar el valor de un
165
Cap´ıtulo 4. Estimacio´n de la cobertura de malas hierbas en muestreos fotogra´ficos
para´metro en determinadas condiciones, o para ser capaz de determinar cua´ndo las
diferencias entre las ima´genes indican una degradacio´n en la solucio´n que aconseja
cambiar de me´todo. Ma´s au´n, este conocimiento del dominio tiene una alta compo-
nente de intuicio´n, muy dif´ıcil de codificar e incluir en el razonamiento.
En la literatura pueden encontrarse varias aproximaciones a me´todos de adap-
tacio´n que hacen frente a situaciones similares (Lo´pez de Ma´ntaras et al., 2005).
Entre ellas cabe destacar por ejemplo el uso de ajustes evolutivos sobre el nuevo
caso partiendo de la solucio´n recuperada, de forma similar al ajuste realizado en la
seccio´n anterior (Go´mez de Silva Garza y Maher, 2000). Sin embargo, se ha pre-
ferido inicialmente no incorporar dichos me´todos por razones de eficiencia, ya que
ralentizar´ıan notablemente al sistema, impactando negativamente sobre el uso de
la plataforma. Esta u´ltima es una cuestio´n que puede quedar abierta para trabajos
futuros.
4.3.6. Aprendizaje
La fase de aprendizaje del sistema CBR decide si la consulta procesada debe
incluirse en la base de casos o no. Actualmente, el sistema almacena el caso resultado
de la consulta so´lo si los resultados obtenidos por el caso resuelto muestran valores
de cobertura de malas hierbas correlacionados con los valores de biomasa al menos
en un 90% y si el valor de ca´lculo de similitud entre la imagen del caso nuevo y
aquella del caso recuperado es inferior al 95%. De este modo, so´lo se almacenan
los casos cuya solucio´n representa un buen procesamiento y cuya imagen no sea
pra´cticamente ide´ntica a alguna ya existente, situacio´n en la cual el caso nuevo no
aportar´ıa informacio´n diferente relevante. El me´todo de aprendizaje propuesto parte
de disponer de un valor alternativo para la zona muestreada como es la biomasa.
Cuando no se dispone de un valor asociado de biomasa este me´todo no es aplicable
por lo que esta cuestio´n queda abierta para trabajos futuros.
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4.3.7. Resultados
El sistema ha sido probado sobre un conjunto de 182 ima´genes, pertenecientes
tanto a campos de cereal de invierno como de ma´ız. Para ayudar a comprender mejor
la aportacio´n del CBR sobre la plataforma de procesamiento de ima´genes, se han
probado distintas configuraciones del sistema por separado. La tabla 4.8 describe
todas las configuraciones evaluadas. Primero, se ha verificado el funcionamiento del
sistema para las 182 ima´genes sin CBR, usando las dos combinaciones de me´to-
dos que obtuvieron mejor resultado con ajuste gene´tico. La primera configuracio´n,
SinCBR1 usa la combinacio´n S1-E3-F3, y la segunda, SinCBR2, usa la combina-
cio´n S1-E2-F2.
Adema´s se ha evaluado una configuracio´n h´ıbrida, PseudoCBR, que procesa
todos los casos pertenecientes a la misma clase siempre del mismo modo, siguien-
do unas pautas prefijadas, mostradas en la tabla 4.9. As´ı, la iluminacio´n determi-
nara´ que´ segmentacio´n debe ser usada, mientras que los me´todos a utilizar en las
etapas de eliminacio´n y filtrado vendra´n establecidos por el estado de crecimiento
del cultivo, a no ser que haya errores en el sembrado o infestacio´n, en cuyo caso los
me´todos seleccionados sera´n otros. Esta configuracio´n ha sido incluida en las evalua-
ciones con el propo´sito de comprobar las diferencias de resultados entre ajustar cada
imagen por separado (CBR completo) y ajustar las ima´genes dependiendo so´lo de
sus caracter´ısticas, y ver si el uso de un sistema CBR completo, mucho ma´s costoso
desde un punto de vista de co´mputo, queda justificado.
Por u´ltimo, se han evaluado tres variantes del CBR completo (CBR1, CBR2 y
CBR3), una por cada una de las funciones de ca´lculo de similitud entre ima´genes
descritas anteriormente. Para los tres CBRs la base de datos inicial estaba formada
por cuatro casos por clase, es decir, un total de 56 casos (4 ∗ 14).
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Sistema Descripcio´n
SinCBR1 S1(−0,7, 0,588, 0,136, 247);E3(30, 40, 0,9);F3(0,15)
SinCBR2 S1(−1, 2, 1, 224);E2(35, 5);F2(0,15)
PseudoCBR Indexacio´n + pautas (vea´se tabla 4.9)
CBR1 CBR usando el me´todo de ca´lculo de similitud GD
CBR2 CBR usando el me´todo de ca´lculo de similitud S2
CBR3 CBR usando el me´todo de ca´lculo de similitud MSE
Tabla 4.8: Descripcio´n de las distintas configuraciones del sistema evaluadas
Atributo Valor Pautas a seguir
Iluminacio´n
Sol S1(−1, 2,−1, 230)
Nubes S1(−0,7, 0,588, 0,136, 245)
Estado de crecimiento
Bajo E2(35, 5);F3(0,10)
Medio E3(30, 40, 0,7);F2(0,3)
Alto E3(10, 20, 0,9);F3(0,5)
Error en el sembrado S´ı E1(0,75)
Infestacio´n S´ı E3(2, 5, 0,99);F3(0,65)
Tabla 4.9: Pautas seguidas por Pseudo-CBR
Al igual que se hizo en el ajuste mediante gene´ticos, se ha estimado tanto la
aproximacio´n de los resultados al valor de la biomasa (correlacio´n estad´ıstica), como
el tiempo de respuesta (eficiencia), ya que interesa que el sistema pueda utilizarse en
un futuro en tiempo real. Los resultados tambie´n se han comparado con la evaluacio´n
realizada por expertos humanos, que tal como se explico´ en el cap´ıtulo 2 tiende a
ser subjetiva. Todos los resultados se muestran en la tabla 4.10.
Los sistemas sin CBR alcanzan correlaciones medias con la biomasa en torno
al 60% (58% SinCBR2 y 61% SinCBR1). Es importante recordar que el ajuste
gene´tico se realizo´ sobre ima´genes de cereal, mientras que en este estudio se utiliza
un conjunto formado por ima´genes de dos tipos de cultivo, cereal y ma´ız. El presente
trabajo es novedoso pues son pocos los casos en los que se aborda la deteccio´n de
infestacio´n en dos tipos de cultivo simulta´neamente. Una vez ma´s, la combinacio´n
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Sistema Correlacio´n Tiempo medio empleado
por imagen (sec)
SinCBR1 0.615 1.21
SinCBR2 0.587 0.5
Pseudo-CBR 0.684 1.37
CBR1 0.822 2.10
CBR2 0.799 1.63
CBR3 0.797 1.62
Expertos 0.578 -
Media SinCBR 0.601 0.85
Media CBR 0.806 1.78
Tabla 4.10: Resultados del estudio comparativo de la plataforma con y sin CBR
S1-E3-F3 (SinCBR1) es mejor que S1-E2-F2 (SinCBR2) y a la vez es ma´s lenta.
Modificar el procesamiento sobre cada imagen dependiendo de las caracter´ısticas
que e´sta presenta (PseudoCBR), mejora los resultados de los sistemas sin CBR
casi un 10% (68,4% de correlacio´n media), lo que vuelve a corroborar lo determi-
nantes que son los atributos de caracterizacio´n (Iluminacio´n, Estado de crecimiento,
Errores en el sembrado, Infestacio´n) para la obtencio´n de una estimacio´n precisa de
la cobertura, como ya se discut´ıa en la tabla 4.6.
El uso de un CBR completo, mejora el ajuste otro 10% ma´s (80,6% de media),
demostrando de este modo que no so´lo es importante procesar las ima´genes depen-
diendo de a que´ clase pertenecen, sino que tambie´n es necesario ajustar cada imagen
por separado. Esto significa, adema´s, que el CBR ha mejorado los resultados de
la plataforma desarrollada (y partiendo de valores ajustados previamente mediante
gene´ticos so´lo para un tipo de cultivo, cereal) en un 20% (correlacio´n media sin
CBR = 60,1%, media con CBR 80,6%). Estos resultados son muy buenos, ma´xime
si se tiene en cuenta que las ima´genes utilizadas pertenecen a dos tipos de cultivo
distinto (cereal y ma´ız) y provienen de muestreos realizados a lo largo de seis an˜os.
Las diferencias entre las distintas configuraciones del CBR son mı´nimas, alcan-
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zando CBR1 una correlacio´n de 82,2% frente a un 79,9% del CBR2 y al 79,7%
del CBR3. Esto demuestra que los tres me´todos de similitud funcionan de for-
ma ana´loga, siendo GD el de mejores resultados, aunque tambie´n es el ma´s lento
computacionalmente hablando.
Obviamente, los sistemas CBR, debido a todo el proceso de clasificacio´n, razo-
namiento y aprendizaje que efectu´an son ma´s lentos, (1s ma´s por imagen) que el
procesamiento de ima´genes sin CBR. Sin embargo, a la hora de construir mapas de
tratamiento, cuando por tanto el tiempo real no es importante, mejorar los resulta-
dos en un 20% es altamente preferible a ganar 1s por imagen en su elaboracio´n.
En cuanto a la valoracio´n de los expertos, se puede comprobar co´mo las valo-
raciones sobre las ima´genes son peores que las efectuadas incluso por los sistemas
ba´sicos sin CBR, lo que corrobora la hipo´tesis de subjetividad.
Finalmente, la bondad del sistema completo de procesamiento de ima´genes inclu-
yendo el CBR puede comprobarse visualmente al comparar los mapas de cobertura
de malas hierbas construidos a partir de los valores de cobertura devueltos y la
biomasa. La figura 4.48 muestra dicha comparacio´n para los mapas creados por in-
terpolacio´n a partir de un muestreo de 180 puntos llevado a cabo el an˜o 2005 en
un campo de cereal de 160m de largo por 80m de ancho. Los valores de cobertura
devueltos por la plataforma muestran una correlacio´n con la biomasa del 82%.
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Figura 4.48: Comparacio´n de los mapas de cobertura de malas hierbas obtenidos recogiendo biomasa
(datos reales) y estimando los valores de cobertura usando la plataforma de ima´genes (correlacio´n
del 82%)
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Cap´ıtulo 5
Deteccio´n de malas hierbas en
tiempo real
El tiempo es una imagen mo´vil de la eternidad
Plato´n
El objetivo principal en lo relativo al procesamiento en tiempo real es el disen˜o
y desarrollo de me´todos de Visio´n Artificial que permitan estimar la cobertura de
malas hierbas, cultivo y suelo en una secuencia de ima´genes (v´ıdeo), tomadas direc-
tamente desde el tractor a la vez que e´ste se desplaza sobre el campo. Al igual que
los me´todos sobre ima´genes esta´ticas, e´stos deben ser capaces de procesar de forma
completamente automa´tica cada imagen, suministrando una estimacio´n precisa.
Las principales diferencias de este caso respecto al procesamiento de ima´genes
esta´ticas, son el procedimiento de adquisicio´n de las ima´genes y el tiempo disponible
para el procesamiento de las mismas, que es muy limitado.
Las velocidades de tratamiento habituales se situ´an en torno a los 7Km/h, equi-
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valentes a casi 2m/s. La velocidad de grabacio´n de las ca´maras de v´ıdeo convencio-
nales suele ser de 25 frames1 por segundo (fps), lo cual implica que entre cada frame
(a la velocidad de 2m/s) el tractor habra´ avanzado 8cm. Por tanto, para ser capa-
ces de realizar un muestreo continuo de malas hierbas con precisio´n centime´trica,
es necesario procesar todos los frames segu´n vienen, o lo que es lo mismo, procesar
una imagen cada 0, 04s. Esta restriccio´n temporal sobre el tiempo de respuesta del
sistema se debe tener en cuenta al desarrollar un sistema de deteccio´n de malas hier-
bas y en este sentido es en el que se utilizara´ el te´rmino tiempo real en la presente
memoria.
En lo que sigue se describen los trabajos llevados a cabo para discriminar en
tiempo real mediante te´cnicas de VA malas hierbas en dos tipos de cultivo muy dis-
tintos: ma´ız y can˜a de azu´car. Todos los me´todos desarrollados en este cap´ıtulo han
sido programados en C++ usando el entorno de programacio´n Visual Studio, y com-
pilados en filtros DirectShow, para su uso directo en sistemas operativos Windows
a partir de aplicaciones ya incluidas, como por ejemplo GraphEdit.
5.1. Deteccio´n de malas hierbas en tiempo real en ma´ız
En el caso del ma´ız las malas hierbas ma´s frecuentes y objeto de este estudio son
Sorghum, Cyperus, Xanthium y Datura. Co´mo ya se vio en el Cap´ıtulo 4, algunas de
estas infestaciones se caracterizan por ser dif´ıcilmente distinguibles del cultivo, tanto
en forma como en lo que respecta a su signatura espectral o color en el momento
en el que deben ser aplicados los tratamientos, por lo que lo ma´s conveniente es
utilizar la posicio´n como criterio de discriminacio´n, en otras palabras considerar
como infestacio´n todo aquello que crece fuera de las l´ıneas de cultivo, que en el
caso del ma´ız presentan una separacio´n aproximada de 70cm. Por tanto, una vez
ma´s, el problema consiste en localizar, y separar del resto de la imagen las l´ıneas
de cultivo y contabilizar como mala hierba toda la cubierta vegetal que queda entre
l´ıneas. Es importante que las l´ıneas de cultivo se detecten con precisio´n para estimar
la densidad del cultivo, ya que como se explico´ anteriormente, este para´metro es
1frames: ima´genes que en secuencia forman el v´ıdeo
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tambie´n importante a la hora de decidir la cantidad de tratamiento a aplicar, debido
a que el grado de amenaza de una infestacio´n depende del nivel de desarrollo del
cultivo, que incide en la capacidad que tiene e´ste de competir con la mala hierba
Au´n trata´ndose de la misma problema´tica, el procesamiento sera´ muy distinto
al visto en el Cap´ıtulo 4, debido a las diferencias en el modo en que se toman las
ima´genes y a las limitaciones en tiempo de respuesta, como se detalla a continuacio´n.
5.1.1. Adquisicio´n de ima´genes
El objetivo final del sistema de percepcio´n en tiempo real es, adema´s de efectuar
el muestreo continuo de malas hierbas, usar su salida como entrada a un controlador
sobre la barra de tratamientos que aplique herbicida directamente, en funcio´n de
las coberturas de infestacio´n y cultivo estimadas, que se vera´ en el Cap´ıtulo 6. Este
objetivo, permitir´ıa llevar a cabo el tratamiento selectivo de malas hierbas de forma
totalmente automatizada y en tiempo real.
La barra de tratamientos de herbicida usada tiene diez metros de ancho, distri-
buidos a lo largo de cinco secciones independientes de dos metros cada una. Para que
la salida del sistema de percepcio´n pueda ser usada como entrada u´til al controlador
de la barra de tratamientos, el sistema debera´ ser capaz de estimar la mala hierba
y el cultivo presente sobre todo el ancho de la barra, es decir, sobre los diez metros.
Para capturar informacio´n de diez metros de campo con una ca´mara convencional
montada sobre el tractor, e´sta se coloca sobre el techo del tractor, a 2,15m de altura
y con un a´ngulo cuya inclinacio´n ma´xima con respecto al plano horizontal es de 10
grados, figura 5.1, lo que permite explorar la situacio´n del campo aproximadamente
8 metros por delante. Al no colocar la ca´mara perpendicular al suelo, se produce
una proyeccio´n de perspectiva del sistema o´ptico tal que se pierde la posibilidad de
que las l´ıneas de cultivo aparezcan en la imagen como columnas verticales, que tanto
ayudaba al procesamiento propuesto en el cap´ıtulo anterior para las ima´genes de los
muestreos. Pero para obtener ima´genes del mismo estilo, capturando 10 metros de
ancho con una u´nica ca´mara, ser´ıa necesario colocar e´sta en un ma´stil a una altura
de diecisiete metros, algo inviable.
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Figura 5.1: Me´todo de toma de las ima´genes para la deteccio´n de infestacio´n en tiempo real en
ma´ız. La ca´mara se coloca directamente sobre el tractor, a 2,15m de altura y con un a´ngulo de 10
grados de inclinacio´n sobre la horizontal
La figura 5.2 muestra la perspectiva producida por la colocacio´n casi horizontal
de la ca´mara. Las l´ıneas de cultivo, paralelas al campo de visio´n en la escena, se
proyectan sobre el plano de la imagen como rectas con un mismo punto de intersec-
cio´n en el horizonte, llamado tambie´n punto de fuga. La perspectiva en las l´ıneas de
cultivo se produce porque el detalle de la parte baja de la imagen es mucho mayor
que el de la parte alta, dado que la zona de la escena proyectada sobre e´sta se en-
cuentra ma´s cerca de la ca´mara. As´ı, el espacio entre l´ıneas de cultivo (constante en
el campo), var´ıa en la imagen, reducie´ndose de abajo hacia arriba, a consecuencia
de la pe´rdida de detalle. Por otro lado, esta colocacio´n de la ca´mara, junto con el
movimiento del tractor, hace que en frames consecutivos se muestren las mismas
zonas del campo repetidas, primero en la parte alta de la imagen y luego en la parte
baja (primero desde lejos y luego desde ma´s cerca a medida que el tractor avanza).
Siempre a consecuencia de la perspectiva, el movimiento se plasma sobre frames con-
secutivos con desplazamientos hacia abajo y hacia los lados, que adema´s aumentan
en magnitud a medida que se acercan a la parte baja de la imagen, figura 5.2.
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Las ima´genes resultantes muestran una perspectiva del campo parecida a la que
se ve desde la cabina del tractor, figura 5.3. En lugar de ver so´lo dos l´ıneas de cultivo,
ahora en cada imagen se muestran entre 5 y 7 l´ıneas de cultivo (dependiendo de los
desplazamientos en la orientacio´n del tractor) en la parte baja de la imagen, y muchas
ma´s en la parte alta de la imagen.
Con esta configuracio´n, los v´ıdeos so´lo abarcan 6,5m de ancho, en lugar de los
10m necesarios. Sin embargo, no es posible colocar la ca´mara en una posicio´n ma´s
elevada, debido a que la precisio´n obtenida en las ima´genes ser´ıa demasiado pequen˜a
(10 m comprimidos en tan so´lo 520 p´ıxeles). Debido a esto, las u´nicas soluciones son
o bien no utilizar la primera y u´ltima seccio´n de la barra de tratamiento (mantenerlas
siempre cerradas), trabajando so´lo sobre los 6m correspondientes a las 3 secciones
centrales, o bien instalar otra ca´mara al otro lado del techo de la cabina del tractor
y efectuar posteriormente una fusio´n de la informacio´n recogida por ambas ca´maras.
Sea cual sea la configuracio´n final adoptada, en ambos casos el procesamiento se
llevar´ıa a cabo a partir de v´ıdeos adquiridos con la configuracio´n actual, por lo que
la aproximacio´n propuesta en esta seccio´n para tratar la imagen de 6,5m sera´ la
base de la adquisicio´n de la franja total de 10m para el caso de la deteccio´n de mala
hierba y el posterior tratamiento.
Todos los v´ıdeos han sido, una vez ma´s, tomados a lo largo de varios an˜os en
distintos campos, disponiendo actualmente de ma´s de 12h de material, asegurando
que se cuenta con una gran variedad de situaciones, tanto de iluminacio´n (d´ıas
soleados o nublados) y textura del suelo (suelo seco o hu´medo), como de estado
de crecimiento del cultivo o de cantidad y posicio´n de malas hierbas, tal como se
muestra en la figura 5.3.
A todos los problemas asociados a distintas condiciones de la vegetacio´n (errores
de sembrado, infestacio´n, distintos estados de crecimiento, etc.) a los que debe hacer
frente el procesamiento, hay que an˜adir los problemas derivados de la inestabilidad
causada por el movimiento del tractor y la irregularidad del terreno, que produ-
ce ima´genes borrosas, con ruido, e incluso desplazamientos de la orientacio´n de la
ca´mara (ve´ase figura 5.3(b)).
Todos los v´ıdeos fueron tomados con ca´maras convencionales Sony DCR PC110E
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y JVC GR-DV700E, fa´ciles de conseguir, baratas y de calidad suficiente para obte-
ner ima´genes n´ıtidas (720x576 p´ıxeles). La idea es utilizar equipos esta´ndares que
permitan desarrollos baratos de fa´cil instalacio´n que no supongan un incremento
significativo sobre el precio de un tractor convencional. Las dos ca´maras utilizadas
disponen de conexio´n i.Link o IEEE1394 que permite la adquisicio´n de 25 frames por
segundo desde la ca´mara sin necesidad de disponer de una etapa de digitalizacio´n.
5.1.2. Procesamiento propuesto
Como en el caso de las ima´genes esta´ticas, el procesamiento debe ser capaz de
determinar los porcentajes de mala hierba, cultivo y suelo presentes en cada frame
capturado por la ca´mara de v´ıdeo, para calcular el riesgo que supone para el cultivo
la mala hierba detectada (Ribeiro et al., 2005).
Al igual que en el caso esta´tico, el procesamiento consta de 3 estapas: 1) Seg-
mentacio´n de la capa de vegetacio´n frente al resto, 2) Deteccio´n y eliminacio´n de las
l´ıneas de cultivo y 3) Deteccio´n de las malas hierbas como la cobertura vegetal que
crece entre l´ıneas de cultivo.
Para llevar a cabo un procesamiento en tiempo real a 25fps, es necesario procesar
un frame cada 0, 04s. Para alcanzar estos tiempos de respuesta, el procesamiento pro-
puesto se divide en dos partes. La primera realiza todas las operaciones consideradas
necesarias para extraer correctamente las l´ıneas de cultivo en todas las situaciones,
independientemente del tiempo requerido. Los resultados de esta primera parte se
usan como entrada a la segunda parte, que adapta dichos resultados al frame actual
en un tiempo por debajo de los 0, 04s, logrando de este modo la deteccio´n de la
infestacio´n en tiempo real.
La primera parte se considera un procesamiento a prueba de fallos, que funciona
siempre, bajo todos los tipos de situaciones que pueden encontrarse en el campo
y para las cuales no ser´ıa suficiente un procesamiento ra´pido, incapaz de tratar
adecuadamente cambios dra´sticos de iluminacio´n, distintos estados de crecimiento de
la vegetacio´n, errores de sembrado y todos los problemas asociados con el traqueteo
del tractor y la irregularidad del terreno (desplazamientos, ima´genes borrosas, ruido).
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A esta primera parte del procesamiento se le ha llamado Procesamiento a Prueba
de Fallos (PPF ). La segunda parte recibe el nombre de Procesamiento a Tiempo
(PT ).
La figura 5.4 muestra el diagrama de flujo del procesamiento propuesto. Cada
vez que un nuevo frame es capturado por la ca´mara, el primer paso (comu´n para
PPF y PT ) consiste en segmentar la cubierta vegetal del resto, Posteriormente, se
transfiere simulta´neamente la imagen segmentada a ambas partes del procesamiento.
Debido a que PPF no trabaja en tiempo real, es probable que al llegar el nuevo
frame PPF no este´ au´n listo para procesarlo (se encuentre au´n procesando infor-
macio´n anterior), por lo que el frame se almacena en un registro. Cuando PPF
esta´ listo para analizar una nueva imagen, recoge todos los frames almacenados en
espera de ser procesados, y los usa todos en el procesamiento, almacenando final-
mente el resultado en el registro Imagen de Referencia. Adema´s, PPF actualiza
tambie´n el valor de umbral usado en la segmentacio´n, a partir de un ajuste sobre el
u´ltimo frame capturado, para que la segmentacio´n se adapte ra´pidamente a los cam-
bios de iluminacio´n. Al mismo tiempo e independientemente de PPF, PT procesa
cada nuevo frame segu´n llega, usando como gu´ıa la u´ltima Imagen de Referencia
creada por PPF. A continuacio´n se describe detalladamente cada paso.
Segmentacio´n
El me´todo de segmentacio´n utilizado no es ma´s que S1, explicado en el Cap´ıtulo
4 y que demostro´ dar muy buenos resultados sobre todo tipo de ima´genes. Los valores
de las constantes de la combinacio´n lineal se se fijan a los obtenidos con el ajuste
mediante algoritmos gene´ticos del cap´ıtulo anterior (r = −0,884, g = 1,262, b =
−0,311) y variando el valor del umbral segu´n la imagen.
La variacio´n del umbral es crucial para un procesamiento robusto ante cambios
de iluminacio´n, que ocurren con frecuencia incluso durante un mismo recorrido del
campo debido a condiciones metereolo´gicas cambiantes (especialmente en d´ıas con
nubes y claros).
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PPF ajusta automa´ticamente el umbral cada vez que lleva a cabo el procesa-
miento de un nuevo frame, usando para ello el u´ltimo frame capturado por la ca´mara.
Los me´todos explorados para la umbralizacio´n de la imagen en escala de grises que
resulta de la combinacio´n lineal de los planos RGB son dos. El primero es el conocido
me´todo de umbralizacio´n por ma´xima varianza en el histograma (Otsu, 1979) muy
usado en procesamiento de ima´genes, mientras que el segundo consiste en tomar
como valor de umbral el valor de intensidad medio de todos los p´ıxeles, ecuacio´n
5.2. Esta segunda aproximacio´n ma´s sencilla de calcular devuelve valores de umbral
muy pro´ximos a los obtenidos mediante el ajuste con algoritmos gene´ticos.
Umbral =
∑N
x=1
∑M
y=1(r ∗R(x, y) + g ∗G(x, y) + b ∗B(x, y))
M ∗N (5.1)
donde,
r = −0,884, g = 1,262, b = −0,311
La figura 5.5 muestra el resultado de ambas aproximaciones sobre dos frames
de entrada distintos. El me´todo de Otsu tiene tendencia a ajustar la umbralizacio´n
usando valores de umbral ma´s altos que el me´todo de media de intensidades (220
y 231 frente a 203 y 215 respectivamente), incluyendo de este modo ma´s p´ıxeles en
la cubierta vegetal. Esto tiene como inconveniente que las l´ıneas de cultivo y ma-
las hierbas esta´n completamente pegadas, dificultando much´ısimo el procesamiento.
Dado que este efecto no aparece en la media de intensidades, se ha optado por usar
este me´todo.
La figura 5.6 muestra los claros beneficios de la te´cnica de ajuste del umbral
frente a la segmentacio´n con umbral fijo.
Una vez segmentado el frame, se elimina el tercio superior de la imagen, ya
que muestra una zona demasiado alejada de la ca´mara en la que es imposible e
innecesario detectar la mala hierba. El resultado final de la segmentacio´n sobre un
frame se muestra en la figura 5.7.
183
Cap´ıtulo 5. Deteccio´n de malas hierbas en tiempo real
fram
e
entrada
valor
de
um
bral
m
e´todo
de
O
tsu
m
edia
de
intensidades
sobre
histogram
a
F
ig
u
ra
5
.5
:
C
o
m
p
a
ra
cio´
n
d
e
lo
s
m
e´to
d
o
s
d
e
u
m
b
ra
liza
cio´
n
va
ria
b
le
ex
p
lo
ra
d
o
s
(O
tsu
y
m
ed
ia
d
e
in
ten
sid
a
d
es)
so
b
re
d
o
s
fra
m
es
ejem
p
lo
184
5.1. Deteccio´n de malas hierbas en tiempo real en ma´ız
fr
am
e
de
en
tr
ad
a
se
gm
en
ta
ci
o´n
co
n
se
gm
en
ta
ci
o´n
co
n
um
br
al
fij
o
um
br
al
va
ri
ab
le
um
br
al
=
21
0
um
br
al
=
23
3
um
br
al
=
21
0
um
br
al
=
19
7
F
ig
u
ra
5
.6
:
L
a
va
ri
a
ci
o´
n
d
el
u
m
b
ra
l
d
u
ra
n
te
el
p
ro
ce
sa
m
ie
n
to
a
d
a
p
ta
d
a
a
ca
d
a
im
a
g
en
lo
g
ra
u
n
a
se
g
m
en
ta
ci
o´
n
ro
b
u
st
a
a
lo
s
ca
m
b
io
s
d
e
il
u
m
in
a
ci
o´
n
p
ro
d
u
ci
d
o
s
d
u
ra
n
te
u
n
m
is
m
o
re
co
rr
id
o
en
el
ca
m
p
o
185
Cap´ıtulo 5. Deteccio´n de malas hierbas en tiempo real
(a) (b)
Figura 5.7: Segmentacio´n de un frame. El tercio superior se elimina por mostrar una zona demasiado
alejada de la ca´mara. Al reducir la regio´n de intere´s tambie´n se reduce el tiempo de procesamiento
Procesamiento a Prueba de Fallos (PPF)
El objetivo de PPF es la correcta deteccio´n de todos los p´ıxeles pertenecientes
a las l´ıneas de cultivo bajo todas las situaciones posibles. El resultado es la creacio´n
de una imagen binaria donde so´lo las l´ıneas de cultivo tienen valor distinto de cero.
Esta imagen se almacena en un registro y constituye la Imagen de referencia usada
por PT como gu´ıa en el procesamiento. Esta imagen de referencia, como ya se ha
dicho, es fundamental para que el procesamiento sea preciso y robusto ante todo
tipo de situaciones y condiciones adversas.
Como se vio en el Cap´ıtulo 3, algunos trabajos aprovechan la perspectiva presente
en la imagen para usar la transformada de Hough y extraer las l´ıneas de cultivo
(Hague et al., 2006; Tellaeche et al., 2008a,b). Sin embargo, la transformada de
Hough es un proceso demasiado complejo y lento, dif´ıcil de usar en tiempo real,
adema´s de presentar problemas cuando hay errores de sembrado o aparecen rodales
grandes de malas hierbas, es decir, infestaciones que lo cubren todo.
Por otro lado, en el guiado de veh´ıculos agr´ıcolas se ha utilizado la deteccio´n de
l´ıneas de cultivo en tiempo real en varios trabajos (Bakker et al., 2008; Billingsley
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y Schoenfisch, 1997; Gottschalk et al., 2008; Keihcer y Seufert, 2000; Leemans y
Destain, 2006; Olsen, 1995; Reid et al., 2000; Tillet y Hague, 1999; Torii, 2000), sin
embargo, en estos trabajos el objetivo es so´lo aproximar las ecuaciones de las rectas
que dirigen las l´ıneas de cultivo para determinar la direccio´n del veh´ıculo en cada
instante. En este caso es necesario determinar todos los p´ıxeles de la imagen que
corresponden a cultivo, por lo que se necesitan me´todos ma´s precisos.
Dado que PPF no trabaja en tiempo real, varios frames nuevos se capturan
mientrasPPF esta´ ocupado procesando informacio´n anterior. CuandoPPF esta´ lis-
to, todos estos frames (ya segmentados) se combinan mediante una operacio´n AND.
De este modo, en la imagen resultante so´lo se mantendra´n los p´ıxeles de cubierta
vegetal que han sido detectados como tal de modo persistente en todos los frames
anteriores. En la figura 5.8(a) puede verse un ejemplo del resultado de la operacio´n
AND sobre la imagen de la figura 5.7(b) y los seis frames anteriores. Se puede ob-
servar que so´lo permanecera´n en blanco aquellos p´ıxeles pertenecientes al centro de
las l´ıneas de cultivo, exceptuando algunos de mala hierba si el rodal encontrado es
suficientemente grande (aparece en varios frames consecutivos).
Au´n cuando el rodal de mala hierba es suficientemente grande como para “so-
brevivir” a la operacio´n AND, el nu´mero de p´ıxeles de mala hierba restantes se
habra´ reducido en gran medida, quedando so´lo aquellos pertenecientes al centro del
rodal. Por lo tanto, para eliminarlos del todo bastara´ con efectuar una extraccio´n
de regiones y filtrar todas aquellas demasiado pequen˜as (area < 2000 p´ıxeles) para
ser l´ıneas de cultivo. El umbral de filtrado ha sido muy fa´cil de ajustar dado que
las l´ıneas de cultivo muestran taman˜os de entre siete y diez veces superiores a las
malas hierbas. Adema´s, para evitar que malas hierbas “conectadas” al cultivo sean
reconocidas como parte de la misma regio´n que el cultivo, como ocurre en la figura
5.8(a), previamente a la extraccio´n de regiones se realiza una apertura morfolo´gica
sobre la imagen.
La figura 5.8(b) muestra un ejemplo del resultado de la apertura morfolo´gica
sobre la figura 5.8(a), donde se puede ver claramente co´mo las malas hierbas son
“desconectadas” del cultivo. La figura 5.8(c) muestra el resultado del filtrado por
taman˜o de regio´n. La figura 5.8d muestra los mismos resultados superpuestos sobre
187
Cap´ıtulo 5. Deteccio´n de malas hierbas en tiempo real
la imagen de entrada, donde se aprecia claramente co´mo PPF extrae de modo
preciso las l´ıneas de cultivo.
Procesamiento a Tiempo (PT)
En la segunda parte del procesamiento, PT, se tienen que analizar los frames
en un tiempo determinado. El objetivo final es extraer los tres elementos de intere´s:
suelo (obtenido a partir de la segmentacio´n), cultivo y malas hierbas. No´tese que en
(PPF ) so´lo se detecta el cultivo.
En lugar de tratar la imagen como un todo, PT divide el frame en franjas
horizontales. Para cada una de ellas, se crea un vector con tantos componentes como
columnas tiene la imagen, y se rellena cada componente del vector con el nu´mero de
p´ıxeles de vegetacio´n presentes en dicha columna para todas las filas contenidas en la
franja, ecuacio´n 5.2. Luego, cada vector se explora de izquierda a derecha buscando
varios valores altos consecutivos, y marca´ndolos como parte del cultivo.
V (x) =
fin franja∑
x=inicio franja
F (x, y) (5.2)
Se considera que un valor es alto si es mayor que 3/4 de la altura de la franja
(nu´mero de filas que abarca). Valores altos consecutivos se consideran varios si
superan un cierto umbral que se ajusta automa´ticamente al inicio, usando el mı´nimo
nu´mero de columnas consecutivas detectadas como l´ıneas de cultivo por PPF en la
parte baja de la imagen (u´ltima fila). Es decir, este umbral se puede definir como el
ancho esperado, en nu´mero de p´ıxeles, de las l´ıneas de cultivo en la parte baja de la
imagen.
Debido al efecto de la perspectiva, las l´ıneas de cultivo son ma´s anchas en la
parte baja de la imagen que en la parte alta, por lo que el umbral debe reducirse
para cada segmento de forma proporcional. Esta reduccio´n puede calcularse de ante-
mano, conocidos los para´metros de la ca´mara y haciendo uso de ca´lculos ba´sicos de
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(a) (b)
(c) (d)
Figura 5.8: Resultados de PPF. (a) operacio´n AND sobre 6 frames consecutivos. (b) apertura
morfolo´gica para “desconectar” las malas hierbas del cultivo (c) las regiones pequen˜as (area < 2000
p´ıxeles) son eliminadas, dejando so´lo las l´ıneas de cultivo (d) imagen de referencia resultado sobre
original (figura 5.7)
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transformacio´n de perspectiva (Barnard, 1983). Los para´metros de la ca´mara tan-
to extr´ınsecos (rotaciones y traslaciones respecto a un sistema de referencia) como
intr´ınsecos (distancia focal y distorsiones de la lente) se pueden obtener mediante
un procedimiento de calibracio´n con el paquete de Matlab CCTool (CIT, 2007).
El nu´mero de franjas en las que se divide la imagen influye sobre el resultado de
PT. La figura 5.9 muestra el efecto de usar 10, 25 y 40 franjas sobre la imagen de
la figura 5.7(b). Usar pocas franjas hace que el procesamiento sea muy ra´pido pero
poco preciso, mientras que usar muchas franjas hace que el procesamiento mejore
ostensiblemente a costa de aumentar el tiempo de co´mputo empleado.
(a) (b) (c)
Figura 5.9: Comparacio´n de resultados de PT con distinto nu´mero de franjas. (a) 10 franjas. (b)
25 franjas. (c) 40 franjas
El anterior proceso detecta correctamente las l´ıneas de cultivo, pero incluye
adema´s la inmensa mayor´ıa de las malas hierbas, ma´s cuantas ma´s franjas se usen,
ve´ase la diferencia entre la figura 5.9(a) y (c).
Para distinguir entre cultivo y malas hierbas, PT utiliza la imagen de referencia
creada por PPF. La figura 5.10(a) muestra una superposicio´n de los resultados de
PT de 25 franjas y PPF. Es evidente que de entre todos los “bloques” extra´ıdos
por PT (en rojo) so´lo pertenecen a cultivo aquellos que se solapan con algu´n p´ıxel
de cultivo en la imagen de referencia creada por PPF. La etapa de correccio´n, por
lo tanto, sera´ tan sencilla como desechar todos aquellos valores detectados como
cultivo por PT y no por PPF, tal como se puede ver en la figura 5.10(b).
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(a) (b)
Figura 5.10: Resultados de PT. (a) comparacio´n de los resultados de PPF (azul) y PT de 25 franjas
(rojo). (b) correccio´n de los resultados de PT usando la imagen referencia creada por PPF (bloques
descartados en azul claro)
Finalmente, los p´ıxeles de mala hierba sera´n todos aquellos pertenecientes a la
cubierta vegetal que no hayan sido reconocidos como cultivo. El resultado final del
procesamiento completo sobre la imagen de la figura 5.7(a) puede verse en la figura
5.11.
5.1.3. Resultados
La combinacio´n de un procesamiento ra´pido (PT ), que asegura resultados en
tiempo real, junto con un procesamiento robusto ante cualquier situacio´n (PPF ),
hacen que el procesamiento global alcance muy buenos resultados ante una gran
variedad de situaciones.
La figura 5.12 muestra el resultado del procesamiento sobre cuatro frames en
distintas situaciones. Las figuras 5.12(a) y (c) presentan los resultados sobre frames
donde hay rodales de malas hierbas grandes y “conectados” a las l´ıneas de cultivo,
donde se ve co´mo gracias a PPF e´stos no se confunden con el cultivo.
En la figura 5.12(b) se muestra el resultado sobre un frame donde adema´s de
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Figura 5.11: Discriminacio´n final entre cultivo (rojo) y malas hierbas (azul)
haber varios rodales de malas hierbas, tambie´n aparece un error de sembrado. En este
caso, la parte de la l´ınea de cultivo en la que se ha producido el error de sembrado se
reconoce como mala hierba, lo cual es un error asumible, pues supondr´ıa la aplicacio´n
de herbicida en una zona de cultivo; pero con una estrategia conservadora, en caso
de duda es mejor aplicar herbicida, ya que no aplicar tratamiento es arriesgarse a
no eliminar correctamente todas las malas hierbas.
La figura 5.12(d), por u´ltimo, muestra el resultado sobre un frame en el que,
debido a un bache en el terreno, se ha producido un desplazamiento en la orienta-
cio´n de la ca´mara, haciendo aparecer ma´s l´ıneas de cultivo de lo normal. Como se
puede observar, la aproximacio´n propuesta se comporta de forma robusta realizando
adecuadamente la discriminacio´n.
Todo esto se debe, en parte, gracias a que el tiempo de procesamiento medio
de (PPF ) es de 0, 3s, por lo que finalmente se efectu´a el procesamiento cada 7
frames, alcanzando un buen equilibrio entre procesar suficientes frames, garantizando
que el operador AND filtra el ma´ximo nu´mero de malas hierbas, y no procesar
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demasiadas ima´genes para mantener una elevada frecuencia de refresco de la imagen
de referencia y con ello asegurar que el procesamiento se adapta ra´pidamente a
situaciones cambiantes.
Otro punto fuerte del sistema desarrollado es que no necesita el ajuste de ningu´n
para´metro de manera manual, ya que los pocos para´metros del algoritmo se calibran
automa´ticamente a partir de los mismos frames (umbral de segmentacio´n, ancho
esperado de las l´ıneas de cultivo), o de la o´ptica de la ca´mara (reduccio´n del ancho
de las l´ıneas de cultivo en partes altas de la imagen debido a la perspectiva), mientras
que todos los dema´s se pueden dejar fijos a los siguientes valores:
umbral de filtrado de regiones por taman˜o en PPF = 2000
nu´mero de franjas de PT = 25
nu´mero mı´nimo de p´ıxeles de vegetacio´n por segmento enPT = 3/4∗altura franja
5.2. Deteccio´n de malas hierbas en tiempo real en can˜a
de azu´car
Australia es el octavo mayor productor de can˜a de azu´car del mundo, producien-
do ma´s de 36 millones de toneladas anuales. Pra´cticamente toda la can˜a de azu´car se
cultiva en la costa noreste, en la regio´n de Queensland, en las zonas ma´s ca´lidas de
clima subtropical. Debido a su cercan´ıa con el gran arrecife de coral, que se extiende
precisamente en la misma zona, el gobierno australiano y en especial la regio´n de
Queensland han impuesto restricciones muy severas sobre el uso de fitosanitarios
en el cultivo de azu´car. Se cree que dichos productos, transportados por el viento,
esta´n dan˜ando muy seriamente al delicado ecosistema presente en el arrecife de coral,
patrimonio de la humanidad segu´n la Unesco y considerado como una de las siete
maravillas naturales del mundo.
Ma´s precisamente, las directivas actuales solicitan que se rebaje el uso de herbici-
das en un 30% de aqu´ı a tres an˜os, por lo que la industria azucarera esta´ actualmente
financiado grandes proyectos de investigacio´n con el fin de desarrollar tecnolog´ıa que
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Frames de entrada
(a) (b) (c) (d)
PPF
PT
Resultado final
Figura 5.12: Resultados del sistema ante situaciones variables
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permita disminuir la cantidad de agroqu´ımicos utilizada sin perder eficacia en el tra-
tamiento. Entre estos proyectos esta´ el que se lleva a cabo en el National Centre for
Engineering in Agriculture (NCEA) (NCEA, 2008). El objetivo final de este proyec-
to es el mismo que el visto para campos de ma´ız, es decir, realizar un sistema de
aplicacio´n selectiva de tratamientos en tiempo real basado en VA.
La can˜a de azu´car es un tipo de cultivo muy distinto al ma´ız, por lo que au´n
teniendo caracter´ısticas en comu´n, se plantea una problema´tica claramente diferente.
Las malas hierbas ma´s frecuentes, perniciosas y objeto de este estudio son Sorghum
y Green panic. Estas malas hierbas crecen directamente sobre las l´ıneas de cultivo,
muy cerca de las plantas de azu´car, intentando ahogarlas quita´ndoles los nutrientes
y la luz del sol. La figura 5.13 muestra un ejemplo de una imagen tomada en el
campo, donde se puede ver la can˜a de azu´car (parte superior de la imagen) y co´mo
las malas hierbas (parte inferior) crecen entremedias.
Figura 5.13: Mala hierba en cultivo de can˜a de azu´car
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Debido a que las malas hierbas crecen entremezcladas con el cultivo, la identi-
ficacio´n requiere un ana´lisis de mayor resolucio´n que examine cada l´ınea de cultivo
por separado. Adema´s, la aplicacio´n de tratamientos se realiza mediante micropulve-
rizacio´n aplicando dosis ma´xima cada vez que se localiza una planta de mala hierba.
En este caso los me´todos de discriminacio´n que se desarrollen tienen que aprove-
char las ligeras diferencias en diferencias espectrales (color) y forma de las plantas
(la can˜a de azu´car crece a partir de un u´nico tallo mientras que las malas hierbas
crecen de varios a la vez) y posiblemente en la textura de las hojas.
5.2.1. Adquisicio´n de las ima´genes
Al igual que en el ma´ız, las ima´genes (v´ıdeo) se toman directamente desde el
tractor, a la vez que e´ste recorre el campo. La gran diferencia en este caso es que
las ima´genes se adquieren desde una altura muy reducida, y colocando la ca´mara
perpendicular al suelo, ya que se analiza cada planta presente en cada l´ınea de cultivo
por separado. La figura 5.14 muestra la forma de adquirir la imagen de v´ıdeo.
Las ima´genes resultantes, figura 5.15, muestran pequen˜as zonas de la l´ınea de
cultivo, en las que se pueden ver so´lo plantas de azu´car (figuras 5.15(b) y (d)),
azu´car y malas hierbas entremezcladas (figuras 5.15(a) y (e)) o so´lo malas hierbas
(figuras 5.15(c) y (f)). Una vez ma´s, los v´ıdeos han sido tomados a lo largo de varios
periodos de tiempo en distintos campos, disponiendo actualmente de ma´s de 8 horas
de material, asegurando por lo tanto que se tiene una gran variedad de condiciones
en el cultivo, mala hierba y la relacio´n entre ambas especies.
La can˜a de azu´car, a diferencia del ma´ız o del cereal, tiene varios ciclos de pro-
duccio´n durante un mismo an˜o. Puede sembrarse en cualquier momento del an˜o y
tarda en crecer ma´s o menos cuatro meses, despue´s de los cuales se recoge y se
realiza otra siembra. Esto significa que dependiendo del campo, las operaciones de
sembrado, aplicacio´n de tratamientos y cosecha se efectuara´n en fechas distintas.
Por tanto, los v´ıdeos se toman a lo largo de todo el an˜o, en lugar de en e´pocas
espec´ıficas, lo que provoca que el aspecto del cultivo y la mala hierba sea distinto en
estados de crecimiento similares, por lo que la variedad de situaciones encontradas
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Figura 5.14: Me´todo de toma de las ima´genes para la deteccio´n de mala hierba en tiempo real en
can˜a de azu´car. La ca´mara se coloca sobre una plataforma enganchada a la parte trasera del tractor
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en los v´ıdeos recogidos sera´ enorme. Las diferencias de aspecto se agudizan en los
cultivos de can˜a estudiados en Australia ya que e´stos se encuentran en zonas de
clima subtropical, donde las diferencias clima´ticas entre la e´poca seca (invierno) y
la e´poca de lluvias (verano) son mucho mayores que las encontradas en un clima
mediterra´neo, ver figura 3.17.
En consecuencia, desde el principio del proyecto de deteccio´n de malas hierbas
en cultivo de can˜a se abrieron varias l´ıneas de investigacio´n: a) trabajar de d´ıa sin
ningu´n control sobre las condiciones de iluminacio´n (figuras 5.15(a), (e) y (f)), b)
trabajar de d´ıa tapando la ca´mara con una cubierta (figura 5.15(d)), con el propo´sito
de reducir la variabilidad de iluminacio´n en la imagen y facilitar el procesamiento,
que como se vera´ es muy sensible a los cambios en iluminacio´n y c) trabajar de
noche con iluminacio´n artificial, teniendo un control au´n mayor sobre la iluminacio´n
(figuras 5.15(b) y (c)).
Una vez ma´s, uno de los requisitos del proyecto es usar un equipo lo ma´s barato
posible, que garantice la viabilidad econo´mica de las te´cnicas una vez desarrolladas.
Al tomar las ima´genes desde muy cerca, se obtiene mucho ma´s detalle de las plantas,
por lo que ni siquiera es necesario utilizar una ca´mara de v´ıdeo convencional, sino que
es suficiente una ca´mara web buena. Todos los v´ıdeos fueron capturados utilizando
una ca´mara web Logitech Pro, que suministra 25 fps a una resolucio´n de 640x480
p´ıxeles por puerto USB.
5.2.2. Procesamiento
Como la actuacio´n consiste en aplicar la dosis ma´xima de tratamiento cada vez
que se identifica mala hierba, en este caso la etapa de percepcio´n so´lo debe detectar
la presencia o ausencia de infestacio´n, sin necesidad de realizar una estimacio´n de
la densidad de la misma y del cultivo como en los casos anteriores, en los que se
quer´ıa estimar lo perjudicial que pod´ıa ser la infestacio´n para el cultivo y as´ı ajustar
la dosis de tratamiento con el fin de conseguir mayor eficacia con menor cantidad
de herbicida.
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Segmentacio´n
El primer paso consiste una vez ma´s en la segmentacio´n de la vegetacio´n. El
me´todo aplicado es S1, dejando fijos las constantes asociadas a la combinacio´n
lineal a los valores ajustados mediante los algoritmos gene´ticos y usados tambie´n
para el ma´ız (r = −0,884, g = 1,262, b = −0,311) y variando el valor de umbral
usado (llamado aqu´ı θsegm) del mismo modo que se hac´ıa para el ma´ız (valor medio
de intensidades del frame tras la combinacio´n lineal, visto en la seccio´n 5.1). En la
figura 5.16 se muestra el resultado de la segmentacio´n usando un umbral θsegm = 245.
Como se puede ver, tanto las constantes asociadas a la combinacio´n lineal halladas
mediante el ajuste gene´tico sobre ima´genes de cereal y usadas para ma´ız, como el
ajuste del umbral por valor medio de intensidades, funcionan bien tambie´n en el
azu´car.
El hecho de que las constantes asociadas a la combinacio´n lineal se muestren
igual de efectivos tanto en ma´ız y cereal como en azu´car, nos lleva a pensar en su
validez general al menos en el tipo de cultivos analizados. Una explicacio´n al respecto
podr´ıa ser el hecho de que las cubiertas vegetales en estos cultivos poseen las mismas
relaciones espectrales.
Discriminacio´n por color y textura
Para estudiar mejor las posibles diferencias en diferencias espectrales (color), se
llevo´ a cabo un estudio de la reflectancia del azu´car y de cada una de las especies de
malas hierbas. Para realizar la medida se utilizo´ un espectro´metro ASD (Dispositivo
Espectral Anal´ıtico) con rango de entre 350 nm hasta 1060 nm (visible y NIR). La
figura 5.17 muestra el resultado. A primera vista, las mayores diferencias se situ´an
en el azul oscuro (450nm), en el amarillo (620nm), y entre el final del rojo y el
comienzo del infrarrojo cercano (de 750nm a 850nm).
Analizando, en los primeros v´ıdeos disponibles, la componente azul de aquellos
frames donde so´lo hay malas hierbas o azu´car, se apreciaron ra´pidamente diferencias
evidentes, figura 5.18. Efectivamente, analizando los v´ıdeos se confirmo´ que tal y
como se ve en el espectro, las malas hierbas muestran intensidades en el azul menores
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(a) frame de entrada (b) frame segmentado
Figura 5.16: Resultado de la segmentacio´n usando el me´todo S1. Se utilizan como constantes las
obtenidas con el ajuste gene´tico y como umbral el valor medio de las intensidades en el frame
resultado de la combinacio´n lineal, en este caso θsegm = 245
que el azu´car, figuras 5.18(c) y (d), por lo que con una sencilla umbralizacio´n sobre
el plano azul B (umbral T = 100, ecuacio´n 5.3) se discriminaba correctamente entre
ambas, tal como se muestra en las figuras 5.18(e) y (f).
F (x, y) =
{
Mala hierba si B(x, y) ≤ T
Azu´car si B(x, y) > T
(5.3)
Sin embargo, trabajar directamente sobre valores de intensidad hace que el pro-
ceso de deteccio´n sea muy sensible a los cambios de iluminacio´n, lo que obliga a
cambiar el valor del umbral de la ecuacio´n 5.3 para cada v´ıdeo (muestreo) e incluso
entre distintos frames de un mismo v´ıdeo si se quieren obtener buenos resultados
en el proceso de discriminacio´n. Estas variaciones afectaban al procesamiento de la
imagen incluso trabajando con cubierta, que evita los efectos de la iluminacio´n solar.
Todo esto obliga a estudiar otro me´todo de discriminacio´n.
Observando ma´s atentamente el espectro, se puede ver que en el rojo las dife-
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(a) frame de azu´car (b) frame de malas hierbas
(c) histograma del plano azul (d) histograma del plano azul
(e) p´ıxeles identificados como (f) p´ıxeles identificados como
malas hierbas malas hierbas
siguiendo ecuacio´n 5.3 siguiendo ecuacio´n 5.3
Figura 5.18: Discriminacio´n por diferencias en las intensidades del azul. Mediante una sencilla
umbralizacio´n sobre el plano azul de la imagen segmentada, ecuacio´n 5.3 con umbral T = 100,
pueden discriminarse correctamente los p´ıxeles pertenecientes a malas hierbas
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rencias en intensidad esta´n invertidas con respecto al azul, es decir, esta vez es la
mala hierba la que muestra intensidades mayores que el azu´car. En consecuencia, la
proporcio´n de azul sobre rojo es muy distinta entre ambos, lo que potencialmente
constituye una buena forma de discriminacio´n.
Analizando los v´ıdeos y calculando la proporcio´n de azul sobre rojo (b/r) se
aprecia efectivamente que en las malas hierbas las intensidades de rojo son siempre
mayores que las de azul, mientras que en el azu´car pasa lo contrario, ver figuras
5.19(c) y (d). En consecuencia, una sencilla umbralizacio´n (ecuacio´n 5.4) puede ser
una aproximacio´n va´lida para discriminar correctamente entre ambas especies, tal
como se muestra en las figuras 5.19(e) y (f).
F (x, y) =
 Mala hierba si B(x,y)/R(x,y) ≤ θcolorAzu´car si B(x,y)/R(x,y) > θcolor (5.4)
Este me´todo tiene la clara ventaja sobre el definido por la ecuacio´n 5.3 de ser
mucho ma´s robusto ante cambios de iluminacio´n, ya que cuando cambia la luz, var´ıan
ambas intensidades (rojo y azul) mantenie´ndose la proporcio´n b/r en valores muy
parecidos.
Una vez hallados los p´ıxeles pertenecientes a malas hierbas (p´ıxeles rojos), se
etiqueta el frame como a Tratar si el nu´mero de estos p´ıxeles supera un cierto
umbral (tomado con respecto al nu´mero total de p´ıxeles de la imagen), ver ecuacio´n
5.5. El valor del umbral, θtam es otro de los para´metros de entrada al procesamiento,
pudie´ndose ajustar al principio del tratamiento segu´n el taman˜o esperado de las
plantas de malas hierbas.
Frame =

Tratar si numPixelesRojos(Frame) >
numPixeles(Frame) ∗ θtam
No Tratar si numPixelesRojos(Frame) ≤
numPixeles(Frame) ∗ θtam
(5.5)
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(a) frame de azu´car (b) frame de malas hierbas
(c) histograma de la proporcio´n de (d) histograma de la proporcio´n de
azul con respecto a rojo b/r azul con respecto a rojo b/r
(e) separacio´n en ma´s rojo (f) separacio´n en ma´s rojo
o ma´s azul o ma´s azul
segu´n la ecuacio´n 5.4 segu´n la ecuacio´n 5.4
Figura 5.19: Discriminacio´n por diferencias en la proporcio´n de rojos y azules. El azu´car muestra
mayor proporcio´n de azul comparado con rojo, mientras que las malas hierbas tienen mayores
intensidades en el plano rojo (umbral usado en este caso θcolor = 150)
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La tabla 5.1 muestra un resumen de los resultados del me´todo sobre algunos
v´ıdeos tomados de d´ıa, tanto sin controlar la iluminacio´n como colocando una cu-
bierta sobre la ca´mara. Para cada v´ıdeo se mide el porcentaje de frames que con-
tienen plantas de malas hierbas correctamente etiquetados como a Tratar (HIT o
Verdadero positivo) o indebidamente como No Tratar (MISS o Falso negativo), y
el nu´mero de frames de plantas de azu´car indebidamente clasificadas como a Tratar
(FHIT o Falso positivo). Los indicadores objetivo para el rendimiento establec´ıan
al principio del proyecto que deb´ıa alcanzarse un mı´nimo del 90% de verdaderos
positivos en la clasificacio´n de frames con mala hierba y esto no teniendo nunca
ma´s de 5% falsos positivos. Los falsos negativos son fallos ma´s peligrosos porque
implican no tratar una zona que lo necesita. La tabla 5.1 muestra adema´s los va-
lores de los tres para´metros del procedimiento. Los valores de θcolor y θtam se han
ajustado para cada v´ıdeo mediante prueba y error. El valor mostrado de θsegm es el
valor medio devuelto por el ajuste automa´tico por media de intensidades durante el
procesamiento de todos los frames del v´ıdeo.
Como puede observarse, el procesamiento funciona muy bien en algunos casos (en
verde), mientras que fracasa en muchos otros (en rojo). Sorprendentemente, salvo
por un caso aislado (v´ıdeo s12(2007)), so´lo falla en los v´ıdeos tomados en el 2008, y
en ninguno de los del 2007.
Otro problema es el ajuste de los valores de los dos umbrales (color y taman˜o).
En los ensayos realizados se han ajustado manualmente, variando mucho de un
v´ıdeo a otro. Para el ajuste se ha utilizado un me´todo de prueba y error y todav´ıa
no se han identificado las razones que hacen que unos valores funcionen muy bien
frente a otros, lo que por ahora limita la automatizacio´n completa del proceso de
deteccio´n. Al igual que en otros casos los cambios de iluminacio´n y de condiciones
metereolo´gicas encontradas (humedad del suelo, estado de las plantas, etc.) son los
responsables de la gran variabilidad croma´tica de las ima´genes y de las dificultades
encontradas a la hora de ajustar los umbrales. El uso de la cubierta sobre la ca´mara,
suaviza ligeramente estos problemas, permitiendo que los valores de los umbrales
sean algo ma´s estables, pero au´n as´ı el ajuste sigue siendo una tarea compleja.
En un intento por eliminar los problemas asociados a la iluminacio´n, se llevaron a
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Sin Cubierta
Vı´deo θsegm θcolor θtam HIT (%) MISS(%) FHIT (%)
s1(2007) 230 150 0.3 91 9 3
s3(2007) 225 148 0.23 96 4 4
s7(2007) 251 161 0.15 92 8 0
s12(2007) 252 151 0.4 88 12 6
s2 1(2008) 225 130 0.7 97 3 48
s2 2(2008) 226 152 0.33 91 9 5
s4 1(2008) 230 163 0.15 66 33 0
s4 8(2008) 230 146 0.41 77 23 9
Con Cubierta
Vı´deo θsegm θcolor θtam HIT (%) MISS(%) FHIT (%)
c4(2007) 231 150 0.2 100 0 1
c7(2007) 235 153 0.2 100 0 2
c12(2007) 225 134 0.18 92 8 1
c15(2007) 224 142 0.21 100 0 0
c1(2008) 220 120 0.21 72 28 9
c2(2008) 222 131 0.2 95 5 4
c6(2008) 221 132 0.33 63 37 4
c9(2008) 228 167 0.17 84 16 22
Tabla 5.1: Resultados del procesamiento. El nombre de los v´ıdeos se codifica segu´n el an˜o, campo
y zona en la que fue tomado
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cabo ensayos durante la noche, usando iluminacio´n artificial. Las luces se montaron
sobre la misma plataforma, y se usaron dos focos para conseguir una iluminacio´n
ma´s homoge´nea, figura 5.20. Se probaron dos tipos de luces distintas: a) Faros Solux
de 50w y b) leds Luxeon K2. Las primeras dan una luz parecida a la luz del sol, ge-
nerando muchas sombras y reflejos, figura 5.21, mientras que las segundas consiguen
una iluminacio´n ma´s difusa y ma´s fria (ma´s azul), figura 5.22.
Figura 5.20: Me´todo de toma de las ima´genes para la deteccio´n en tiempo real de mala hierba en
can˜a de azu´car de noche. La ca´mara se coloca sobre una plataforma enganchada a la parte trasera
del tractor junto con dos focos orientados al centro de la escena
La tabla 5.2 muestra los resultados del procesamiento sobre los v´ıdeos nocturnos
obtenidos con ambas luces sobre los mismos campos. El ajuste de los para´metros
se llevo´ a cabo, una vez ma´s, mediante prueba y error. La segmentacio´n usada fue
exactamente la misma que en los tratamientos diurnos.
Como se puede ver, el procesamiento falla en pra´cticamente todos los v´ıdeos,
al igual que pasaba en los v´ıdeos diurnos del an˜o 2008. El u´nico aspecto positivo
de las pruebas nocturnas con respecto a las diurnas es que el ajuste de los valores
del umbral de θcolor fue mucho ma´s sencillo, ya que los mismos valores de umbral
funcionan bien en casi todos los v´ıdeos (aportando en este sentido ma´s estabilidad
208
5.2. Deteccio´n de malas hierbas en tiempo real en can˜a de azu´car
(a) Solux 50w (b) iluminacio´n de la escena
Figura 5.21: Iluminacio´n usando dos bombillas Solux 50w
(a) Luxeon K2 (b) iluminacio´n de la escena
Figura 5.22: Iluminacio´n usando dos leds Luxeon K2
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los leds Luxeon que los faros Solux).
Solux
Vı´deo θsegm θcolor θtam HIT (%) MISS(%) FHIT (%)
sn1(2008) 185 130 0.3 88 12 6
sn3(2008) 181 136 0.1 91 9 4
sn6(2008) 182 132 0.2 76 24 14
sn9(2008) 184 125 0.53 65 35 23
Luxeon
Vı´deo θsegm θcolor θtam HIT (%) MISS(%) FHIT (%)
ln1(2008) 190 122 0.3 76 24 4
ln3(2008) 192 125 0.1 81 19 0
ln6(2008) 191 124 0.2 68 32 53
ln9(2008) 188 122 0.53 83 17 2
Tabla 5.2: Resultados del procesamiento nocturno
A ra´ız de estos malos resultados, se llevo´ a cabo un intenso estudio de todos
los v´ıdeos, para intentar llegar a identificar cua´les eran los problemas y comprender
sobre todo por que´ el procesamiento funcionaba bien en todos los v´ıdeos del an˜o
2007 y mal en casi todos los del 2008.
Caracterizacio´n de las dificultades en el procesamiento
Al analizar los v´ıdeos en los cuales el procesamiento dio buenos resultados (todos
los del 2007 y algunos del 2008), se descubrio´ que todos ten´ıan en comu´n haber sido
tomados en campos donde las malas hierbas estaban en un estado avanzado de
crecimiento, presentando taman˜os medianamente grandes.
Esto se corroboro´ analizando los v´ıdeos en los cuales el procesamiento propuesto
no obten´ıa buenos resultados, siendo la causa que el procesamiento so´lo es capaz de
detectar positivamente malas hierbas grandes, mientras que falla sobre malas hierbas
de taman˜o pequen˜o.
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Ma´s concretamente, cuando las malas hierbas presentes en el v´ıdeo son demasiado
pequen˜as, el procesamiento falla independientemente del valor de θtam, ya que si
dicho umbral se coloca en un valor medio-alto las malas hierbas no se detectan,
producie´ndose muchos falsos negativos, mientras que si se coloca en un valor bajo,
el procesamiento detecta correctamente las malas hierbas pero empieza a detectar
erro´neamente plantas de azu´car, producie´ndose falsos positivos.
La figura 5.3 muestra con un ejemplo el problema. La discriminacio´n no es perfec-
ta, sino que algunos p´ıxeles de azu´car se identifican como malas hierbas y viceversa.
Cuando la mala hierba no es lo suficientemente grande, las ima´genes resultantes de
la discriminacio´n pueden ser muy parecidas en frames de azu´car o de mala hierba,
presentando la misma proporcio´n de p´ıxeles de mala hierba (25% en la figura ejem-
plo), lo que conduce a errores en la clasificacio´n, ya que si el umbral de θtam esta´ por
debajo de dicha proporcio´n se etiquetara´ el frame de azu´car erro´neamente como a
Tratar (Falso positivo), y en caso contrario se producira´ un falso negativo.
Sin embargo, cuando la mala hierba es suficientemente grande, y a pesar de que
algunos de sus p´ıxeles se reconozcan erro´neamente como azu´car, basta encontrar
el valor adecuado de θtam (45% en el ejemplo de la figura 5.3) para reconocer co-
rrectamente el frame de malas hierbas como a Tratar y el de azu´car como a No
Tratar. En definitiva, el e´xito o fracaso del procesamiento depende exclusivamente
de la cantidad de malas hierbas grandes presentes en el v´ıdeo.
Para entender por que´ el me´todo de discriminacio´n falla, se analizaron 100.000
frames de so´lo azu´car y otros 100.000 de so´lo malas hierbas de todos los taman˜os,
en v´ıdeos de los an˜os 2007 y 2008. Para dicho estudio se usaron so´lo v´ıdeos tomados
de d´ıa con cubierta sobre la ca´mara, para que las diferencias en iluminacio´n no
afectasen demasiado al estudio.
Al analizar las distribuciones de las intensidades en azul y en rojo de azu´car y
malas hierbas resultantes, figura 5.23, se comprobo´ que las diferencias espectrales
no son tan grandes como se cre´ıa al principio, sino que las diferencias tanto en azul
como en rojo son mı´nimas. Por ejemplo, observando las gra´ficas de probabilidad
acumulada, figura 5.23(b) y (d), se comprueba que situando el umbral en un valor
tal que discrimine correctamente el 90% de las malas hierbas sobre todos los v´ıdeos,
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se etiquetara´ como mala hierba tambie´n el 60% del azu´car.
Por u´ltimo, se vio que las diferencias espectrales respecto de los planos de color
son mayores a plena luz del sol que cuando se usa cubierta sobre la ca´mara o con
iluminacio´n artificial. En la figura 5.24, se ve claramente que a plena luz del del d´ıa
y sin cubierta sobre la ca´mara es fa´cil distinguir a simple vista el azu´car de la mala
hierba por su color, algo complicado de noche con luces suaves Luxeon, donde la
diferencia apenas es apreciable. Ma´s au´n, utilizar luces suaves obliga a la ca´mara a
aumentar el tiempo de exposicio´n del objetivo, lo cual, junto con el movimiento del
tractor causa ima´genes movidas. Ahora bien, trabajar a plena luz del d´ıa tiene otros
inconvenientes en Australia, muchos de ellos relacionados con las altas temperaturas
que perjudican a los equipos, por lo que la eleccio´n sigue sin estar clara y puede
ser conveniente no rechazar los tratamientos nocturno explorando otros tipos de
iluminacio´n.
5.2.3. Conclusiones
El procesamiento actual, a pesar de una discriminacio´n incorrecta en muchas
situaciones, puede funcionar bien siempre y cuando las fechas de aplicacio´n de tra-
tamientos se retrasen lo ma´s posible respetando los ma´rgenes en los que se asegure
que el tratamiento todav´ıa es eficaz, garantizando de este modo que el taman˜o de
las malas hierbas sea suficientemente grande para que puedan ser localizadas por
umbral.
Desde un punto de vista pra´ctico, a pesar de que las cantidades de herbicida
necesarias para combatir una infestacio´n tard´ıa son mayores, el ahorro en fitosani-
tario en explotaciones grandes como las de can˜a de azu´car todav´ıa puede justificar
la aplicacio´n basada en el me´todo de deteccio´n propuesto. Una vez presentados los
resultados descritos, la compan˜´ıa azucarera dio por concluido con e´xito el proyec-
to (NCEA, 2008) y ha planificado la aplicacio´n real del sistema desarrollado sobre
campos en estado avanzado de desarrollo (entre 3 y 4 semanas desde la siembra)
para este an˜o 2009.
El me´todo de trabajo sera´ de d´ıa y con cubierta, y los valores de los umbrales
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(a) histogramas de azul (b) probabilidad acumulada (azul)
sobre 100.000 frames
(c) histogramas de rojo (d) probabilidad acumulada (rojo)
sobre 100.000 frames
Figura 5.23: Las diferencias en color entre malas hierbas y azu´car, ante un gran conjunto de condi-
ciones, son muy pequen˜as
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(a) luz del sol (b) luz artificial homoge´nea
Figura 5.24: Las diferencias en color entre malas hierbas y azu´car aumentan dependiendo de la
naturaleza de la iluminacio´n
de θcolor y θtam se ajustara´n mediante prueba y error (calibrado del sistema) al
principio de cada l´ınea, estando el tractor parado y enfocando la ca´mara a una
planta de azu´car. Para facilitar al operario el calibrado, se ha desarrollado una
interfaz gra´fica de usuario (GUI), que permite ver el resultado del procesamiento y
variar los umbrales sobre la marcha, figura 5.25. Usando la GUI, el operario puede
modificar el valor de θcolor hasta que el nu´mero de p´ıxeles detectados como mala
hierba sobre la planta de azu´car enfocada sean mı´nimos. El valor de θtam se ajusta
en funcio´n del taman˜o esperado de las malas hierbas en el campo. Este para´metro se
establecera´ con facilidad ya que todas las malas hierbas encontradas en los campos
a tratar sera´n grandes (estado avanzado de desarrollo).
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Figura 5.25: Interfaz gra´fica de usuario para el ajuste de los para´metros del procesamiento en el
sistema de deteccio´n de malas hierbas en cultivos de azu´car
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Cap´ıtulo 6
Actuacio´n
No basta saber, se debe tambie´n aplicar. No
es suficiente querer, se debe tambie´n hacer.
Johann Wolfgang Von Goethe
Una vez recogida la informacio´n necesaria sobre el cultivo en el campo (etapa de
percepcio´n), el siguiente paso en el ciclo de la AP, figura 2.2, es la interpretacio´n de
dicha informacio´n de modo que se pueda realizar la toma de decisio´n para llevar a
cabo una actuacio´n precisa sobre el campo (etapa de actuacio´n).
En el caso de la aplicacio´n selectiva de tratamientos, para la etapa de actuacio´n
la toma de decisio´n debera´ determinar co´mo llevar a cabo la aplicacio´n de fitosani-
tarios, en funcio´n de la naturaleza del cultivo a tratar, las especies de malas hierbas
encontradas y otra informacio´n que se puede extraer a partir de los datos recogidos
en la etapa de percepcio´n, como por ejemplo el estado de crecimiento del cultivo.
En este cap´ıtulo se estudian los tipos de equipos de tratamiento y posibles te´cni-
cas de pulverizacio´n, para a continuacio´n explicar el disen˜o y funcionamiento del
controlador sobre la barra de tratamientos implementado, y publicado en Burgos-
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Artizzu et al. (2007). Asimismo se describe la electro´nica desarrollada para poner a
punto el sistema de aplicacio´n de tratamientos.
6.1. Equipos de tratamiento y te´cnicas de pulverizacio´n
Los herbicidas o fitosanitarios son sustancias qu´ımicas que pueden matar o su-
primir el crecimiento de ciertas plantas no deseadas. A la hora de controlar una
infestacio´n, hay que tener en cuenta que no todas se comportan de igual forma, por
lo que el tratamiento debera´ enfocarse de modo diferente para cada una de ellas.
Adema´s, dada la toxicidad de los herbicidas, es importante que su aplicacio´n se lleve
a cabo con cuidado, conociendo desde el principio la naturaleza de la infestacio´n
para efectuar un control lo ma´s eficiente, barato, seguro y limpio posible.
A pesar de que la aplicacio´n de herbicidas es una operacio´n sencilla en s´ı misma,
son muchos los factores a tener en cuenta para determinar que´ producto utilizar, en
que´ dosis y en que´ momento. El primer paso es conocer la naturaleza de la mala
hierba a tratar. Si es de hoja ancha u hoja angosta; si es de ciclo de vida anual,
bianual o perenne; si tiene estructuras vegetativas de reproduccio´n, etc. Todo es-
to permitira´ elegir el momento o´ptimo de la aplicacio´n (herbicidas de presiembra,
preemergencia o posemergencia), el producto ma´s adecuado (herbicidas selectivos o
totales; herbicidas de contacto o de accio´n interna; herbicidas latifolicidas o grami-
nicidas, etc.) y ajustar correctamente el equipo de tratamiento (taman˜o y tipo de
las boquillas, presio´n de trabajo, tipo de bomba, volumen de aplicacio´n, cantidad
de agua en la solucio´n, velocidad de avance, etc.).
Por ejemplo, la figura 6.1 muestra co´mo el estado de crecimiento del cultivo y
de las malas hierbas (altura y densidad) determinan la cantidad de tratamiento que
sera´ necesario aplicar, debido a que evidentemente cuanto mayor sea la densidad de
la infestacio´n ma´s herbicida se necesitara´.
Otro ejemplo es co´mo, segu´n el tipo de herbicida usado, la cantidad de agua
con la que se debe mezclar var´ıa mucho. Cuando se aplica un producto de suelo
activo (producto cuya absorcio´n tiene lugar en las ra´ıces), es conveniente aumentar
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Figura 6.1: Volumen de aplicacio´n segu´n el estado de crecimiento del cultivo, variando entre 100 y
300 l/ha. Las escalas de Feekes y Zados determinan el estado de desarrollo de un cultivo segu´n el
aspecto exterior
el volumen de agua, ya que se necesita que el producto se ubique en un determinado
lugar del suelo y con buena humedad. Lo mismo ocurre si se aplica un herbicida de
contacto (so´lo afecta a las partes de la planta con las que entra en contacto), para
que el producto cubra la mayor superficie foliar posible. Sin embargo, si se usa un
herbicida de accio´n interna (son las hojas de la planta las que absorben el herbicida
y una vez dentro tiene la capacidad de moverse por los tejidos conductores de la
planta hacia los puntos de crecimiento donde ejerce su accio´n letal) la cantidad de
agua puede ser menor, ya que so´lo se necesita como veh´ıculo de ingreso en la planta.
El tipo de equipo de tratamiento usado tambie´n var´ıa mucho dependiendo de la
naturaleza del herbicida, del tipo de cultivo, de la superficie a cubrir, etc., figura
6.2. Si la superficie a tratar es pequen˜a, el herbicida se puede aplicar manualmen-
te, usando un “pulverizador mochila”, figuras 6.2(a) y (d). Sin embargo, cuando la
superficie a tratar es muy grande, se utilizan tractores y otro tipo de veh´ıculos. La
figura 6.2(b) muestra una aplicacio´n de herbicida en vin˜edos, usando un rociador
por inyeccio´n de aire que asegura que el herbicida llega tambie´n a las zonas altas del
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arbusto con una distribucio´n uniforme. Las figuras 6.2(c), (e) y (f) muestran aplica-
ciones ma´s convencionales mediante barra de tratamientos sobre lechugas, melones
y ma´ız, respectivamente. Como se puede ver, el tipo de barra de tratamiento usado
tambie´n var´ıa segu´n el tipo de cultivo.
(a) (b) (c)
(d) (e) (f)
Figura 6.2: Tipos de equipos de tratamiento usados en distintos cultivos
Otras decisiones fundamentales en la tarea de tratamiento son la eleccio´n del tipo
de boquilla y presio´n de trabajo ido´neos, figura 6.3. Cada tipo de boquilla produce
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una superficies de aplicacio´n distinta, adema´s de tener taman˜os y a´ngulos diferentes.
La boquilla de chorro en abanico, figura 6.3(a) es la ma´s conocida y usada aunque
segu´n el tipo de malas hierbas (hoja ancha o angosta, taman˜o, altura, etc.) a tratar
y las condiciones metereolo´gicas en el momento de la aplicacio´n (viento, humedad,
etc.), puede ser recomendable el uso de otras boquillas e incluso combinar varios
tipos a la vez.
(a) chorro en abanico (b) chorro co´nico
presio´n de trabajo entre 1.5 a 15 bar presio´n de trabajo entre 2.5 a 15 bar
(c) gotas grandes (d) abono l´ıquido
presio´n de trabajo entre 3 a 15 bar presio´n de trabajo entre 1 a 5 bar
Figura 6.3: Tipos de boquillas, forma de su superficie de aplicacio´n y rango de presiones normales
de trabajo
La presio´n de trabajo, a su vez, determinara´ el taman˜o de las gotas creadas por
la boquilla (cuanta ma´s presio´n ma´s pequen˜as sera´n las gotas) siendo la eleccio´n del
taman˜o de gota muy importante para obtener el efecto deseado, vea´se tabla 6.1.
Por supuesto, el tipo de boquilla usado, junto con el estado de crecimiento del
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Caracter´ısticas Gotas grandes Gotas pequen˜as
Evaporacio´n alta baja
Sensibilidad al viento alta baja
Anexo directo a las hojas bueno malo
Cobertura buena mala
Penetracio´n mala buena
Inercia de la gota baja alta
Tabla 6.1: Caracter´ısticas de los distintos taman˜os de gota
cultivo determinara´n la altura a la que habra´ que colocar los brazos de la barra de
tratamiento, figura 6.4.
Por u´ltimo, la aplicacio´n de tratamientos debe siempre llevarse a cabo bajo bue-
nas condiciones metereolo´gicas, ya que los factores ambientales, tales como la tempe-
ratura y humedad relativa del aire determinara´n el tipo de reaccio´n de las plantas a
los est´ımulos o tratamientos externos. En este contexto, las recomendaciones ba´sicas
de aplicacio´n son las siguientes (Talavera, 2006):
Temperatura: debe aplicarse con temperatura inferior a 300C.
Humedad: La recomendacio´n es aplicar con humedad relativa del aire su-
perior al 60%, para evitar el secado de las gotas de pulverizacio´n. Adema´s,
con baja humedad las plantas se encuentra en estado de estre´s por lo que es
necesaria ma´s cantidad de herbicida para que se produzca la penetracio´n.
Viento: La velocidad del viento no debe sobrepasar los 10Km/h, aseguran-
do as´ı que el producto aplicado llegue al objetivo y no se produzca deriva
(transporte de las gotas de pulverizacio´n a otras a´reas no deseadas).
Lluvia: Se recomienda no aplicar con amenaza de lluvia, ya que la lluvia lava
el producto, con la posibilidad de infiltrarse en el subsuelo o llegar a aguas
subterra´neas, contamina´ndolas. Adema´s, cada herbicida tiene un tiempo de
absorcio´n, por lo que la planta no absorbera´ el producto si se producen lluvias
antes de que haya trascurrido ese tiempo.
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Figura 6.4: Altura de los brazos
Horario: El horario var´ıa dependiendo de la e´poca del an˜o. Por ejemplo en
verano es recomendable aplicar en las primeras horas del d´ıa hasta aproxima-
damente las 10:00 y en las u´ltimas horas de la tarde a partir de las 17:00,
evitando las horas ma´s calurosas del d´ıa. Sin embargo, en invierno (cereal de
invierno) es aconsejable utilizar las horas centrales del d´ıa, ya que el rocio de
la man˜ana altera la absorcio´n y a u´ltima hora tambie´n aumenta la humedad
en el ambiente.
6.1.1. Equipos auto´nomos de tratamiento
Para llevar a cabo una aplicacio´n selectiva de tratamientos, es necesario que el
equipo de tratamiento este´ disen˜ado de modo que pueda ser controlado desde un
ordenador, para realizar la aplicacio´n de tratamientos en el campo a partir de las
decisiones tomadas en funcio´n de la informacio´n recogida en la etapa de percepcio´n.
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El desarrollo de equipos de tratamiento auto´nomos, a pesar de ser algo necesario
para la aplicacio´n real de tratamientos selectivos, no es en la actualidad un campo de
investigacio´n muy activo. Esto es debido a que el desarrollo de equipos de tratamiento
auto´nomos so´lo tiene sentido si se dispone anteriormente de una etapa de percepcio´n
eficaz, y como ya se ha comentado varias veces a lo largo de esta tesis, la enorme
variabilidad encontrada en el campo y la dificultad de la tarea de discriminacio´n,
hacen que a d´ıa de hoy sean muy pocos los trabajos que se encuentran en condiciones
de producir una transferencia tecnolo´gica real (Slaughter et al., 2008).
Uno de los primeros equipos de tratamiento auto´nomo desarrollados fue el pro-
puesto en Lee et al. (1999) para cultivos de tomate. Este equipo consta de una
l´ınea de 8 boquillas de chorro de abanico (colocadas en dos filas de cuatro), que cu-
bren 10cm de ancho. Cada boquilla se activa independientemente mediante sen˜ales
ele´ctricas, y el equipo trabaja a dosis fija. Este equipo de tratamiento va montado
en un veh´ıculo auto´nomo, que se mueve entre l´ıneas de cultivo y detecta las malas
hierbas en tiempo real, figura 6.5. En definitiva, cada boquilla se activa independien-
temente segu´n la deteccio´n obtenida por el sistema de percepcio´n que discrimina las
plantas de tomate de la infestacio´n por diferencias en la forma, taman˜o y color de
las hojas. Este sistema, con otros algoritmos de visio´n se ha probado hace poco
en campos de algodo´n (Lamm et al., 2006). Sin embargo, los resultados obtenidos
no han demostrado la viabilidad econo´mica del sistema, razo´n por la que no se ha
comercializado. Adema´s del coste asociado, este sistema presenta problemas como
la lentitud del veh´ıculo (la velocidad de desplazamiento ma´xima es de 1,2Km/h)
y la baja precisio´n, ya que en las pruebas llevadas a cabo en campos reales trata
correctamente en media so´lo el 47,6% de las malas hierbas.
Otro enfoque es la automatizacio´n de una barra de tratamientos para que e´sta
pueda ser controlada desde un ordenador. En Tian (2002) se presenta el disen˜o y la
automatizacio´n de una barra de tratamiento de 8 secciones independientes para ser
controlada desde un ordenador. Las secciones de la barra se activan en funcio´n de la
salida de un sistema de percepcio´n, que utiliza dos ca´maras y para´metros conocidos
a priori (espacio entre l´ıneas, ancho de las hojas del cultivo, etc.) para estimar la
densidad de la infestacio´n presente mediante una simple segmentacio´n de vegetacio´n
en las ima´genes. El equipo trabaja con 4 posibles dosis (10%, 33%, 66%, 100%)
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Figura 6.5: Sistema auto´nomo para tratamiento de malas hierbas en tomate (Lee et al., 1999)
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ya que el espacio entre l´ıneas de cultivo abarca 4 secciones (formada cada una por
dos boquillas). Sin embargo, el hecho de estimar la densidad de herbicida a partir
de datos conocidos y calibrados a priori hace que no sea un sistema robusto, siendo
dif´ıcilmente aplicable ante variedad de situaciones o utilizable en distintos cultivos.
Trabajos ma´s recientes llevan a cabo un enfoque ma´s sencillo, usando pulveriza-
dores puntuales formados por una sola boquilla que cubre so´lo el espacio entre l´ıneas
de cultivo, montados sobre tractores convencionales y controlados mediante sen˜ales
ele´ctricas. En Rizzardi et al. (2007) cada boquilla se activa o no, a dosis fija, segu´n
la salida de un sensor optoelectro´nico. En Loghavi y Mackvandi (2008), se controlan
las boquillas abriendo o cerra´ndolas, tambie´n a dosis fija, a partir de la informa-
cio´n contenida en un mapa de infestacio´n generado con anterioridad mediante un
muestreo discreto manual.
Por u´ltimo, destacar el robot agr´ıcola desarrollado por Astrand y Baerveldt
(2002) para control selectivo de malas hierbas en remolacha en invernaderos, ca-
paz de detectar las malas hierbas por diferencias en forma y taman˜o usando redes
neuronales, aunque en este caso el control de las malas hierbas es mediante escarda,
con un brazo meca´nico que arranca las malas hierbas.
6.2. Automatizacio´n de la barra de tratamientos
Para llevar a cabo la aplicacio´n selectiva de fitosanitario, suministrando en cada
punto la dosis de herbicida deseada, hay que ser capaces de controlar en tiempo real
una barra de tratamientos. En este caso, se ha realizado la automatizacio´n de una
barra de tratamientos comercial, para controlar la aplicacio´n desde un ordenador.
6.2.1. Descripcio´n de los componentes del sistema
La barra de tratamiento usada es una HARDI NK, de 10 metros de longitud, con
5 secciones de 2 metros cada una con control de apertura y cierre independiente,
figura 6.6. El equipo consta adema´s de un depo´sito de 400 litros, de una bomba
que lleva el l´ıquido hasta los brazos de pulverizacio´n, de las va´lvulas de agitacio´n y
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seguridad, de los motores de apertura/cierre de cada seccio´n del distribuidor de pro-
ducto, figuras 6.7 y 6.8, as´ı como de una caja de control (ver figura 6.14) que permite
activar y desactivar las secciones, cambiar la cantidad de producto, etc. Adema´s, la
barra dispone de un dispositivo (Hardi-Matic) que permite ajustar la dosificacio´n a
la velocidad del veh´ıculo para asegurar la uniformidad en el tratamiento. El control
de apertura y cierre es simulta´neo, de modo que en el mismo instante pueden estar
abiertas varias secciones de la barra mientras el resto permanecen cerradas. Es im-
portante resaltar que, en una situacio´n como la descrita, todas las secciones abiertas
tendra´n el mismo caudal.
Figura 6.6: La barra HARDI NK consta de 5 secciones independientes de 2 metros cada una
La figura 6.9 muestra en detalle el distribuidor. E´ste esta´ compuesto de cinco
motores ele´ctricos que giran en un sentido o en otro segu´n las sen˜ales de entrada,
abriendo o cerrando cada una de las secciones de la barra, y del motor de regulacio´n
de caudal, que tambie´n gira en dos sentidos segu´n la sen˜al de entrada, aumentando o
disminuyendo la cantidad de producto, figura 6.10. Los cinco motores de control de
seccio´n llevan finales de carrera, de manera que cuando han girado todo lo posible se
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Figura 6.7: Partes de las que se compone la barra de tratamiento HARDI NK
paran. El motor asociado al caudal gira continuamente mientras se mantiene pulsado.
Todos los motores trabajan con una diferencia de potencial de 12V, y consumen una
intensidad variable mientras esta´n girando con un ma´ximo de 450mA.
El equipo de tratamientos se monta en un tractor convencional conecta´ndolo al
eje de fuerza de 700 revoluciones por minuto, figura 6.11, poniendo en marcha la
bomba del equipo. Los motores se alimentan desde la bater´ıa del tractor.
Cada seccio´n de la barra tiene cinco boquillas de chorro en abanico, figura 6.12,
las habitualmente usadas en la aplicacio´n de herbicidas en ma´ız, aunque son fa´cil-
mente sustituibles por otro tipo de boquillas.
6.2.2. Circuito electro´nico de control
El equipo dispone de un sistema de control sobre las secciones abiertas, el volu-
men de aplicacio´n, etc., cuyo esquema se muestra en la figura 6.13. Esta´ compuesto
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Figura 6.8: Diagrama del depo´sito, el distribuidor con motores de apertura/cierre de cada seccio´n
y enganche de la barra
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Figura 6.9: Distribuidor de producto de la barra
Figura 6.10: El sentido de giro de los seis motores de la barra se controla aplicando una diferencia
de potencial de 12V o -12V
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Figura 6.11: El equipo de tratamientos se conecta a un eje de fuerza
Figura 6.12: Cada una de las secciones de la barra contiene 5 boquillas en chorro de abanico
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de una caja de control con una botonera que permite controlar la apertura y cierre
de cada una de las secciones de la barra, el encendido/apagado general del equipo,
y el caudal de producto aplicado, entre otras funciones.
Figura 6.13: Diagrama del controlador 2500 incluido en la barra
Con la situacio´n de partida descrita, el primer objetivo es disen˜ar y desarrollar
la electro´nica que permita el control de los motores desde un PC convencional.
Una vez conectado el equipo al PC se implementara´ una interfaz con las mismas
funcionalidades que la caja de control. La figura 6.14 muestra en detalle la caja de
control y las funciones principales que tienen que estar disponibles en la interfaz que
se desarrolle.
Para poder controlar la apertura o cierre de las secciones desde un ordenador, es
necesario transformar las o´rdenes del ordenador en una diferencia de potencial de
12V en el sentido deseado. Esto se ha conseguido gracias a una tarjeta de adquisicio´n
de datos (DAQ), que traduce las o´rdenes del ordenador en 0 o 5V, y al disen˜o de un
circuito electro´nico, que convierte las salidas de la DAQ en la diferencia de potencial
necesaria para que se muevan los motores. La figura 6.15 muestra una representacio´n
esquema´tica del sistema completo. El ordenador se comunica con los motores a
trave´s de la DAQ y el circuito, formado por los puentes de control LMD18200 de los
motores, los optoacopladores que permiten separar la parte electro´nica de la parte
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Figura 6.14: Caja de control de la barra HARDI NK y sus funciones principales
de potencia y el Circuito Lo´gico Programable Complejo (CPLD) que gestiona la
comunicacio´n entre la DAQ y el circuito.
En la figura 6.16 se puede ver el esquema del disen˜o del circuito desarrolla-
do. Adema´s del control sobre los motores, dispone de un interruptor de apaga-
do/encendido general (que se puede usar como mecanismo de seguridad conectado
a una seta) y de un conjunto de 3 leds por motor (leds de estado verde, a´mbar y
rojo), que informan sobre el estado de cada seccio´n de la barra (apertura, cierre y
error, respectivamente).
Control de los motores
El control del sentido de giro del motor, se ha resuelto utilizando un puente
LMD18200, figura 6.17, que permite tambie´n registrar informacio´n tal como sobre-
calentamiento o intensidad consumida en cada momento. Este puente se ha escogido
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Figura 6.15: Esquema del sistema de control
frente a otras posibles opciones, como el SN7544, por las ventajas que presenta:
Es suficiente con un bit de indicacio´n de sentido, mientras que el SN7544
necesita 2.
Incluye proteccio´n interna frente a picos de intensidad, no siendo necesario
montar un puente de diodos para absorberlos.
Tiene un flag de temperatura que se activa cuando hay sobrecalentamiento.
Tiene un pin para medir intensidad consumida.
Permite variar la velocidad del motor con distintos anchos de pulso e incluso
frenarlo.
Conexio´n al ordenador
Para el enlace entre el circuito implementado y el ordenador se ha usando una
tarjeta de adquisicio´n de datos LabJack U12, con entradas y salidas digitales y
analo´gicas, figura 6.18. Las o´rdenes de apertura dadas por el ordenador se traducen
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Figura 6.17: Esquema del puente LMD18200
en nivel alto (5V) o bajo (0V) en las salidas digitales de la tarjeta de adquisicio´n
que esta´ conectada al ordenador a trave´s del puerto USB. Estas sen˜ales pasan pos-
teriormente por optoacopladores para separar la parte electro´nica de la parte de
potencia.
Ahora bien, la tarjeta Labjack U12 consta de 20 entradas/salidas que no son
suficientes, ya que son necesarias un total de 24 entradas/salidas digitales y 6 salidas
analo´gicas, tal como se detalla a continuacio´n:
6 entradas analo´gicas para medir la intensidad consumida
6 entradas digitales para detectar sobrecalentamiento
6 salidas digitales para indicar el sentido de giro de los motores
6 salidas digitales para controlar la velocidad de giro de los motores
6 salidas digitales para encender los leds rojos de sobrecalentamiento
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Figura 6.18: Tarjeta de adquisicio´n de datos Labjack U12
Para resolver este problema se ha incluido en el circuito un CPLD (ispLSI 1016,
de la marca Lattice), figura 6.19, que permite, al ser reprogramable, dejar la puerta
abierta a futuras mejoras sin tener que realizar cambios en el circuito.
El vector de 6 bits datos, actu´a como entrada o salida de la DAQ, dependiendo de
la opcio´n que se escoja en cada momento por medio de los dos bits de seleccio´n y el
bit de lectura/escritura. Estos bits permiten que la informacio´n del vector datos sea
copiada en el vector de salida del CPLD sentido, en el vector led sobrecalentamiento,
o que el vector de 6 bits flag temperatura sea copiado en el vector datos, y por lo
tanto transmitido al ordenador como entrada de la DAQ.
Los 6 pines de sentido esta´n conectados a los 6 puentes, ordenando abrir boquillas
al motor correspondiente cuando el bit enviado por el CPLD esta´ a nivel alto (5V), o
cerrar cuando esta´ a nivel bajo (0V). Los 6 bits de led sobrecalentamiento encienden
el led rojo asociado a cada motor si hubiera sobrecalentamiento en dicho motor.
Los 6 bits de flag temperatura tambie´n esta´n conectados a los puentes y actu´an
237
Cap´ıtulo 6. Actuacio´n
Figura 6.19: CPLD para la redistribucio´n de las entradas/salidas de la DAQ
como entradas, registrando si el flag de temperatura de cada uno esta´ a nivel alto
(sobrecalentamiento del motor) o bajo. Estos 3 vectores (sentido, led y flag) nunca
se usara´n al mismo tiempo sino que con los dos bits de seleccio´n se podra´ establecer
cua´l funciona en cada momento. Adema´s, la entrada Reset permite poner a cero
inicialmente todas las salidas del CPLD, evitando que se produzcan movimientos de
los motores al conectar la alimentacio´n.
Con la utilizacio´n del CPLD se consiguen cumplir los requisitos de disen˜o para
el circuito utilizando solamente 10 entradas/salidas digitales de la tarjeta de adqui-
sicio´n, dejando 10 entradas/salidas digitales disponibles, que se podra´n utilizar en
ampliaciones futuras como por ejemplo para actuar sobre el variador de velocidad
del tractor.
Leds
Cada motor tiene asociado tres leds:
238
6.2. Automatizacio´n de la barra de tratamientos
Led verde: si esta´ encendido indica que el motor correspondiente esta´ girando
en sentido de apertura de las boquillas.
Led a´mbar: si esta´ encendido indica que el motor correspondiente esta´ girando
en sentido de cierre de las boquillas.
Led rojo: el ordenador da la orden de encendido cuando le llega informacio´n
de que se ha sobrecalentado un puente.
Los leds de apertura y cierre esta´n conectados en paralelo a los bornes del motor,
lo que permite que se enciendan mientras giran, pero los mantiene encendidos cuando
el motor termina de girar ya que aunque llegue a un final de carrera, la diferencia de
tensio´n en bornes se mantiene. Para evitar eso, y que los leds so´lo este´n encendidos
con el motor girando, desde el ordenador se env´ıa una orden de frenado al puente de
control de motor, que pone ambos bornes a la misma tensio´n, haciendo que los leds
se apaguen. Adema´s, el circuito dispone de otro led adicional que indica el estado
(encendido/apagado) general del equipo.
El circuito esta´ dividido en dos placas, figura 6.20. En la superior se encuentran
so´lo los leds de estado, mientras que en la inferior se confina el cableado y los
componentes necesarios para la comunicacio´n con el PC y los motores. La placa
inferior esta´ conectada a la placa superior para permitir el encendido de los leds. La
principal ventaja de la separacio´n en dos placas es la mejor distribucio´n de las placas
dentro de una caja para poder situar los leds en una posicio´n de ma´xima visibilidad.
6.2.3. Pruebas en laboratorio
El circuito ha sido probado en laboratorio, para evaluar su funcionamiento. Las
pruebas se han realizado en el laboratorio conectando la barra a un motor ele´ctrico
que reproduce el funcionamiento del eje de fuerza del tractor (movimiento de rotacio´n
de aproximadamente 700 revoluciones por minuto), figura 6.21, permitiendo realizar
una evaluacio´n de un modo limpio, sencillo y seguro antes de ir al campo.
Finalmente, se ha desarrollado un programa en C++ para controlar el circuito
desde el ordenador a trave´s de la tarjeta de adquisicio´n de datos. El programa
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Figura 6.20: Placas del circuito final
Figura 6.21: Alimentacio´n de la barra usando un motor ele´ctrico
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se ha implementado en el entorno de programacio´n Borland, usando las librer´ıas
proporcionadas con la tarjeta Labjack U12, y se maneja a trave´s de una GUI (Interfaz
Gra´fica de Usuario) que simula la caja de control de la barra HARDI NK, figura
6.22, que adema´s permanece disponible para controlar el equipo si fuese necesario.
Figura 6.22: Interfaz Gra´fica de Usuario del programa desarrollado para controlar la barra desde el
ordenador con las mismas funcionalidades de la caja de control de la barra HARDI NK
Con la GUI implementada se ha comprobado el funcionamiento de cada parte
del circuito, abriendo y cerrando distintas secciones de la barra en cada instante,
y controlando tambie´n el caudal aplicado. En las pruebas el depo´sito se lleno´ con
agua. Adema´s, como se vera´ en las siguientes secciones, las funciones implementadas
en la GUI son el punto de partida para incluir un sistema de control que decida las
secciones a abrir y cerrar as´ı como las dosis a aplicar en funcio´n de la informacio´n
que se tiene del campo (mapas de infestacio´n y/o deteccio´n en tiempo real).
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6.3. Controlador borroso multivariable para el ajuste de
tratamientos
Una vez automatizada la barra de tratamientos para su control desde un orde-
nador, el siguiente paso es el disen˜o y desarrollo de un controlador para el ajuste de
tratamientos.
6.3.1. Requisitos del controlador
El controlador debe ser capaz de decidir que´ cantidad de herbicida aplicar en cada
momento, basa´ndose en la informacio´n del entorno proporcionada por el sistema de
percepcio´n. Ma´s concretamente, el controlador calculara´ las necesidades en te´rminos
de herbicida de cada punto basa´ndose en dos conjuntos de valores recibidos (por
punto) como entrada: el I´ndice de Cobertura de malas hierbas (IC) y el Estado de
Crecimiento del cultivo (EC). El primer valor suministra informacio´n de la densidad
de la infestacio´n presente en el campo, mientras que el segundo es necesario para
poder ajustar convenientemente la dosis de herbicida, ya que ante valores ide´nticos
de IC, la infestacio´n es potencialmente ma´s peligrosa en estados de crecimiento
del cultivo tempranos que en estados de crecimiento del cultivo avanzados; no so´lo
porque la infestacio´n pueda multiplicarse al crecer el cultivo sino tambie´n porque
un cultivo incipiente es ma´s fra´gil que uno bien desarrollado.
El controlador ajusta la cantidad de herbicida a aplicar actuando sobre la aper-
tura/cierre de cada una de las secciones de la barra, el caudal de pulverizacio´n de
herbicida y la velocidad del tractor. La velocidad del tractor ha sido incluida en el
control porque representa una forma de actuacio´n sobre la dosificacio´n ma´s sencilla
de medir y controlar que el caudal de pulverizacio´n de la barra. A caudal fijo, una
mayor velocidad de avance se traduce en una aplicacio´n de menor dosis por punto
frente a la dosificacio´n obtenida con velocidades ma´s bajas.
La figura 6.23 muestra las entradas y salidas del controlador. Las entradas sera´n
IC y EC, as´ı como los valores anteriores de caudal y velocidad. Las salidas son el
caudal, la velocidad y el estado de las secciones de la barra (apertura o cierre de
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cada una). Las salidas del controlador velocidad y caudal, se han definido como
valores de ajuste (aumentar/disminuir) sobre los valores de entrada, de modo que
los valores reajustados realimentan la siguiente iteracio´n del controlador. El caudal
de pulverizacio´n se mide en l/min y la velocidad del tractor en Km/h.
Figura 6.23: Entradas y salidas del controlador
Un requisito muy deseable (y muy extendido) para cualquier controlador es que
produzca el menor nu´mero posible de cambios en los actuadores que controla, es
decir, que realice mı´nimas variaciones sobre la salida. En este caso, adema´s, resulta
ma´s conveniente actuar sobre la velocidad que sobre el caudal, ya que el variador
de velocidad es flexible, preciso y robusto, mientras que el regulador de caudal de la
barra de tratamiento esta´ expuesto a mayor inestabilidad. Adema´s, los cambios sobre
el caudal afectan de forma directa al taman˜o de gota, que debe permanecer constante
a lo largo de todo el tratamiento. Por tanto, se ha supuesto que siempre que se deba
reducir/aumentar la cantidad final de herbicida aplicada, es mejor aumentar/reducir
la velocidad que reducir/aumentar el caudal. Por supuesto, esta estrategia puede
variarse construyendo otro controlador tambie´n siguiendo la metodolog´ıa que se
propone a continuacio´n.
El controlador se ha disen˜ado teniendo en cuenta el tractor donde puede ser
usado, un veh´ıculo de la casa John Deer (el mismo utilizado para la adquisicio´n
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de los v´ıdeos en tiempo real en ma´ız, ver Cap´ıtulo 5). Es importante destacar que
el motor de este tractor, igual que el de muchos tractores modernos, funciona en
re´gimen constante de revoluciones por minuto, denominado toma de fuerza, por lo
que la variacio´n de velocidad en este tipo de veh´ıculos no se realiza a trave´s de un
actuador continuo (acelerador), como en los coches, sino de un variador de velocidad
discreto, que so´lo permite un conjunto determinado de valores, lo que debe tenerse
en cuenta en la etapa de disen˜o del controlador, ya que para la variable velocidad
no son posibles todos los valores de salida.
6.3.2. Descripcio´n del controlador borroso propuesto
El controlador recibe como entrada las dos variables creadas por el sistema de
visio´n, el u´ltimo caudal utilizado y la velocidad actual del tractor, y a partir de
estos datos controla la cantidad y distribucio´n de herbicida actuando: 1) sobre la
barra de tratamiento, modificando el caudal y abriendo o cerrando las distintas
secciones, y 2) sobre el variador de velocidad del tractor, modificando la velocidad
de avance del tractor. Debido a la independencia de la apertura y cierre de cada
seccio´n, y a que cada una cubre un a´rea bastante grande (2 m), el sistema propuesto
razona independientemente sobre cada una de las secciones de la barra. As´ı, en cada
instante el controlador procesara´ de forma independiente 5 zonas distintas (5 valores
de I´ndice de Cobertura y 5 valores de Estado de Crecimiento), generando el control
de apertura o cierre para cada una de las 5 secciones. Los 5 valores de entrada de
IC y EC dara´n lugar tambie´n a 5 valores distintos de caudal y velocidad, cuando en
realidad ambos valores deben ser los mismos para las 5 secciones. Por tanto, y para
asegurar una aplicacio´n de herbicida en exceso mejor que en defecto, el controlador
ajustara´ la velocidad al mı´nimo de las 5 velocidades calculadas y el caudal al ma´ximo
de los 5 valores de caudal calculados.
Para el disen˜o del controlador no se dispone inicialmente de ningu´n modelo del
comportamiento que debe seguir ni ningu´n modelo del sistema a controlar. Lo u´nico
que se tiene es el conocimiento del experto, es decir, se puede conocer la conducta
de un operario experimentado que, conduciendo el tractor, tuviese control sobre la
barra de tratamiento. Este tipo de conocimiento es muy dif´ıcil de plasmar en un
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controlador cla´sico, ya que se compone de reglas intuitivas y con incertidumbre.
La Teor´ıa de Conjuntos Borrosos formulada por Zadeh (1965) y la teor´ıa ba´sica
presentada posteriormente para el disen˜o de Controladores Borrosos (Zadeh, 1973),
resulta de gran utilidad en casos como e´ste (Lee y Dexter, 2001).
La teor´ıa de conjuntos borrosos se basa en que los conjuntos poseen l´ımites
imprecisos, permitiendo que los objetos puedan pertenecer o no a cada conjunto, o a
ambos a la vez dentro de un intervalo de confianza [0,1], lo que da lugar a funciones de
pertenencia graduales, figura 6.24(b), en contraposicio´n con la teor´ıa de conjuntos
cla´sica que so´lo contempla la pertenencia o no pertenencia a un conjunto, figura
6.24(a).
(a) funcio´n de pertenencia cla´sica (b) funcio´n de pertenencia borrosa
Figura 6.24: Funciones de pertenencia cla´sica y borrosa. En la teor´ıa cla´sica un objeto so´lo puede
pertenecer o no a un conjunto, dando lugar a funciones abruptas con salida binaria. En la teor´ıa
borrosa, el objeto puede pertenecer al conjunto con grados de pertenencia comprendidos en el
intervalo [0,1], donde el valor asignado indica el grado de compatibilidad del objeto con el concepto
representado por el conjunto
El hecho de que un objeto pueda pertenecer a un conjunto dentro de un intervalo
de confianza permite definir conceptos vagos o imprecisos de manera natural, algo
complejo con la lo´gica cla´sica. Por ejemplo, el concepto “fin de semana” en lo´gica
borrosa permite decir que “el 30% del viernes es fin de semana”, mientras que en
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lo´gica cla´sica el viernes debe considerarse como parte completa del fin de semana
o como no perteneciente al fin de semana, a pesar de que eso no se ajuste bien a
la realidad. La lo´gica borrosa es una herramienta potente que permite implementar
adecuadamente mecanismos de razonamiento lingu¨´ıstico.
La teor´ıa ba´sica para el disen˜o de Controladores Borrosos presentada en (Zadeh,
1973), y su primera aplicacio´n para regular una ma´quina de vapor (Mamdani y
Assilian, 1975), marcaron un hito en el a´rea de control, al presentar un control que
funcionaba y que hab´ıa sido desarrollado sin necesidad de tener un modelo anal´ıtico
y preciso del sistema, sino utilizando el conocimiento experto.
Desde el momento de su aparicio´n, la aplicacio´n de controladores borrosos ha
seguido avanzando, siendo cada vez ma´s popular debido en gran medida a su capa-
cidad para plasmar la experiencia humana de control, clasificacio´n o toma de decisio´n
(Albertos y Sala, 2004). En definitiva, la mayor´ıa de los controladores borrosos esta´n
basados en el trabajo de Mamdani y Assilian (1975), donde se sustituye el conoci-
miento del modelo anal´ıtico del sistema a controlar por el conocimiento experto de
control, expresado como un conjunto de reglas de control descritas en lenguaje natu-
ral y que operan sobre te´rminos lingu¨´ısticos (todo ello descrito mediante conjuntos
borrosos).
El modelo de control borroso se formula mediante un conjunto de reglas del
tipo SI-ENTONCES. Los antecedentes de cada regla contienen una descripicio´n
del estado del sistema y el consecuente la accio´n de control apropiada. Tanto los
antecedentes como los consecuentes se definen sobre conjuntos borrosos de entrada
y salida.
El proceso de inferencia borroso consiste en aplicar en cada momento la regla
cuyo antecedente se corresponda al estado del sistema, dando lugar a la actuacio´n
apropiada. Ma´s concretamente, dado que todos los antecedentes son borrosos, el sis-
tema de inferencia razonara´ siempre sobre todas las reglas a la vez, aplicando cada
una con mayor o menor relevancia en funcio´n del peso de sus antecedentes y com-
binando sus consecuentes. Las operaciones ba´sicas entre conjuntos borrosos (unio´n,
interseccio´n, complemento) usadas tanto para la combinacio´n de antecedentes, co-
mo de reglas y consecuentes se definen en Zadeh (1965), y pueden verse en la figura
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6.25. La interseccio´n entre dos conjuntos se establece como el mı´nimo de sus valores,
la unio´n como el ma´ximo, mientras que el complemento se define como el opuesto
(1− valor).
Conjuntos borrosos de entrada y salida
En la figura 6.23 se muestran las entradas y salidas del controlador. Todas las
entradas toman un valor continuo dentro de un rango especifico, que var´ıa entre
una entrada y otra debido a su distinta naturaleza. Dicho valor se transforma en un
conjunto borroso para su posterior uso como antecedente en las reglas de inferencia
del controlador (etapa conocida como fuzzyfication). Para llevar esto a cabo, se
definen las funciones de pertenencia mostradas en la figura 6.26. En todas ellas se
ha preferido la forma trapezoidal de los conjuntos a otras representaciones por su
sencillez y su mayor rapidez de co´mputo.
La figura 6.26(a) muestra los conjuntos borrosos perteneciente a la variable de
entrada IC. El rango de valores, al tratarse de un porcentaje, va desde 0 a 100.
La caracterizacio´n de IC se ha realizado en cuatro conjuntos (nada, poco, medio y
mucho). El valor de los rangos ha sido escogido con la ayuda de un grupo de expertos
en malherbolog´ıa. La variable de entrada EC, figura 6.26(b) se ha representado de
forma similar con 3 conjuntos (bajo, medio y alto).
La velocidad, figura 6.26(c) var´ıa entre 0 y 8 Km/h, que son las velocidades
habituales del tractor en tareas de laboreo. El caudal, figura 6.26(d) ha sido nor-
malizado, considerando como ma´ximo los 31l/min de los que es capaz la barra de
tratamiento HARDI NK. La caracterizacio´n de la velocidad se ha hecho en cinco
conjuntos y la del caudal en tres conjuntos, para hacer ma´s flexible la actuacio´n
sobre la velocidad, como se explicara´ ma´s adelante.
Del mismo modo, las salidas son conjuntos borrosos definidos por las funciones de
pertenencia mostradas en la figura 6.27. Aqu´ı la velocidad y el caudal no son valores
absolutos, sino el valor de incremento o decremento que el controlador determina que
hay que realizar sobre la velocidad y caudal de entrada. Por ello, la velocidad oscila
entre [-5, 5] (5 Km/h ma´s ra´pido o ma´s despacio), y el caudal entre [-1, 1] (reducirlo
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(a) I´ndice de cobertura (b) Estado de crecimiento
(c) Velocidad (d) Caudal
Figura 6.26: Funciones de pertenencia de los conjuntos borrosos de entrada
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al mı´nimo o subirlo al ma´ximo). Si los valores de incremento o decremento sobre
el valor actual dan lugar a valores fuera de rango (como por ejemplo velocidades
negativas) simplemente se reescala la actuacio´n al ma´ximo o mı´nimo permitido.
Igual que ocurr´ıa para las entradas al controlador, la velocidad esta´ caracterizada
en cinco conjuntos mientras que el caudal so´lo en tres.
(a) Velocidad (b) Caudal
Figura 6.27: Funciones de pertenencia de los conjuntos borrosos de salida
La otra salida (seccio´n) tiene dos posibles valores (abrir o cerrar seccio´n), por lo
que no es necesario ningu´n conjunto borroso para tenerla en cuenta.
Reglas Borrosas
Una vez convertidas las entradas a conjuntos borrosos, se aplican las reglas de
inferencia para hallar las salidas. Lo ma´s relevante de este conocimiento se resume en
la tabla 6.2. El disen˜o de las reglas, como ya se comento´, lo ha realizado un experto.
Las filas representan el valor de entrada (conjunto borroso) de IC, mientras que las
columnas representan el valor de entrada de EC. El valor de las casillas representa
la cantidad de herbicida a aplicar, donde 0 significa no aplicar tratamiento, 1 aplicar
la dosis ma´xima, 1/2 aplicar media dosis y 1/4 aplicar un cuarto de dosis. Los
expertos en la materia consideran suficiente esta separacio´n de las posibles dosis,
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y no recomiendan an˜adir mayor complejidad. En IC, los dos extremos (Nada y
Mucho) son aquellos en los que siempre se aplica la dosis mı´nima de herbicida o
la dosis ma´xima respectivamente, dando igual el valor que tome la variable EC.
Sin embargo los dos conjuntos (Poco y Medio) dependen del EC, ya que cuando
el cultivo esta´ poco crecido la mala hierba es potencialmente ma´s peligrosa que la
misma cantidad de infestacio´n en un cultivo bien desarrollado, siendo por tanto
necesario emplear ma´s herbicida.
IC/EC Poco Medio Alto
Nada 0 0 0
Poco 1/2 1/2 1/4
Medio 1 1 1/2
Mucho 1 1 1
Tabla 6.2: Reglas para determinar la cantidad de herbicida a aplicar, obtenidas a partir de conoci-
miento experto
Por otro lado, la actuacio´n del controlador debe ajustar la apertura/cierre de
seccio´n as´ı como el caudal y la velocidad para alcanzar una dosis adecuada a cada
situacio´n. El ajuste es sencillo, por ejemplo para alcanzar una dosis mı´nima (sin tra-
tamiento) basta cerrar la seccio´n, no dejando pasar nada de herbicida. Para el resto
de valores, basta abrir la seccio´n y combinar la velocidad con el caudal teniendo en
cuenta que a mayor caudal ma´s cantidad de tratamiento aplicado. Con la velocidad
pasa lo contrario, ya que cua´nto ma´s ra´pido va el tractor menos tiempo pasa por en-
cima de la mala hierba y por tanto el tratamiento pulverizado por unidad de terreno
es menor. Esto se resume en la tabla 6.3.
Combinando ambas tablas se forman las reglas borrosas: se miran los valores de
IC y de EC, para determinar que´ dosis hay que aplicar (tabla 6.2), y con dicho valor
se var´ıa el caudal y la velocidad de entrada hasta alcanzar el valor deseado (tabla
6.3). En total, el sistema de inferencia del controlador borroso esta´ compuesto de 52
reglas.
Como ya se ha dicho previamente, se prefiere actuar sobre la velocidad del tractor
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Velocidad Caudal Dosis
Herbicida
Mı´nima Bajo 1/2
Mı´nima Medio 1
Mı´nima Alto 1
Baja Bajo 1/2
Baja Medio 1/2
Baja Alto 1
Media Bajo 1/4
Media Medio 1/2
Media Alto 1/2
Alta Bajo 1/4
Alta Medio 1/4
Alta Alto 1/2
Ma´xima Bajo 1/4
Ma´xima Medio 1/4
Ma´xima Alto 1/4
Tabla 6.3: Ajuste de la salida actuando sobre el caudal y la velocidad, suponiendo la seccio´n abierta
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antes que sobre el caudal. Las reglas borrosas tienen esto en cuenta, de modo que
siempre que sea posible, el consecuente de la regla alcanzara´ la dosis deseada variando
la velocidad y dejando fijo el caudal. De este modo, so´lo se modificara´ el caudal
cuando la variacio´n sobre la velocidad no baste para alcanzar la dosis deseada (por
ejemplo si la velocidad esMa´xima, el caudal Bajo y se desea alcanzar dosis ma´xima).
Estas operaciones se ven favorecidas por el hecho de que la caracterizacio´n de la
velocidad se ha realizado en muchos conjuntos borrosos, ofreciendo un mayor abanico
de posibilidades de actuacio´n en el consecuente de la regla.
Una vez halladas las salidas borrosas, e´stas deben ser reconvertidas a valores no
borrosos, mediante algu´n me´todo de decodificacio´n, conocido como defuzzyfication,
ya que el sistema a controlar necesita entradas analo´gicas. De entre los me´todos de
defuzzyfication, el ma´s utilizado es el ca´lculo del centroide.
El centroide de un a´rea se puede definir como su centro geome´trico, de modo
similar al centro de masas de un cuerpo. Las coordenadas (Cx,Cy) del centroide de
un a´rea A se calculan como la media de las coordenadas (x, y) de todos los puntos
que forman el a´rea:
(Cx,Cy) =
(∫
A xdA
A
,
∫
A ydA
A
)
(6.1)
En el problema planteado, se tiene que calcular el centroide de un conjunto de
a´reas distintas [A1, AN ]. En este caso, primero se calcula el centroide de cada una de
ellas por separado [(Cx1, Cy1), (CxN , CyN )] siguiendo la ecuacio´n 6.1 y posterior-
mente se calcula el centroide global como la media aritme´tica de todos los centroides:
(Cx,Cy) =
(∑N
i=1AiCxi∑N
i=1Ai
,
∑N
i=1AiCyi∑N
i=1Ai
)
(6.2)
El ca´lculo de centroide de una salida borrosa asigna como salida final, analo´gica,
el valor asociado con el centro de masas de los conjuntos borrosos entre los que se
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situ´a la salida, figura 6.28. No´tese que en este caso so´lo es relevante el valor del
centroide en el eje x, Cx.
Figura 6.28: Decodificacio´n de la salida a valores no borrosos mediante ca´lculo de la coordenada del
centroide en el eje x
6.3.3. Resultados
El controlador ha sido implementado en el entorno de desarrollo de Matlab. Su
funcionamiento se ha probado primero en simulaciones, para estudiar el comporta-
miento ante diversas situaciones y posteriormente se ha efectuado la unio´n entre el
controlador borroso y el sistema de percepcio´n sobre muestreos fotogra´ficos, dando
lugar al sistema completo de tratamiento selectivo, capaz de decidir en cada mo-
mento la dosis o´ptima a aplicar en funcio´n de los datos recogidos y procesados en la
etapa de percepcio´n.
Resultados en simulacio´n
Para las simulaciones, se han generado mapas sinte´ticos para un campo de 200
metros de largo por 80 de ancho (4 idas y vueltas del tractor), con una separacio´n
entre l´ıneas de cultivo de 37cm. Los mapas de I´ndice de Cobertura y de Estado
254
6.3. Controlador borroso multivariable para el ajuste de tratamientos
de Crecimiento se generan aleatoriamente (aunque siguiendo unas restricciones que
aseguran que representan situaciones reales). Todos estos valores son ajustables por
para´metro y se pueden cambiar entre ejecuciones, permitiendo simular un amplio
abanico de situaciones.
La figura 6.29 muestra un ejemplo de ejecucio´n. Las figuras 6.29(a) y 6.29(b)
muestran los mapas de I´ndice de Cobertura y de Estado de Crecimiento generados.
No´tese que en el mapa de I´ndice de Cobertura aparecen rodales (como en los campos
reales), y que el mapa de Estado de Crecimiento muestra l´ıneas con una distribucio´n
semejante a las l´ıneas de cultivo. La figura 6.29(c) muestra la salida del controlador
en forma de mapa de aplicacio´n de herbicida.
Por otra parte, las figuras 6.30(a) y 6.30(b) muestran los cambios sufridos por los
variadores de velocidad y caudal a lo largo del tiempo. Analizando en detalle estas
figuras, se comprueba que los cambios efectuados sobre la velocidad y el caudal son
pocos y que, como se quer´ıa, la actuacio´n es mayor sobre la velocidad que sobre el
caudal (un 10.1% de veces se actu´a sobre la velocidad frente a un 1.1% de actuacio´n
sobre el caudal). Tambie´n se ve que los cambios sobre el caudal son bastante bruscos,
debido a que las actuaciones sobre el mismo se realizan cuando no hay otra solucio´n
ma´s que un cambio dra´stico. En cualquier caso el comportamiento del controlador
es flexible a cambios y se pueden introducir otros comportamientos propuestos por
expertos.
Finalmente, se ha efectuado un breve estudio sobre el comportamiento del con-
trolador en 20 situaciones distintas generadas aleatoriamente. Dicho estudio muestra
que el controlador opta, la mayor parte de las veces (56,8%) por no aplicar dosis
ma´xima, lo cual se traduce, al compararse con las pra´cticas habituales de aplicacio´n
de herbicida (dosis fija en todo el campo), en que el sistema produce mapas de do-
sificacio´n en los que de media se emplea 9,5 veces menos herbicida que aplicando
dosis ma´xima y 4,5 veces menos que con media dosis. Aunque e´stas son cantidades
que suelen disminuir al trasladarse a la realidad, debido a todas aquellas variables
que no aparecen en las simulaciones, como pueden ser el viento o la resistencia de
las plantas, no dejan de ser unos resultados satisfactorios.
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(a) (b)
(c)
Figura 6.29: Simulacio´n del resultado del controlador borroso. a) Mapa de I´ndice de Cobertura
generado aleatoriamente, b) Mapa Estado de Crecimiento generado aleatoriamente y c) Mapa de
tratamiento, construido a partir de la salida del controlador borroso implementado
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(a) velocidad (b) caudal
Figura 6.30: Evolucio´n de la accio´n de control sobre la velocidad y el caudal
Integracio´n de los sistemas de percepcio´n y actuacio´n
Una vez el controlador disen˜ado, desarrollado y probado en simulaciones, se ha
llevado a cabo la unio´n entre el controlador y la etapa de percepcio´n.
Los campos de pruebas usados son dos de los campos de ma´ız de la finca de La
Poveda, al sudeste de Madrid, ambos de taman˜os aproximados de 160m de largo
por 80m de ancho. En ellos se han realizado muestreos discretos durante los u´ltimos
tres an˜os, usando el primer campo en el 2007 y el segundo en 2008 y 2009. En
los muestreos se han recogido tanto fotograf´ıas, como muestras de tierra para su
posterior ana´lisis en laboratorio, estableciendo los valores de biomasa asociados con
cada fotograf´ıa. En cada uno, se han tomado 160 puntos de muestreo ajustados a
una malla de 20x8 puntos, figura 6.31.
Cada una de las 160 fotograf´ıas fue procesada usando la plataforma de ima´genes
presentada en el cap´ıtulo 4, ajustando los me´todos y valor de los para´metros median-
te el CBR, de forma totalmente automa´tica, dando lugar a valores de infestacio´n y
cultivo asociados con cada una de las ima´genes. A partir de estos valores, usando el
me´todo de interpolacio´n implementado en la plataforma (kriging), se han construido
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Figura 6.31: Resolucio´n de los muestreos discretos llevados a cabo
los mapas de IC y EC, ambos de 160x80 puntos y resolucio´n de 1mx1m(1m2) por
punto.
Una vez construidos los mapas, e´stos se pasaron al controlador, genera´ndose en
cada caso un mapa de tratamiento asociado. Las figuras 6.32, 6.33 y 6.34 muestran los
resultados partiendo de los muestreos de los an˜os 2007, 2008 y 2009 respectivamente.
Lo primero que se comprueba al observar los resultados es la tremenda variabili-
dad presentada en los valores de ı´ndice de cobertura y estado de crecimiento segu´n el
campo y el an˜o. El primer campo, usado en el 2007, se encontraba en una situacio´n
l´ımite de infestacio´n y de desarrollo del cultivo debido a los constantes retrasos sobre
la fecha de aplicacio´n de herbicida sufridos a lo largo de los an˜os, causados por la
infinidad de pruebas realizadas tanto por parte de miembros del IAI-CSIC como del
CCMA-CSIC. El campo presentaba valores medios de cobertura de malas hierbas
del 20% con picos de hasta 45%, y valores medios de densidad de cultivo cercanos
al 50%, valores muy superiores a los encontrados en un campo normal en fechas
de tratamiento. Por tanto, en los an˜os siguientes (2008 y 2009), se decidio´ dejar el
primer campo en barbecho y utilizar el segundo campo, que mostro´ valores medios
de IC del 6% con picos cercanos al 25%, y una media de EC del 21%, valores mucho
ma´s representativos de la situacio´n habitual en fecha de tratamientos.
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Figura 6.32: Resultados del controlador borroso sobre el muestreo del an˜o 2007
Figura 6.33: Resultados del controlador borroso sobre el muestreo del an˜o 2008
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Figura 6.34: Resultados del controlador borroso sobre el muestreo del an˜o 2009
Los mapas de tratamiento generados por el controlador son, como cab´ıa esperar,
consecuencia directa de los valores observados y las reglas de aplicacio´n de la tabla
6.2. Esta aplicacio´n selectiva se traduce en ahorros de herbicida del 47%, 89% y
93% respectivamente, evidenciando el claro beneficio de la aplicacio´n de te´cnicas de
AP.
Observando en detalle los mapas de tratamiento resultado de cada an˜o, en el
2007, se aplica dosis completa el 26% de las veces, frente a un 36% de media dosis,
22% de un cuarto y el 16% se decide no aplicar nada de herbicida. La alta variabi-
lidad espacial encontrada, hace que se actu´e sobre la velocidad el 67% de las veces
y un 5% sobre el caudal.
En el 2008, debido a la poca cantidad de infestacio´n presente, se aplica dosis
completa so´lo el 1,6% de las veces, media dosis el 15%, un cuarto el 5%, y el 78%
de las veces no se aplica nada de herbicida. Debido a que la mayor parte del tiempo
se escoge no aplicar herbicida, los pocos casos en los cuales se decide hacerlo se
traducen en la necesidad de un cambio de dosis dra´stico, siendo en este caso ma´s
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frecuente la actuacio´n sobre el caudal (15%) que sobre la velocidad (2%).
En el 2009, se determina aplicar dosis completa el 1.4% de las veces, el 1.8%
media dosis, el 13.2% un cuarto y el 83.6% no aplicar nada de herbicida. La ac-
tuacio´n en este caso es mı´nima, en concreto el 5.1% de las veces se actu´a sobre la
velocidad y el 1.3% sobre el caudal.
En los an˜os 2008 y 2009, la cantidad aplicada de herbicida es muy similar, a
pesar de que los mapas de IC muestran diferencias importantes, habiendo mucha
ma´s infestacio´n en el 2008 que en el 2009 (12% y 4% de media respectivamente).
Esto se debe a que en el 2008 el cultivo muestra un estado de desarrollo ma´s avanzado
que en el 2009 (valores medios de EC del 17% y 11% respectivamente), y por lo
tanto el riesgo que representan las malas hierbas es menor.
Si se analizan los valores medios de cobertura de malas hierbas a lo largo de
estos u´ltimos 3 an˜os, figura 6.35, se comprueba que el 93% del tiempo la densidad
de infestacio´n se situ´a por debajo del 40%, y por debajo del 40% un 72% de las
veces, lo que indica el potencial beneficio de la aplicacio´n de tratamientos selectivos,
y evidencia el claro e´xito que se puede obtener al aplicar te´cnicas de Agricultura de
Precisio´n en contraste con las te´cnicas cla´sicas, y co´mo las tecnolog´ıas propias de la
automa´tica y la informa´tica pueden resultar de gran utilidad en el a´mbito agr´ıcola
como tambie´n concluyen otros autores (Mart´ınez et al., 2005).
Una vez probadas todas las partes por separado (control sobre la barra desde
un ordenador y generacio´n de mapas de tratamiento a partir de los datos recogidos
en la etapa de percepcio´n), se ha llevado a cabo la integracio´n de ambos sistemas,
simulando en el laboratorio la aplicacio´n selectiva de tratamientos.
Para ello, se realizo´ un segundo programa capaz de leer las coordenadas GPS su-
ministradas por un receptor y de situarlas sobre el mapa de tratamiento. El receptor
GPS que se esta´ utilizando (Hemisphere R220) dispone de correccio´n diferencial y
proporciona la localizacio´n a trave´s de un puerto serie (RS232) o USB y mediante
una trama GGA (codificacio´n NMA), ver figura 6.36.
El programa desarrollado situ´a las 20 posiciones por segundo facilitadas por el
GPS sobre el mapa de tratamiento, y env´ıa las o´rdenes adecuadas a la DAQ para
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Figura 6.35: Valores medios de cobertura de malas hierbas obtenidos en los muestreos de los an˜os
2007, 2008 y 2009
Figura 6.36: Receptor GPS Hemisphere R220
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6.3. Controlador borroso multivariable para el ajuste de tratamientos
controlar, a trave´s del circuito desarrollado, el equipo de tratamiento en funcio´n de
lo indicado por el mapa de tratamiento.
El programa desarrollado permite cargar cualquier mapa de tratamiento gene-
rado por el controlador borroso, figura 6.37(a). Luego, una vez en el campo, situ´a
las 20 posiciones por segundo facilitadas por el GPS sobre el mapa de tratamiento,
y controla el equipo de tratamiento (a trave´s de la DAQ y el circuito desarrollado)
de acuerdo a lo indicado por el mapa en la posicio´n actual. La GUI del programa
muestra en todo momento la posicio´n actual sobre el mapa, as´ı como las u´ltimas
o´rdenes enviadas a la DAQ (caudal y secciones), y el estado actual del equipo de
tratamiento, figura 6.37(b).
El funcionamiento de este programa se ha comprobado en simulaciones en el
laboratorio, llevando, a falta de validaciones en el campo real durante la pro´xima
campan˜a, a un tratamiento selectivo de malas hierbas totalmente automa´tico, preciso
y barato.
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Cap´ıtulo 7
Conclusiones y l´ıneas de
investigacio´n futuras
La ignorancia afirma o niega
rotundamente; la ciencia duda
Voltaire
Uno de los puntos centrales de la AP es el tratamiento selectivo de malas hierbas
en cultivos. Un tratamiento preciso y selectivo requiere, primero una localizacio´n
exacta de las malas hierbas existentes en el cultivo y posteriormente su tratamiento
acorde al riesgo que representan. Este proceso requiere la implementacio´n de me´todos
automa´ticos, tanto de percepcio´n (deteccio´n y localizacio´n de malas hierbas) como
de actuacio´n (aplicacio´n de tratamientos).
En esta tesis se han propuesto tanto me´todos automa´ticos para la etapa de per-
cepcio´n, como los mecanismos de automatizacio´n y control sobre la barra de trata-
mientos de herbicida, creando todas las herramientas necesarias para una aplicacio´n
selectiva de tratamientos automa´tica.
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Es importante destacar adema´s, que todos los me´todos propuestos han sido pro-
bados en un conjunto amplio de situaciones y en condiciones reales de trabajo,
habie´ndose efectuado pruebas a lo largo de los u´ltimos cuatro an˜os durante distintos
d´ıas y en distintos campos, para asegurar una representacio´n real de la enorme varia-
bilidad encontrada en el campo (condiciones cambiantes de iluminacio´n y humedad,
distintos estados de crecimiento de la capa vegetal, presencia de rodales, etc.) a la
que tiene que enfrentarse cualquier sistema de AP.
Ma´s au´n, todo el equipo usado para realizar este trabajo (electro´nica, ca´ma-
ras, ordenadores, tractor y barra de tratamientos) es convencional y lo ma´s barato
posible, buscando que la transferencia de todo lo desarrollado sea econo´micamente
viable.
7.1. Conclusiones ma´s relevantes
7.1.1. Percepcio´n
El desarrollo de me´todos de VA para la localizacio´n precisa de malas hierbas en
una imagen es un campo de trabajo abierto y de gran importancia en AP. El pro-
blema no tiene una solucio´n trivial, pues las condiciones cambiantes de iluminacio´n,
humedad o estados de crecimiento de la capa vegetal as´ı como la similitud entre las
malas hierbas y el cultivo hacen que la deteccio´n sea una tarea compleja.
Los me´todos de procesamiento de ima´genes naturales propuestos en el cap´ıtulo
4 de esta tesis para discriminar entre cultivo, malas hierbas y el resto han producido
resultados satisfactorios, siendo muy robustos ante la inmensa variedad de situacio-
nes encontradas en el campo. Se han alcanzado ı´ndices de correlacio´n con valores
reales (biomasa) de hasta un 97% en los mejores casos y 89,4% de media, sobre un
conjunto de 136 ima´genes de cereal de invierno pertenecientes a varios an˜os.
Los buenos resultados se han logrado gracias a la divisio´n del procesamiento en
varias etapas, para cada una de las cuales se han disen˜ado distintos me´todos, con
la finalidad de ajustar al ma´ximo el procesamiento a cada una de las situaciones
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encontradas. Ma´s au´n, todos los me´todos funcionan mediante el ajuste de una serie
de para´metros de entrada, que permiten modificar y flexibilizar el procesamiento.
Debido a la gran especializacio´n y dificultad de la tarea, tanto las etapas del
procesamiento como los distintos me´todos de VA desarrollados tienen una alta com-
plejidad, siendo dif´ıcil ajustar por prueba y error el valor de los para´metros de
cada me´todo. Para el ajuste de los para´metros se han utilizado algoritmos gene´ticos
(gene´tico esta´ndar y NSGA-II). El ajuste se ha efectuado sobre dos conjuntos de
ima´genes con diferentes condiciones de iluminacio´n, (71 ima´genes de d´ıas nublados
y 65 de d´ıas soleados), pertenecientes a distintos campos de cereal de invierno y
tomadas en distintos an˜os, asegurando por lo tanto una amplia representacio´n de
condiciones de trabajo. Los resultados se han comparado con la biomasa tomada
simulta´neamente y en los mismos puntos que las ima´genes, utilizada como patro´n
para evaluar el funcionamiento de los me´todos desarrollados.
Los me´todos han sido posteriormente incluidos en una plataforma de procesa-
miento de ima´genes desarrollada en C++ que permite todo tipo de operaciones sobre
las ima´genes naturales, ya sea su apertura y visualizacio´n como su procesamiento
manual o automa´tico. Dicha plataforma proporciona adema´s otras funciones como
por ejemplo el almacenamiento de resultados junto con el procesamiento usado, la
visualizacio´n de los resultados parciales obtenidos en cada etapa de ana´lisis de la
imagen o la construccio´n de los mapas de infestacio´n y cultivo. Toda la plataforma
ha sido disen˜ada bajo una GUI intuitiva, pensada para ser usada por cualquier tipo
de usuario, experimentado o no en el manejo de aplicaciones informa´ticas, propor-
cionando una herramienta sencilla para el uso de los me´todos.
Por otra parte, la utilizacio´n de la plataforma con distintas ima´genes confirma
que los mejores resultados se obtienen en cada caso utilizando me´todos distintos y
que el funcionamiento de cada me´todo depende de las caracter´ısticas de las ima´ge-
nes tratadas, lo que condujo al desarrollo de un sistema basado en te´cnicas de Ra-
zonamiento Basado en Casos, incluido en la plataforma y que permite seleccionar
automa´ticamente la combinacio´n de me´todos y para´metros que mejor se ajustan a
una imagen, en funcio´n de caracter´ısticas de la imagen como iluminacio´n, errores de
sembrado, etc. Usando el CBR y ampliando ma´s el conjunto de ima´genes de prueba
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(hasta 182, tanto de cereal como de ma´ız y sin dividirlas segu´n las condiciones de
iluminacio´n) se mejoro´ au´n ma´s el procesamiento, alcanzando medias de 82,2% de
correlacio´n con la biomasa sobre el nuevo conjunto (sobre el cual los me´todos sin
CBR alcanzaban un 61% de correlacio´n, teniendo en cuenta que ahora las ima´genes
de entrada corresponden a dos tipos de cultivo). Ma´s au´n, el sistema desarrolla-
do mejora la estimacio´n de expertos malherbo´logos, que obtuvieron un 57,8% de
correlacio´n.
Dado que este trabajo forma parte de un proyecto de investigacio´n donde uno
de los objetivos principales es el desarrollo de un sistema de percepcio´n en tiempo
real acoplado a un tractor, se paso´ a aplicar los conocimientos adquiridos sobre
muestreos fotogra´ficos para el desarrollo de me´todos de procesamiento en tiempo
real. La deteccio´n de malas hierbas en tiempo real presenta muchas dificultades,
dadas las tremendas limitaciones en tiempo de co´mputo (25 frames por segundo),
y al hecho de que las ima´genes se toman directamente desde el tractor, causando
ima´genes borrosas o desplazamientos.
Los me´todos de deteccio´n de malas hierbas en tiempo real propuestos para el
ma´ız han sido probados sobre ma´s de 12h de v´ıdeos tomados a lo largo de cuatro
an˜os en distintos campos. A pesar de no disponer, como en el caso de las ima´genes
pertenecientes a muestreos discretos, de una medida de comparacio´n con los valores
reales, visualmente el procesamiento ha demostrando alcanzar una correcta discri-
minacio´n entre malas hierbas, cultivo y suelo ante una gran variedad de situaciones.
El me´todo propuesto separa el procesamiento en dos partes, una que trabaja
a 25 fps (PT ) y la otra sin restricciones temporales (PPF ). Ambas se ejecutan
en paralelo de modo que PPF corrige los errores cometidos por PT debido a su
exploracio´n insuficiente de la imagen. Otra de las claves del buen funcionamiento
del sistema propuesto es su segmentacio´n adaptable, que permite al procesamiento
ser altamente robusto a cambios de iluminacio´n repentinos, comunes en exteriores.
En can˜a de azu´car, la problema´tica es muy distinta de la encontrada en cereal
o ma´ız, ya que las malas hierbas crecen en las l´ıneas de cultivo y no junto a ellas,
lo que obliga a efectuar la discriminacio´n por forma, color, taman˜o o textura, y
no por posicio´n. El procesamiento propuesto es capaz de detectar el 100% de las
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malas hierbas discriminando e´stas por diferencias espectrales (presentan menores
intensidades en el azul), siempre y cuando el estado de crecimiento de e´stas sea
avanzado.
7.1.2. Actuacio´n
Para lograr una aplicacio´n selectiva de tratamientos, es imprescindible tener
control sobre el equipo de aplicacio´n de herbicida acoplado al tractor, generando
dosis variables en respuesta a la salida del sistema de percepcio´n.
Se ha presentado la automatizacio´n de una barra de tratamientos multiseccio´n,
que permite la monitorizacio´n y control desde un ordenador. La caja de control
manual incluida en la barra se ha sustituido por un circuito electro´nico de control
disen˜ado a medida, capaz de recoger en cada momento el estado de la barra (estado
de las secciones, caudal, sobrecalientamento de los motores) y controlar todas sus
funciones, actuando tanto sobre la apertura y cierre de cada seccio´n como sobre el
caudal de tratamiento.
El circuito puede ser controlado desde un ordenador a trave´s de una tarjeta
de adquisicio´n de datos y un programa informa´tico con una GUI que simula las
funcionalidades de la caja de control manual originalmente incluida en la barra.
Con la GUI implementada se ha podido comprobar el funcionamiento de cada parte
del circuito, abriendo y cerrando distintas secciones de la barra en cada instante, y
controlando tambie´n el caudal aplicado desde el ordenador.
Posteriormente, se ha desarrollado un controlador borroso multivariable que usa
la salida del sistema de percepcio´n para decidir la dosis o´ptima de tratamiento a
aplicar en cada momento y actuar en consecuencia sobre la barra de tratamientos.
El sistema de inferencia del controlador, basado en lo´gica borrosa, ha permitido in-
cluir de forma sencilla el conocimiento experto sobre cua´l es la dosis de tratamiento
recomendada en cada momento, dada la informacio´n recogida en la etapa de per-
cepcio´n. El sistema funciona usando 4 dosis (nada, 1/4 de dosis, 1/2 de dosis y dosis
completa) y actuando, adema´s de sobre las secciones y caudal de la barra, sobre
la velocidad del tractor. La velocidad del tractor permite modificar la cantidad de
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tratamiento aplicado en cada unidad de terreno, siendo muchas veces preferible una
actuacio´n sobre la velocidad en lugar de sobre el caudal.
El controlador ha sido desarrollado en el entorno de desarrollo de Matlab. Se ha
probado en simulaciones ante diversas situaciones y se ha integrado con el sistema
de percepcio´n sobre muestreos fotogra´ficos, dando lugar a la generacio´n de mapas de
tratamiento a partir de datos obtenidos en el campo. Por u´ltimo, se ha desarrollado
un programa capaz de recibir coordenadas GPS y situar el tractor sobre el mapa de
tratamiento, generando las o´rdenes de actuacio´n y plasma´ndolas sobre el equipo de
tratamiento a trave´s de la DAQ y el circuito electro´nico.
Esta integracio´n final, a falta de validaciones futuras en exteriores en la pro´xima
campan˜a, da lugar a un equipo de tratamiento selectivo de malas hierbas totalmen-
te automa´tico, preciso y barato. Los resultados obtenidos en estas pruebas sobre
muestreos discretos de malas hierbas realizados a lo largo de los u´ltimos tres an˜os,
evidencian ahorros de herbicida medios del 76%, con picos de 93%, mostrando
claramente los beneficios obtenidos por la aplicacio´n de te´cnicas de AP como las
propuestas y desarrolladas en esta tesis.
7.2. Principales aportaciones y divulgacio´n
Procesamiento de ima´genes naturales para la estimacio´n de las densidades de
malas hierbas, cultivo y suelo en campos de ma´ız y cereal, obteniendo correla-
ciones estad´ısticas de hasta 97% con valores reales, ante una gran variedad de
situaciones y condiciones de trabajo. Los me´todos y los resultados del ajuste
mediante el algoritmo gene´tico han sido publicados en la revista Image and
Vision Computing (Burgos-Artizzu et al., 2009c). La plataforma de procesa-
miento de ima´genes esta´ pendiente de registro.
Ajuste del procesamiento de ima´genes usando la optimizacio´n multiobjetiva de
NSGA-II, que ayuda a determinar los mejores compromisos entre la bondad
de los resultados del procesamiento y los tiempos de ejecucio´n. Este ajuste ha
permitido establecer unas constantes asociadas a la combinacio´n lineal (r =
−0,884, g = 1,262, b = −0,311) para la segmentacio´n de vegetacio´n que han
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demostrado dar muy buenos resultados sobre todo tipo de ima´genes de cereal,
ma´ız e incluso can˜a de azu´car. El ajuste mediante algoritmos gene´ticos fue
presentado en una conferencia internacional sobre la materia (Burgos-Artizzu
et al., 2008).
Desarrollo de un Sistema de Razonamiento Basado en Casos (CBR) que me-
jora el procesamiento de ima´genes naturales utilizando caracter´ısticas de la
imagen a procesar y experiencias anteriores para determinar cua´l es la mejor
combinacio´n de me´todos y para´metros para estimar la cantidad de infestacio´n,
cultivo y suelo en la imagen. La versio´n inicial del sistema fue presentada a
una conferencia internacional (Burgos-Artizzu y Ribeiro, 2006), donde obtuvo
el premio al mejor trabajo de la sesio´n, y posteriormente ha sido publicado
en la revista Computers and Electronics in Agriculture (Burgos-Artizzu et al.,
2009b).
Percepcio´n de malas hierbas en tiempo real en ma´ız, robusta ante gran variedad
de situaciones y usando simplemente una ca´mara convencional acoplada a un
tractor. Estos me´todos han sido presentados recientemente en una conferencia
internacional sobre la materia (Burgos-Artizzu et al., 2009a).
Percepcio´n de malas hierbas en tiempo real en azu´car, que detecta exitosamen-
te el 100% de las malas hierbas en campos en estado de desarrollo avanzado.
Dichos me´todos esta´n siendo usados en la actualidad por la mayor empresa
azucarera Australiana, Bundaberg Sugar, en sus campos.
Automatizacio´n y control sobre una barra de tratamientos, que a partir de la
informacio´n recogida en la etapa de percepcio´n, utiliza conocimiento experto
para decidir la dosis o´ptima de tratamiento en cada unidad de terreno y actu´a
sobre las secciones y el caudal de la barra. Los resultados sobre muestreos
realizados durante los ultimos tres an˜os, muestran un potencial ahorro medio
de herbicida del 76% con picos del 93%. El controlador borroso ha sido pu-
blicado en la Revista Iberoamericana de Automa´tica e Informa´tica Industrial
(Burgos-Artizzu et al., 2007).
Integracio´n de los sistemas de percepcio´n y actuacio´n, a trave´s de un pro-
grama que recibe posiciones de un receptor GPS, y las situ´a sobre el mapa
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de tratamiento generado por el controlador borroso, permitiendo realizar una
aplicacio´n selectiva de tratamientos automa´tica partiendo de un sencillo mues-
treo fotogra´fico.
7.3. L´ıneas de investigacio´n futura y proyectos asocia-
dos
Evidentemente, au´n hay margen de mejora en los me´todos y herramientas pro-
puestas, y para la siguiente campan˜a quedan pendientes pruebas ma´s exhaustivas
del sistema completo en el campo. Adema´s, existen muchas l´ıneas de investigacio´n
paralelas abiertas dentro del contexto del trabajo de investigacio´n asociado a esta
tesis. A continuacio´n se indican algunas de las l´ıneas de investigacio´n futura ma´s
importantes relacionadas con este trabajo, y se describen brevemente alguno de los
proyectos asociados.
7.3.1. Me´todos de percepcio´n en ima´genes
Gracias a los buenos resultados obtenidos por los me´todos ante una gran variedad
de situaciones, la plataforma de procesamiento de ima´genes desarrollada esta´ lista
para entrar en el u´ltimo ciclo, donde sera´ puesta a prueba por personal experto del
Instituto de Ciencias Agrarias del CCMA-CSIC para validar su funcionamiento y
ser finalmente registrada comercialmente.
Adema´s, ser´ıa interesante incluir en la plataforma los algoritmos gene´ticos di-
sen˜ados para el ajuste del procesamiento y desarrollados inicialmente en Matlab,
permitiendo ajustes de para´metros sobre cualquier conjunto de ima´genes, en cual-
quier momento, a peticio´n del usuario.
El ajuste mediante NSGA-II, que ha demostrado un enorme potencial para el
ajuste de los me´todos y el estudio del procesamiento, podr´ıa ser ampliado an˜adiendo
alguna otra funcio´n objetivo considerada relevante, como por ejemplo, la sencillez
de la solucio´n.
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En cuanto al CBR, au´n quedan varias posibles mejoras al sistema. La primera y
ma´s evidente es la construccio´n de un me´todo de ca´lculo de similitud entre ima´genes
propio, disen˜ado a medida, que sea capaz de resaltar las diferencias ma´s importantes
de cara al procesamiento. Por poner un ejemplo, en los me´todos actuales se calculan
diferencias en valores de intensidad sobre toda la imagen, cuando realmente las
variaciones en intensidades en partes de la imagen como el suelo, no son relevantes
de cara al procesamiento.
Asimismo, el hecho de no usar ningu´n me´todo de adaptacio´n de las soluciones
recuperadas puede influir negativamente en el rendimiento del sistema si los casos
nuevos presentados empiezan a ser muy diferentes de los casos almacenados en la
base de casos, hecho que puede ocurrir dada la inmensa variabilidad encontrada ca-
da an˜o incluso en un mismo campo. Una posible adaptacio´n de la solucio´n posible
podr´ıa ser utilizando algu´n me´todo de ajuste similar al desarrollado mediante algo-
ritmos gene´ticos. En este contexto, sera´ necesario poner especial atencio´n en que el
me´todo de adaptacio´n no repercuta negativamente sobre la complejidad y eficiencia
del sistema.
Por u´ltimo, ser´ıa interesante tambie´n disponer de alguna herramienta de man-
tenimiento de la base de casos que asegurase en todo momento que los casos alma-
cenados sean lo ma´s representativos y u´tiles posible, maximizando la eficiencia del
sistema.
7.3.2. Me´todos de percepcio´n en tiempo real
Ma´ız
Los me´todos para la percepcio´n en tiempo real en cultivos de ma´ız no han podido
ser validados mas que visualmente sobre los v´ıdeos grabados en el campo. En un
futuro cercano, se realizara´ la integracio´n de los sistemas de percepcio´n en tiempo
real y actuacio´n.
Adema´s, los me´todos desarrollados podr´ıan ser usados para llevar a cabo un
mapa continuo de malas hierbas. Para ello, es necesario asociar a cada frame una
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posicio´n GPS y disponer de un me´todo de transformacio´n de coordenadas-v´ıdeo a
coordenadas-mundo.
Por u´ltimo, en los ultimos an˜os se han desarrollado te´cnicas muy interesantes pa-
ra reducir el tiempo de co´mputo en aplicaciones de VA mediante el uso de Unidades
de Procesamiento Gra´fico (GPU) en lugar de las Unidades Centrales de Procesa-
miento (CPU) convencionales (Michel et al., 2008). La aplicacio´n de estas te´cnicas
permitir´ıan tal vez efectuar un procesamiento ma´s exhaustivo de las ima´genes, per-
mitiendo la inclusio´n de ma´s te´cnicas al procesamiento.
Can˜a de azu´car
Los me´todos de percepcio´n en tiempo real sobre cultivos de can˜a de azu´car pro-
puestos, funcionan exclusivamente cuando las malas hierbas se encuentran en un
estado de crecimiento avanzado. A pesar de que el enorme taman˜o de las fincas de
explotacio´n en Australia justifica el uso de te´cnicas de tratamiento selectivo inclu-
so en condiciones tard´ıas de desarrollo, es evidente que ser´ıa deseable disponer de
me´todos capaces de discriminar entre infestacio´n y cultivo ante cualquier situacio´n
encontrada.
En este contexto, el IAI-CSIC ha iniciado una colaboracio´n con el NCEA con
vistas a desarrollar conjuntamente dichas te´cnicas. Desde un punto de vista teo´rico,
parece haber elementos suficientes como para ser capaces de lograr una correcta
discriminacio´n de malas hierbas y can˜a de azu´car bajo cualquier circunstancia. Los
nuevos me´todos de discriminacio´n podr´ıan efectuar discriminacio´n mediante extrac-
cio´n de caracter´ısticas (forma, taman˜o, color), clasificacio´n mediante wavelets de
Gabor o usando ca´maras infrarrojas, ya que en el infrarojo cercano es donde se
encuentran las diferencias ma´s evidentes en el espectro, figura 5.17.
7.3.3. Actuacio´n
Durante la siguiente campan˜a se realizara´n las pruebas reales en el campo del
sistema completo (percepcio´n en ima´genes + actuacio´n), usando el programa desa-
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rrollado. Las pruebas iniciales se realizara´n sobre un a´rea pequen˜a del campo usando
tinta en lugar de herbicida, para comprobar la eficacia del sistema antes de su apli-
cacio´n real, de modo similar a las pruebas realizadas en (Lamm et al., 2006).
Para variar la velocidad del tractor, en la etapa de integracio´n del control pro-
puesto se podr´ıa realizar la actuacio´n sobre el variador de velocidad a trave´s de un
motor ele´ctrico unido a una biela, mucho ma´s conveniente que un actuador hidra´uli-
co.
Otra posible solucio´n, mucho ma´s sencilla desde un punto de vista pra´ctico, ser´ıa
mantener la velocidad fija, y variar la dosis utilizando las boquillas variables Vario-
Select recie´n desarrolladas por Lechler (Lechler, 2009). Consiste en un conjunto de
cuatro boquillas conectadas a una u´nica salida de pulverizacio´n, y donde la aper-
tura/cierre de cada una de ellas puede controlarse directamente a trave´s de sen˜ales
ele´ctricas, permitiendo aplicar en cada momento dosis completa, 3/4 de dosis, 1/2
de dosis o 1/4 de dosis, segu´n cua´ntas boquillas se dejen abiertas, figura 7.1.
Figura 7.1: VarioSelect
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En este caso el controlador deber´ıa ser redisen˜ado, dejando fija la velocidad y por
lo tanto simplificando las reglas de la tabla 6.3. Debido a que e´ste ha sido desarrollado
en Matlab usando la toolbox de control borroso, todos los cambios pueden realizarse
de forma ra´pida y sencilla.
Por u´ltimo, como ya se ha mencionado en la seccio´n 7.3.2, queda pendiente la
unio´n entre el sistema de actuacio´n y el sistema de percepcio´n en tiempo real.
7.3.4. Otras l´ıneas de investigacio´n y proyectos asociados
Los proyectos que han financiado este trabajo han dado lugar a una serie de
l´ıneas de investigacio´n paralelas:
Veh´ıculo auto´nomo para cartograf´ıa de malas hierbas
Dentro del grupo de investigacio´n del IAI-CSIC del cual forma parte el docto-
rando, se ha llevado a cabo una investigacio´n orientada al disen˜o y desarrollo de un
veh´ıculo auto´nomo para cartograf´ıa de malas hierbas. El objetivo es disponer de un
veh´ıculo de pequen˜as dimensiones (52cm x 42cm), totalmente automatizado, capaz
de desplazarse de forma auto´noma entremedias de las l´ıneas de cultivo, recogiendo
ima´genes por todos los puntos por donde pasa, efectuando un muestreo de malas
hierbas de forma totalmente automa´tica.
El guiado auto´nomo del veh´ıculo se lleva a cabo mediante la deteccio´n de la
orientacio´n y posicio´n de las l´ıneas de cultivo usando te´cnicas de procesamiento de
ima´genes similares (aunque algo ma´s sencillas) a las descritas en esta tesis. Pruebas
iniciales llevadas a cabo en campos reales han demostrado que el veh´ıculo es capaz de
desplazarse de forma auto´noma, por lo que en un futuro cercano se dotara´ al veh´ıculo
de GPS y ca´mara digital de fotos para que sea capaz de efectuar el muestreo de malas
hierbas. El procesamiento de ima´genes fue presentado en Gottschalk et al. (2008) y
publicado en Gottschalk et al. (2009).
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Desarrollo de un Carto´grafo de Malas Hierbas basado en sensores optoe-
lectro´nicos
En estrecha colaboracio´n con el CCMA-CSIC, se ha desarrollado un sistema
de cartograf´ıa que permite la creacio´n de mapas de distribucio´n espacial de malas
hierbas de manera automa´tica. El sistema consta de un conjunto de sensores optoe-
lectro´nicos, una tarjeta de adquisicio´n de la sen˜al suministrada por los sensores, un
PC porta´til con pantalla especial para exteriores, y un receptor GPS. Adema´s de
realizar todo el conexionado entre los dispositivos mencionados, se ha desarrollado
la aplicacio´n software que permite almacenar en una base de datos la informacio´n
georreferenciada de los puntos con presencia de malas hierbas entre l´ıneas de cultivo.
En el mes de Marzo de este an˜o se ha realizado la solicitud de patente del sistema.
7.4. Transferencia de tecnolog´ıa
El trabajo de investigacio´n asociado a esta tesis, llevado a cabo por el doctorando
durante los u´ltimos cuatro an˜os, ha dado lugar a una patente industrial y a un
registro comercial (en curso).
7.4.1. Patentes industriales
Autores(Inventores): D. Andujar, X.P. Burgos-Artizzu, A. Ribeiro, J. Do-
rado, C. Fernandez-Quintanilla, J.J. Anaya
T´ıtulo: Sistema de deteccio´n de cobertura vegetal en tiempo real y de
cartograf´ıa de malas hierbas entre l´ıneas de cultivo (ES1641.431)
Solicitante(s): Consejo Superior de Investigaciones Cient´ıficas
Fecha de solicitud: marzo 2009
7.4.2. Registros comerciales
Autores(Inventores): X.P. Burgos-Artizzu, A. Ribeiro
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T´ıtulo: Plataforma inteligente de procesamiento de ima´genes para estima-
cio´n de cobertura de malas hierbas en ima´genes naturales
Solicitante(s): Consejo Superior de Investigaciones Cient´ıficas
Fecha de solicitud: pendiente.
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