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Abstract
In order to improve the overall health condition of a population, accurate esti-
mates of health indicators are required at a fine spatial scale, such as the adminis-
trative units of a country or regions within a country. Direct estimators tend to have
unacceptably high standard errors for areas with small sample sizes. Model-based
indirect small area estimators borrow strength from related areas and achieve lower
mean squared errors.
The thesis is concerned with multivariate small area estimation (SAE), where
multiple response variables instead of a single response variable are considered si-
multaneously. Two general problems are considered: (1) the use of a multivariate
area level model to get improved estimates for each variable by area and (2) the
estimation of the cross-classification of two or more indicators by area.
The multivariate Fay-Herriot (MFH) model is the natural extension of the widely
used univariate Fay-Herriot (UFH) model where two or more response variables
are considered together. Both numerical and simulation studies are carried out to
investigate under what conditions multivariate small area estimators perform better
than separate univariate estimators. Results show that the MFH model performs
better under some conditions which depend on the values of the parameters such as
i
the random effects and the sampling errors components. For example, gains from
using the MFH model rather than the separate UFH model are greater when the
across-variable correlations of both sampling errors and area level random effects are
high and when the ratio of variances of sampling errors and random effects is high.
A parametric bootstrap approach is developed to allow estimation of mean squared
errors, and confidence intervals for the gain due to multivariate modelling. The
approaches are applied to a 2011/12 New Zealand Health Survey dataset. The MFH
model provides some improvements over UFH model according to mean squared
error estimates of the estimated health indicators by electoral district. However,
wide confidence intervals for the relative efficiencies associated with multivariate
modelling are seen, suggesting that it is difficult in practice to be confident about
gains from multivariate approaches.
A unit level approach for producing small area estimates of cross-classified counts
of two or more indicators is developed, based on a multinomial logit mixed model
with category specific random effects. The application is novel because contingency
tables are modelled in each small area. Other researchers have considered trinomial
data (such as unemployed, employed and inactive counts), whereas we extend these
multinomial methods to allow small area estimation of cross-classified counts. For
example, Obesity by High Blood Pressure counts can be estimated for each area in
a health survey. The new method is also different from the well-known existing
Structure Preserving Estimation (SPREE) approach since SPREE combines the
information of auxiliary variables from a previous census with current survey data
to improve the estimators of cells totals in a multi-way contingency table. The mean
ii
squared errors are estimated using parametric bootstrap methods. Data from the
New Zealand Health Survey are used to illustrate the approach.
Small area estimators of cross-classified counts are also developed based on log-
linear models, which are a parsimonious special case of the multinomial logit model.
A number of parsimonious log-linear models are defined and applied to the New
Zealand Health Survey data. These models did not do particularly well on the 2×2
tables considered in the application, but they are more computationally scalable to
three-way and higher order cross-classifications.
Overall, multivariate Fay-Herriot small area estimators are useful in specific sit-
uations which are identified in the thesis, however, it is difficult to be confident with
real data whether one is in such a situation. Multivariate categorical models enable
a new form of small area statistics to be calculated, namely contingency tables of
survey variables by area.
iii
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Chapter 1
Introduction
1.1 The Definition and Relevance of Small Area
Estimation
Trustworthy official statistics on small area level are indispensable indicators of the
social, economic and business conditions of the country. Typically, such small areas
are the micro-level administrative units of a country or a state. Such area estimates
provide information for policy making, regional planning, micro and macro economic
management, labour market research, public health research and evaluation of public
policies.
Survey data are now widely used to provide estimates not only for the total
population but also for subpopulations (also known as domains). Domains can
be defined by geographic areas or sociodemographic groups or cross classification
of both. For example, a geographic domain may incorporate a state or province,
municipality, country, metropolitan area, and socio-demographic domains may be
defined by sex and age group, possibly within a large geographic area (Rao and
Molina, 2015, p.1). A domain or area is known as large when the domain-specific
sample size is large. Domains or area estimators that are obtained based only on
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the sample data from the domain or area are known as direct estimators. Direct
estimation methods such as the design-based Horvitz-Thompson estimator (HT)
(Horvitz and Thompson, 1952) or the model-assisted generalized regression (GREG)
estimator (Särndal et al., 1992) are effective when the domain-specific sample sizes
are large. However, in practice, when the domain-specific sample sizes are not
large enough (known as small areas), sufficiently precise direct estimates cannot be
produced. In such situations, small area estimation (SAE) methods can be used to
get reliable estimates of the parameters of interest from related areas.
Indirect SAE estimators that “borrow strength” from sampled observations of
other areas through appropriate linking models are often necessary to produce small
area estimates with an adequate level of precision. Indirect estimators, for example,
synthetic and composite estimators, provide better precision than direct estimators.
Synthetic estimators for small areas are derived under the assumption that small
areas have the same characteristics (in some sense) as larger areas that contain them
(Chambers and Clark, 2012, p.162). Composite estimators are weighted averages of
direct estimators and synthetic estimators (Rao and Molina, 2015, p.57). However,
both of these estimators suffer from design-bias, which does not necessarily decrease
as the sample size increases.
Model-based small area estimation methods “borrow strength” from other areas
of population for estimating small area statistics (for example, means, totals, propor-
tions). Some SAE techniques make use of mixed models by incorporating random
effects. The random effects account for the between area variation that cannot be
explained by auxiliary variables. Model-based SAE methods can be conducted based
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on either area level or unit level models on the basis of data availability. When unit
level data are inaccessible, area level models are developed using direct area-specific
estimates available from a survey dataset and area level covariates available from a
census or administrative dataset.
Many researchers have investigated the application of area level models through
modelling one response variable on area-specific covariates, see for example Prasad
and Rao (1990), Rao (2003a). However, it may be desirable to consider multiple
dependent variables together. The focus of this thesis is on small area estimation
with multiple dependent variables.
1.2 Multivariate Small Area Estimation
This thesis will develop SAE methods considering two or more correlated response
variables together and apply the developed methodologies to health indicators on a
New Zealand Health Survey (NZHS) dataset. The main aims of this thesis are:
• to develop an area level multivariate model for multiple response variables
where multiple health indicators are considered together as response variables;
• to develop a unit level approach based on multinomial logit mixed models
for multiple-category response variables to produce small area estimates of
cross-classified counts of two or more health indicators by area;
• to simplify the multinomial logit mixed model using log-linear models, which
will make higher order contingency tables feasible; and
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• to implement the developed methodologies using health indicators in the NZHS
data for examining the performances of the developed methods.
1.3 Area Level Models
The most widely used area level model in SAE is the Fay-Herriot (FH) model (Fay
and Herriot, 1979). It was used first to estimate mean per capita income for small
areas in the USA. In the univariate Fay-Herriot model (UFH), the direct survey
estimates of a single response variable in each area are regressed on area-specific
covariates obtained from census data. For example, suppose a survey is designed
to estimate per capita income. Estimates of per capita income might be obtained
with adequate precision at the country level. However, to obtain estimates for
districts, if the sample sizes are very small then the variances of the estimates will
be high. In order to improve the precision of these estimates, the area (districts)
level direct estimates are regressed on area level covariates obtained from census or
administrative data sources (Fay and Herriot, 1979).
The area level FH model is one of the most popular methods used in SAE because
of its flexibility in combining and explaining different sources of information. Also
it does not require unit level data. Various extensions of the basic area level model
have been proposed to handle correlated sampling errors, spatial dependence of the
model errors, time series and cross-sectional data (Rao and Molina, 2015, pp.83-87).
Statisticians use the UFH model for one variable or separately for each variable.
However, in some surveys it may be desirable to consider two or more correlated re-
sponse variables together. In such cases, the multivariate Fay-Herriot (MFH) model
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can be used to incorporate the correlation among the response variables. When mul-
tiple dependent variables are correlated, MFH models may produce better results
than UFH models, but these models have received relatively little attention. There
is limited work on the benefits of MFH models. Datta et al. (1998) compared the
precision of small area estimators obtained from UFH and MFH models, showing
that more precise SAEs are obtainable using MFH models rather than using separate
UFH models for each variable. González-Manteiga et al. (2008) studied MFH models
with constant random effects for each variable and compared an analytic estimator
of mean squared error (MSE) with the bootstrap mean squared error estimator, and
showed that the bootstrap estimator provided lower MSEs than the analytic estima-
tor. González-Manteiga et al. (2008) also described a simulation study designed for
comparing MFH and UFH estimators, and concluded that multivariate modelling
reduced the MSE of the SAE estimators.
One of the focuses of this thesis is to elucidate conditions under which MFH
models work better than separate UFH models based on an approximation of MSE.
This will be investigated both theoretically and numerically for a wide range of
scenarios. The efficiency of MFH and UFH estimators are also investigated via a
simulation study following that of González-Manteiga et al. (2008).
In addition, a parametric bootstrap method of calculating MSE is developed
and applied to the NZHS dataset. The efficiencies of UFH and MFH estimators are
examined for 30 binary health indicators of the NZHS data.
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1.4 Unit Level Models
In the basic unit level model, unit values of the single response variable are regressed
on unit-specific auxiliary variables through a nested error linear regression model.
For instance, a survey may be designed to estimate the total wages and salaries of
workers. Let the survey be designed in such a way that the estimates with desired
precision are possible at the total level. If the interest is to estimate total wages
and salaries at the industry level, then the sample sizes of the industries may be
too small to obtain adequate error variances. In such a situation, auxiliary variables
such as gross business income from firm-level can be used to fit a linear mixed model
considering industry-specific random effects in order to improve the precision of the
estimates (Rao, 2003a). An earlier development of the idea of a unit level model
can be found in Battese et al. (1988) where the nested error regression model was
used to estimate the country crop areas using sample survey data in the USA. They
also used unit level auxiliary variables in their model. This type of unit level model
is appropriate for continuous response variables.
In addition, various extensions of the basic unit level model have been consid-
ered to handle binary responses (Rao and Molina, 2015, pp.88-91). For example,
generalized linear mixed models (GLMM) are used when the response variables are
binary or count values. MacGibbon and Tomberlin (1987) used a logistic regression
model with random area-specific effects to estimate the small area proportions of
binary response variables with unit level auxiliary variables. Unit level data, which
are not always available, are needed to fit unit level models, unless the covariates
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happen to all be at the area level. A number of studies have used multinomial logit
mixed models to estimate the small area population counts that are classified by a
single survey variable (e.g. labour force status) (Molina et al., 2007, Saei and Taylor,
2012, López-Vizcáıno et al., 2013) but not for small area counts cross-classified by
multiple survey variables.
With a multi-category response variable (e.g. labour force status), GLMMs must
be used rather than linear mixed models since the variable of interest is discrete (Rao
and Molina, 2015, p.93). For example, Molina et al. (2007) estimated labour force
characteristics by small areas in the United Kingdom (UK) using a multinomial logit
mixed model with constant random effects for each category. Saei and Taylor (2012)
also proposed a multinomial logit mixed model with category-specific random effects
in estimating labour force status in the UK, showing that the multinomial models
with category-specific area random effects lead to better SAEs than models with
constant random effects for each category.
This thesis will consider estimating small area cross-classified counts of two bi-
nary health indicators, such as counts of Obesity by High Blood Pressure. A multi-
nomial logit mixed model with category-specific area random effects will be used to
estimate the population cell counts by area. This idea is one of the methodological
innovations compared to the existing literature since counts in contingency tables
are modelled in each small area rather than considering the trinomial data (such
as unemployed, employed and inactive counts). This idea can provide small area
estimates of cross-classification of multiple binary variables instead of separately
modelling each variable. The Structure Preserving Estimation (SPREE) technique
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by Zhang and Chambers (2004) is an existing approach to estimating small area
cross-classified counts of response variables based on survey data where the corre-
sponding auxiliary information may come from a previous census. The proposed
method of estimating contingency table is different from the SPREE approach as it
considers the cross-classification of target variables from the current survey rather
than combining small area cross-classifications from a previous census with cross-
classifications of target variables of current survey data.
Another contribution set out in this thesis is the development of log-linear mod-
els with category-specific random effects. These are a flexible way of simplifying
multinomial logit mixed models to obtain small area estimates of cross-classified
counts. Log-linear models will allow small area estimates of two-way and higher
order cross-classifications of response variables for each small area. To estimate the
MSE under the mixed multinomial and log-linear models, a parametric bootstrap
method is developed and data from the NZHS are used to illustrate the approach.
Moreover, a simulation study is also conducted for investigating the performance of
multinomial and log-linear models.
1.5 Structure of the Thesis
This thesis considers multivariate small area estimation with multiple continuous
and categorical response variables instead of a single response variable. In Chapter
3 and 4, the multivariate area level model is used to get estimates of each continuous
variable by area; and in Chapter 5 and 6, the estimation of the cross-classification
of multivariate categorical variables by area is considered.
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Chapter 2 summarizes the main literature relevant to this thesis, comprising
design-based, model-assisted and model-based estimation methods including uni-
variate and multivariate Fay-Herriot models. The review also covers SAE methods
for estimating small area population counts that are cross-classified. The multino-
mial and log-linear models are also reviewed.
Chapter 3 compares the efficiency of SAEs from UFH and MFH models from both
theoretical and numerical perspectives. Expressions for the approximate relative ef-
ficiency for some special cases are derived to give insights into the circumstances
under which the MFH model provides gains over the UFH model. A numerical and
a simulation study of MFH estimation are carried out in this chapter. The numerical
study is conducted to investigate the question of whether, and under what condi-
tions, the MFH model is advantageous compared with the UFH model in small area
estimation. This is accomplished by calculating the approximate MSEs from UFH
and MFH models for a range of model parameter values. An analysis of variance
(ANOVA) approach and a regression tree approach are used to summarize the re-
sults of the numerical study. This chapter also includes a simulation study following
González-Manteiga et al. (2008), assuming known parameters for generating data,
to illustrate the efficiency of the MFH estimators compared to that of the UFH
estimators.
In Chapter 4, an empirical study is conducted using the New Zealand Health
Survey data. A parametric bootstrap method is used to estimate the MSE and the
estimated MSEs of the MFH and UFH SAEs are compared. In addition, parametric
bootstrap confidence intervals of the relative efficiencies of MFH estimators are
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calculated to assess the uncertainty around the gain of MFH over UFH.
Chapter 5 develops methods for estimating small area cross-classified counts and
the methods are assessed using the NZHS dataset. This chapter uses a multino-
mial logit mixed model to estimate small area cross-classified counts with category-
specific random effects. For example, cross-classified counts by Current Smoker by
Obesity, which constitutes a 2 × 2 contingency table, are estimated. Estimates of
marginal prevalences are also calculated using the multinomial logit mixed model.
In addition, mean-squared errors of the estimates are calculated using a parametric
bootstrap method.
Chapter 6 defines a saturated mixed log-linear model which is equivalent to
the multinomial logit mixed model of Chapter 5. Three non-saturated log-linear
models are also developed by dropping out some parameters from the saturated
log-linear model. The efficiency of SAEs from the saturated model are compared
to those from the three non-saturated log-linear models through an empirical and
a simulation study. In the empirical study, the methods are evaluated using the
NZHS dataset to calculate SAE estimates from two-way contingency tables. Log-
linear models developed in this chapter are more parsimonious than the multinomial
model, which would be particularly important in the estimation of third or higher
order contingency tables by area.
Chapter 7 provides a summary of the major findings of this thesis and suggestions
for future research. Appendices contain proofs of all theoretical results which are
not shown in the body of the thesis as well as additional numerical results.
Chapter 2
Literature Review
The term small area or small domain is commonly used to describe small geographi-
cal areas of a country or domains of a population. Classic examples of small areas or
small domains include geographical classifications such as states, countries, districts
or municipalities and subgroups such as specific races or ages in a population (Jiang
et al., 2002).
Small area estimation (SAE) methods are widely used to estimate population
parameters for targeted areas or domains with small sample size. In such situations,
direct estimates which rely on domain-specific surveyed observations may have large
sampling variance (Rao, 2003b, p.1) and indirect estimation methods are therefore
necessary in order to achieve an adequate level of precision. Design-based estimators
are examples of direct estimators, while model-based estimators may be direct or
indirect estimators. Indirect estimators based on a model borrow strength by using
observations of the variable of interest from other areas or time periods in order to
increase the effective sample size in the area and thus decrease the standard errors
(Chambers and Clark, 2012, p.162). Furthermore, auxiliary information is vital for
small area estimation because the most elaborate model cannot work properly if it
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does not involve a set of covariates with good predictive power for the small area
quantities of interest (Pfeffermann, 2013).
The review in this chapter covers both design-based and model-based methods of
small area estimation. After defining the notation to be used in this thesis in Section
2.1, design-based, model-assisted and model-based direct estimators are reviewed in
Section 2.2. In Section 2.3, indirect small area estimation methods are introduced.
Section 2.4 covers literature on univariate area level small area estimation models
and multivariate area level small area estimation models are reviewed in Section
2.5. In Section 2.6, literature on univariate and multivariate unit level small area
estimation models are discussed. The related literature on multinomial models of
small area estimation are reviewed in Section 2.7. Finally in Section 2.8, SPREE
estimators which make use of log-linear models are discussed.
2.1 Notation and Definitions
A survey population, U , is partitioned into D exclusive and exhaustive areas. There
are N distinct units in the population identified through the labels j = 1, 2, . . . , Nd,
where area d consists of Nd units.
Suppose the sample is available for m ≤ D areas. A sample s of size n is
randomly selected from U . The probability of including the jth element of area d
is πdj. The design weight is defined as wdj = π
−1
dj . Suppose Ud denotes the d
th area
and sd denotes the d
th surveyed area. The sample sizes nd may be random, unless
a planned sample of fixed size is taken in that area.
The following identities hold for the population:
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U =
D⋃
d=1
Ud and N =
D∑
d=1
Nd
and for the sample:
s =
m⋃
d=1
sd and n =
m∑
d=1
nd
Let y denote the characteristic of interest and let ydj denote the response value
of y for jth unit in the dth area. The variable y may be continuous or may be
binary taking values of 0 or 1. The population total and the mean for domain d are
respectively:
Yd =
Nd∑
j=1
ydj and Ȳd =
Nd∑
j=1
ydj/Nd d = 1, 2, . . . , D
The corresponding dth sample total and the dth sample mean are respectively:
yd =
∑
j∈sd
ydj and ȳd =
∑
j∈sd
ydj/nd d = 1, 2, . . . ,m
Let z denote a vector of p auxiliary variables which is employed to improve the
sampling plan or to enhance estimation of the variables of interest. Further, let
zdj = (zdj1, . . . , zdjp)
′ define the set of unit-specific auxiliary variables for unit j in
small area d. The population total and the mean of auxiliary variable for domain
d, are respectively:
Zd =
Nd∑
j=1
zdj and Z̄d =
Nd∑
j=1
zdj/Nd d = 1, 2, . . . , D
and the corresponding dth sample total and the dth sample mean for auxiliary variable
are respectively:
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zd =
∑
j∈sd
zdj and z̄d =
∑
j∈sd
zdj/nd d = 1, 2, . . . ,m
Let θd be the area target quantity (say, the mean or proportion). The aim is
to estimate the area population mean, θd when nd is small or zero. In this thesis
vectors and matrices will be in bold type.
2.2 Direct Estimators
In this section, design-based, model-assisted and model-based direct estimators
are discussed. Usually, domain estimators are direct estimators in one of these
frameworks, although there are some indirect model-assisted estimators (Hidiroglou,
2007). A direct small area estimator uses only the sample values of the target vari-
able y available for the particular area being estimated. Direct estimators can also
be defined using one or more auxiliary variables for which population values or at
least totals are known.
2.2.1 Design-Based Direct Estimators
Design-based direct estimators are based on probability sampling theory where a
random sample is drawn from a finite and fixed population with selection probabil-
ities defined by the sampling design. In this approach, the population values of a
target variable, y, are considered constant rather than random variables. Thus, no
distributional assumptions are made about y, rather, inference is based on repeated
probability sampling from the fixed population. For example, suppose the sample
is selected by simple random sampling without replacement and the target quanti-
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ties of interest are the domain population means Ȳd. If auxiliary variables are not
available, a direct design-unbiased estimator of the dth area sample mean is ȳd with
design variance of
Varp(ȳd) = (S
2
d/nd)(1− nd/Nd)
(Cochran, 1977, p.30) where S2d =
∑Nd
j=1(ydj − Ȳd)2/(Nd − 1). The variance of ȳd is
of order 1/nd denoted by O(1/nd). If nd is small, the variance can be large.
For unequal probability sampling, the simplest direct estimator for estimating
the area total is the well-known inverse probability estimator, also called the Horvitz-
Thompson (H-T) estimator which is
Ŷd,HT =
∑
j∈sd
wdjydj (2.1)
(Särndal et al., 1992, pp.42-43) where wdj = π
−1
dj is the design weight. In similar
way, the estimator for the small area mean is ̂̄Y d,HT = Ŷd,HT/Nd. The estimators
are design unbiased, that is Ep(Ŷd,HT ) = Yd and Ep(
̂̄Y d,HT ) = Ȳd.
An alternative estimator of the area mean is the Hájek estimator:
̂̄Y d,HA = (∑
j∈sd
wdj
)−1(∑
j∈sd
wdjydj
)
(2.2)
(Särndal et al., 1992, pp.182-183). The prediction variance of these estimators are
O(1/nd). Hence the prediction variance can be large when nd is small. The above
design-based estimators allow for sample designs where nd can be random. Signifi-
cant improvements in efficiency can be obtained by controlling the sample sizes of
the target areas (Chambers and Clark, 2012, p.161).
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2.2.2 Model-Assisted Direct Estimators
Model-assisted estimators are approximately design-unbiased estimators which are
motivated by a model. The efficiency of design-based estimation can be improved
by using auxiliary variables correlated with the target variable, y. The auxiliary
variables are used as covariates in a linear regression model for y. It is usually
assumed that all population values are available for the auxiliary variables, although
it is often sufficient to have population totals.
The most commonly used model-assisted estimator is the generalized regression
(GREG) estimator which is a design-based model-assisted estimator (Särndal et al.,
1992, p.225). The GREG estimator can be expressed as the sum of the Horvitz-
Thompson estimator and a regression-based adjustment term. Suppose that aux-
iliary information in the form of known population totals Z = (Z1, Z2, . . . , Zp)
′ is
available. Then a GREG estimator may be written as
ŶGR = ŶHT + (Z − ẐHT )′β̂ (2.3)
where ẐHT =
∑D
d=1
∑
j∈sd wdjzdj and the regression parameters β are estimated
using the sample data for Y as
β̂ =
(
D∑
d=1
∑
j∈sd
wdjzdjz
′
dj
)−1 D∑
d=1
∑
j∈sd
wdjzdjydj (2.4)
with d = 1, 2, . . . ,m, j = 1, 2, . . . , Nd.
ŶGR can be written in the expansion form using “revised” weights w
∗
dj which are
the product of the design weight wdj and a factor weight gdj. So
ŶGR =
D∑
d=1
∑
j∈sd
w∗djydj (2.5)
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(e.g. Rao and Molina, 2015, pp.13-14) where w∗dj = wdjgdj with
gdj = 1 + (Z − ẐHT )′
(
D∑
d=1
∑
j∈sd
wdjzdjz
′
dj
)−1
zdj
.
The GREG can be applied domain by domain. Let the domain-specific auxiliary
totals Zd = (Zd1, Zd2, . . . , Zdp)
′ be known. In this case, a GREG estimator of domain
total Yd is given by
Ŷd,GR = Ŷd,HT +
(
Zd − Ẑd,HT
)′
β̂d (2.6)
where Ẑd,HT =
∑
j∈sd wdjzdj and the regression coefficients βd of area d are esti-
mated by solving the sample least squares equation, such that
β̂d =
(∑
j∈sd
wdjzdjz
′
dj
)−1∑
j∈sd
wdjzdjydj (2.7)
(Hidiroglou, 2007). When the regression parameters, β, are estimated from all the
areas then β̂ replaces β̂d in (2.6) and the resulting GREG estimator is called the
modified direct estimator:
Ŷd,GR = Ŷd,HT +
(
Zd − Ẑd,HT
)′
β̂ (2.8)
The estimator (2.6) is completely area-specific which has area-specific auxiliary
totals Zd and the coefficient βd calculated from area-specific data. So it is clearly a
direct estimator. It is a model-assisted estimator in the sense that regressing y on z
is done in order to remove the unexplained variation from y to increase estimation
accuracy.
The GREG estimators (2.14), (2.6) and (2.8) are design consistent and approxi-
mately design-unbiased. The negligible bias arises when β̂ obtained from the sample
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least squares equation, is not a design-unbiased estimate of the population regres-
sion coefficient (Särndal et al., 1992, p.226). They are also model-unbiased under
the assumption of a linear regression model for the response variable conditional on
the auxiliary variables (Rao, 2003b, p.13).
The GREG estimators (2.14), (2.6) and (2.8) are Horvitz-Thompson type esti-
mators and they can be written in the Hájek form by replacing Ŷd,HT , Ẑd,HT and
ẐHT by:
Ŷd,HA = Nd
(∑
j∈sd
wdj
)−1(∑
j∈sd
wdjydj
) ,
Ẑd,HA = Nd
(∑
j∈sd
wdj
)−1(∑
j∈sd
wdjzdj
) ,
and
ẐHA = N
( D∑
d=1
∑
j∈sd
wdj
)−1( D∑
d=1
∑
j∈sd
wdjzdj
)
(Hidiroglou and Patak, 2004). Hájek forms of the GREG estimators (2.14), (2.6)
and (2.8) are given by:
ỸGR = ŶHA +
(
ZHA − ẐHA
)′
β̂ (2.9)
Ỹd,GR = Ŷd,HA +
(
Zd,HA − Ẑd,HA
)′
β̂d (2.10)
and
Ỹd,GR = Ŷd,HA +
(
Zd,HA − Ẑd,HA
)′
β̂ (2.11)
respectively (Hidiroglou and Patak, 2004). It is not obvious which of the above
GREG estimators is the best estimator. Hidiroglou and Patak (2004) examined
conditional bias and conditional MSE to compare these estimators and concluded
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that GREG estimators of the Hájek form are approximately conditionally unbiased
and have smaller conditional MSE than estimators of the Horvitz-Thompson form.
Calibration estimators (Estevao and Särndal, 2004) are a generalization of the
GREG estimators, which allow greater control over the properties of the estimation
weights. They are asymptotically equivalent to GREG estimators (e.g. Pfeffermann,
2013).
The most obvious advantage of design-based and model-assisted methods is that
the estimation does not rely on the assumed model although models are used for the
construction of the estimators. The estimators are unbiased and consistent under the
randomization distribution for large sample sizes within the areas. The disadvantage
of direct estimators is that they produce large variances for small sample sizes and
there is no established theory for areas which have no sample.
2.2.3 Model-Based Direct Estimators
A direct estimate for a small area is simple to interpret, since the estimated value
of the variable of interest for the area is just a weighted average of the sample data
from the same area. However, when weights are the inverses of sample inclusion
probabilities, conventional direct estimators like (2.1) and (2.2) can be quite inef-
ficient (Chandra and Chambers, 2009). In such situation, they propose the use of
model-based direct estimators (MBDE). The idea is to fit a model for the population
values, compute the weights defining the empirical best linear unbiased predictor
(EBLUP) of the population total under the model and then use the weights associ-
ated with a given area to compute an almost direct estimator. The model fitted for
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the population values YU is the general linear model,
YU = ZUβ + eU (2.12)
where E(eU ) = 0 and Var(eU ) = ΨU (Chandra and Chambers, 2009). For known
ΨU , the best linear unbiased predictor (BLUP) of the population total Yd under the
model (2.12) is
Ŷ BLUPd =
D∑
d=1
∑
j∈sd
wBLUPdj ydj (2.13)
where the EBLUP is Ŷ EBLUPd =
∑D
d=1
∑
j∈sd w
EBLUP
dj ydj. The MBDE of the true
mean in area d is
̂̄Y MBDd =
(∑
j∈sd
wEBLUPdj
)−1(∑
j∈sd
wEBLUPdj ydj
)
(2.14)
(Chandra and Chambers, 2009). More details of MBD approach is given in Cham-
bers and Clark (2012).
2.3 Indirect Small Area Estimation
In this section, some model-based indirect small area estimators such as synthetic
estimators and composite estimators are reviewed. In model-based SAE methods,
appropriate models are developed, using the observed y values (or their area sums)
and related auxiliary information available, and then the developed model is used
for estimating or predicting the area total or mean.
2.3.1 Synthetic Estimators
An alterative expression for the GREG estimator (2.8) is
Ŷd,GR = Z
′
dβ̂ +
(
ŶdHT − Ẑ′dHT β̂
)
(2.15)
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The first term of this expressions (2.15) can be considered as an estimator of
small area total and is known as the synthetic estimator (Särndal et al., 1992, p.339).
Hence the GREG estimator can be treated as a synthetic estimator with a correction
term for the design bias. Thus the synthetic estimator from (2.15) is
Ŷd,SY N = Z
′
dβ̂ (2.16)
Note that the GREG estimator and synthetic estimator become equal when bias
correction (second) term of the estimator (2.15) is zero (Pfeffermann, 2013).
2.3.2 Composite Estimators
Composite estimation can be considered as a compromise between synthetic and
direct estimation. Generally, a synthetic estimator gives better results than the
traditional direct estimator when the area level sample sizes are relatively small,
whereas direct estimators perform better than the synthetic estimators for large
sample sizes. A weighted average of these two estimators is an alternative to choosing
one over the other to balance between bias and variance. This type of estimator is
commonly known as a ‘composite estimator’.
Composite estimation is a natural way to balance the potential bias of a synthetic
estimator against the instability of a direct estimator by choosing an appropriate
weight (Ghosh and Rao, 1994). The composite estimator of population total Yd for
small area d can be defined as
Ŷd,COM = φdŶd,HT + (1− φd) Ŷd,SY N (2.17)
where, Ŷd,HT and Ŷd,SY N defined by (2.1) and (2.16) are respectively the direct and
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synthetic estimators of Yd. φd is a suitably chosen weight that lies between 0 and 1
(Rao, 2003b, p.57).
2.4 Small Area Estimation: Univariate Area
Level Models
Model-based SAE techniques can use mixed models with random effects. The ran-
dom effects explain the between-area variation which cannot be explained by the
auxiliary variables included in the model. Small area models can be defined at the
area or the unit level (Rao and Molina, 2015, p.76). Unit level small area models can
be developed only when auxiliary data are available for each population unit. How-
ever, such data are not available in many situations. In this case, area level small
area models, which relate small area direct estimates to the area level auxiliary data,
are applied (Jiang and Lahiri, 2006).
The basic area level model proposed by Fay and Herriot (1979) is often called
the Fay-Herriot (FH) model. It is a linear random effects model which links the
parameter of interest θd (say, a mean or proportion) in area d on the auxiliary
variables Zd = (Zd1, Zd2 . . . , Zdp)
′ through the linking model:
θd = Z
′
dβ + vd, d = 1, 2, . . . , D (2.18)
where θd = g(Ȳd), β is a (p×1) vector of regression coefficients and vd are identically,
independently and normally distributed area-specific random effects with E(vd) =
0,Var(vd) = σ
2
v . It is not necessary that Var(vd) are all equal.
The sampling model is:
θ̂d = θd + ed, d = 1, 2, . . . , D (2.19)
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where θ̂d = g(
̂̄Yd) and ed are independent sampling errors normally distributed with
E(ed) = 0, Var(ed) = ψd. The sampling model indicates how the sample estimates
are related to the unknown population values and sampling errors ed. In practice,
θ̂d is usually a model-assisted or design-based estimator of θd.
Combining the sampling and linking model, the typical form of the univariate
Fay-Herriot model is
θ̂d = Z
′
dβ + vd + ed, d = 1, 2, . . . , D (2.20)
The two error terms, vd and ed, are assumed to be independent of each other
within and across areas. Here, vd is the area-specific random effects (also called the
model error) which measures the heterogeneity among the areas after allowing for
the covariates in the model (Ghosh and Rao, 1994) and ψd is a design-based sampling
variance. Usually, it is assumed that ψd is known. The variance component σ
2
v is
unknown and has to be estimated from data under model (2.20).
For known variance σ2v , under model (2.20), the BLUP for θd is a weighted
average of the direct estimator θ̂d and the regression synthetic estimator Z
′
dβ̂ which
is
θ̂BLUPd = Z
′
dβ̂ + γd
(
θ̂d −Z′dβ̂
)
= γdθ̂d + (1− γd)Z′dβ̂ (2.21)
where
γd =
σ2v
ψd + σ2v
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and
β̂ =
(
D∑
d=1
(ψd + σ
2
v)
−1ZdZ
′
d
)−1( D∑
d=1
(ψd + σ
2
v)
−1Zdθ̂d
)
(2.22)
(Rao and Molina, 2015, p.124). Since the Fay-Herriot model deals with the area
level quantities θ̂d and not with the individual observations, the BLUP estimators
are valid for general sampling designs (Rao, 2003b, p.116). When the model variance
σ2v is relatively small, γd will be small and more weight is attached to the synthetic
estimator. On the other hand, the direct estimator is given more weight if the design
variance ψd is relatively small. Here, γd is also called a ‘shrinkage factor’ since it
‘shrinks’ the direct estimator towards the synthetic estimator Z′dβ̂ in (2.16).
The MSE of the BLUP estimates under the area level model (2.21) is
MSE(θ̂BLUPd ) = E(θ̂
BLUP
d − θd)2 = g1(σ2v) + g2(σ2v) (2.23)
(Rao and Molina, 2015, p.125) where
g1(σ
2
v) =
σ2vψd
ψd + σ2v
= γdψd
and
g2(σ
2
v) = (1− γd)2Z′d
[∑
d
ZdZ
′
d/(ψd + σ
2
v)
]−1
Zd
The first term, g1(σ
2
v), in (2.23) is O(1) while, due to estimating β, the second term,
g2(σ
2
v), is O(D
−1) for large D. It is obvious that when the variance of the model
error, vd, is small relative to the total variance, θ̂
BLUP
d is much more efficient than
θ̂d which has variance ψd (Rao and Molina, 2015, p.126).
The BLUP estimator (2.21) relies on the variance component σ2v which is usually
unknown in practical applications. Various methods of estimating variance com-
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ponents in a linear mixed model are available including: the method of moments,
maximum likelihood (ML), and restricted maximum likelihood (REML) (Cham-
bers and Clark, 2012, p.168). An empirical BLUP or EBLUP estimator can then
be obtained by replacing σ2v with a consistent estimator σ̂
2
v under the frequentist
approach, or the empirical Bayes predictor under the Bayesian approach when as-
suming normality (Chambers and Clark, 2012, p.169). The latter predictor is the
posterior mean of θd, but with σ
2
v replaced by a sample estimate obtained from the
marginal distribution of the direct estimators given the variance. Alternatively, one
may compute the hierarchical Bayes predictor by assuming prior distributions for
β and σ2v and computing the posterior distribution of θd given the available data
(e.g. Pfeffermann, 2013). In this thesis, frequentist approach is used because these
estimators are ML estimators, unlike the Bayesian estimators, they are independent
of the choice of priors.
An important matter of SAE is to determine the accuracy of the predictors. A
näıve measure of uncertainty of an EBLUP is the MSE of the corresponding BLUP
which is also known as prediction MSE (PMSE) and can be defined as E(θ̂d − θd)2
(Pfeffermann, 2013). Prasad and Rao (1990) developed PMSE estimators of EBLUP
with bias of order o(D−1) under the linear mixed model (2.20). Prasad and Rao
(1990) assume that the random errors follow normal distribution and the model
variances are estimated by the ANOVA method of moments. Datta and Lahiri
(2000) extended this to the case where the variance components are estimated by
the ML or REML method.
Prasad and Rao (1990) provide an approximation of PMSE of EBLUP under the
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model (2.20) as
MSE(θ̂EBLUPd ) = E(θ̂
EBLUP
d − θd)2
= g1(σ
2
v) + g2(σ
2
v) + g3(σ
2
v) (2.24)
with
g1(σ
2
v) =
σ2vψd
ψd + σ2v
= γdψd
g2(σ
2
v) = (1− γd)2Z′d
[∑
d
ZdZ
′
d/(ψd + σ
2
v)
]−1
Zd
g3(σ
2
v) = ψ
2
d(ψd + σ
2
v)
−3var(σ̂2v)
An approximately unbiased estimator of MSE(θ̂EBLUPd ) is
M̂SE(θ̂EBLUPd ) = g1(σ̂
2
v) + g2(σ̂
2
v) + 2g3(σ̂
2
v) (2.25)
(Prasad and Rao, 1990). Estimation of the PMSE under generalized linear mixed
models (GLMM) is more complex and in such cases resampling procedures can be
used (e.g. Pfeffermann, 2013). Resampling procedures are usually accepted as a
good alternative to analytical approximations to the MSE of the EBLUP. They are
very attractive due to their conceptual simplicity and so can be applied to complex
statistical models (e.g. Molina et al., 2007). See for example Jiang et al. (2002),
who proposed a jackknife method in the context of small area estimation. Further
resampling methods for the small area framework are the parametric bootstrap
approaches of González-Manteiga et al. (2008) and Hall and Maiti (2006) as well as
the nonparametric bootstrap method of Hall and Maiti (2006).
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2.5 Small Area Estimation: Multivariate Area
Level Models
The multivariate Fay-Herriot Model (MFH) is an extension of the univariate Fay-
Herriot (UFH) model defined in (2.18) and (2.19). Let us consider an (r× 1) vector
of survey estimators θ̂d such that
θ̂d = θd + ed, d = 1, 2, . . . , D (2.26)
where θd = (θd1, θd2, . . . , θdr)
′ is a (r × 1) vector with θd = g(Ȳdt). Let θ̂d =
(θ̂d1, θ̂d2, . . . , θ̂dr)
′ be a (r × 1) vector of survey estimators of θd. The independent
sampling errors, ed = (ed1, ed2, . . . , edr)
′, are normally distributed with E(ed) = 0
and Var(ed) = Ψd. Here 0 is a (r× 1) vector and Ψd is a (r× r) matrix. Ȳdr is the
dth small area mean for rth characteristic. The linking model is :
θd = Z
′
dβ + vd, d = 1, 2, . . . , D (2.27)
where β is a (p × 1) vector of regression coefficients, vd = (vd1, vd2, . . . , vdr) are
identically, independently and multivariate normally distributed area specific ran-
dom effects with E(vd) = 0,Var(vd) = Σv, and Zd is a (p× r) matrix of auxiliary
variables.
Combining the sampling (2.26) and the linking model (2.27), the MFH model
becomes
θ̂d = Z
′
dβ + vd + ed, d = 1, 2, . . . , D (2.28)
The BLUP estimator of θ̂d is given as
θ̂∗d = Σv (Ψd + Σv)
−1 θ̂d + Ψd (Ψd + Σv)
−1Z′dβ̂ (2.29)
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(Rao and Molina, 2015, p.236) where β̂ is given by
β̂ =
[
D∑
d=1
Z′d(Ψd + Σv)
−1Z′d
]−1 [ D∑
d=1
Z′d(Ψd + Σv)
−1θ̂d
]
(2.30)
The MSE of the BLUP estimator θ̂∗d is obtained as
MSE
(
θ̂∗d
)
=
(
Ψ−1d + Σv
−1)−1 + (Ψ−1d + Σv−1)−1 Σv−1Zd[
Z′d(Ψd + Σv)
−1Zd
]−1
Z′dΣv
−1(Ψd + Σv)
−1 (2.31)
(Rao and Molina, 2015, p.236). The multivariate model (2.28) is a natural extension
of the UFH model (2.20). Since the multivariate area level Fay-Herriot model in-
corporates the correlations between the components of the direct estimators, it may
provide more efficient estimators of small area statistics compared to those based
on separate univariate models for each variable (Rao, 2003b, pp.236-237).
González-Manteiga et al. (2008) developed a multivariate extension of the Fay-
Herriot model in order to estimate the MSE of multidimensional response variables
in small areas. The method of moments is used to estimate the unknown parameters
(σ2v) in their study. They estimated MSE using the analytical MSE approximation
(2.25) of Prasad and Rao (1990). Several parametric bootstrap MSE estimators are
also studied by González-Manteiga et al. (2008).
González-Manteiga et al. (2008) conducted a simulation study to examine the
efficiency of the bivariate Fay-Herriot model (BFH) model over the UFH model
as follows: Consider the response vectors θd = (θd1, θd2)
′ , d = 1, 2, . . . , D with
the mean vectors θ̂d =
(
θ̂d1, θ̂d2
)′
. The covariates (Zd1, Zd2)
′ are generated from
a bivariate normal distribution with mean µZ1 = µZ2 = 10, variances σ
2
Z1 = 1
and σ2Z2 = 2 with covariance σZ12 = 1/
√
2. Constant area-specific random effects
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vd1 = vd2 are generated from a normal distribution with mean 0 and variance 1.
Vectors of sampling errors ed = (ed1, ed2)
′ are generated from the multivariate normal
distribution with mean vector 0 and variance-covariance matrix Ψd = (Ψdjk), j, k =
1, 2 where Ψdjk = rjk
√
wd and wd is heteroscedasticity weights. For generating ed,
González-Manteiga et al. (2008) used r11 = 1, r22 = 2 and r12 = ρe
√
(r11r22) and
the heteroscedasticity weights wd =
√
Z2d1 + Z
2
d2. The regression coefficients are
β1 = β2 = 1. The two response variables are generated using the model (2.28).
Both the BFH and UFH models are fitted and the empirical MSE (2.25) of the
corresponding EBLUP (θ̂Ed1 and θ̂Ed2) are computed. For comparison, the median
percentage reduction from the UFH to the BFH is obtained for each of the 1000
datasets.
The correlation between sampling errors (ρe) was varied from -0.5 to 0.5. Their
study showed that the reduction in MSE from the UFH to the BFH model is greater
for the second variable since the auxiliary variables and the sampling errors are
generated with larger variance. The reduction in MSE is as large as 60% when
ρe = −0.5 for the first variable and up to about 30% for ρe = −0.5 for the sec-
ond variable. In this thesis, a simulation experiment has been conducted following
González-Manteiga et al. (2008) in Chapter 3. Based on the simulation study in
Chapter 3 (Section 3.5), it appears that González-Manteiga et al. (2008) may per-
haps have actually used heteroscedasticity weights wd = 1.
Benavent and Morales (2016) introduced a general class of multivariate Fay-
Herriot models from González-Manteiga et al. (2008) allowing for different covari-
ance patterns between the components of the vector of random effects for estimating
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small area parameters. Several simulation studies are performed by Benavent and
Morales (2016) in order to assess the behavior of multivariate EBLUP and to com-
pare the multivariate Fay-Herriot model with univariate Fay-Herriot by calculating
MSE estimators. Their developed methods are applied to data from the 2005 and
2006 Spanish living condition surveys and estimated the poverty proportions and
gaps at province level. The empirical research of Benavent and Morales (2016) based
on Monte Carlo simulations showed that the multivariate EBLUPs have lower MSE
than the corresponding univariate EBLUPs.
Porter et al. (2015) improved multivariate estimates by considering both multi-
variate outcomes and latent spatial dependence. They consider three models, one in
which the outcome-by-space dependence structure is separable, one that accounts
for the cross dependence between spatial location and outcome variables through
the use of a generalized multivariate conditional autoregressive (GMCAR) structure
and the another one is the state-of-the-art multivariate model with unstructured
dependence between outcomes and no spatial dependence. They demonstrated that
GMCAR-FH model shows excellent results. A simulation study of Porter et al.
(2015) based on the Missouri county lattice structure finds gains in MSE of around
10% when cross-correlations are weaker, and around 30-70% when they are stronger,
compared to a non-spatial multivariate model (2.28).
The multivariate extension of the univariate Fay-Herriot model (2.20) for small
area estimation has been suggested by Arima et al. (2017) for two reasons: one is
to produce improved small area predictions by capturing dependence between the
random effects in the model. The another reason is for inferring the functions of
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different population characteristics, for example, an estimate of year-to-year change
and an associated measure of uncertainty. In small area estimation, it is also im-
portant to account random error of the covariates in the modelling (Arima et al.,
2017). Ybarra and Lohr (2008) observed that when covariates for a small area are
measured with sufficient error, then model-based small area estimators yield worse
predictions (higher mean-squared error) than the direct estimators.
Arima et al. (2015) developed a Bayesian approach of the univariate Fay-Herriot
model (2.20) when some of the covariates are measured with error and their approach
is extended to multivariate generalization by Arima et al. (2017). Arima et al. (2017)
provided a Bayesian analysis of a multivariate Fay-Herriot model (2.28) with func-
tional measurement errors accounting for random errors in some of the covariates.
The functional measurement error model of Arima et al. (2017) assumes that the
underlying values of the covariates (Zd in (2.28)) are fixed but unknown quanti-
ties. They applied their approach to data on 2010 and 2011 US country poverty
rates of school-aged children, for predicting 2011 poverty rates and the 2010-2011
changes. The measurement error model showed results in great improvements in pre-
diction of country poverty rates compared to the direct estimates. The authors also
showed that for estimating yearly changes of poverty rates, the bivariate model that
accounts the dependence of the model errors of each year leads to lower standard
errors compared to univariate model that assumes independence of the measurement
errors.
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2.6 Small Area Estimation: Univariate Unit
Level Models
When the auxiliary data zdj = (zdj1, zdj2, . . . , zdjp)
′ are available at the individual
level, the basic unit level model is known as the nested error regression model. The
use of this model requires that the area means Z̄d =
∑Nd
j=1 zdj/Nd are known.
Battese et al. (1988) introduced the nested error regression model for small area
estimation purpose. The most common form of the nested error regression model in
small area estimation is
ydj = z
′
djβ + vd + edj, d = 1, 2, . . . , D, j = 1, 2, . . . , Nd (2.32)
(Pfeffermann, 2013) where β is the vector of fixed parameters, vd is the random
effects of area d, and edj is the individual random errors term. The area effects
vd are assumed identically, independently and normally distributed with mean zero
and variance σ2v . Similarly, the errors edj are assumed to be independent with mean
zero and variance σ2e . Moreover, the vd and edj are assumed mutually independent.
Normality of vd and edj is often imposed to get MSE estimates. The model (2.32)
is assumed to hold in the population U as well as in the sample s, in other words
ignorable sampling is assumed.
The parameter of interest is usually the small area total, Yd, or the mean, Ȳd,
of area d. The estimation is carried out either in the frequentist approach such as
BLUP, or in the Bayesian approach such as empirical Bayes (EB) or hierarchical
Bayes (HB). A review of these frameworks is given in Ghosh and Rao (1994), Rao
(2003b), and Chambers and Clark (2012). All these approaches are based on mixed
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models and random area effects. Chambers and Tzavidis (2006) have proposed an
alternative small area method for the case where the variable of interest is measured
on a continuous scale and the auxiliary information is available on unit-level. This
method models the regression M-quantiles of the population-level conditional dis-
tribution of the dependent variable (Tzavidis et al., 2010). Zhang and Chambers
(2004) proposed SPREE approach based on area level mixed models to estimate
small area counting estimators. Details on SPREE has been discussed in Section
2.8.
The true population mean for the dth area based on model (2.32) is
Ȳd = Z̄
′
dβ + vd + ēd, d = 1, 2, . . . , D (2.33)
(Hidiroglou, 2007). However, ēd ≈
∑Nd
j=1 edj/Nd = 0 for large Nd and so it is usual
to drop this term (Pfeffermann, 2013).
Usually, the population is split into sampled (s) and non-sampled (r) parts with
size nd and (Nd− nd) respectively for the unit level model. So the small area mean,
Ȳd, can be written as
Ȳd = fdȳd + (1− fd)Ȳd
∗
(2.34)
where ȳd is the mean of the sampled units from area d and Ȳd
∗
is the mean of the
non-sampled units from area d, and fd = nd/Nd is the sampling fraction. In practical
terms though, the sampling fraction is usually so small that the contribution of the
first term of (2.34) can be ignored. Hence the unit level estimator is often reported
as
Ȳd = Z̄
′
dβ + vd (2.35)
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(e.g. Pfeffermann, 2013, Hidiroglou, 2007, Ghosh and Rao, 1994). For known vari-
ance σ2v and σ
2
e , the BLUP of Ȳd is
̂̄Y BLUPd = Z̄′dβ̂ + γd (ȳd − z̄′dβ̂) (2.36)
where β̂ is the best linear unbiased estimator (BLUE) of β computed from all the
observations and the shrinkage factor, γd, is
γd =
σ2v
σ2v + σ
2
en
−1
d
The BLUP estimator (2.36) can also be expressed as a weighted average of the
“survey regression” estimator, ȳd+ (Z̄d− z̄d)′β̂ and the regression synthetic estima-
tor, Z̄′dβ̂, as
̂̄Y BLUPd = γd[ȳd + (Z̄d − z̄d)′β̂] + (1− γd)Z̄′dβ̂ (2.37)
(Rao and Molina, 2015, p.175). The weight γd (ranging from 0 to 1) measures the
model variance, σ2v , relative to the total variance (σ
2
v +σ
2
en
−1
d ). If the model variance
σ2v is small, then γd will be small and more weight is attached to the synthetic parts.
On the other hand, when γd is large, more weight is placed on the survey regression
estimator (Rao and Molina, 2015, p.175).
Usually the variance components σ2v and σ
2
e are unknown. When their estimates
are substituted into (2.36), the resulting small area estimator is the EBLUP estima-
tor:
̂̄Y EBLUPd = Z̄′dβ̂ + γ̂d(ȳd − z̄′dβ̂) (2.38)
where β̂ is the BLUE estimator of β and the weighting factor, γ̂d is
γ̂d =
σ̂2v
σ̂2v + σ̂
2
en
−1
d
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Assuming the normality of the error terms, the MSE of ̂̄Y EBLUPd has the form
MSE
(̂̄Y EBLUPd ) ≈ g1(σ2v , σ2e) + g2(σ2v , σ2e) + g3(σ2v , σ2e) (2.39)
(Prasad and Rao, 1990) with
g1(σ
2
v , σ
2
e) = γdσ
2
en
−1
d
g2(σ
2
v , σ
2
e) =
(
Z̄d − γdz̄d
)′( D∑
d=1
Ad
)−1 (
Z̄d − γdz̄d
)
g3(σ
2
v , σ
2
e) = n
−2
d
(
σ2v + σ
2
en
−1
d
)−3
h
(
σ2v , σ
2
e
)
where
Ad = σ
−2
e
∑
j∈sd
(
ZdjZ
′
dj − γdndz̄dz̄
′
d
)
and
h
(
σ2v , σ
2
e
)
= σ4e V̄vv (δ) + σ
4
vV̄ee (δ)− 2σ2vσ2e V̄ve (δ) ,
δ = (σ2vσ
2
e)
′, and V̄vv (δ), and V̄ee (δ) are the asymptotic variances of the estimators
of σ̂2v and σ̂
2
e , and V̄ve (δ) is the asymptotic covariance of σ̂
2
v and σ̂
2
e .
An estimator of the MSE is then given by
MSE
(̂̄Y EBLUPd ) = g1(σ̂2v , σ̂2e) + g2(σ̂2v , σ̂2e) + 2g3(σ̂2v , σ̂2e) (2.40)
(Rao and Molina, 2015, 181) where (σ̂2v , σ̂
2
e) is an unbiased estimator of (σ
2
v , σ
2
e).
The multivariate nested error regression model (Fuller and Harter, 1987) is an
extension of the univariate nested error regression model where we assume the r× 1
vector of variables of interest ydj are related to zdj . This type of model can be
represented as
ydj = βzdj + vd + edj , d = 1, 2, . . . , D, j = 1, 2, . . . , Nd (2.41)
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(Fuller and Harter, 1987) where, β is r × p matrix of regression coefficients, vd are
random vectors of area-specific effects assumed to be identically and independently
distributed with zero mean vector and variance-covariance matrix Σv, and edj are
random vectors identically and independently distributed with zero mean vector and
variance-covariance matrix Σe, independent of vd. The random effects vd and edj
are often assumed to be multivariate normals.
The unit level multivariate nested error regression model (2.41) may provide
more efficient estimators than the univariate nested error regression model (2.20)
by taking the advantages of the correlations between the components of ydj (Rao,
2003b, p.87).
The unit level approach considered so far assume continuous response variables
with normal errors. But sometimes response variables are categorical and in such
cases the small area quantities are usually proportions or counts (say, the proportion
or total of unemployed persons in the area). Generalized linear models (GLMs) are
widely used for modelling binary and count data. For example, binomial logit and
poisson regression models are GLMs that are used for counts, i.e. for target variables
counting some event of interest such as being under poverty line (Boubeta et al.,
2016). Sometimes the GLM cannot explain the variability of the target variable
through the selected auxiliary variables. Generalized linear mixed models (GLMM)
(e.g., logistic regression) are an extension of generalized linear model that capture the
variability between domains by introducing random effects (Breslow and Clayton,
1993).
For illustration, let Y be a Bernoulli random variable taking the values 0 and 1.
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Let the logit of the probability of success for a population unit j in area d be pdj
which is assumed to obey the following regression model with random area effects
ud:
logit(pdj) = log
(
pdj
1− pdj
)
= z′djβ + ud
pdj =
exp(z′djβ + ud)
1 + exp(z′djβ + ud)
(2.42)
(e.g. Chambers and Clark, 2012, p.184) where ud is a random area effects for the
logistic regression model (2.42) assumed to be normally distributed with zero mean
and variance σ2v and zdj are unit-specific covariates. Let the parameters of interest
be the proportions, Ȳd, of successes in area d. The model (2.42) can be fitted by
estimating β and σ2v using ML or REML. In this thesis vd is used as random effects
for Fay-Herriot models and ud is used as random effects for logistic regression models.
The empirical best predictors (EBP) approach is an important methodology for
developing small area estimates in binary or count data (Jiang and Lahiri, 2001).
Jiang and Lahiri (2001) and Jiang (2003) introduced the basic statistical methodol-
ogy for EBPs of model (2.42) as a function of fixed and random effects in small area
estimation context. The idea is to estimate the Bayes predictor by assuming the
posterior distribution of the model parameters. Afterwards, estimates of these pa-
rameters are obtained from the marginal distribution of the direct estimators given
the variance. These estimates are then substituted in place of the true parameters
in the Bayes predictor (Jiang and Lahiri, 2001, Jiang, 2003).
Jiang and Lahiri (2006) illustrate the EBP method described in Jiang and Lahiri
(2001) and Jiang (2003) for the case of binary responses (e.g., logistic regression
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models) in small area estimation. Suppose the problem of interest is to predict ud
under the model (2.42). The Empirical Bayes predictor of ud is
ûd = Ê[ud|yd] =
∫
udP̂ (ud|yd)dud
=
∫
udP̂ (yd|ud)P̂ (ud)dud∫
P̂ (yd|ud)P̂ (ud)dud
(2.43)
(Jiang and Lahiri, 2006). Let φ = (β, σ2v) be the vector of model parameters. The
best predictor (BP) of pdj is
p̂dj(φ) = E[pdj|yd] =
∫ exp(z′djβ+ud)
1+exp(z′djβ+ud)
P (yd|ud)P (ud)dud∫
P (yd|ud)P (ud)dud
(2.44)
(Jiang and Lahiri, 2006). The EBP of the conditional probability pdj which is a
function of ud does not have a closed form but can be computed by Monte Carlo
method (Jiang and Lahiri, 2006). They derived an approximation of the MSE of
the EBP based on Taylor series expansions and further developed a second-order
bias-corrected estimator of the MSE.
Hobza and Morales (2016) investigated the statistical methodology of Jiang and
Lahiri (2001) and Jiang (2003) using simulated and real data. They estimated do-
main poverty proportions by using the EBPs of the corresponding weighted sums of
probabilities based on a unit level binomial logit mixed model (2.42). They employed
an approximation of model-based MSE of EBP (with and without a bias-correction
term) and a parametric bootstrap approach to estimate the MSE, suggesting that
parametric bootstrap procedure has generally good behaviour. Data from the Span-
ish Living Condition Survey 2012 in the region of Valencia is used to calculate the
EBPs of poverty proportions. They find that EBPs have lower MSEs than the direct
estimates in areas with small sample sizes (md < 90).
39
Boubeta et al. (2016) studied EBP based on area level poisson mixed models to
estimate small area estimates of the mean of a variable Y which is a count. Let the
distribution of the target variable yd, conditioned on the random effect ud, be
yd|ud ∼ Poisson(µd), d = 1, 2, . . . , D (2.45)
where µd > 0 (Boubeta et al., 2016). The mean of yd, conditioned on ud is µd = mdpd,
where md is the sample size and pd is the probability which is assumed to follow the
following regression model
pd = exp(Z
′
dβ + ud) (2.46)
(Boubeta et al., 2016) where ud is a random area effects assumed to be normally
distributed with mean zero and variance one. The EBPs of the area mean are de-
rived using the method of moments (MM) and the penalized quasi-likelihood (PQL)
method. The MSE of the EBP is calculated using both a parametric bootstrap
methos and an analytic approximation extending González-Manteiga et al. (2008)
and Jiang and Lahiri (2001) respectively to the case of area level poisson mixed
models. In a simulation study, Boubeta et al. (2016) compared both the bootstrap
and analytic approximation, suggesting that the bootstrap method is more stable.
They applied their methodology to the data from the 2008 Spanish living condition
survey to estimate the poverty rate at province level, claiming that EBP has better
performance than the direct estimators.
Chandra and Salvati (2017) developed a small area estimation technique for
estimating district level proportions of indebtedness in the state of Uttar Pradesh
considering a spatially dependent GLMM using area level data. Their area level
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GLMM with logit link function, which links the probability of success pd with the
covariates, Zd can be expressed as
logit(pd) = log
pd
1− pd
= ηd = Z
′
dβ + ud
pd =
exp(Z′dβ + ud)
1 + exp(Z′dβ + ud)
(2.47)
(Chandra and Salvati, 2017) where ud are the area-specific random effects assumed
to be normally distributed with mean zero and variance σ2v and Z
′
d is the vector
of the covariates for area d. They showed that the estimates incorporating spatial
information are more efficient than the estimates ignoring spatial information.
A number of robust small area techniques are discussed in the literature to ex-
ploit the relationship between the categorical response variable and some auxiliary
variables for which population information is available. However, the application
of small area techniques when the variable of interest is not observed (i.e. latent)
has attracted limited attention. Fabrizi et al. (2016) developed a small area esti-
mates for estimating the total or the mean of a latent categorical variable that is
not observed but hidden behind a set of observed categorical variables. They pro-
posed a latent class small area unit level model via a multinomial mixed model and
proportional odds model. The model parameters are estimated by a hierarchical
Bayesian approach. Fabrizi et al. (2016) presents an application to data from the
Italian Survey on Health Conditions and Appeal to Medicare. The target of the
application was to estimate the counts of people in the various disability classes for
age groups within each health districts. They compared their proposed model-based
estimates with direct and synthetic estimates, concluding that the model-based es-
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timates outperforms direct and synthetic estimators by reducing considerably the
number of unreliable small area estimates.
2.7 Small Area Estimation of a Single
Classifications
For multi-category response variables such as labour force status (unemployed, em-
ployed and inactive), linear models are inappropriate (Saei and Taylor, 2012). SAEs
for three category labour force status (unemployed, employed and inactive) have
been developed using multinomial logit mixed models. See Molina et al. (2007),
Saei and Taylor (2012) and López-Vizcáıno et al. (2013).
Molina et al. (2007) describe a SAE methodology based on a multinomial logit
mixed model with constant random effects for estimating three category labor force
status counts by area. Let yd1i, yd2i and yd3i denote the number of sampled unem-
ployed, employed and inactive people respectively in sex/age group i (i = 1, 2, . . . , Id)
in dth small area. Let mdi be the sample size for area d and pd1i, pd2i, pd3i be the
respective probabilities of unemployed, employed and inactive people. Let ud de-
note the random effects of area d. Let the vectors (yd1i, yd2i, yd3i) given ud and mdi
are independent across d and i with multinomial distribution, then the probability
function may be written as:
f(yd1i, yd2i|ud) =
mdi!
yd1i!yd2i!yd3i!
pyd1id1i p
yd2i
d2i p
yd3i
d3i (2.48)
(Molina et al., 2007) where yd3i = mdi − yd1i − yd2i is the reference category. It is
also assumed that the probabilities (pd1i, pd2i) are related to the auxiliary variables
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and the random area effects through the logit link as,
log
(
pdri
pd3i
)
= Z′dβr + ud (2.49)
(Molina et al., 2007) where Zd is the vector of auxiliary variables, βr is the vector
of regression coefficient for response level r and ud are identically and independently
distributed area specific random effects with mean 0 and variance σ2v .
The model parameters in Molina et al. (2007) are estimated by penalized quasi-
likelihood with ML or REML method for the estimation of variance components.
The estimated parameters are then used to estimate labour force counts for each
small area. The MSE of the estimated counts were estimated using both a parametric
bootstrap method and an analytical approximation. The latter followed Prasad
and Rao (1990) analytical approximation (2.25) with a Taylor series expansion for
linearizing the fixed and random effect estimates. In a simulation study, Molina et al.
(2007) compared both MSE estimates and recommended the bootstrap approach.
Fabrizi et al. (2011) focused on model-based small area methods for calculating
estimates of poverty rates based on different thresholds for subsets of the Italian
population. The subsets are obtained by cross-classifying by household type and
administrative region. They proposed an area level multivariate logistic-normal
model (2.42) to obtain a hierarchical two-stage model which is different from Molina
et al. (2007). They advised multivariate models in their application as three poverty
rates for each area are correlated. A hierarchical Bayesian approach is adopted to
estimate the parameters. Posterior distributions are approximated by means of
MCMC computation methods. Empirical analysis is based on data collected by
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the ‘European Union-Statistics on Income and Living Conditions’ survey (EUSILC
2nd wave, year 2005). The obtained results of Fabrizi et al. (2011) compared the
incidence of poverty by household type in the different Italian administrative regions.
Saei and Taylor (2012) use the multinomial logit mixed model (2.49) for esti-
mating totals of unemployed, employed and inactive people at the Local Authority
District (LAD) level in Britain with category-specific area random effects. They
assumed that the category-specific random effects follow bivariate normal distribu-
tions. Their proposed model is compared with the constant random effects model
of Molina et al. (2007) in a simulation and an empirical study. They point out that
the MSEs of SAEs based on their proposed model are smaller than those based on
model with constant random effects.
López-Vizcáıno et al. (2013) also examined the multinomial logit mixed model
(2.49) through two simulation studies and an empirical study based on data from
the Spanish Labour Force Survey (GLFS) in Galicia. In the first simulation study,
the behaviour of three models were compared: the multinomial logit mixed model
with category specific random effects (Model A), the multinomial model of Molina
et al. (2007) (Model B) and an independent binomial logit mixed model (Model C).
For each model, they consider multinomial logit mixed model with two response
categories and one reference category. Two auxiliary variables are generated from
bivariate normal distributions with means µ1 = µ2 = 1, variances σ1 = σ2 = 1 and
correlation ρ = 0.75.
Under Model A, the random effects are generated from multivariate normal with
mean vector 0 and (2 × 2) variance-covariance matrix Σv where Σv11 = 1 and
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Σv22 = 2. The response variable is then generated as
yd|ud ∼ Multinomial(md, pd1, pd2), d = 1, 2, . . . , D (2.50)
where
pdr =
exp(ηdr)
1 +
∑q−1
r=1 exp(ηdr)
d = 1, 2, . . . , D, r = 1, 2 (2.51)
and
ηdr = βr0 + Zdrβr1 + udr, d = 1, 2, . . . , D, r = 1, 2 (2.52)
(López-Vizcáıno et al., 2013). The regression coefficients are set to β10 = 1.3, β20 =
−1.2, β11 = −1.3, and β21 = 1. For Model B, the data generation is similar but the
random effect is generated from the normal distribution with mean 0 and variance
σ2v . For Model C, the data generated as in Model A but the response variables are
generated from independent binomial distribution as
ydr|udr ∼ Binomial(md, pdr), d = 1, 2, . . . , D, r = 1, 2 (2.53)
(López-Vizcáıno et al., 2013) where pd3 = 1 − pd1 − pd2. The simulation process is
repeated 1000 times for each of A, B, and C. Small area estimates based on Model
A show better performance (lower values of RMSE) than those based on Models B
and C when the data is generated under Model A. Small area estimates based on
Model A behave better than small area estimates based on Models B and C even
when the data is generated under Models B and C.
Another simulation study in López-Vizcáıno et al. (2013) investigates the be-
haviour of analytic and bootstrap MSE estimators. They show that the bootstrap
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estimators give better results under all three models. In an empirical study, GLFS
data is used to examine the performance of small area estimates based on Models
A, B, and C. The results of empirical study show that small area estimates from
Model A have lower RMSE than than those from the other two models.
The multinomial logit mixed model (2.49) has to date only been used to estimate
the three category variable labour force status. In Chapter 5 and 6 of this thesis,
methods for estimating two-way and higher order cross-classified counts will be
developed using models related to (2.49).
2.8 Structure Preserving Estimation Model
Structure Preserving Estimation (SPREE) is a small area estimation approach that
combines auxiliary information from a previous census with current survey data to
improve the precision of estimators of the cell totals in a contingency table (Purcell
and Kish, 1980). The idea underlying SPREE is that the dependence structure
in the previous census holds in the current time period, while the census marginal
levels may be out of date. SPREE adjusts the design of the table from the previous
census in a way that preserves the interactions from the census and the margins
from the current survey.
SPREE is a generalization of synthetic estimation. Synthetic estimates are ob-
tained by multiplying small area total population estimates by national level esti-
mates of population proportions in each cross-classified cell (Zhang and Chambers,
2004). Zhang and Chambers (2004) proposed a number of log-linear structural
models to estimate small area cross-classified counts of a two-way and three-way
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contingency table and SPREE is a special case of this model.
Let {Ydr} be the set of cross-classified counts of interest corresponding to r =
1, 2, . . . , q classification cells in d = 1, 2, . . . D areas. Similarly let {Zdr} be the set of
auxiliary cross-classifications which are obtained from the census or administrative
registers. Let the area population be Yd. =
∑
r Ydr (assumed known) and Ŷ.r =∑
d Ydr be the estimated national classification based on national survey data. The
within area proportion (θYdr) is the target quantity which is defined as
θYdr =
Ydr
Yd.
Let the within area proportion of auxiliary variable counts be denoted by θZdr,
which is defined as
θZdr =
Zdr
Zd.
where Zd. =
∑
r Zdr. The auxiliary classification {Zdr} are iteratively rescaled to
agree with both the known Yd. and the national estimates Ŷ.r under SPREE. The
log-linear models which describe the SPREE are
log(Ydr) = λ
Y
0 + λ
Y
d + λ
Y
r + λ
Y
dr
log(Zdr) = λ
Z
0 + λ
Z
d + λ
Z
r + λ
Z
dr (2.54)
(Zhang and Chambers, 2004) where λY0 and λ
Z
0 are the overall means, λ
Y
d and λ
Z
d are
the marginal effects of the areas, λYr and λ
Z
r are the marginal effects of the categories,
λYdr and λ
Z
dr are the interaction effects of each cross-classified area-category. SPREE
is equivalent to using these log-linear models assuming equal interaction parameters,
that is λYdr = λ
Z
dr (Zhang and Chambers, 2004).
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The Zhang and Chambers (2004) approach requires cross-classified small area
counts based on survey data and the corresponding auxiliary cross-classification
from the previous census or administrative registers. In Chapter 6, log-linear models
will be used to estimate small area cross-classified counts of target variables by area
rather than considering area cross-classification of target variables and auxiliary
variables.
Noble and Arnold (2002) stated that the model supporting SPREE is a special
case of a generalized linear model. The estimators of the cell totals obtained from
SPREE are the maximum likelihood estimators of the expected counts under a
generalized linear model with a Poisson random component and a log link. Main
effects of rows and columns are estimated with the direct estimators. Interactions
are set equal to the interactions in a saturated log-linear model fitted to the census
two-way table. Census counts by the cross-classification of interest are needed. In
this thesis, Chapter 6 will make use of log-linear models with random effects which
will enable small area estimates for cross-classified counts when only survey data is
available.
Chapter 3
Theoretical and Numerical
Evaluation of Bivariate
Fay-Herriot Model
The purpose of this chapter is to compare the efficiency of small area estimators
obtained from a bivariate Fay-Herriot (BFH) model with those obtained from a uni-
variate Fay-Herriot (UFH) model. A numerical and a simulation study have been
conducted to examine the performance of these two estimators. The relative effi-
ciency (RE) of BFH and UFH estimators is measured theoretically and numerically.
The relative efficiencies of BFH over UFH estimators are related to the correlation
between dependent variables’ sampling errors and random effects, and other pa-
rameters such as the relative magnitude of the sampling variances and the random
effects variances.
3.1 Introduction
The area level Fay-Herriot model (Fay and Herriot, 1979) is widely used in small
area estimation. The basic area level univariate Fay-Herriot model can be extended
to a multivariate model taking into account the correlation of several target variables
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together. The BFH model extends the UFH model for two target variables.
Statisticians are often required to estimate correlated descriptive measures, like
poverty or unemployment indicators. Bivariate models are useful when the aim
is to estimate area level statistics for two correlated variables. Various methods
such as the method of moments, maximum likelihood, and restricted maximum
likelihood can be used to estimate the variance components of BFH model and then
the estimated parameters are used to fit the model.
The purpose of this chapter is to explore the question of whether, and under
what conditions, the BFH model is advantageous compared to the UFH model for
small area estimation. The UFH and BFH models are fitted by setting the parame-
ters. These parameters are used in determining the variance-covariance matrices of
sampling errors and the random effects. Expressions of the REs of BFH estimators
over UFH estimators are derived in general, and for some special cases where the
expression can be simplified. These special cases will give insight into when BFH
should be worthwhile in practice. A numerical study and a simulation study are
also conducted to compare the two approaches.
In the numerical study, a simple approximation of the RE of BFH estimators
is calculated for many different sets of parameter values. Fixing and controlling
the parameter values provides a way of measuring the efficiency of BFH over UFH
SAEs. The results of the numerical study are summarized using an analysis of
variance (ANOVA) approach and a novel regression tree approach.
In the simulation study, the behaviour of the UFH and BFH estimators is in-
vestigated by generating datasets following González-Manteiga et al. (2008). Both
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the UFH and BFH models are fitted and MSEs of the corresponding empirical best
linear unbiased predictor (EBLUP) are calculated using the estimated parameters
from the simulated data. In addition, another purpose is to look at whether one of
the thousands of cases in the numerical study is similar to the simulation parameter
settings, and whether this particular case in the numerical study gives consistent
results to the simulation.
The chapter is divided into following sections: Section 3.2 outlines the model
structure and the MSE for both the UFH and BFH estimators. The relative perfor-
mance of UFH and BFH estimators is measured by the relative efficiency of these
MSEs and in Section 3.3 some special cases regarding the relative efficiencies are
discussed. Section 3.4 describes the numerical study including an exploratory anal-
ysis of the results as well as a formal analyses of the numerical study results using
analysis of variance and regression trees. Section 3.5 further investigates the perfor-
mance of the UFH and the BFH estimators via a simulation experiment. Concluding
remarks are presented in Section 3.6.
3.2 Approximate Theoretical Relative Efficiency
of Bivariate Fay-Herriot Compared to Uni-
variate Fay-Herriot Model
The UFH and BFH models are expressed more specifically in this section. Refer back
to Section 2.4 and Section 2.5 for previous discussion on univariate and multivariate
FH models. The purpose of this section is to make simple approximate comparisons
of the MSEs of the BFH and UFH estimators assuming known model parameters.
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Univariate
Let θd = g
(
Ȳd
)
where Ȳd is the small area mean for the d
th area. Suppose θd is
related to area-specific auxiliary data Zd = (Zd1, Zd2, . . . , Zdp)
′ through a linear
model called the linking model:
θd = Z
′
dβ + vd, d = 1, 2, . . . D (3.1)
and the direct estimators of θd can be expressed through a sampling model,
θ̂d = θd + ed, d = 1, 2, . . . , D (3.2)
Combining the linking and the sampling models, the univariate Fay-Herriot
model is
θ̂d = Z
′
dβ + vd + ed, d = 1, 2, . . . , D (3.3)
where D is the number of areas, Zd is a (p× 1) vector of auxiliary variables, and β
is a (p× 1) vector of regression coefficients. Furthermore, vd and ed are area specific
random effects and sampling errors respectively, assumed to be independent with
vd∼N(0, σ2v), ed∼N(0, ψd) (3.4)
The disturbance terms vd and ed are assumed to be independent from each other.
Their respective variances, σ2v and ψd, also referred to in the literature as the area-
specific random variance and design-based sampling variance.
The BLUP estimator of θ̂d (standard result; derivation is given in Appendix A.1),
denoted by θ̂∗d, for known β, is
θ̂∗d =
σ2v
σ2v + ψd
θ̂d +
ψd
σ2v + ψd
Z′dβ (3.5)
52
The MSE of the BLUP estimator, θ̂∗d, (standard result; derivation is presented
in Appendix A.1) is
MSE
(
θ̂∗d
)
=
σ2vψd
σ2v + ψd
(3.6)
The log-likelihood function (derived in Appendix A.2) of the data {θ̂d} is
logL = −D
2
log (2π)− 1
2
D∑
d=1
log
(
σ2v + ψd
)
−1
2
D∑
d=1
(
θ̂d −Z′dβ
)2 (
σ2v + ψd
)−1
(3.7)
Bivariate
The multivariate Fay-Herriot (MFH) model with r target variables is reviewed in
Section 2.5. In this section the main focus is the bivariate Fay-Herriot model with
two target variables.
Let θd be the 2-vector of the small area statistics in area d for the two target
variables. The linking model is
θd = β
′Zd + vd, d = 1, 2, . . . , D (3.8)
where Zd is a (p× 1) vector of auxiliary variables, β is a (p× 2) matrix of regression
coefficients and vd are the area specific random effects with mean zero and variance-
covariance matrix Σv is given by:
Σv =
Σv11 Σv12
Σv12 Σv22

where Σv11 and Σv22 are the random effects variances of the first and second variables
respectively and Σv12 is the random effects covariance term.
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The direct estimator of θd can be expressed through a sampling model,
θ̂d = θd + ed, d = 1, 2, . . . , D (3.9)
where θ̂d =
(
θ̂d1, θ̂d2
)′
are the direct estimates of θd = (θd1, θd2)
′. Let ed = (ed1, ed2)
′
be the sampling error with mean zero and variance-covariance matrix:
Ψd =
Ψd11 Ψd12
Ψd12 Ψd22

where Ψd11 and Ψd22 are the sampling error variances of the estimate of first and
second variables respectively with covariance term Ψd12.
Combining (3.8) and (3.9), the bivariate Fay-Herriot model is
θ̂d = β
′Zd + vd + ed, d = 1, 2, . . . , D (3.10)
or equivalently θ̂d1
θ̂d2
 =
β′1Zd
β′2Zd
+
vd1
vd2
+
ed1
ed2

The BLUP estimator of θ̂d for known β is given as
θ̂∗d1 = β
′
1Zd + (Σv + Ψd)
−1 Σv1
(
θ̂d − β′Zd
)
θ̂∗d2 = β
′
2Zd + (Σv + Ψd)
−1 Σv2
(
θ̂d − β′Zd
)
 (3.11)
where Σv1 = (Σv11,Σv12)
′ and Σv2 = (Σv12,Σv22)
′. The BLUP estimator (3.11) can
be written as
θ̂∗d = β
′Zd + Σ
′
v (Σv + Ψd)
−1
(
θ̂d − β′Zd
)
(3.12)
See Appendix A.3 for a derivation of this standard result. Note that (3.12) is
equivalent to the BLUP of Rao and Molina (2015, p.236), which is also restated in
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(2.29) in this thesis. For the purpose of making approximate comparisons of UFH
and BFH estimators, the MSE will now be derived assuming known β. This is
adequate for making an approximate evaluation of the relative efficiency of BFH,
and avoids results which depend on specific Zd values. MSE estimators for MFH
SAEs with unknown model parameters are reviewed in Section 2.5.
The MSE of the BLUP estimator θ̂∗d is
MSE
(
θ̂∗d1
)
= Σv11 −Σ′v1 (Σv + Ψd)
−1)Σv1
MSE
(
θ̂∗d2
)
= Σv22 −Σ′v2 (Σv + Ψd)−1) Σv2
 (3.13)
which can be expressed as
MSE
(
θ̂∗d
)
= Σv −Σv (Σv + Ψd)−1 Σv (3.14)
See Appendix A.3 for this standard derivation. The log likelihood function (derived
in Appendix A.4) is
logL = −Dr
2
log(2π)− 1
2
D∑
d=1
log|Σv +ψd|
−1
2
D∑
d=1
(
θ̂d − β′Zd
)′
(Σv +ψd)
−1
(
θ̂d − β′Zd
)
(3.15)
The log likelihood functions (3.7) and (3.15) are minimized in order to get max-
imum likelihood estimator of σ2v and Σv.
Relative Efficiency
The relative efficiency, RE, of the bivariate BLUP estimator compared to the uni-
variate BLUP estimator is
REd1 =
MSE
(
θ̂∗d1
)
MSE
(
θ̂∗d
) , REd2 = MSE
(
θ̂∗d2
)
MSE
(
θ̂∗d
) (3.16)
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Substituting the expressions for MSE
(
θ̂∗d
)
, MSE
(
θ̂∗d1
)
, and MSE
(
θ̂∗d2
)
from
(3.6) and (3.13) into (3.16) , REd1 and REd2 can be obtained as
REd1 =
Σv11−Σ′v1(Σv+Ψd)−1Σv1
Σv11−Σ2v11(Σv11+Ψd11)−1
REd2 =
Σv22−Σ′v2(Σv+Ψd)−1Σv2
Σv22−Σ2v22(Σv22+Ψd22)−1
 (3.17)
3.3 Special Cases
We now examine the relative efficiency of UFH and BFH estimators for some special
cases where simple analytic results are possible. These special scenarios will provide
insights into when BFH would be worthwhile in practice. Proofs of the special cases
are given in Appendix A.6.
Case 1: No Sampling Error
When sampling errors are zero i.e. when Ψd = 0 in BFH, the MSEs of both the
UFH and BFH estimators in (3.6) and (3.13) becomes 0. In practice, if sampling
errors are quite small, then we can expect the UFH and BFH to have similar MSE.
Case 2: No Sampling Errors and Random Effects Correlation
The relative efficiency (3.16) becomes one when the correlation between the
sampling errors (ρe) for each variable and the correlation between the random effects
(ρv) for each variable are both zero. This special case is an obvious one to consider
and discussed in Rao and Molina (2015, p.236) where the author said that the
multivariate model leads to more efficient estimators compared to those based on
univariate model when correlation exists between the response variables. Please see
Appendix A.6.1 for proof of Case 2.
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Case 3: Proportional Variance-Covariance Matrices of Sampling Er-
rors and Random Effects
It is also straightforward to show that there will be no gain when the variance-
covariance matrices of the sampling errors and the random effects are proportional.
That is, when
Ψd = kΣv (3.18)
where k is any scalar constant. In this case, REd1 = REd2 = 1. So even if the
correlation coefficients ρe and ρv are non-zero, if the variance-covariance matrices
of the sampling errors and the random effects are proportional, then no gains are
obtained. Birrell et al. (2011) showed a similar result in the different context of mul-
tivariate time series models for prediction. Condition (3.18) seems like a plausible
simplification of the BFH but it is not clear whether it is likely to be approximately
satisfied in practice. Refer to Appendix A.6.2 for the proof of this case.
Case 4: Equal Covariance Variance Term
When (a) Σv12 = Σv11 and Ψd12 = Ψd11, there are no gains for the first variable,
and when (b) Σv12 = Σv22 and Ψd12 = Ψd22, then there are no gains for the second
variable. Assumed conditions (a) and (b) are possible simplification of the BFH
model and it is not also clear whether they satisfied in practice. Refer to Appendix
A.6.3 for a proof of this case.
Case 5: Large Ratio of Variances of Random Effects
Suppose that the limit of the the ratio of variances of random effects rv ap-
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proaches to infinity. Without loss of generality Σv can always be expressed as
Σv =
Σv11 Σv12
Σv12 Σv22
 ∝
 1 ρv
√
rv
ρv
√
rv rv

where rv =
Σv22
Σv11
and ρv =
Σv12√
Σv11Σv22
. Case 2 shows that ρv 6= 0 is needed for the
RE 6= 1 for both variables. To isolate the maximum achievable benefit for a given
ρv, we consider the case when rv →∞. The limiting results for the first variable is
lim
rv→∞
REd1 = 1−
(
1− ρ2v + Ψd11
)−1
ρ2vΨd11 (3.19)
and the limiting results for the second variable is
lim
rv→∞
REd2 = 1−
(
1− ρ2v + Ψd11
)−1
Ψ2d12Ψ
−1
d22. (3.20)
When in addition to rv → ∞, it is assumed that ρv = 0, REd1 = 1 and REd2 =
1 − Ψ
2
d12
(1+Ψd11)Ψd22
. When ρv = 1, REd1 = 0 and REd2 = 1 −
Ψ2d12
Ψd11Ψd22
= 1 − ρ2e. The
limiting results of REd1 shows that when rv is large and ρv 6= 0 there would be some
gain, particularly when ρ2v or Ψd11 is large. It is difficult to interpret the result for
the second variable. Proofs of these two limiting cases are given in Appendix A.6.4.
These special cases are informative, but of course in practice none of them will
hold exactly, so a numerical study will be conducted in the next section to evaluate
the relative efficiencies of UFH and BFH over a wide range of situations.
3.4 Numerical Study
Birrell et al. (2011) found that the gains are attainable for a multivariate time
series model when the ratio of variances of one sub-series is very different from the
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ratio of variances of another sub-series. Although the context is different, their
results suggest a focus on the differences between the variance-covariance matrices
of sampling errors and the random area effects, and also on the variances of the first
variable relative to the second variable.
In this section, a numerical study is performed to investigate the relative effi-
ciency of the bivariate FH estimator to the univariate FH estimator given known
parameters. The settings of the parameters are discussed in the following section.
3.4.1 Setting the Parameters
A numerical study is conducted in this section with various combinations of different
underlying parameters. To investigate the efficiency of BFH and UFH estimators,
we first rewrite the variance-covariance matrices of sampling errors and random
effects to focus on the correlation coefficients. For the BFH model, the covariances
matrices Σv and Ψd are defined in Section 3.2.
Let ρv and ρe be the correlation of the random effects and the sampling errors
respectively, which are defined as:
ρv =
Σv12√
Σv11Σv22
, ρe =
Ψd12√
Ψd11Ψd22
.
Thus Σv and Ψd can be expressed in terms of ρv and ρe as:
Σv =
 Σv11 ρv
√
Σv11Σv22
ρv
√
Σv11Σv22 Σv22
 , Ψd =
 Ψd11 ρe
√
Ψd11Ψd22
ρe
√
Ψd11Ψd22 Ψd22

Let rv be the ratio of the variances of random effects Σv and let re be the ratio
of the variances of sampling errors Ψd:
rv =
Σv22
Σv11
, re =
Ψd22
Ψd11
(3.21)
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The ratio of the variances of random effects and sampling errors is defined by
R =
re
rv
(3.22)
For this study, the parameters to be varied are Σv11, ρv, rv, ρe, re. Without loss
of generality Ψd11 is set to 1 and first variable has sampling variance less than or
equal to that of second variable. The values of the parameters considered in the
numerical study are shown in Table 3.1.
Table 3.1: Values of parameters
Parameter Possible values No.values
Σv11 0.1 0.2 0.3 0.6 1.0 1.5 3.0 5.0 10 9
ρv 0 0.1 0.3 0.5 0.7 0.9 6
rv 0.1 0.2 0.3 0.6 1.0 1.5 3.0 5.0 10 9
ρe 0 0.1 0.3 0.5 0.7 0.9 6
re 1.0 1.5 3.0 5.0 10 5
The total number of combination for the above set of parameter values is 9 ×
6× 9× 6× 5 = 14580. Given the range of values set for rv and re, the value for R
ranges from 0.1 to 100. For each combination of the parameters, the approximate
MSEs of the UFH and BFH estimators are calculated for each variable using (3.6)
and (3.13) respectively. The relative efficiency of BFH estimators compared to the
univariate estimators is calculated using (3.16). The MSEs in (3.6) and (3.13) are
approximate and ignore the effect of using estimated parameters in the calculation
of SAEs. The aim is to gain insights into when BFH is worth pursuing, and the
approximate MSE is adequate for this purpose, even though we would not usually
make this assumptions in a real analysis. The values of the REs are calculated by
substituting the parameter settings directly into its algebraic expression, since the
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theoretical expressions for the MSE values are a function of the model parameters
only. Since the numerical study includes nearly 15,000 combinations, the results
need to be analysed in a structured way. Three ways of summarizing the study will
be used: an exploratory analysis, a formal analysis of variance and a regression tree
analysis. The results of these three analysis are given in the subsequent subsections.
3.4.2 Descriptive Summary of Numerical Study
The descriptive results of the relative efficiencies of BFH estimators, RE, based on
various parameter combinations are presented here. Firstly, we will consider the
effects of varying the correlation parameters, and then the effects of varying the
ratio values.
The Effects of the Correlation Parameters (ρv and ρe) on Relative
Efficiency
The relative efficiencies, RE, for the two variables are affected by the correlation of
random effects (ρv) and the correlation of the sampling errors (ρe). Other parameters
also influence the RE. Figure 3.1 and Figure 3.2 show the distribution of the relative
efficiencies by ρv and ρe.
The boxplots in Figure 3.1 summarize the results of the REs for both variables
for a set of values of ρv. Each observation represents the RE from one of the scenarios
in the numerical study. Note that a low value of RE means a large gain in using
BFH estimators. The noticeable feature is that the gains from the BFH are better
for both variables when ρv is high, in particular higher gains (lower RE) are recorded
for the second variable. For the first variable, the gain seems better for both lower
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and higher ρv, while higher gains are at higher ρv for the second variable. When
ρv = 0.9, the whiskers of RE lies between 0.5 to 1 for the first variable and 0.25 to 1
for the second variable. However, as the whiskers of the boxplots still include one,
a high correlation does not guarantee lower RE, as also found for Case 3 in Section
3.3. This is presumably because other parameters are also influencing the relative
efficiencies, not just the correlation of random effects.
The boxplots shown in Figure 3.2 summarize the relative efficiencies for different
values of ρe. Like Figure 3.1, Figure 3.2 reveals similar pattern of gain over a set
of ρe values but the patterns shifted from first variable to second variable. Here for
ρe = 0.9, the range of REs varies from 0.25 to 1 for the first variable and from 0.5
to 1 for the second variable. This means that REs are not fully determined by ρe
and that other parameters also play a role.
Figure 3.1 and Figure 3.2 show that the RE can be lower for the first variable
when ρe is high, but the RE is lower for the second variable when ρv is high. We
now look at the effects of increasing sampling error correlation (ρe) whilst keeping
the random effects correlation (ρv) constant.
Figure 3.3 shows the RE of the first variable holding ρv fixed and varying ρe.
Figure 3.3 confirms that the gains are increasing (lower RE) with the values of ρe
(particularly for 0.5 or more) except for the case of ρv = 0.9. It is noticeable that
high ρe is more important than ρv since better gains can be achieved with higher ρe
for every value of ρv. Note that even when ρe and ρv are both large, there is still
a wide range of RE, indicating that the other parameters are also important. But
it is observed that there is no gain when ρe and ρv are both close to zero as theory
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demonstrates in Case 2 in Section 3.3.
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Figure 3.1: Results of relative efficiency, RE, defined in (3.16) for the first and second
variables with different values of ρv.
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Figure 3.2: Results of relative efficiency, RE, defined in (3.16) for the first and second
variables with different values of ρe.
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Figure 3.3: Results of relative efficiency, RE, defined in (3.16) with constant ρv and
different values of ρe for the first variable.
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Figure 3.4: Results of relative efficiency, RE, defined in (3.16) with constant ρv and
different values of ρe for the second variable.
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Figure 3.4 shows the RE of the second variable for fixed values of ρv and various
values of ρe. The pattern of the boxplots are similar to the boxplots shown in Figure
3.3. Here, lower values of the RE are possible with higher values of ρe even when
ρv has a low value. The RE is almost one when ρv and ρe both are zero. The RE
is also wide when both ρv and ρe are high indicating that other parameters are also
influential.
Overall, it can be said that the relative efficiencies of BFH estimators are affected
by the correlation of the sampling errors and the random effects of the two variables.
It is also observed that when correlation of sampling errors and random effects
are zero, no gain is achievable for both variables. At first thought, it might be
expected that as either of these correlations increase, the relative efficiency would
also improve. It has been shown here, that while that is true for most cases, it is
definitely not true for all cases, as many of the boxes in Figure 3.1-3.4 are wide,
showing that other parameters also affect the relative efficiency. The effect of the
ratio of the variances (3.22) will now be investigated.
The Effects of Ratio of Variances (R) on Relative Efficiency
The relative efficiency is plotted against the value of R = re
rv
= Ψd22Σv11
Ψd11Σv22
in Figure
3.5. The two panels clearly indicate that when R=1, the REs are approximately
one for both variables and the REs decreases when R goes further away from one
in either direction. For example, low values of RE are possible when R is very large
say 100 and R is small say 0.1 for both variables.
Since the RE is also affected by both ρv and ρe (as shown in the earlier part of
65
0.
1
0.
2
0.
3
0.
5
0.
6
0.
7 1
1.
5
1.
7 2
2.
2 3
3.
3
4.
5 5
6.
7
7.
5 9 10 15 25 30 50 10
0
0.2
0.4
0.6
0.8
1.0
First Variable
R
R
E
0.
1
0.
2
0.
3
0.
5
0.
6
0.
7 1
1.
5
1.
7 2
2.
2 3
3.
3
4.
5 5
6.
7
7.
5 9 10 15 25 30 50 10
0
0.2
0.4
0.6
0.8
1.0
Second Variable
R
R
E
Figure 3.5: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
.
this subsection) now an investigation has been made by varying R for fixed ρv and
ρe. Figure 3.6 plots the REs against R, fixing ρv = ρe = 0.7. The x -axis is on a log
scale. The first noticeable feature is that when R=1 the RE becomes exactly one;
this scenario follows from Case 3 in Section 3.3. Figure 3.6 also shows that the RE
decreases when R becomes further away from one in both direction. For example,
better gains (lower RE) are obtainable when R=100 or R=0.1. Overall, it can be
said that the designs which give lowest RE have high ρv, high ρe and high R.
Similar plots with other values of ρv = ρe are presented in Appendix A.7 for
ρv = ρe = 0.1, 0.5, and 0.9. In all of these scenarios the gains becomes greater as
R goes away from one. However, when ρv = ρe = 0.1, the rate at which the RE
improves is slow.
Figure 3.6 presents the results of RE with same value of ρv and ρe. Now, the
impact on RE for different values of ρv and ρe with R-ratio on both variables is
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Figure 3.6: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = ρe = 0.7.
investigated. Figure 3.7 shows the RE of BFH estimator when ρv = 0.7 and ρe = 0.1.
With this combination of ρv and ρe, higher gains are achievable for the second
variable as R increases. The plots in Figure 3.7 show an opposite pattern for the two
variables. The lower the R the higher the REs for first variable while RE increases
with the R values. Figure 3.8 gives the result with ρv = 0.1 and ρe = 0.7, thus
reversing the values of ρv and ρe. The picture is totally opposite from that shown
in Figure 3.7. Here, good gains are possible for the first variable as R increases and
for the second variable as R decreases.
Appendix A.7 contains figures for (ρv = 0.5, ρe = 0.7), (ρv = 0.7, ρe = 0.5),
(ρv = 0.9, ρe = 0.5), (ρv = 0.5, ρe = 0.9), (ρv = 0.9, ρe = 0.1) and (ρv = 0.1,
ρe = 0.9). When (ρv = 0.5, ρe = 0.7) and (ρv = 0.7, ρe = 0.5), gains are obtainable
for higher or lower values of R and there is no gain when R is 1 for both the scenarios.
For the scenario (ρv = 0.9, ρe = 0.5), good gains are obtained for the second variable
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with R = 100 whereas for the scenario (ρv = 0.5, ρe = 0.9), good gains are obtained
for the first variable with R = 100. However, for the scenario (ρv = 0.9, ρe = 0.1),
good gains are obtained for the second variable with R increases and for the first
variable with R decreases. The opposite scenarios are picked up for the scenario
(ρv = 0.1, ρe = 0.9).
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Figure 3.7: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.7, ρe = 0.1.
In summary, gains are achievable when the relative magnitude of the sampling
variances differ from the relative magnitude of the random effects (i.e. R is not close
to 1). The good gain is also affected by the values of ρv and ρe.
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Figure 3.8: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.1, ρe = 0.7.
3.4.3 Formal Analysis of Numerical Study: Analysis of Vari-
ance
In Section 3.4.2, it was shown that the RE of BFH estimators depends on the
different combinations of parameters. The numerical study can be regarded as a
factorial experiment with RE as the dependent variable and the parameters with
the different values shown in Table 3.1 as factors. The results can be formally
analysed by a linear regression model of RE given the factors. See Bradley et al.
(2015) for an example of analysing the results of a simulation study using a formal
ANOVA. Two separate regression models have been fitted for the RE of the first and
second variables, in order to assess the main effect of each factor as well as two-way
interaction effects, on the RE.
Figure 3.9 shows that the residuals of the regression model are approximately
normal which makes the response variables suitable for a linear regression, unlike
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Bradley et al. (2015) where a fourth-root transformation was needed to achieve
approximate normality.
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Figure 3.9: Histogram of standardized residuals.
Tables 3.2 and 3.3 show the results of ANOVA for both variables respectively
where ‘Source’ indicates the source of variability used in the ANOVA, ‘DF’ denotes
the degrees of freedom, ‘SS’ denotes the sum of squares, ‘MS’ denotes mean squared
error, and F denotes the F-statistic associated with the source.
Table 3.2 presents the results of an ANOVA for the first variable with up to
two-way interaction between the parameters. The ANOVA indicates that the ex-
planatory variables including interactions explain 91% of the total variation of the
RE for the first variable. In this case, the most variation (37%) is explained by the
correlation of random effects, ρe, followed by the interaction of ρe with R (27%).
The interaction between ρe and ρv explains 4% of the total variation.
The ANOVA for the second variable with up to two-way interactions is presented
in Table 3.3. Here, all main effects and interactions explain 88% of the total varia-
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tion. The highest variation (32%) is explained by the correlation of random effects,
ρv. The interaction between ρv and R and the interaction between ρe and ρv explain
21% and 4% variation respectively.
Tables 3.2 and 3.3 show that most of the variation of the RE of the first variable
is explained by ρe and of the second variable is explained by ρv. It can be concluded
that ρe might be the most important parameter for the first variable and ρv might
be the most important parameter for the second variable. The exploratory analysis
described in Subsection 3.4.2 also revealed the importance of ρe and ρv for getting
lower REs of the first and second variable respectively.
Table 3.2: Analysis of variance (ANOVA) on relative efficiency of the first variable,
for up to two-way interactions
Source DF SS MS F value R-squared
ρe 5 105.3 21.06 11511.2 0.9060
ρv 5 5.480 1.095 598.731
R 5 16.05 3.209 1754.14
Σv11 8 7.240 0.904 494.409
ρe × ρv 25 12.10 0.484 264.460
ρe× R 25 77.19 3.088 1687.70
ρe × Σv11 40 4.750 0.119 64.8710
ρv× R 25 21.53 0.861 470.716
ρv × Σv11 40 0.570 0.014 7.79800
R×Σv11 40 5.030 0.126 68.7200
Residuals 14361 26.27 0.002
Total 14579 281.5
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Table 3.3: Analysis of variance (ANOVA) on relative efficiency of the second variable,
for up to two-way interactions
Source DF SS MS F value R-squared
ρe 5 7.060 1.412 777.45 0.8836
ρv 5 72.55 14.51 7989.9
R 5 9.720 1.945 1070.8
Σv11 8 7.430 0.929 511.33
ρe × ρv 25 7.680 0.307 169.19
ρe× R 25 13.02 0.521 286.72
ρe × Σv11 40 3.650 0.091 50.210
ρv× R 25 47.04 1.882 1036.1
ρv × Σv11 40 18.32 0.458 252.18
R ×Σv11 40 11.57 0.289 159.30
Residuals 14361 26.08 0.002
Total 14579 224.1
3.4.4 Formal Analysis of Numerical Study: Regression Tree
Classification and Regression Trees (CART), developed by Breiman (1984), are sim-
ple and powerful tool in predictive statistics. CART explains the variation in a single
response variable by repeatedly splitting the data into sub-groups, using combina-
tions of explanatory variables that may be categorical or numeric. It has two types:
regression trees and classification trees. In classification trees, response variables
are categorical and in regression trees, response variables are numeric. Regression
trees can be represented graphically. They have a root node which represents the
undivided data at the top of the tree, which is then split into branches and leaves.
Each leaf represents one of the final groups. In traditional regression models, a
single regression equation is developed to represent the entire dataset. Regression
trees are an alternative approach which are straightforward to interpret and avoid
the assumption of linear relationships.
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The basic ideas of regression trees is to split the dataset into many partitions and
to assume a common expected value of the response variable in each partition. For
numerical explanatory variables, a split is defined by values less than and greater
than or some chosen value. The prediction of the response variable in each node is
just the mean of the response variable in the node. The structure of the tree is similar
to a real tree (upside down): there is a root, where the first split happens. After
each split, two new nodes are created. The partitions of the data, which are not split
further, are called terminal nodes or leaves. Regression tree may continue up to a
pre-defined depth. Alternatively, tree construction may stop when a goodness of fit
criteria is achieved, for example when its deviance (mean squared error) is less than
one percent of the deviance of the root node (Friedman et al., 2001, pp.247-248).
Trees are usually “pruned” to a suitable size to avoid overfitting the data. Prun-
ing reduces the size of decision trees by removing sections of the tree that provide
little power to classify cases. The most common approach to pruning the tree is
based on the complexity parameter which is a value at which the tree makes di-
visions in the nodes until the reduction in the relative error is less than a certain
value (Quinlan, 1990). Another method of pruning is to restrict the depth of the
tree (Therneau et al., 2010). These simple mechanisms make the interpretation of
the model straightforward.
ANOVA has been used to summarize the result of complex numerical study
(Bradley et al., 2015). However, ANOVA analyses of numerical results are also
difficult to interpret, and require parametric and distributional assumptions which
are not always justified. In some cases, outcome measure must be transformed to
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achieve the approximate normality required ANOVA, and this further complicates
interpretation. The novel use of regression trees described here offers several advan-
tages:
• Firstly, regression trees are a simple, direct and easily understandable method
of summarizing the numerical results on the relative efficiency of BFH com-
pared to UFH.
• Secondly, the regression tree naturally incorporates variable interactions in-
cluding the high order interactions, selecting only the most important splits.
The analysis is carried out using R software with the rpart package (Therneau
et al., 2010) with default settings except that the depth was restricted to 4 for
interpretability. The relative efficiency is considered as the response variable and
the parameters of the BFH model (ρe, ρv, Σv11, Σv22, Ψd11, Ψd22, re, rv, and R) are
considered as the explanatory variables.
Figure 3.10 and Figure 3.11 show the fitted tree for the first and second variables
respectively. In the figures, notation of the parameters are: rho.e = ρe, rho.v = ρv,
sigma11 = Σv11, and ratio = R.
For each node, an associated question is asked and splits to the left branch if
the answer is “yes”, and to the right branch if the answer is “no”. For example, the
first node is based on ρe (Figure 3.10) for the first variable where the total number
of observation is 14580. The left branch includes only those scenarios with ρe ≥ 0.8
and the right branch includes results with ρe < 0.8. For the second variable, the
first node is based on ρv (Figure 3.11) where the total number of observation is
74
also 14580. The left branch includes only those results with ρv ≥ 0.8 and the right
branch includes results with ρv < 0.8. The resulting regression trees are in Figure
3.10 and Figure 3.11. Each node shows the mean of the RE and the percentage of
observations in the node.
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Figure 3.10: Regression tree for predicting relative efficiency (First variable).
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Regression Tree of RE for Second Variable
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Figure 3.11: Regression tree for predicting relative efficiency (Second variable).
Table 3.4 and Table 3.5 summarize the scenarios with the lowest RE for the
first and second variables from Figure 3.10 and Figure 3.11 respectively. Table 3.4
reveals that the best gain (RE=0.42) from the BFH model is obtained from the
first leaf for the first variable. It can be concluded from Table 3.4 that the higher
the values of ρe and R, the higher the chance of getting a gain from BFH for the
first variable. Table 3.5 shows that the best gain (RE=0.46) is also achieved for the
second variable from first leaf. Higher values of ρv and R have a notable role in
getting a gain for the second variable (Table 3.5).
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Impressive gains with RE < 0.5 are possible, but only for fairly extreme situa-
tions where ρv or ρe is very high and R is far from 1.
Table 3.4: Summary table of lower relative efficiency (RE) of the first variable from
Figure 3.10
Leaf Average RE
ρe ≥ 0.8,Σv11 ≥ 0.27 and R ≥ 12 0.42
ρe ≥ 0.8,Σv11 ≥ 0.27 and 3.9 ≤ R < 12 0.59
ρe ≥ 0.8, R ≥ 3.9 and Σv11 < 0.27 0.73
ρe ≥ 0.8 and 0.18 ≤ R < 3.9 0.77
0.6 ≤ ρe < 0.8, R ≥ 5.8 and Σv11 ≥ 0.5 0.74
ρe < 0.6, ρv ≥ 0.8 and R ≥ 0.83 0.71
Table 3.5: Summary table of lower relative efficiency (RE) of the second variable
from Figure 3.11
Leaf Average RE
ρv ≥ 0.8,Σv11 ≥ 0.83 and R ≥ 8.2 0.46
ρv ≥ 0.8,Σv11 ≥ 0.83 and 3.2 ≤ R < 8.2 0.62
ρv ≥ 0.8, R ≥ 3.2 and 0.27 ≤ Σv11 < 0.83 0.74
ρv ≥ 0.8, R ≥ 3.2 and Σv11 < 0.27 0.88
ρv ≥ 0.8 and 1.2 ≤ R < 3.2 0.83
0.6 ≤ ρv < 0.8, R ≥ 5.8 and Σv11 ≥ 0.5 0.75
ρv < 0.6, ρe ≥ 0.8 and R ≥ 0.83 0.75
3.5 Simulation Experiment
3.5.1 Design of the Experiment
This section describes a simulation experiment for analyzing and comparing the
relative efficiency of small area estimates from the BFH model compared to the
UFH model. The simulation follows González-Manteiga et al. (2008). Refer back to
Section 2.5 for details of González-Manteiga et al. (2008).
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Let us consider two response vectors θd = (θd1, θd2)
′ , d = 1, 2, . . . , D which are
assumed to be linearly related to the values of the two explanatory variables. For
the simulation study we consider D = 100 areas. The steps of simulation study
following González-Manteiga et al. (2008) are outlined as follows using notation
from this thesis:
1. The values of the explanatory variables Zd = (Zd1, Zd2)
′ are generated from a
multivariate normal distribution asZd1
Zd2
 ∼ MVN

10
10
 ,
 1 1√2
1√
2
2


The random area effects vd are generated from a normal distribution with zero
mean and unit variance, and the vectors of sampling errors ed = (ed1, ed2)
′ are
generated from a multivariate normal distribution with mean zero and co-
variance matrix Ψd = (Ψdjk), j, k = 1, 2 where Ψdjk = rjk
√
wd and wd are
the heteroscedasticity weights. For generating ed, assume r11 = 1, r22 = 2
and r12 = ρe
√
r11r22. However, for generating ed, González-Manteiga et al.
(2008) assume r11 = 1, r22 = 2 and r12 = ρe
√
r11r22 with the heteroscedasticity
weights wd =
√
Z2d1 + Z
2
d2. Two options are implemented here: firstly con-
sidering heteroscedasticity weights as wd = 1 (homoscedastic model) and sec-
ondly heteroscedasticity weights as wd =
√
Z2d1 + Z
2
d2 (heteroscedastic model).
Like González-Manteiga et al. (2008), the regression coefficients are set as
β1 = β2 = 1.
2. Using the simulated values of explanatory variables, the random effects and
78
sampling errors, the two response variables are generated with different values
of ρe = −0.5,−0.25, 0, 0.25, 0.5 via the BFH model (3.10).
3. Both the UFH and BFH models are fitted to the direct estimates θ̂d = β
′Zd
on the explanatory variables using the maximum likelihood (ML) estimation
method where the log likelihood is calculated using (3.7) and (3.15). ML
estimators are obtained using optim function in R. The estimated parameters
are then used in BLUP estimates (3.5) and (3.12) to obtain the EBLUP of θ̂d.
4. Repeat step (1) to (3) for S=500 times and calculate the MSE of EBLUP of
θ̂d as below:
MSEsim
(
θ̂dr
)
= S−1
S∑
s=1
(
θ̂drs − θdrs
)2
, r = 1, 2 (3.23)
where θ̂dr is the estimator for variable r in area d, θ̂drs is the s-th simulation
of the estimator of variable r in area d, and θdrs is the true value for variable
r in area d in the s-th simulation.
3.5.2 Results of the Simulation Experiment
Table 3.6 presents the medians of the REs over the 100 areas for the different values
of the correlation ρe with heteroscedasticity weight 1. The RE of BFH estimators are
less than 1 for both variables although the gain is much better (lower value of RE)
for the second variable than the first variable. The reason may be that the sampling
variances are higher for the second variable than the first variable and consequently,
second variable of the model borrows more strength from the first variable and hence
achieves larger reduction in MSE (González-Manteiga et al., 2008). Lowest REs are
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obtained for the most negative values of ρe for both variables.
In Table 3.7, the first two rows show the medians of the REs over D = 100
areas considering heteroscedasticity weight as wd =
√
Z2d1 + Z
2
d2. The REs of the
BFH estimators are approximately one for different values of ρe for both variables
(Table 3.7). The medians of the REs for first variable and the second variable for
a similar scenarios in the numerical study (Subsection 3.4.2) with ρe = 0, 0.3, and
0.5 are also presented in Table 3.7 (3rd and 4th rows). The REs of simulation and
numerical study behave similarly (both about one) when ρe varies from 0 to 0.5 for
both variables.
Table 3.6: Medians of RE over D = 100 small areas with wd = 1
ρe -0.5 -0.25 0 0.25 0.5
First variable 0.56 0.71 0.83 0.92 0.98
Second variable 0.46 0.58 0.65 0.72 0.77
Table 3.7: Medians of RE over D = 100 small areas with wd =
√
Z2d1 + Z
2
d2
ρe -0.5 -0.25 0 0.25 0.5
Simulation Results First variable 0.96 0.98 1.00 1.00 1.00
Second variable 0.97 0.98 0.99 0.99 0.99
Numerical Results REd1 0.99 0.99 0.97
REd2 0.96 0.98 0.96
The results obtained from the Table 3.6 are similar to González-Manteiga et al.
(2008) when using the heteroscedasticity weights as one. However, González-Manteiga
et al. (2008) wrote that they used heteroscedasticity weights as wd =
√
Z2d1 + Z
2
d2.
But the simulation in this thesis suggest that González-Manteiga et al. (2008) may
perhaps have actually used wd = 1.
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3.6 Summary
In this chapter, the relative efficiencies of BFH estimators over UFH estimators have
been theoretically investigated for some special cases. The special cases showed that
there is no gain of using BFH model under the following situations: (1) when the
sampling errors are zero, (2) when the sampling errors correlation and the random
effects correlation are both zero, (3) when the variance-covariance matrices of the
sampling errors and the random effects are proportional, (4) When the covariance
term of the random effects is equal to its variance term of the first variable and when
the covariance term of the sampling errors is equal to its variance term of the first
variable then there is no gain for the first variable. Similarly, when the covariance
term of the random effects is equal to its variance term of the second variable and
when the covariance term of the sampling errors is equal to its variance term of the
second variable then there is no gain for the second variable. However, when the
ratio of the variances of random effects is large, there would be some gains of using
BFH estimators.
The efficiencies of BFH estimators and UFH estimators have been compared in a
numerical study and a simulation study in this chapter. In the numerical study, the
RE of BFH model has been investigated for 14,580 parameter combinations. The
exploratory results of the numerical study reveal that the REs of both variables are
affected by random effects correlation (ρv), sampling error correlation (ρe) and the
ratio of the variances of sampling errors and random effects (R). Lower RE (good
gains) were obtainable with higher values of ρv and ρe. The RE of first variable
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was influenced mainly by ρe and the RE of second variable was influenced more by
ρv. However, boxplots of the REs by ρv and ρe, show considerable variation which
suggests that other parameters may also be influential. No gain was observed for
either variables when ρv and ρe are both zero.
The results of numerical study also showed the influence of R on the RE. There
was no gain when the R is equal to one. This point is analogous to a finding of
Birrell et al. (2011) in the different context of multivariate time series estimation.
The magnitude of the relative efficiency is higher if the R ratio is far from 1. When
R is large and the two correlations are also high, the BFH can reduce MSEs by just
over 50% compared to UFH.
The results of numerical study is supported via ANOVA analysis and regression
tree analysis. Two-way ANOVA analysis confirmed that highest variation in RE
for the first variable is explained by ρe and highest variation in RE is explained by
ρv for the second variable. Thus correlations of sampling errors and random effects
are most important determinants of the RE of BFH estimators. The ANOVAs also
showed that the interaction between ρe and R is important for the first variable
and the interaction between ρv and R is important for the second variable. A new
regression tree approach to analysing numerical study also demonstrates that low
RE (better gain) is obtained for the first variable with high ρe and high R and for
the second variable with high ρv and high R.
In a simulation experiment, firstly, REs of BFH estimators were calculated on
data generated from a homoscedastic BFH model. In that case, good gains are
obtained for both variables with different values of ρe but gains are better for the
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second variable. The reason is that the sampling variances were higher for the second
variable than the first variable. Secondly, data were simulated from a heteroscedastic
model following González-Manteiga et al. (2008), resulting REs close to 1 for both
variables.
Overall, both the numerical study and the simulation experiment suggest that
substantial gains are obtainable using the BFH model, but only when ρv or ρe or
both are high and when R is far from 1.
Chapter 4
MSE Estimation and Empirical
Study for Bivariate Fay-Herriot
Model
This chapter applies the univariate and bivariate Fay-Herriot models to a real
dataset. A parametric bootstrap method is used to estimate the MSEs of these
small area estimators. In addition, bootstrap confidence intervals (CI) of the rela-
tive efficiencies (REs) of BFH compared to UFH estimators are calculated to assess
whether gains from the bivariate approach can be clearly demonstrated with a real
dataset.
4.1 Introduction
The numerical evaluation in Chapter 3 was by no means exhaustive and also it was
based on the approximate MSE. Although some cases have emerged as to when
the BFH model is beneficial over the UFH, a general result was not evident in the
previous chapter. In order to evaluate the applicability and flexibility of the BFH
and UFH models in a realistic data scenario, the methods are applied in this chapter
to a New Zealand Health Survey (NZHS) dataset.
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In Chapter 3, the relative efficiencies of BFH estimators were calculated through
a simple approximation of the MSE. This approximation was adequate for the pur-
pose of the numerical study described in Section 3.4. However, in order to compare
the BFH estimators to UFH estimators using a real dataset, an analytical approxi-
mation of the MSE, like the Prasad and Rao (1990) approximation of MSE allowing
for the effect of estimated parameters, is desirable. Resampling estimators of the
MSE can be similarly effective (González-Manteiga et al., 2008).
González-Manteiga et al. (2008) developed a bootstrap method to estimate the
MSEs of small area estimates and compared it to the MSE estimator based on an
analytical approximation proposed by Prasad and Rao (1990). Their study suggests
that a parametric bootstrap method performs better in small area estimation than
the analytic based estimator of the MSE. In this chapter, a parametric bootstrap
method is developed for estimating the MSE of BFH and UFH estimators, and
applied to the NZHS dataset. The efficiency of BFH estimators is compared to
the UFH estimators on the basis of these estimated MSEs. In order to estimate
the MSE, model parameters are treated as unknown and estimated via maximum
likelihood.
Gains from the use of bivariate models for small area estimation were identified in
Chapter 3, based on the approximate MSEs in (3.6) and (3.13). In practice, however,
it may be unclear whether the MSE is really reduced by the bivariate approach.
Even if point estimates of the BFH MSEs are smaller than the estimated UFH
MSEs, it must be remembered that the MSE estimators are themselves variable. It
is therefore possible that the apparent gains from using BFH estimators are spurious
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for a given dataset. To assess this possibility, it is proposed that confidence intervals
for the relative efficiency of BFH compared to UFH be calculated using a parametric
bootstrap. This new approach is applied to the example dataset. In addition,
in Chapter 3, the relative efficiencies of BFH compared to UFH estimators were
investigated via a simulation study and it was found that gains were obtainable
using BFH estimators. In order to compare the REs of BFH with those from the
UFH estimators, this new approach of calculating the CIs is also applied to simulated
datasets.
This chapter is divided into following sections: Section 4.2 summarizes the New
Zealand Health Survey 2011/12 dataset. Section 4.3 describes the ML estimation
method for fitting UFH and BFH models and a parametric bootstrap procedure to
estimate the MSEs of the small area estimators based on these models. Empirical
results based on the analysis of the NZHS dataset are presented in Section 4.4.
Section 4.5 describes the procedures of parametric bootstrap to calculate CIs which
are applied to the NZHS data and simulated data with Section 4.6 summarizing the
findings.
4.2 Example Dataset: The New Zealand Health
Survey
In this section the New Zealand Heath Survey 2011/12 dataset which is used for the
empirical study is described. The NZHS provides valuable information on people’s
health behaviors, lifestyles, health status, and access to health care. The survey
is primarily designed to provide estimates at the national level, however regional
86
estimates are also calculated. The main purpose of the survey is to provide accurate
information about the mental and physical health of New Zealanders for developing
health policies and strategies (Clark and Templeton, 2012).
In the empirical study, it is assumed that the areas of interest are 63 general
election districts (GED). These are New Zealand’s electoral units and have approx-
imately equal population size.
4.2.1 Sample Design
The NZHS 2011/12 survey uses a stratified multi-stage area sampling design. The
survey conducts face-to-face interviews with 12,370 responding adults aged 15 years
and over, and 4,478 children aged 0-14 years from 12,370 households. In this thesis
only the adult dataset is used. A dual sampling frame approach is used: an area-
based sampling frame of meshblocks (Statistics New Zealand’s geographical areas
for the census) and a list-based sampling frame consisting of a sample from the
NZ Electoral Roll. The former approach increases the sample sizes of the Pacific
and Asian ethnic groups and the latter approach increases the number of Māori in
sample (Clark and Templeton, 2012).
The area-based sampling design uses a stratified three-stage selection process
and meshblocks are the primary sampling units (PSUs). The first stage consists of a
sample of meshblocks selected by probability-proportional-to-size (according to the
2006 census). In the second stage, a sample of eligible households is selected within
the selected meshblocks. In the third stage, one eligible adult and one eligible child
(if any) are selected from within each selected dwelling. The eligible individual(s)
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are chosen randomly from all eligible individuals in the household (Clark et al.,
2013).
The electoral roll sample covered those households where a household member
self-identified as having Māori ancestry. Stratified three-stage sampling is used to
select the sample from the electoral roll (Clark and Templeton, 2012). A sample
of meshblocks within each stratum is selected with probability proportional to size
sampling at the first stage. Then a random sample of 10 households is selected from
each selected meshblock. Lastly, one adult and one child are selected at random
from each selected address. The sample of meshblocks is selected so that it does not
overlap with that of the area-based sample.
Finally, the area and roll samples are merged to obtain the final sample. Proba-
bilites of being in the merged sample are calculated for all respondents. Calibrated
sample weights are used to calculate all survey estimates. Although the Electoral
Roll component of the sampling design increases the chance of selection of Māori
respondents, the use of sample weights ensures that the estimates of population
totals, averages, and proportions are approximately design-unbiased. Variances of
survey estimates are estimated by using 100 jackknife group replicate weights.
4.2.2 Data Variables
There are 30 key binary indicators in the NZHS, including variables such as Obesity,
Current Smoker, and High Blood Pressure. A list of these indicators with their
national prevalences is presented in Table 4.1. Table 4.2 lists the covariates that are
used in the Fay-Herriot models in this chapter.
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The Māori people are the indigenous population of New Zealand, and are im-
portant for social, political and historical reasons. Māori constitute 14% of New
Zealand adults but they comprise a higher sample proportion in a household sur-
vey due to oversampling (Clark and Templeton, 2012). They have higher rates of
poverty and illness than the general population and so are a particular priority in
public health planning. Age is an important determinant of health status. One
of the major aim of NZHS is to monitor the physical and mental health of New
Zealanders according to age (Clark et al., 2013). Thus in order to demonstrate and
evaluate the new method, the mean age of area-specific population (age) and the
proportion of the population who are Māori (Maori) are used as auxiliary variables.
The developed method is simplified by considering few fixed effects, even though
in a real application it would often be desirable to add more, possibly based on a
formal model selection.
The BFH model (3.10) as well as the UFH model (3.3) will be used to estimate
area prevalences of the 30 key indicators. In the BFH model, two variables are
considered together as dependent/response variables. Therefore,
(
30
2
)
= 435 pairs of
response variables are investigated in this empirical study. The variance-covariance
matrix of sampling errors is an array of 63 × 30 × 30. Each 30 × 30 matrix gives
the estimated variance-covariance matrix of the sampling errors for the 30 estimated
means for one area.
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Table 4.1: Description of the key indicators in the NZHS dataset
Health Variable Description Variable Name
National
Prevalence (%)
Excellent, very good or good self-rated health health goodvgexc 89.3
Current smoking current smoker 17.9
Daily smoking daily smoker 15.9
Vegetable intake (3+ servings per day) veges 66.0
Fruit intake (2+ servings per day) fruit 58.1
Physically active active 51.0
Obesity obese 29.4
High blood pressure (medicated) hiblood 15.9
High cholesterol (medicated) hichole 10.5
Ischaemic heart disease (diagnosed) ihd 4.9
Stroke (diagnosed) stroke 1.9
Diagnosed common mental disorder mentalhealth 16.3
Psychological (mental) distress k10high 5.9
Diabetes (diagnosed) diabetes 5.7
Asthma (medicated) asthma all 11.4
Arthritis (diagnosed) arthritis 15.1
Chronic pain pain 17.7
Visited a GP in the past 12 months gpvisit 78.3
Visited a practice nurse nurse alone 29.9
Visited an after-hours medical centre in the past 12 months afterhours 11.7
Experienced unmet need for primary health care in the past 12 months unmetneed primary 26.9
Unable to get appointment at usual medical centre within 24 hours no gp24hrs 14.3
Unmet need for GP services due to cost unmetneed gp costs new 14.4
Unmet need for after-hours services due to cost unmetneed afterhours costs 7.0
Unmet need for GP services due to lack of transport unmetneed gp trans 3.7
Unmet need for after-hours services due to lack of transport unmetneed afterhrs trans 1.5
Unfilled prescription due to cost in the past 12 months noscriptcost new 6.2
Had any teeth removed due to decay, abscess, infection or gum disease teethextract pasty 6.7
Visited a dental health care worker in the past 12 months dentist 12mths 44.3
Usually only visits a dental health care worker for dental problems dentist nocheckup 50.1
Table 4.2: Description of the covariates (Z) used in the Fay-Herriot models for the
NZHS dataset
Demographic Variable Description Variable Name
Age age
Age Squared agesq
Age Female age.F
Age and age squared for female only agesq.F
Female female
Maori: NZ’s indigenous population maori
Maori Female maori.F
Pacific: ethnic population in NZ pacific
Pacific Female pacific.F
4.2.3 Sampling Variance Calculation
The design-based area-specific sampling errors variance-covariance matrices, Ψd, in
model (3.10) are calculated by assuming that they are proportional to the inverse
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of the area-specific sample size. Group jackknife estimators of national variances
and covariances are calculated using the replicate weights given on the survey data
set. Let nd and n denote the area-specific and overall sample sizes respectively. To
stabilize the estimators of Ψd, it is assumed that
Ψ̂d =
n
nd
Ψnational
where Ψnational is estimated using the jackknife replicate weights. In this data set,
nd ranges from 20 to 529 (Figure 4.1) and n =
∑63
d=1 nd = 13009.
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Figure 4.1: Distribution of area-specific sample sizes.
A different method of estimating Ψd is given in Appendix B.1.
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4.3 Methodology
4.3.1 Model Fitting via Maximum Likelihood Estimation
The elements of the area-specific random errors variance (Σv), the design-based
sampling errors variance (Ψd), and the regression coefficients (β), collectively are
the parameters of the BFH model (3.10). As is usual in Fay-Herriot models, Ψd is
assumed to be known, whereas Σv is unknown and needs to be estimated from the
survey data.
The area-specific random errors variance, Σv, can be estimated using several
methods such as maximum likelihood (ML), restricted maximum likelihood (REML),
and the method of moments (MM) (Chambers and Clark, 2012, p.75). Here, both
Σv and β are estimated using maximum likelihood. The optim function in R which
offers a straightforward and convenient way to obtain the results is used to esti-
mate the parameters. The optim function requires a vector of starting values, the
log-likelihood function which will be optimized, and the data for estimation. The
function returns the maximum likelihood estimates of the parameters and the value
of the log-likelihood function given the estimates.
The optim function is also used to compute the Hessian matrix which is the
square matrix of second-order partial derivatives of the negative log-likelihood func-
tion at the optimum. This is the observed information, and is inverted to give the
estimated variance-covariance matrix of the parameters. The square roots of the
diagonal elements of the inverted variance-covariance matrix are the standard errors
of the parameter estimates. Asymptotic 95% confidence intervals of the parame-
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ters can be calculated using the parameter estimates plus or minus 1.96 times the
standard errors (SE).
4.3.2 Parametric Bootstrap Mean Squared Error
Bootstrap methods have become more commonly used methods to estimate the
MSE. González-Manteiga et al. (2008) stated that a bootstrap estimator performs
better than a non-replication estimator based on an analytic approach under a mul-
tivariate Fay-Herriot model. In this chapter, a parametric bootstrap procedure
is used to estimate the MSEs of the UFH and BFH estimators loosely based on
González-Manteiga et al. (2008). The bootstrap method is outlined as follows:
1. Fit the model to the original data and calculate the estimates of the regression
parameters β̂ and the variance component matrix Σ̂v using the ML estimation
method.
2. Generate Dr independent realisations {Wdi : d = 1, 2, . . . , D, i = 1, 2, . . . , r}
of a variable W1 from the normal distribution with mean zero and variance
one. Construct the vector v∗ = (v∗1, . . . ,v
∗
D)
′ with elements v∗d where v
∗
d is
obtained by multiplying the vector of the square roots of each diagonal element
of Σ̂v with {Wdi : i = 1, 2, . . . , r}. Here, v∗d is a r-vector and hence v∗ is a
vector of length Dr.
3. For d = 1, 2 . . . , D, generate independent r-vectors W2d whose elements are
r independent realizations of a random variable from N(0, 1) which are in-
dependent of W1. Construct the vector e
∗ =
(
e∗1, . . . , e
∗
D
)′
with elements
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edr =
√
ΨdrW2dr, d = 1, 2, . . . , D. The mean vector and covariance matrix of
e∗ are respectively 0rD and Ψe = diag{diag(Ψ1), . . . , diag(ΨD)}. This is a
simplification of the method in González-Manteiga et al. (2008).
4. The bootstrap realisations of θ̂d are
θ̂∗d = Z
′
dβ̂ + v
∗
d + e
∗
d (4.1)
5. The model is fitted to the bootstrap data to give bootstrap estimators β̂∗, Σ̂∗v
of the model parameters. The EBLUP of θ̂∗d under the bootstrap model (4.1)
is
θ̂∗dEBLUP = Z
′
dβ̂
∗ + v̂∗d (4.2)
where β̂∗ and v̂∗d are the bootstrap version of β̂ and v̂d. The true mean vector
θ∗d is
θ∗d = Z
′
dβ̂ + v
∗
d (4.3)
6. All the five steps are iterated for a large number of times say B=1000 times.
Let θ̂
∗(b)
dEBLUP and θ
∗(b)
d denote the vectors obtained from (4.2) and (4.3) in
the b-th replication. Then the bootstrap MSE of the EBLUP estimator is
calculated as
M̂SE(θ̂dEBLUP ) = B
−1
B∑
b=1
(
θ̂
∗(b)
dEBLUP − θ
∗(b)
d
)(
θ̂
∗(b)
dEBLUP − θ
∗(b)
d
)′
94
4.4 New Zealand Health Survey Data Analysis
4.4.1 Results for One Pair of Variables
In this subsection, one pair of variables among the 435 pairs is chosen to illustrate
the impact of BFH model on small area estimation. The direct estimates of the
proportions of obese people (Obesity) and people with high blood pressure (High
Blood Pressure) from the NZHS are used as the response variables among the 30 key
health indicators. Auxiliary variables are the mean age of area-specific population
(age) and the proportion of the population who are Māori (Maori). The design-
based sampling errors, Ψd, are calculated from the NZHS 2011/12 data set. The
regression parameters, β, and the area level variance components Σv are estimated
as described in Section 4.3. Direct area level weighted estimates of adult health
indicators are obtained from the NZHS 2011/12.
The ML estimate of Σv in the BFH model (3.10) for Obesity and High Blood
Pressure is:
Σ̂v =
 36.2 4.2
4.2 2.3
× 10−4 (4.4)
Table 4.3 shows 95% CIs for the elements of Σv, calculated as described in Subsection
4.3.1. It is observed that the CIs are very wide.
Table 4.3: Estimates and 95% CIs of the elements of Σv
Parameter Estimate Lower limit Upper limit
Σv11 36.2 21.8 60.2
ρv 0.46 0.10 0.87
Σv22 2.30 0.63 8.10
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The medians of the elements of Ψd over the 63 areas are:
Ψ̃ =
 13.51 1.9
1.9 6.6
× 10−4 (4.5)
The numerical study in Section 3.4 showed that gains are obtainable for BFH
estimators over UFH estimators when ρv =
Σv12√
Σv11×Σv22
is high, ρe =
Ψd12√
Ψd11×Ψd22
is
high and the ratio R = rs
rv
(where rv =
Σv22
Σv11
and rs =
Ψd22
Ψd11
) is high or low. In
this empirical study, since ρ̂v = 0.46, ρ̂e = 0.20 and R̂ = 7.8 (calculated from (4.4)
and (4.5)), it is to be expected that there will be little gain of applying the BFH
approach.
The distributions of the estimated relative root mean squared errors (RRMSEs)
of Obesity for the direct, UFH and BFH estimators across the 63 areas are presented
in the left hand panel of Figure 4.2. The median RRMSEs are 12.9%, 10.9% and
10.6% for direct, UFH and BFH estimators of Obesity, respectively. The RRMSEs
are very similar for the UFH and BFH approaches for Obesity. The UFH and BFH
estimators show greater improvement over the direct estimator for High Blood Pres-
sure. For this variable the medians of the RRMSEs are 16.2% for direct estimator,
8.7% and 6.1% for the UFH and BFH estimators respectively. So from this figure
it can be said that, BFH has almost no benefit over UFH for Obesity, but quite a
good benefit for High Blood Pressure.
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Figure 4.2: Distribution of the estimated relative root mean squared errors (RRM-
SEs%) across 63 areas for Obesity (left panel) and High Blood Pressure (right panel)
for the direct, UFH and BFH estimators.
4.4.2 Results for All Pairs of Variables
The results and discussion in Subsection 4.4.1 were based on one pair of variables:
Obesity and High Blood Pressure. In this subsection, the investigation has been
repeated for all
(
30
2
)
= 435 possible pairs (870 ordered pairs) of dependent variables.
The boxplots in Figure 4.3 show the distribution of the estimated median RRM-
SEs over areas for all 870 ordered pairs of the variables. It is noted that the direct
estimators have median RRMSE of 18.2% and the UFH and BFH estimators have
median RRMSE of 12.5% and 10.5% respectively. Comparing the boxplots, it can
be said that, in summary, there are small gains of BFH estimators over UFH es-
timators across the combinations of variables but both of them achieve good gain
(lower RRMSE) over the direct estimators.
Figure 4.4 shows the scatter plot of the estimated medians of the RE of BFH
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and UFH estimators relative to the direct estimator for the 870 ordered pairs of
indicator variables. The BFH estimators perform better than the UFH estimators
for almost all pairs. Both are always more efficient than the direct estimator, with
all median REs less than 0.9.
Figure 4.5 shows the distribution of different quartiles (Q1, Q2, Q3) and Figure
4.6 shows the boxplot of the minimum of the REs of BFH compared to UFH over
areas for the 870 ordered pairs of indicator variables. All three plots in Figure 4.5
confirm that the BFH doesn’t only show better performance than the UFH over
most of the pairs in terms of the second quartile but also for the first and third
quartiles. Boxplot of Figure 4.6 also show that the BFH estimators perform better
than the UFH estimators in terms of minimum REs.
Overall, it can be said that, UFH and BFH estimators have good gains over
the direct estimators across the combinations and BFH estimators have some useful
gains compared to UFH estimators for most of the pairs. A discussion how an
alternative method of smoothing the design variances affects the comparison of UFH
and BFH is given in Appendix B.2.
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Figure 4.3: Distribution of the estimated median relative root mean squared errors
(RRMSEs%) of the direct, UFH and BFH estimates over 63 areas for 870 ordered
pairs of indicator variables.
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Figure 4.4: Distribution of the estimated median relative efficiencies (REs) of the
BFH and UFH estimators relative to the direct estimators over 63 areas for 870
values of indicator variables.
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Figure 4.5: Distribution of the quartiles of the relative efficiencies (REs) of BFH
relative to UFH estimators over areas based on 870 ordered pairs of indicator vari-
ables.
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Figure 4.6: Distribution of the minimum relative efficiencies (REs) of BFH relative
to UFH estimators over areas based on 870 ordered pairs of indicator variables.
4.5 Bootstrap Confidence Intervals for the Rela-
tive Efficiency
Most of the small area studies on the estimation of the MSE of the BLUP focus solely
on point estimates of MSEs calculated based on both univariate and multivariate
models. This section makes inferences about the relative efficiency of BFH relative
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to UFH, by calculating parametric bootstrap confidence intervals for the REs. In
Section 4.4, small gains were apparently achieved by BFH estimators relative to
UFH estimators, but it is not clear whether these gains are genuine, or whether
they could be due to imprecision of the MSE point estimators.
4.5.1 Parametric Bootstrap Confidence Interval
The relative efficiencies of BFH estimators over the UFH estimators for variable 1
and variable 2 are estimated respectively as
R̂Ed1 =
M̂SE
(
θ̂dB1
)
M̂SE
(
θ̂dU1
) , R̂Ed2 = M̂SE
(
θ̂dB2
)
M̂SE
(
θ̂dU2
) (4.6)
where U and B subscripts denote the UFH and BFH estimators respectively. Since
the estimated REs are non-linear functions of the data, calculating analytic CIs is
complicated, therefore, the bootstrap is a sensible approach. The basic steps of the
parametric bootstrap are explained briefly as follows:
1. Obtain the estimates of the parameters C = (Σv11, ρ,Σv22,β) by ML method
and also the Hessian matrix H = −∂
2l
∂C∂C′
at the optimum.
2. Generate bootstrap parameters C∗b = (Σ
∗
v11, ρ
∗,Σ∗v22,β
∗) assuming a multivari-
ate normal distribution with mean vector Ĉb =
(
Σ̂v11, ρ̂, Σ̂v22, β̂
)
and variance-
covariance matrix H−1.
3. The bootstrap estimate of any function of C, say g (C) = g (Σv11, ρ,Σv22,β)
can be calculated using the bootstrap value of C∗b .
4. Repeat step 2 and step 3 for b = 1, 2, . . . , B.
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5. Let G be the bootstrap distribution of any function of C of interest, say g (C).
Then the (1− α) % percentile confidence interval is (Gα/2, G1−α/2) where Gα/2
and G1−α/2 indicates α/2th and (1− α/2) th percentiles of G (Davison and
Hinkley, 1997, p.203). In our case, the particular function of g(C) is the
estimated approximate relative efficiency (4.6), which is obtained as
R̂E
boot
= B−1
B∑
b=1
R̂Eb = B
−1
B∑
b=1
g(C∗b ) (4.7)
4.5.2 Application to New Zealand Health Survey Data
At first the approach is applied to the indicators Obesity and High Blood Pressure
and then all 435 pairs of indicators are investigated. Figure 4.7 shows the boxplot
of the 95% bootstrap CIs of the REs for Obesity and High Blood Pressure. Each
observation represents one of the 63 areas in the plot. The boxplots depict that the
lower confidence limit of RE of BFH relative to UFH for Obesity lies between 0.97
to 0.99 whereas the upper confidence limit is between 0.99 to 1. For the RE of BFH
of High Blood Pressure, the lower confidence limit varies from 0.50 to 0.83 and the
upper confidence limit lies within 0.99 to 1.
The bootstrap CIs of the REs of BFH over UFH have also been calculated for
all 435 pairs of dependent variables. Figure 4.8 shows the 95% bootstrap confidence
intervals of the relative efficiency for all 870 ordered pairs. The estimated REs
are observed within the range of 0.88 to 1, while the lower confidence limit varies
between 0.21 to 0.99, and the upper confidence limit is 0.98 to 1. It seems that the
upper confidence limit is one or very close to one in all cases, showing that the BFH
estimators are not proven to have lower MSE than the UFH estimators for any pair
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of indicators.
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Figure 4.7: Confidence Interval of the relative efficiencies (REs) of BFH over 63
areas for Obesity and High Blood Pressure estimates. LL=Lower Confidence Limit,
ER=Estimated RE and UL=Upper Confidence Limit.
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Figure 4.8: 95% Confidence Interval of the relative efficiencies (REs) of BFH over
63 areas for 870 ordered pairs of indicator variables. LL=Lower Confidence Limit,
ER=Estimated RE and UL=Upper Confidence Limit.
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4.5.3 Application to Simulated Data
In Chapter 3, a simulation experiment was described following González-Manteiga
et al. (2008). It was found that gains (low value of RE) are obtainable using BFH
estimators for different values of sampling errors correlation when the REs of BFH
estimators were calculated on data generated from a homoscedastic BFH model
(Table 3.6). The aim here is to calculate the bootstrap CIs of the RE using the
simulated dataset described in Section 3.5 for checking whether the CIs of the REs
contain 1, as in Subsection 4.5.2, for the simulated data.
For the purpose of this experiment, S=500 Monte Carlo samples were generated
as described in Section 3.5. For each sample s, the bootstrap procedure described
in Subsection 4.5.1 is used with B = 1000.
Boxplot 4.9 shows the bootstrap CIs of the REs of the BFH estimators over 100
areas for both variables. The lower limits of the CIs range from 0.78 to 0.97 while
the upper limits range from 0.98 to one for the first variable. The ranges of upper
and lower limits of CIs for the second variable are 0.48 to 0.98 and 0.96 to 0.99
respectively. Although there are some gains in using BFH model, the CI is wide for
both the variables. However, the CI is wider for the second variable than the first
variable.
Table 4.4 shows the medians of the CI limits over different number of areas with
ρe = 0.5 and heteroscedasticity weights wd = 1. The upper limit is one or very close
to one for both variables over all areas. So while there are often gains from using
the BFH model, the gains are never significant unless there are more than 200 areas.
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Figure 4.9: Boxplots of the LL, ER and UL from the 95% Confidence Intervals of
relative efficiencies (REs) over 100 areas when ρe = 0.5 and wd = 1. LL=Lower
Confidence Limit, ER=Estimated RE and UL=Upper Confidence Limit.
Table 4.4: Medians of the LL, ER and UL of the 95% CIs of RE over areas when
ρe = 0.5 and wd = 1. LL is the lower confidence limit, ER is the estimated relative
efficiency and UL is the upper confidence limit
Area
LL ER UL
First
Variable
Second
Variable
First
Variable
Second
Variable
First
Variable
Second
Variable
50 0.76 0.57 0.95 0.80 0.99 0.99
100 0.88 0.60 0.97 0.75 0.99 0.99
200 0.90 0.65 0.98 0.77 0.99 0.98
500 0.94 0.68 0.97 0.76 0.99 0.94
1000 0.94 0.71 0.96 0.76 0.99 0.92
4.6 Summary
In this chapter, a parametric bootstrap approach was used to estimate the MSEs
of the BFH and UFH estimators and the methods were applied to a NZHS dataset.
Small differences were observed between UFH and BFH estimators in terms of MSEs
for the considered two indicator variables Obesity and High Blood Pressure. Both
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the UFH and BFH estimators provide lower MSEs than the direct estimators. Over
all 435 pairs of indicators in the NZHS, UFH and BFH estimators performed better
than the direct estimators and there were some useful gains from BFH relative to
UFH, at least according to the point estimates of MSE.
A bootstrap method of calculating CIs for the REs was developed and applied
to both the NZHS and a simulated dataset. For the real data, the CI of the relative
efficiency was not wide for variable Obesity whereas the CI of the relative efficiency
was wide for variable High Blood Pressure. However, the upper limits of CIs are
almost one for both variables. An examination of the CI for all 435 pairs of indicators
also showed that upper limit of REs are always close to one.
For simulated data, the CIs of the relative efficiencies are also wide for both
variables. Although some gains are observed from using BFH in simulated data,
the upper limit of the CIs for REs were one or very close to one for both variables.
Moreover, the upper limits of the CI for different numbers of areas are also close to
one. It seems that the upper limit of the CI is less than one for one variable when
the number of areas is large but it comes away from one very slowly.
Although some gains (lower RRMSE) were found from BFH estimators compared
to UFH in the NZHS dataset, it seems that the upper confidence limit for the RE
was close to one in all pairs of combinations. Therefore, the BFH model seems to
often provide a small benefit over UFH, but it is very difficult to be confident about
the extent of this benefit using real data, unless the number of areas is very large.
Chapter 5
Estimating Small Area
Contingency Tables using
Multinomial Models
This chapter investigates the estimation of a population contingency table for each
small area where the rows and columns are survey variables. This problem dif-
fers from the one solved by Structure Preserving Estimation (SPREE) because it
considers the cross-classification of target variables from the current survey rather
than combining small area cross-classifications from a previous census with cross-
classifications of target variables from current survey data. Multinomial logit mixed
models will be used here to obtain small area estimates that are cross-classified
by more than one health indicator. Multinomial mixed models have already been
used in several studies for obtaining small area estimates for a single classifications
within areas (particularly labour force status) but not for cross-classifications of two
or more factors with multiple levels. In this chapter, mean-squared errors of the
small area estimates are calculated using a parametric bootstrap.
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5.1 Introduction
The contribution of this chapter is the application of multinomial logit mixed models
to cross-classified data from a two-way contingency table by area instead of a one-way
classification. For example, suppose we obtain sample counts by binary variables Y1
and Y2 as follows:
Area 1 Area 2 Area 3 Area 4
Y2 Y2 Y2 Y2
0 1 0 1 0 1 0 1
Y1
0 5 8
Y1
0 10 8
Y1
0 7 12
Y1
0 6 8
1 5 7 1 6 6 1 10 8 1 6 10
The research question is how can we efficiently estimate the population cell counts
by area? Multinomial random effects models will be fitted using the vectors of counts
by area which are modelled as multinomials. The aim here is to estimate cross-
classifications by area (e.g. population counts of Obesity by High Blood Pressure
in each area), not just marginal proportions as in Chapter 3 and Chapter 4 (e.g.
prevalence of Obesity and prevalence of High Blood Pressure in each area).
Consider an I × J contingency table (in the above example I = J = 2). Let pij
denote the probability that an observation falls in the ith row and jth column of the
I × J contingency table, which can be written symbolically as
pij = Pr(Y1 = i, Y2 = j) (5.1)
for i = 0, 1, 2, . . . , I−1; j = 0, 1, 2, . . . , J−1. The marginal probabilities are the row
and column totals that result from summing the joint probabilities. We denote these
by pi+ and p+j for the row and column variables respectively where the subscript
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“+” denotes the sum over the index, that is
pi+ =
J−1∑
j=0
pij and p+j =
I−1∑
i=0
pij (5.2)
Let Y1 and Y2 be the respective row and column variables, both with two levels
0 and 1. For example, Y1 could denote Current Smoker and Y2 denote Obesity and
our aim would be to estimate the counts by Current Smoker by Obesity. Notation
for two binary response variables is presented in Table 5.1.
Table 5.1: Notation for joint and marginal probabilities
Column (Y2)
0 1 Total
Row (Y1)
0 p00 p01 p0+
1 p10 p11 p1+
Total p+0 p+1 1
Estimation of small area counts that are cross-classified by one or more socio-
economic characteristics of interest is now an important issue for many local author-
ities (Zhang and Chambers, 2004). Since health indicators are important in public
policy and population well-being, local health authorities may be interested in de-
tailed breakdowns in their area, including cross-classifications of multiple variables.
The multinomial logit mixed model is considered here to estimate the small area
cross-classified counts of binary response health indicators.
The multinomial models in this chapter are used differently to those in the small
area literature. See Molina et al. (2007), Saei and Taylor (2012) and López-Vizcáıno
et al. (2013) where the authors introduced multinomial mixed models to produce
small area estimates of counts for different categories of labour force status. In this
chapter, we consider different categories which are obtained by cross-classifying more
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than one response variable. Unlike the work of Molina et al. (2007), the multinomial
logit mixed model proposed here uses category-specific random effects since these
allow a possible change in variance and pattern of association among categories (Saei
and Taylor, 2012).
The proposed multinomial mixed model is also different from SPREE. Zhang
and Chambers (2004) developed a SPREE model where they combine the cross-
classified counts of target variables from a survey with the small area classifications
of auxiliary variables that may come from the previous census. Here, the survey
cross-classification of target variables of each small area is used to fit a multinomial
logit mixed model, and census data is not used except for covariates, reflecting that
health indicators are not usually collected in censuses.
In this chapter, the proposed model-based approach is applied to estimate small
area cross-classified counts of New Zealand health indicators. A 2 × 2 contingency
table is modeled in each small area with random effects for each category. The
proportion of marginal counts is also calculated, possibly with greater efficiency due
to the contingency table model.
Mean-squared errors (MSEs) estimators from the considered non-linear models
are difficult to derive analytically. In the small area estimation literature, several
resampling methods have been proposed. Jiang et al. (2002) proposed a jackknife
methodology for MSE estimation under generalized linear mixed models. López-
Vizcáıno et al. (2013) and Molina et al. (2007) recommended a bootstrap estimator
of MSE rather than an estimator based on analytic approximation. In this chapter,
a bootstrap approach for MSE calculation is used, motivated by López-Vizcáıno
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et al. (2013) and Molina et al. (2007).
The chapter is organized as follows: Section 5.2 describes the multinomial mixed
model structure including the fournomial and the binomial as special cases. The
methodology for parameter estimation under the models is given in Section 5.3.
Section 5.4 describes the estimation of the MSE of small area estimators using a
parametric bootstrap procedure. Section 5.5 explains how to use a complex survey
design in multinomial modelling. Section 5.6 describes an empirical study using
the NZHS 2011/12 dataset. Results of the empirical study based on the cross-
classification of binary variables Obesity by High Blood Pressure are presented in
Section 5.7 and Section 5.8 presents the results based on the cross-classification
of binary variables Current Smoker by Obesity. Finally Section 5.9 gives some
conclusions.
5.2 Multinomial Model for Cross-Classified Data
This section describes the general model for multinomial data and can be used in
several ways including modeling the table data discussed in Section 5.1.
5.2.1 Definition of the Model
Let us consider a contingency table with q = IJ cells based on two or more response
variables in d = 1, 2, . . . , D small areas. A multinomial model can be defined for
r = 1, 2, . . . , q − 1 cells which means if there are q = 4 cells in the table, there are
q − 1 = 3 response cells in the multinomial model with the remaining cell being
used as the reference cell. Let yd = (yd1, . . . , ydq−1)
′ be the response vector of counts
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and pd = (pd1, . . . , pdq−1)
′ denote the respective probabilities of each category in
area d. Let yd0 denote the reference category with the probability pd0 then md =
yd0 + yd1 + . . .+ ydq−1 is the sample size in area d and pd0 +pd1 + . . .+pdq−1 = 1. Let
ud = (ud1, . . . , udq−1)
′ be the vector of category specific random effects in area d. We
also assume that ud are independently and identically distributed as multivariate
normal with probability density function
f (ud) =
1
2π|Σv|
1
2
e−
1
2
u′dΣ
−1
v ud , d = 1, 2, . . . , D (5.3)
where Σv is a (q − 1) × (q − 1) variance-covariance matrix. We further assume
that the response vectors yd conditioned on ud, are independent across areas d with
multinomial distributions
yd|ud ∼ Multinomial (md, pd1, pd2, . . . , pdq−1) , d = 1, 2, . . . , D (5.4)
with the probability function
f (yd|ud) =
md!
yd0!yd1! . . . ydq−1!
pyd0d0 . . . p
ydq−1
dq−1 , d = 1, 2, . . . , D (5.5)
It is also assumed that the probabilities pd are related to the auxiliary variables
and the random effects through the logit link ηdr = log
(
pdr
pd0
)
. It is assumed that
ηdr = log
(
pdr
pd0
)
= Z′dβr + udr, d = 1, 2, . . . , D, r = 1, 2, . . . , q − 1 (5.6)
where Zd is a (p× 1) vector of auxiliary variables and βr is the (p× 1) vector of re-
gression coefficients relating to variable r. The mean and variance of ydr conditioned
on ud are then µdr = mdpdr and σ
2
dr = mdpdr(1− pdr) respectively. The conditional
probability of a unit in area d being in category r is
pdr =
exp(ηdr)
1 +
∑q−1
r=1 exp(ηdr)
, d = 1, 2, . . . , D, r = 1, 2, . . . , q − 1 (5.7)
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The multinomial model (5.4), may be written more concisely for the two special
cases of interest where q = 2 and q = 4 (binomial and fournomial). These two
special cases are detailed in the following two subsections.
5.2.2 Binomial Case
The binomial form of the multinomial model (5.4) can be used to provide small
area estimates of binary health indicators such as the prevalence of current smoker
and non-smoker in each area. Here there are q = 2 categories gives one binary
variable, therefore there is q − 1 = 1 response category and one reference category
in the binomial model. For example, current smoker may be treated as the response
category and non-smoker as the reference category. Let yd0 and yd1 denote the sample
counts of the reference and response categories and pd0, pd1 denote the respective
probabilities such that the sample size in area d is md = yd0 + yd1 and pd0 + pd1 = 1.
Let udr be the random effect associated with response category in area d and assume
that ud1 ∼ N (0, σ2v) are independent with scalar variance σ2v and probability density
function
f (ud1) =
1√
2πσ2v
e
−1
2σ2v
u2d1 , d = 1, 2, . . . , D (5.8)
It is further assumed that the response count ydr conditioned on udr, are inde-
pendent across area d, then the binomial logit mixed model is
yd1|ud1 ∼ Binomial (md, pd1) , d = 1, 2, . . . , D (5.9)
with the probability function
f (yd1|ud1) =
md!
yd1!yd0!
pyd1d1 p
yd0
d0 , d = 1, 2, . . . , D (5.10)
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where the logit link is ηd = log
(
pd1
1−pd1
)
following the model (5.6). The conditional
probabilities given ud1 for the response and reference categories in each area are
respectively
pd1 =
exp(Z′dβ1+ud1)
1+exp(Z′dβ1+ud1)
pd0 =
1
1+exp(Z′dβ1+ud1)
 (5.11)
for d = 1, 2, . . . , D.
5.2.3 Fournomial Case
In the fournomial model, we have q = 4 cells of which q − 1 = 3 are response cells
and one is the reference cell. For example, the cross-classifications of two binary
variables such as Current Smoker by Obesity define 4 cells: non-smoker non-obese,
smoker non-obese, non-smoker obese and smoker obese. Let yd0, yd1, yd2, and yd3
denote the observed counts of the cross-classified cells of the two response variables,
and let pd0, pd1, pd2, and pd3 be their respective probabilities in area d such that
yd0 + yd1 + yd2 + yd3 = md and pd0 + pd1 + pd2 + pd3 = 1. Let ud = (ud1, ud2, ud3)
be the vector of the cell specific random effects in area d and it is assumed that
ud are independently and identically distributed as multivariate normal with the
probability density function (5.3) with variance-covariance matrix
Σv =

Σv11 Σv12 Σv13
Σv12 Σv22 Σv23
Σv13 Σv23 Σv33
 .
Let yd = (yd1, yd2, yd3) be the response vector. Conditional on ud, it is assumed
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that yd are independent across area d, following the fournomial logit mixed model
yd|ud ∼ Multinomial (md, pd1, pd2, pd3) , d = 1, 2, . . . , D (5.12)
with the probability function
f (yd|ud) =
md!
yd0!yd1!yd2!yd3!
pyd0d0 p
yd1
d1 p
yd2
d2 p
yd3
d3 , d = 1, 2, . . . , D (5.13)
where the logit link is ηdr = log
(
pdr
pd0
)
, r = 1, 2, 3 following the model (5.6). The
conditional probabilities of the response and reference categories in each area are
pd1 =
exp(Z′dβ1+ud1)
1+exp(Z′dβ1+ud1)+exp(Z′dβ2+ud2)+exp(Z′dβ3+ud3)
pd2 =
exp(Z′dβ2+ud2)
1+exp(Z′dβ1+ud1)+exp(Z′dβ2+ud2)+exp(Z′dβ3+ud3)
pd3 =
exp(Z′dβ3+ud3)
1+exp(Z′dβ1+ud1)+exp(Z′dβ2+ud2)+exp(Z′dβ3+ud3)
pd0 = 1− pd1 − pd2 − pd3
= 1
1+exp(Z′dβ1+ud1)+exp(Z′dβ2+ud2)+exp(Z′dβ3+ud3)

(5.14)
Note that all four conditional probabilities in (5.14) have the same denominator.
Let the four cells be defined by a 2 × 2 contingency table. To interpret the
fournomial mixed model, it is of interest to examine the odds ratios for each area.
The odds ratio for area d is given by
ORd =
pd3pd0
pd2pd1
=
pd3 (1− pd1 − pd1 − pd3)
pd2pd1
(5.15)
and
log (ORd) = logpd3 + log (1− pd1 − pd1 − pd3)− logpd1 − logpd2 (5.16)
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Substituting the values of pd1, pd2, pd3 from (5.14) and after some manipulation,
log (ORd) = Z
′
dβ3 + ud3 −
(
Z′dβ1 + ud1
)
−
(
Z′dβ2 + ud2
)
= Z′d (β3 − β1 − β2) + ud3 − ud1 − ud2 (5.17)
and the variance of the log of the odds ratio for area d is
var (log(ORd)) = var (ud3 − ud1 − ud2)
= var (ud3) + var (ud1) + var (ud2)− 2cov (ud1ud3)
−2cov (ud2ud3) + 2cov (ud1ud2)
= Σv11 + Σv22 + Σv33 − 2Σv13 − 2Σv23 + 2Σv12 (5.18)
The variance of odds ratio for area d can be written as
var (ORd) = var
(
elog(ORd)
)
(5.19)
A first-order Taylor series approximation gives that
var (ORd) ≈ var
[
eEe
log(ORd) + eEe
log(ORd) (log(ORd)− E(log(ORd)))
]
=
(
eEe
log(ORd)
)2
var (log(ORd))
' E (ORd)2 var (log(ORd)) (5.20)
Therefore the between-area relative variance (RV) and the coefficient of variation
(CV) of the ORd are
RV (ORd) =
var (ORd)
E (ORd)
2
' var (log(ORd))
= Σv11 + Σv22 + Σv33 − 2Σv13 − 2Σv23 + 2Σv12 (5.21)
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CV (ORd) ≈
√
var (log(ORd))
=
√
Σv11 + Σv22 + Σv33 − 2Σv13 − 2Σv23 + 2Σv12 (5.22)
Thus the approximate between-area CV of the odds ratios can be obtained using
(5.22). This will help to interpret the fitted models in Section 5.7 and Section 5.8.
To get small area estimates for each category of the binomial and the fournomial
models, the regression parameters and the variance components need to be esti-
mated. The next section will describe in detail the parameter estimation procedures
which are used for obtaining the binomial and fournomial SAEs and for MSE esti-
mation.
5.3 Maximum Likelihood Estimation of
Parameters
5.3.1 Calculation of the Likelihood
The estimates of the unknown parameters of the multinomial model are computed
by maximizing the log-likelihood function. The elements of the matrix Σv and the
regression coefficients βr (r = 1, 2, . . . , q − 1) are the parameters. Parameters of
mixed models may be estimated using maximum likelihood (ML), restricted max-
imum likelihood (REML), or penalized-quazi likelihood (PQL) (Saei and Taylor,
2012). The estimation of the unknown model parameters is carried out via maxi-
mum likelihood estimation here and the likelihood is
L (β,Σv) =
∫ ( D∏
d=1
f (yd|ud) f (ud)
)
dud (5.23)
where f (yd|ud) is the conditional probability function, (5.5), of the multinomial
response vector yd given the random area effects vector ud and f(ud) is the proba-
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bility density function of ud from (5.3). The log of the likelihood defined in (5.23)
needs to be maximized with respect to the model parameters to obtain maximum
likelihood estimators. The log of the likelihood is
l (β,Σv) = log
∫ ( D∏
d=1
f (yd|ud) f (ud)
)
dud (5.24)
For the binomial model in (5.9), q = 2 and the model parameters are σ2v and
β1. The target is to estimate σ
2
v and β1. The log likelihood function (5.24) may be
simplified as
l
(
β1, σ
2
v
)
= log
∫ ( D∏
d=1
f (yd1|ud1) f (ud1)
)
dud1 (5.25)
where logf (yd1|ud1) =
∑D
d=1
∑2
k=1 ydklogpdk.
For more than two cells (q > 2), the estimation of parameters is not as straight-
forward as for the binomial model. The model parameters are Σv and βr (r =
1, 2, . . . , q− 1). Since it involves (q− 1) logits, the variance-covariance matrix Σv is
(q−1)× (q−1) with q(q−1)
2
distinct parameters and βr is p×1 for r = 1, 2, . . . , q−1.
The multidimensional integral involved in (5.24) has no closed-form expression and
cannot be further simplified. The integral is difficult to evaluate even numerically
when q is large. Monte-Carlo methods which scale up to higher dimensions naturally
will be used here to approximate this multidimensional integral.
Monte-Carlo Algorithm
1. GenerateB×D standardized normals zdb for b = 1, 2, . . . , B and d = 1, 2, . . . , D
at the initial stage which remain fixed for each iteration.
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2. These standardized values are then used in every iteration of the optimization,
by letting udb = Σ
1
2
v zdb where Σ
1
2
v is the Cholesky factor of Σv.
3. Then the log-likelihood of an area d is approximated by
kd = B
−1
B∑
b=1
log [Lb(β,Σv,udb)] (5.26)
where Lb is the likelihood for bootstrap dataset b.
4. The ultimate log-likelihood value for an area d is approximated by
Kd = log
[
B−1
B∑
b=1
(exp[log(Lb(β,Σv,udb))− kd])
]
+ kd (5.27)
5. Then the sum of the ultimate log-likelihoods Kd over D areas gives the Monte-
Carlo approximation of the overall log-likelihood in (5.24).
In theory expression (5.27) is same as log
[
B−1
∑B
b=1 (exp[log(Lb(β,Σv,udb))])
]
,
regardless of the value kd, but in practice it avoids numerically zero values of the
log-likelihood by choosing kd to be large enough.
5.3.2 Maximization of the Likelihood
Using the algorithm from Subsection 5.3.1, the Monte-Carlo likelihood can be cal-
culated for any values of βr (r = 1, 2, . . . , q − 1) and Σv. This likelihood can be
maximized using a general purpose optimization function such as optim in R.
Avoiding Artificial Roughness in the Monte-Carlo Integration
If we were to generate independent udb and hence independent Monte-Carlo esti-
mates of log-likelihood in the algorithm in Subsection 5.3.1, then the log-likelihood
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could be an artificially rough function of the parameters. This could lead to non-
convergence or false convergence. To avoid this problem, a single set of B × D
standard normals zdb is calculated and then used in every iteration of the optimiza-
tion, by letting udb = Σ
1
2
v zdb.
Parameterization for Optimization
The parametrization of Σv needs to be considered. Σv is parameterized using the
Cholesky decomposition. Then the log-likelihood is optimized with respect to the
elements of the Cholesky factor, as well as βr (r = 1, 2, . . . , q − 1). The Cholesky
decomposition is defined for a symmetric, positive definite matrix as
Σ
1
2
v = Chol(Σv) (5.28)
where Σ
1
2
v is a lower triangular matrix with real and positive diagonal entries where
Σ
1
2
v Σ
′ 1
2
v = Σv and Σ
′ 1
2
v denotes the conjugate transpose of Σ
1
2
v . However, the decom-
position need not be unique when Σv is positive semi-definite and does not exist
when Σv is negative definite (Harville, 1997, pp.229-230). This suggests that we
need to constrain the diagonal elements of Cholesky to be greater than or equal to
ε where ε is a small positive number (e.g.1e−8) to avoid numerical instability.
5.3.3 Prediction of ûd
An empirical Bayes predictor of ud is
ûd = Ê[ud|yd] =
∫
udP̂ (ud|yd)dud
=
∫
udP̂ (yd|ud)P̂ (ud)dud∫
P̂ (yd|ud)P̂ (ud)dud
(5.29)
120
Here P (ud) is the probability density function of ud. To calculate (5.29) by
Monte-Carlo integration, we need a way to generate a set of random samples ac-
cording to some probability distribution. To estimate the integral of a function of ud
using Monte-Carlo integration, we generate a number of random samples according
to a probability density P (ud) and then compute the averages over all samples to
obtain the approximate value of the integral. The algorithm is as follows:
1. Generate B independent realizations of û∗d =
(
u∗d1, . . . ,u
∗
dB
)
from P̂ (ud) as-
suming û∗d ∼ N(0, Σ̂v)
2. We can estimate E [h (ud)] =
∫
h (ud) p [ud]dud by B
−1∑B
b=1 h
(
u∗db
)
for any
function.
3. So we can approximate right hand side of (5.29) by
Ê [ud|yd] =
∑B
b=1 u
∗
dbP̂
[
ydb|u∗db
]∑B
b=1 P̂
[
ydb|u∗db
] (5.30)
where P
[
ydb|u∗db
]
is calculated using multinomial distributions:
ydb|u∗db ∼ Multinomial(md, p
∗
d1, p
∗
d2, . . . , p
∗
d,q−1)
5.3.4 Prediction of p̂dr using ûdr
One option for predicting pdr would be to use
p̂dr =
exp
(
Z′dβ̂r + ûdr
)
1 +
∑q−1
r=1 exp
(
Z′dβ̂r + ûdr
)
= g(ûd) (5.31)
where ûdr are calculated using (5.30). However, this would have transformation bias
because p̂dr is a non-linear function of ûd. Therefore to reduce the transformation
121
bias, a Taylor series approximation is used:
p̂dr ≈ g (ûdr) + g′ (ûdr) (ûdr − udr) +
1
2
g′′ (ûdr) (ûdr − udr)2
∴ E (p̂dr) ≈ g (E(ûdr)) +
1
2
g′′ (E(ûdr)) E (ûdr − udr)2
= g (E(ûdr)) +
1
2
g′′ (E(ûdr)) var (ûdr − udr)
Now taking the first derivative of (5.31) with respect to ûdr and after some
algebra it can be shown that
g′ (ûdr) =
exp
(
Z′dβ̂r + ûdr
)
1 + exp
(
Z′dβ̂r + ûdr
) −
[
exp(Z′dβ̂r + ûdr)
]2
[
1 + exp(Z′dβ̂r + ûdr)
]2
= g(ûdr)− [g(ûdr)]2 (5.32)
Then taking the derivatives of (5.32) with respect to ûdr and after some algebra,
it can be written that
g′′(ûdr) = g (ûdr) (1− g(ûdr)) (1− 2g(ûdr)) (5.33)
Now using the value of g′′(ûdr) we can get the improved estimator of p̂dr as
ˆ̂pdr = g (ûdr) +
1
2
g (ûdr) (1− g(ûdr)) (1− 2g(ûdr)) v̂ar (ûdr − udr) (5.34)
Strictly speaking, the second derivatives of g with respect to udr and udk, for
r 6= k, should also have been included in (5.34). However, the bias correction in
(5.34) was very small in the empirical study (< 1% in almost all cases), so this
refinement did not seem worth making.
Jiang (2003) and Jiang and Lahiri (2006) proposed an alternative procedure for
predicting pdr, using the posterior distribution. The resulting predictors of pdr do
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not have a closed form and must be approximated using a Monte-Carlo scheme.
This may result in a bigger change compared to (5.31) than we see between (5.34)
and (5.31). See Section 2.6 for a review of Jiang (2003) and Jiang and Lahiri (2006).
5.4 Mean Squared Error Estimation using a
Parametric Bootstrap
Several authors have proposed a parametric bootstrap approach to estimate the MSE
of small area estimates under a multinomial logit mixed model since bootstrap-
based estimators give better results than analytic competitors. See for example
Molina et al. (2007), López-Vizcáıno et al. (2013). In this chapter, a bootstrap
approach is used to obtain the MSE of the SAE estimators. Here we generalize
existing methods by simulating ud from a multivariate normal distribution instead
of a univariate normal distribution. The proposed bootstrap procedure is outlined
as follows:
1. The parameters βr (r = 1, 2, . . . , q − 1) and Σv are estimated by fitting the
multinomial model, (5.4), to the data.
2. Values of u∗d are generated from a multivariate normal distribution with mean
0 and covariance matrix Σ̂v.
3. Conditional probabilities are calculated as
p∗dr =
exp(η∗dr)
1 +
∑q−1
r=1 exp(η
∗
dr)
, η∗dr = Z
′
dβ̂r + u
∗
dr
where d = 1, 2, . . . D and r = 1, 2, . . . , q − 1. Then y∗d|u∗d are generated
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following multinomial distributions as
y∗d|u
∗
d ∼ Multinomial(md, p
∗
d1, p
∗
d2, . . . , p
∗
d,q−1)
4. The model is fitted to the bootstrap sample data y∗d|u∗d to calculate the new
parameter estimates β̂∗r and Σ̂
∗
v and hence the conditional probabilities are
calculated as
p̂∗dr =
exp(η̂∗dr)
1 +
∑q−1
r=1 exp(η̂
∗
dr)
, η̂∗dr = Z
′
dβ̂
∗
r + û
∗
dr
for d = 1, 2, . . . D and r = 1, 2, . . . q − 1.
5. Steps 2, 3 and 4 are iterated a large number of times say B = 500. Let p
∗(b)
dr
denote the true probabilities from step 3 and p̂
∗(b)
dr denote the probabilities
estimated in step 4, in the b-th repetition, b = 1, 2, . . . , B. Then the bootstrap
MSE estimator is calculated as
M̂SEdr = B
−1
B∑
b=1
(
p̂
∗(b)
dr − p
∗(b)
dr
)2
.
5.5 Multinomial Modelling in Complex Survey
Design
Sample designs for surveys are often complex and informative, in the sense that the
selection probabilities are correlated with the variables of interest, even when con-
ditioned on explanatory variables. In this case, the conventional analysis that disre-
gards the informativeness can be seriously biased, since the sample distribution dif-
fers from the population distribution (Chambers and Clark, 2012, pp.11-12). Some
recent work, e.g., Molina et al. (2007) assume that the sample is non-informative
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conditional on covariates to perform the multinomial modelling on labour force sta-
tus. In their approach md is the raw sample size in model (5.4). However, in practice
in many surveys, the sample design is more complex than this, including the New
Zealand Health Survey and many national labour force surveys. So to avoid bias, it
is important to allow for the sample design by using the sample weights.
Effective sample sizes are a useful concept in dealing with a complex sample
design. Franco and Bell (2013) explored a model for small area estimation assuming
a binomial distribution for the observed sample sizes of school-aged children in
poverty by countries. The observed values were obtained by multiplying the direct
weighted survey estimates of proportions by an effective sample size. The effective
sample size (m∗d) is defined by the sample size md divided by the estimator of the
design effect (deff) of the survey.
m∗d =
md
deff
(5.35)
The design effect is a measure of the efficiency of a sample design (Kish and
Frankel, 1974). It is the ratio of the variance of a statistic of interest under the
complex sampling design to the variance that would be achieved by simple random
sampling with the same sample size. For example, if the the actual variance for a
given sampling design is var(A) and the variance assuming the same sample size,
but using simple random sampling without replacement is var(B), then the deff is
defined as
deff =
var(A)
var(B)
(5.36)
The effective sample size was used by Korn and Graubard (1998) to incorporate
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the additional variability of a sample proportion due to complex sampling, in order
to modify exact binomial confidence intervals. A similar approach will be developed
in Chapters 5 and 6 to handle cell counts in small area contingency tables. It is
proposed that ydr (r = 1, 2, . . . , q − 1) be set to estimates of the relevant weighted
proportions multiplied by effective sample size. It is necessary to assume a constant
deff for each r = 1, 2. . . . , q−1 so that the relative magnitude of the ydr are preserved.
Estimates of ydr would often highly variable, even more so than estimates of yd.
This makes these estimates a good candidate for model-based small area estimation,
as an appropriate model can then shrink the direct estimates of ydr appropriately,
reflecting both sampling variance and the between-area random effects variances.
5.6 Outline of the Empirical Study
Two empirical studies were conducted to analyse the behavior of the estimators
and the corresponding MSE estimators using data from the New Zealand Health
Survey 2011/12. The approach and the full data description is given in Section 4.2.
Areas are defined to be the 63 general election districts. To calculate the effective
sample size described in Section 5.5, the value of the deff is assumed to be 1.5 for all
variables, which is typical of the indicator deffs for the NZHS (Clark et al., 2013).
Table 5.2 shows the 5-number summary and mean for the population size, sample
size and effective sample size in each area. The effective sample sizes calculated
in (5.35) are smaller than the observed sample sizes because of the survey design
effects. The effective sample sizes range from 13.3 to 352.7, reflecting large inter-area
variability in these sample sizes.
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Table 5.2: Five number summary and mean of population size (Nd), sample size
(md) and effective sample size (m
∗
d) of general election districts in 2011/12 NZHS
Minimum Lower Quartile Median Mean Upper Quartile Maximum
Nd 51170 57980 60440 61550 63230 82400
md 20.0 153.5 193.0 206.5 268.0 529.0
m∗d 13.3 102.3 128.7 137.7 178.7 352.7
Small area estimates based on multinomial models are calculated for two pairs
of binary health indicators. Direct weighted estimators and estimators based on
the binomial model (5.9) and the fournomial model (5.12) are also calculated. The
first application is the cross-classification of Obesity (OBS) and High Blood Pressure
(HBP). The four cross-classified cells by Obesity by High Blood Pressure are: non-
obese non-high blood pressure, obese non-high blood pressure, non-obese high blood
pressure and obese high blood pressure. The reference cell is neither obese nor high
blood pressure.
The second application is the cross-classification of Current Smoker (CS) by
Obesity (OBS) and the four cross-classified cells are: non-smoker non-obese, non-
smoker obese, smoker non-obese, and smoker obese. The reference cell is non-smoker
non-obese. Methods are used to get small area estimates of the four cell counts as
well as the marginal counts, for each pair of indicators.
5.7 Results for Obesity by High Blood Pressure
5.7.1 Fitted Model for Obesity by High Blood Pressure
Table 5.3 presents summary statistics of Obesity prevalence and High Blood Pressure
prevalence across the general election districts. The interquartile range is narrow
for both Obesity and High Blood Pressure although there are some large and small
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outliers. The minimum value of 1.86% of High Blood Pressure prevalence indicates
that it is rare in some areas.
National prevalences of Obesity by High Blood Pressure are presented in Table
5.4. The odds ratio, defined in (5.15), between these two indicators is 2.46 which
indicates a strong association between these two variables. The national marginal
prevalences of Obesity and High Blood Pressure are 29.4% and 15.9% respectively.
The area specific direct estimates of Obesity prevalence are plotted against those of
High Blood Pressure prevalence in Figure 5.1, which confirms a positive correlation
between them.
Table 5.3: Five number summary and mean of direct estimates of the prevalence of
Obesity (OBS) and prevalence of High Blood Pressure (HBP) in percentage across
the general election districts
Minimum Lower Quartile Median Mean Upper Quartile Maximum
OBS 5.79 25.29 29.57 29.11 32.82 54.13
HBP 1.86 11.76 16.23 15.71 19.47 26.83
Table 5.4: National prevalences (in percentages) of Obesity prevalence by High Blood
Pressure prevalence
High Blood Pressure Total
0 1
Obesity
0 62.11 8.49 70.60
1 21.98 7.40 29.38
Total 84.09 15.89
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Figure 5.1: Distribution of the direct estimates of Obesity prevalence by High Blood
Pressure prevalence in percentages across 63 general election districts.
Maximum Likelihood Fitting of Binomial Model
The estimated error variances, σ̂2v , for Obesity and High Blood Pressure obtained
from the corresponding fitted binomial models are 0.0845 and 0.0006 with estimated
standard deviations, σ̂v, 0.29 and 0.02 respectively. The variance component of High
Blood Pressure is very small compared to Obesity which indicates that there is much
more between area variation in Obesity.
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Maximum Likelihood Fitting of Multinomial Model
The estimated variance-covariance matrix, Σ̂v, and the corresponding estimated
correlation matrix, ρ̂v, based on the cross-classified indicators Obesity by High Blood
Pressure obtained from the fitted fournomial model, defined in (5.12), are
Σ̂v =

0.1112 0.0420 0.0625
0.0420 0.0160 0.0234
0.0625 0.0234 0.0473
 , ρ̂v =

1 0.995 0.862
0.995 1 0.851
0.862 0.851 1
 . (5.37)
Substituting the values of Σ̂v from (5.37) into (5.18), the variance of log of
odds ratio, var (log(ORd)), is calculated to be 0.0867 and the coefficient of variation
of the odds ratios, CV (ORd), stated in (5.22), is 29.4%. Thus the fitted model
suggests that the strength of the association between these two variables varies by
a substantial 29.4% across areas.
5.7.2 Small Area Estimates and Corresponding RMSEs of
Obesity by High Blood Pressure Contingency Tables
Figure 5.2 presents the difference between the area-specific SAEs based on the
fournomial model (5.12) and the direct survey estimates of the prevalences of obese
non-high blood pressure (panel a), non-obese high blood pressure (panel b), obese
high blood pressure (panel c), non-obese non-high blood pressure considered as refer-
ence cell (panel d). It is observed that both types of estimates behave quite similarly
for panel (a) and panel (d). However, their behaviour shows slightly greater differ-
ences for panel (b) and panel (c) where the SAEs are shrunken towards the mean
compared to the direct estimates.
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Figure 5.2: Small area estimates (SAEs) based on the fournomial model versus the
direct estimates of cells of the contingency table of Obesity by High Blood Pressure.
Panel (a) contains the estimated proportion of people belonging to the obesity and
no high blood pressure cell, similarly panel (b) is high blood pressure and no obesity
cell, panel (c) is obesity and high blood pressure cell and panel (d) is no obesity and
no high blood pressure cell for each area.
Figure 5.3 presents the distribution of the estimated RMSEs calculated as de-
scribed in Section 5.4 across the general election districts. It is clear that the median
estimated RMSEs of the fournomial estimators are smaller than the median esti-
mated RMSEs of the direct estimators for each cell which indicates that fournomial
is doing much better than the direct estimators.
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Figure 5.3: Distribution of estimated root mean squared errors (RMSEs%) of direct
and fournomial estimators of cells of the contingency table of Obesity by High Blood
Pressure across the general election districts. Panel (a) contains the estimated
RMSE of people belonging to the obesity and no high blood pressure cell, similarly
panel (b) is high blood pressure and no obesity cell, panel (c) is obesity and high
blood pressure cell and panel (d) is no obesity and no high blood pressure cell for
each area.
5.7.3 Small Area Estimates and Corresponding RMSEs of
Marginal Prevalences of Obesity and High Blood
Pressure
In Figure 5.4, the marginal estimates of Obesity and High Blood Pressure derived
from the binomial model (5.9) and fournomial model (5.12) against the direct esti-
mates are presented. The sizes of the plotting symbols in this figure are proportional
to the sample sizes. Estimates of the prevalence of Obesity based on the fournomial
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model show slightly higher variation than those based on the binomial model, how-
ever the two estimates are very similar (panel a and panel b). The estimates of
High Blood Pressure from the binomial and fournomial models show an increasing
variation with the proportion in panels (c) and (d). The model based estimates
are higher than the direct estimates for the lower proportions and lower than the
direct estimators for the higher proportions in all four panels. Figure 5.4 also shows
that the High Blood Pressure estimates exhibit more variation than the Obesity es-
timates. The SAEs from both the binomial and fournomial models tend to be closer
to the direct estimates when the sample size is higher.
The estimated RMSEs of the direct, binomial and fournomial estimators of
the marginal prevalences by areas are plotted in Figure 5.5. The binomial and
fournomial estimators have lower RMSEs than the direct estimators for both vari-
ables. The fournomial estimators are slightly better than the binomial estimators
for Obesity but noticeably worse for High Blood Pressure.
Figure 5.6 presents the estimated RMSEs of the direct, binomial and fournomial
marginal estimators against the sample sizes by area. Smoothing has been carried
out using the lowess function in R with default settings. All RMSE estimators
show a downward trend as sample size increases, as expected. For Obesity estimates,
the RMSEs are almost the same for all three methods for large sample size. The
fournomial performs better than the others for small sample size. However, the
binomial performs better than the fournomial for High Blood Pressure estimates.
Both the binomial and fournomial do better than the direct estimators for all sample
sizes. A comparison of the proposed model to another model-based estimator (e.g.
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UFH) is given in Appendix C.1.1.
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
0.1 0.2 0.3 0.4 0.5
0.
1
0.
2
0.
3
0.
4
0.
5
 (a) OBS Estimates: Binomial
Direct Estimates
S
A
E
 E
st
im
at
es
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
● ●
●
●
●
●
●
● ●
●
0.1 0.2 0.3 0.4 0.5
0.
1
0.
2
0.
3
0.
4
0.
5
 (b) OBS Estimates: Fournomial
Direct Estimates
S
A
E
 E
st
im
at
es
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
0.05 0.10 0.15 0.20 0.25
0.
05
0.
10
0.
15
0.
20
0.
25
 (c) HBP Estimates: Binomial
Direct Estimates
S
A
E
 E
st
im
at
es
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
0.05 0.10 0.15 0.20 0.25
0.
05
0.
10
0.
15
0.
20
0.
25
(d) HBP Estimates: Fournomial
Direct Estimates
S
A
E
 E
st
im
at
es
Figure 5.4: Small area estimates (SAEs) based on the binomial model and the
fournomial model versus the direct estimates of the marginal proportions of Obesity
(OBS) and High Blood Pressure (HBP) where the point size is proportional to sample
size. Panel (a) presents the marginal estimates of obesity under the binomial model,
panel (b) is marginal estimates of obesity under the fournomial model, panel (c) is
the marginal estimates of high blood pressure under the binomial and panel (d) is
the marginal estimates of high blood pressure under the fournomial model for each
area.
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Figure 5.5: Distribution of root mean squared errors (RMSEs%) of the direct, UFH,
binomial and fournomial marginal estimators of Obesity and High Blood Pressure
across the general election districts.
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Figure 5.6: Plots of root mean squared errors (RMSEs%) of the direct, UFH, bino-
mial and fournomial marginal estimators of Obesity and High Blood Pressure against
sample size.
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The 5-number summary and the mean of the marginal proportions of Obesity
and High Blood Pressure with their RMSEs estimated by the direct, binomial and
fournomial estimators are presented in Table 5.5. The medians across areas of each
estimator are quite similar for both variables. The median of the RMSEs for direct
Obesity estimates is 3.9% which is slightly larger than the medians for the binomial
and fournomial (3.3% and 3.1% respectively). A different pattern is seen for High
Blood Pressure estimates where the direct estimates have a median RMSEs of 3.2%.
The RMSE of the binomial estimates have a lower median (0.63%) than those for
the fournomial estimates (0.97%). Therefore we can say that the fournomial is doing
slightly better for one variable’s marginal estimates compared to binomial but not
for the other variable.
Table 5.5: Five number summary and mean of small area estimates (proportions)
and root mean squared errors (RMSEs%) estimates based on direct, binomial and
fournomial marginal proportions of Obesity (OBS) and High Blood Pressure (HBP)
Five number summary Estimates RMSEs(%)
Direct Binomial Fournomial Direct Binomial Fournomial
OBS HBP OBS HBP OBS HBP OBS HBP OBS HBP OBS HBP
Minimum 0.057 0.018 0.179 0.084 0.176 0.078 2.585 2.107 2.448 0.515 2.306 0.827
Lower Quartile 0.252 0.117 0.255 0.136 0.251 0.136 3.320 2.689 3.018 0.566 2.828 0.914
Median 0.295 0.162 0.299 0.155 0.298 0.156 3.914 3.177 3.315 0.632 3.104 0.974
Mean 0.291 0.157 0.292 0.159 0.293 0.160 4.174 3.294 3.424 0.723 3.257 1.077
Upper Quartile 0.328 0.194 0.323 0.184 0.327 0.183 4.174 3.599 3.712 0.786 3.497 1.148
Maximum 0.541 0.268 0.460 0.251 0.479 0.251 12.434 6.718 5.392 1.995 5.747 2.484
5.8 Results for Current Smoker by Obesity
5.8.1 Fitted Model for Current Smoker by Obesity
Summary statistics and the mean of Current Smoker prevalence and Obesity preva-
lence across the general election districts are presented in Table 5.6. The interquar-
tile range is narrow for both Current Smoker and Obesity.
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Table 5.6: Five number summary and mean of direct estimates of the prevalence
of Current Smoker (CS) and prevalence of Obesity (OBS) in percentage across the
general election districts
Minimum Lower Quartile Median Mean Upper Quartile Maximum
CS 5.48 12.82 17.76 17.67 21.40 33.51
OBS 5.79 25.29 29.57 29.11 32.82 54.13
Table 5.7: National prevalences in percentage of Current Smoker by Obesity
Obesity Total
0 1
Current Smoker
0 58.19 23.87 82.06
1 12.42 5.51 17.93
Total 70.61 29.38
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Figure 5.7: Distribution of the direct estimates of Current Smoker prevalence by
Obesity prevalence in percentages across 63 general election districts.
Table 5.7 presents the national prevalences of Current Smoker by Obesity. The
odds ratio, defined in (5.15), between these two indicators is 1.08 so it can be said
that there is a strong association between these two variables. The national marginal
prevalences of Current Smoker and Obesity are 17.9% and 29.4% respectively. The
area specific direct estimates of Current Smoker prevalence are plotted against those
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of Obesity prevalence in Figure 5.7, which confirms a positive correlation between
them.
Maximum Likelihood Fitting of Binomial Model
The estimated error variances, σ̂2v , for Current Smoker and Obesity obtained from
the corresponding fitted binomial models are 0.0490 and 0.0845 respectively and the
corresponding estimated standard deviations, σ̂v, are 0.22 and 0.29. The variance
component of Current Smoker is slightly smaller compared to that for Obesity which
explains that area to area variation in Current Smoker is only 3.5% less than for
the Obesity estimates.
Maximum Likelihood Fitting of Multinomial Model
The estimated variance-covariance matrix, Σ̂v, and the corresponding estimated
correlation matrix, ρ̂v, based on the cross-classified indicators Current Smoker by
Obesity obtained from the fitted fournomial model, defined in (5.12), are
Σ̂v =

0.0699 0.0621 0.0934
0.0621 0.0871 0.1181
0.0934 0.1181 0.1637
 , ρ̂v =

1 0.796 0.873
0.796 1 0.989
0.873 0.989 1
 . (5.38)
The variance of log of odds ratio, var (log(ORd)), defined in (5.18), is 0.0218 and
the coefficient of variation of the odds ratios, CV (ORd), stated in (5.22) is 14.8%.
Thus, the fitted model suggests that the area to area variation in the odds ratios is
14.8%. However, it is difficult to make interpretation in terms of 3 × 3 covariance
matrix. In next chapter, more interpretations through the log-linear models will be
looked after.
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5.8.2 Small Area Estimates and Corresponding RMSEs of
Current Smoker by Obesity Contingency Tables
A comparison between the area-specific SAEs based on the fournomial model (5.12)
and the direct survey estimates of the proportion of smoker non obese (panel a), non-
smoker obese (panel b), smoker obese (panel c), non-smoker non-obese considered
as reference cell (panel d) are shown in Figure 5.8. It is observed that the behaviour
of model-based and direct estimates is slightly different in panel (a) however both
types of estimators behave similarly in panel (b). In panel (c), model-based estimates
overstate direct estimates at lower proportions and in panel (d), model based and
direct estimates are very similar except for the very low and high proportions.
The distribution of the estimated RMSEs calculated as described in Section 5.4
across the general election districts are shown in Figure 5.9. RMSEs are calculated
using the direct estimators and the fournomial estimators. The plots of Figure
5.9 indicates that the fournomial estimators are performing better than the direct
estimators in terms of RMSEs for each of the cross-classified cells.
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Figure 5.8: Small area estimates (SAEs) based on the fournomial model versus the
direct estimates of cells of the contingency table of Current Smoker by Obesity.
Panel (a) contains the estimated proportion of people belonging to the smoker and
no obesity cell, similarly panel (b) is obesity and no smoker cell, panel (c) is smoker
and obesity cell, and panel (d) is no smoker and no obesity cell for each area.
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Figure 5.9: Distribution of estimated root mean squared errors (RMSEs%) of the
direct and the fournomial estimators of cells of the contingency table of Current
Smoker by Obesity across the general election districts. Panel (a) contains the
estimated RMSE of people belonging to the smoker and no obesity cell, similarly
panel (b) is obesity and no smoker cell, panel (c) is smoker and obesity cell, and
panel (d) is no smoker and no obesity cell for each area.
5.8.3 Small Area Estimates and Corresponding RMSEs of
Marginal Prevalences of Current Smoker and Obesity
In Figure 5.10, the marginal estimates of Current Smoker and Obesity derived from
the binomial model (5.9) and the fournomial model (5.12) against the direct es-
timates, where the sizes of the plotting symbols are proportional to the sample
sizes, are presented. Estimates of the prevalence of Current Smoker based on the
fournomial model show slightly higher variation than those based on the binomial
model (panel a and panel b). The estimates of the prevalence of Obesity behave
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quite similarly for both the binomial and fournomial models (panel c and panel d).
Figure 5.11 shows the estimated RMSEs of the direct, binomial and fournomial
marginal estimators by areas. The fournomial estimators are slightly better for Cur-
rent Smoker whereas the fournomial estimators are much better for Obesity com-
pared to binomial estimators. However both binomial and the fournomial estimators
have lower median RMSEs than the direct estimators for both indicators.
The estimated RMSEs of Current Smoker and Obesity calculated from the direct,
binomial and fournomial marginal estimators are plotted against sample sizes in
Figure 5.12. Smoothing has been done using the lowess function in R with default
settings. It shows how the performance of the RMSEs of the three estimators vary
with the sample size. All of the RMSE estimators show a downward trend as the
sample size increases, as expected. For both variables the estimated RMSEs of
direct estimators sharply decline for the larger sample sizes. Both the binomial and
fournomial estimators show a steady decline of RMSEs for Obesity whereas the trend
flatters out for Current Smoker for sample size greater than 150. Overall fournomial
estimators perform better than the other two estimators over the sample sizes. A
comparison of the proposed model to another model-based estimator (e.g. UFH) is
given in Appendix C.1.2.
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Figure 5.10: Small area estimates (SAEs) based on the binomial model and the
fournomial model versus the direct estimates of the marginal proportions of Current
Smoker (CS) and Obesity (OBS) where the point size is proportional to sample
size. Panel (a) presents the marginal estimates of current smoker under the bino-
mial model, panel (b) is marginal estimates of current smoker under the fournomial
model, panel (c) is the marginal estimates of obesity under the binomial and panel
(d) is the marginal estimates of obesity under the fournomial model for each area.
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Figure 5.11: Distribution of root mean squared errors (RMSEs%) of the direct,
binomial and fournomial marginal estimators of Current Smoker and Obesity across
the general election districts.
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Figure 5.12: Plots of root mean squared errors (RMSEs%) of the direct, binomial
and fournomial marginal estimators of Current Smoker and Obesity against sample
size.
Table 5.8 shows the 5-number summary and the mean of the marginal propor-
tions of Current Smoker and Obesity with their RMSEs estimated by the direct,
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binomial and fournomial estimators. The medians across areas for each SAE esti-
mator are almost same. The median of the RMSEs of the fournomial estimates are
smaller than that of the direct and the binomial estimates. The direct estimators
have a RMSE median of 3.2% whereas the binomial and the fournomial estimators
have a RMSE median of 2.3% and 2.2% respectively for Current Smoker. A similar
pattern is also seen for Obesity where the direct estimators shows 3.9% median and
the binomial and fournomial estimators have median of 3.3% and 2.3% respectively.
Thus it can be said that the fournomial estimators have performed better than the
binomial and direct estimators for both the indicators.
Table 5.8: Five number summary and mean of small area estimates (proportions)
and root mean squared errors (RMSEs%) estimates based on direct, binomial and
fournomial marginal proportion of Current Smoker (CS) and Obesity (OBS)
Five number summary Estimates RMSEs(%)
Direct Binomial Fournomial Direct Binomial Fournomial
CS OBS CS OBS CS OBS CS OBS CS OBS CS OBS
Minimum 0.054 0.057 0.108 0.180 0.115 0.186 2.028 2.585 1.790 2.090 1.687 1.926
Lower Quartile 0.128 0.252 0.144 0.254 0.149 0.258 2.783 3.320 2.158 2.986 1.999 2.106
Median 0.177 0.295 0.178 0.299 0.179 0.297 3.266 3.914 2.376 3.348 2.232 2.266
Mean 0.176 0.291 0.178 0.292 0.180 0.294 3.502 4.174 2.415 3.385 2.292 2.344
Upper Quartile 0.214 0.328 0.198 0.323 0.208 0.329 3.775 4.529 2.661 3.661 2.480 2.512
Maximum 0.335 0.541 0.293 0.460 0.295 0.459 10.229 12.434 3.564 5.282 3.615 3.391
5.9 Summary
In this chapter, small area estimation of cross-classified health indicators has been
studied. A multinomial logit mixed model with category-specific random effects
for each area is proposed to construct small area estimates of cross-classification
population sizes. The methods were applied to the NZHS dataset and a parametric
bootstrap procedure was developed and implemented for estimating the MSE of the
SAEs. The main findings of this research are as follows.
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The multinomial logit mixed model was successful in estimating area contingency
tables better than the direct estimates. No method existed for this purpose prior
to this research. Estimates of marginal prevalences were also calculated using the
multinomial mixed model. It was found that they were not much different from
calculating separate estimates for each variable using a separate binomial model for
each of the two variables.
Multinomial estimators performed much better than direct estimators for each
cross-classified cells in terms of the estimated RMSE. Marginal RMSEs of direct,
binomial and fournomial models were also compared and it was found that binomial
and fournomial estimators had lower RMSE than the direct estimators. Fournomial
estimators sometimes performed better than the binomial but not always. For
marginal small area estimates of Obesity and High Blood Pressure, fournomial SAEs
had lower RMSE than binomial SAEs for Obesity but not for High Blood Pressure.
However, fournomial results in lower RMSE than the binomial for both Current
Smoker and Obesity. But the RMSEs of the fournomial model were never very
different than the binomial model for marginal estimators.
One possible weakness of the multinomial mixed model is the large number of
variance components to estimate. For a 2 × 2 table, a 3 × 3 variance matrix Σv
must be estimated. For indicators with more levels, or contingency tables of higher
dimension, the number of variance components to be estimated rapidly becomes
very large. To simplify the multinomial logit mixed model and make higher order
contingency tables feasible, the next chapter will consider log-linear models.
Chapter 6
Estimating Small Area
Contingency Tables using
Log-linear Models
Multinomial models for cross-classified health indicators by small area were inves-
tigated in Chapter 5. Cross-classification leads to high dimensional multinomial
variables (at least 2 to the power of the number of indicators). The mixed multino-
mial model can have a large number of parameters including the area level effects’
variance-covariance matrix. Fortunately, the model can be simplified by defining
a log-linear mixed model. The focus of this chapter is to develop and evaluate a
more parsimonious alternative to the mixed multinomial model via non-saturated
log-linear mixed models.
6.1 Introduction
In Chapter 5, multinomial models were discussed and used to obtain cross-classified
small area estimates. In this chapter, more parsimonious log-linear models which are
easier to interpret and numerically easier to fit are used to simplify the multinomial
models.
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Log-linear models, a natural parameterization of multinomial models, are used
here to calculate SAEs of two-way contingency tables by area. One benefit of the
log-linear model is its scaleability to higher order contingency tables. For example,
in this chapter log-linear models are used to estimate the counts of Current Smoker
by Obesity (2 way contingency table) but they can be extended to estimate the
counts of Current Smoker by Obesity by Heart Disease (3 way contingency table
or more). Log-linear models are commonly used to model the cell counts or cell
probabilities of a contingency table.
Zhang and Chambers (2004) develop log-linear models underpinning Structure
Preserving Estimation (SPREE) for estimating cross-classified counts corresponding
to the small area classifications. Under the SPREE model, they consider log-linear
reparameterizations of the two-way counts of response and auxiliary variables. Un-
like SPREE approaches, log-linear models including random effects are considered
in this chapter to obtain small area cross-classified counts of the survey variables.
Refer back to Section 2.8 for the literature on SPREE.
Log-linear models form a spectrum ranging from independence (most parsimo-
nious) to saturated (least parsimonious) (Agresti, 1996, p.339). The multinomial
model is equivalent to a saturated log-linear model with a difference in parame-
terization. The main reason for applying log-linear models here is to simplify the
multinomial models. Since the saturated log-linear model is same as the multi-
nomial model, we will start with the saturated log-linear model and then we will
consider non-saturated log-linear models by taking out the interaction terms and by
dropping-out some parameters from the variance-covariance matrix of the area level
148
random effects.
The fournomial model developed in the empirical study in Chapter 5 consists of
15 parameters in total of which 6 parameters define a 3 by 3 variance-covariance
matrix of random effects and 9 parameters are regression coefficients. When all the
parameters are considered then the saturated log-linear and fournomial models are
equivalent, but some parameters of the log-linear model can be assumed to be zero.
This gives a sensible way to simplify the multinomial model by removing these pa-
rameters. The focus in this chapter is to investigate small area estimates of popula-
tion contingency tables using non-saturated log-linear models. Mean-squared error
estimates of small area estimators will be obtained using a parametric bootstrap
method. The performance of the multinomial and log-linear models are compared
in terms of the resulting small area estimates and estimated MSEs in an empiri-
cal study. A simulation study will also be carried out in order to investigate the
performance of the proposed models and small area estimates.
The chapter is organized into the following sections: Section 6.2 discusses the
log-linear model structure for SAE and details about constraints applying to the pa-
rameters. Section 6.3 describes the relationship between multinomial and log-linear
models and details some non-saturated log-linear models. Section 6.4 is an empirical
study using the NZHS 2011/12 dataset. Section 6.5 illustrates how multinomial and
log-linear models perform via a simulation experiment and finally some conclusions
are drawn in Section 6.6.
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6.2 Log-linear Models for Cross-Classified Data
6.2.1 Definition of the Model
Let us consider an I × J contingency table that cross-classifies a population and a
sample. Let Y1 and Y2 be respectively row and column variables. For example, if Y1
denotes Current Smoker and Y2 denotes Obesity and both are binary then our aim
is to estimate the 4 cross-classified population counts by Current Smoker by Obesity
and their marginal estimates.
Let pij denotes the probability that an observation falls in the i
th row (i =
0, 1, . . . , I − 1) and jth column (j = 0, 1, . . . , J − 1) of the contingency table:
pij = Pr(Y1 = i, Y2 = j) (6.1)
For the contingency table with q = IJ cells based on two or more response
variables in d = 1, 2, . . . , D small areas, the saturated log-linear model which is a
reparameterization of {pij} is
log(pdij) = λd + λ
Y1
di + λ
Y2
dj + λ
Y1Y2
dij (6.2)
where i = 0, 1, . . . , I − 1; j = 0, 1, . . . , J − 1; and d = 1, 2, . . . , D are areas. λd
represents an “overall ” effect or constant which ensures
∑
i
∑
j pdij = 1 . λ
Y1
di are the
main effects or marginal effects of the row variable Y1 which ensure that
∑
j pdij =
pi+, λ
Y2
dj are the main effects or marginal effects of the column variable Y2 which
ensure that
∑
i pdij = p+j, and λ
Y1Y2
dij represents the association between Y1 and Y2.
In this chapter, {pij} is defined to be the conditional probability given area level
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random effects {uY1di } and {u
Y2
dj } with
λY1di = Z
′
dβ
Y1
i + u
Y1
di (6.3)
λY2dj = Z
′
dβ
Y2
j + u
Y2
dj (6.4)
λY1Y2dij = Z
′
dβ
Y1Y2
ij + u
Y1Y2
dij (6.5)
where Zd is a (p×1) vector of auxiliary variables for area d and βY1i , β
Y2
j , and β
Y1Y2
ij
are regression coefficients. It is also assumed that the random vectors ud which
contain the values of (uY1di , u
Y2
dj , u
Y1Y2
dij ) for i = 0, 1, . . . , I − 1 and j = 0, 1, . . . , J − 1
are independently and identically distributed with zero mean vector and variance-
covariance matrix ΣL of dimension (q − 1) × (q − 1). Some of the parameters of
saturated model (6.2) are set to zero and details are given in the following subsection
for 2× 2 case.
The saturated model (6.2) includes all possible one-way and two-way effects. If
the saturated model has the same number of cells in a contingency table as it has
parameters, the expected cell frequencies will always exactly match the observed
frequencies, with no degrees of freedom remaining (Knoke and Burke, 1980, pp.233-
234). An unsaturated model may be preferable for its parsimony. This can be
achieved by setting some of the effect parameters to zero. For instance, setting the
effects parameter λY1Y2dij = 0 for all i and j indicates the variable Y1 has no effect on
variable Y2, or vice versa. Then the unsaturated model is
log (pdij) = λd + λ
Y1
di + λ
Y2
dj (6.6)
with i = 0, 1, . . . , I − 1; j = 0, 1, . . . , J − 1 and d = 1, 2, . . . , D. This unsaturated
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model is known as the independence model because it implies independence between
Y1 and Y2.
6.2.2 Constraints and Estimation of Parameters for
2× 2 Tables
Two binary response variables with levels 0 and 1 are considered here for a log-linear
model for a 2× 2 contingency table with 4 cell probabilities as in Chapter 5. Model
(6.2) can be written as a function of 4 parameters. The log-linear representation of
(6.2) consists of 9 parameters: λd, λ
Y1
d1, λ
Y1
d0, λ
Y2
d1, λ
Y2
d0, λ
Y1Y2
d10 , λ
Y1Y2
d01 , λ
Y1Y2
d11 , λ
Y1Y2
d00 . Thus,
we need to put constraints on the λ’s, as only four are non-redundant parameters.
The following parameters are set to 0:
λY1d0 = λ
Y2
d0 = λ
Y1Y2
d10 = λ
Y1Y2
d01 = λ
Y1Y2
d00 = 0 (6.7)
(Agresti, 1996, p.341) which gives 4 parameters λd, λ
Y1
d1, λ
Y2
d1, λ
Y1Y2
d11 . The value of λd
can be obtained from
∑
i
∑
j pdij = 1, so there are three unconstrained parameters
λY1d1, λ
Y2
d1, λ
Y1Y2
d11 . In model (6.2), a functional relationship exists between the model
parameters and the odds ratio (OR):
log (OR) = log
p11p00
p10p01
= log (p11) + log (p00)− log (p10)− log (p01)
=
(
λd + λ
Y1
d1 + λ
Y2
d1 + λ
Y1Y2
d11
)
+
(
λd + λ
Y1
d0 + λ
Y2
d0 + λ
Y1Y2
d00
)
−
(
λd + λ
Y1
d1 + λ
Y2
d0 + λ
Y1Y2
d10
)
−
(
λd + λ
Y1
d0 + λ
Y2
d1 + λ
Y1Y2
d01
)
= λY1Y2d11 (6.8)
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The odds ratio measures the strength of association between Y1 and Y2 and
depends only on the interaction terms λY1Y2dij . Using the constraints the log-linear
probabilities are:
pd10 = exp
(
λd + λ
Y1
d1
)
pd01 = exp
(
λd + λ
Y2
d1
)
pd11 = exp
(
λd + λ
Y1
d1 + λ
Y2
d1 + λ
Y1Y2
d11
)
pd00 = exp (λd)

(6.9)
The constraints
∑I
i=1
∑J
j=1 pdij = 1 give the value of λd as
λd = −log
(∑
i
∑
j
exp
(
λY1di + λ
Y2
dj + λ
Y1Y2
dij
))
(6.10)
Therefore substituting the value of λd in (6.9), the cell probabilities can be
rewritten under (6.2) as
pdij =
exp
(
λY1di + λ
Y2
dj + λ
Y1Y2
dij
)
1 +
∑
i
∑
j exp
(
λY1di + λ
Y2
dj + λ
Y1Y2
dij
) (6.11)
Therefore the four probabilities (p10, p01, p11, p00) under the log-linear model (6.2)
can be written as:
pd10 =
exp(λY1d1 )
1+exp(λY1d1 )+exp(λ
Y2
d1 )+exp(λ
Y1
d1 +λ
Y2
d1 +λ
Y1Y2
d11 )
pd01 =
exp(λY2d1 )
1+exp(λY1d1 )+exp(λ
Y2
d1 )+exp(λ
Y1
d1 +λ
Y2
d1 +λ
Y1Y2
d11 )
pd11 =
exp(λY1d1 +λ
Y2
d1 +λ
Y1Y2
d11 )
1+exp(λY1d1 )+exp(λ
Y2
d1 )+exp(λ
Y1
d1 +λ
Y2
d1 +λ
Y1Y2
d11 )
pd00 =
1
1+exp(λY1d1 )+exp(λ
Y2
d1 )+exp(λ
Y1
d1 +λ
Y2
d1 +λ
Y1Y2
d11 )

(6.12)
where λY1d1, λ
Y2
d1 and λ
Y1Y1
d11 can be written as:
λY1d1 = Z
′
dβ
Y1
1 + u
Y1
d1
λY2d1 = Z
′
dβ
Y2
1 + u
Y2
d1
λY1Y2d11 = Z
′
dβ
Y1
1 + u
Y1
d1 +Z
′
dβ
Y2
1 + u
Y2
d1 +Z
′
dβ
Y1Y2
11 + u
Y1Y2
d11

(6.13)
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6.3 The Relationship Between Multinomial and
Log-linear Models for 2× 2 Tables
Following the multinomial model (5.12) from Chapter 5, the cell probabilities (5.14)
can be written as
pd1 ∝ exp
(
Z′dβ1 + ud1
)
pd2 ∝ exp
(
Z′dβ2 + ud2
)
pd3 ∝ exp
(
Z′dβ3 + ud3
)
pd0 ∝ 1

(6.14)
Following the log-linear model (6.2) we can write the probabilities as
pdij =
exp
(
λY1di + λ
Y2
dj + λ
Y1Y2
dij
)
1 +
∑
i
∑
j exp
(
λY1di + λ
Y2
dj + λ
Y1Y2
dij
) (6.15)
which can be written from (6.12) as
pd10 ∝ exp
(
Z′dβ
Y1
1 + u
Y1
d1
)
pd01 ∝ exp
(
Z′dβ
Y2
1 + u
Y2
d1
)
pd11 ∝ exp
(
Z′dβ
Y1
1 + u
Y1
d1 +Z
′
dβ
Y2
1 + u
Y2
d1 +Z
′
dβ
Y1Y2
11 + u
Y1Y2
d11
)
pd00 ∝ 1

(6.16)
The multinomial model (5.12) and the saturated log-linear model (6.2) are iden-
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tical if
β1 = β
Y1
1
β2 = β
Y2
1
β3 = β
Y1
1 + β
Y2
1 + β
Y1Y2
11
ud1 = u
Y1
d1
ud2 = u
Y2
d1
ud3 = u
Y1
d1 + u
Y2
d1 + u
Y1Y2
d11

(6.17)
Equivalently,
βY11 = β1
βY21 = β2
βY1Y211 = β3 − βY11 − βY21 = β3 − β1 − β2
uY1d1 = ud1
uY2d1 = ud2
uY1Y2d11 = ud3 − u
Y1
d1 − u
Y2
d1 = ud3 − ud1 − ud2

(6.18)
From (6.16), we can write the expectation and variance of the conditional cell
probabilities as
E (pd10) = E
(
exp
(
uY1d1
))
(6.19)
var (pd10) = var
(
exp
(
uY1d1
))
(6.20)
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Using a first-order Taylor series, (6.20) can be approximated by
var (pd10) ≈ var
[
exp(E(uY1d1)) + exp(E(u
Y1
d1))(u
Y1
d1 − E(u
Y1
d1))
]
=
(
exp(E(uY1d1))
)2
var
(
uY1d1
)
(6.21)
The relative variance (RV) of pd10 is
RV (pd10) =
var (pd10)
(Epd10)
2 = var
(
uY1d1
)
(6.22)
Similarly, the RV of pd01 is
RV (pd01) = var
(
uY2d1
)
(6.23)
From (6.8), we have
log (OR) = λY1Y2d11 = Z
′
dβ
Y1Y2
11 + u
Y1Y2
d11
∴ OR = exp
(
Z′dβ
Y1Y2
11 + u
Y1Y2
d11
)
(6.24)
The mean and variance of the OR are
E (OR) = E
(
exp(uY11d11)
)
(6.25)
var (OR) = var
(
exp
(
uY11d11
))
(6.26)
Using a first-order Taylor series approximation, (6.26) can be written as
var (OR) ≈ var
[
exp
(
E(uY11d11)
)
+ exp
(
E(uY11d11)
) (
uY11d11 − E(u
Y11
d11)
)]
=
(
exp(E(uY11d11)
)2
var
(
uY11d11
)
(6.27)
The relative variance (RV) of OR is
RV (OR) =
var (OR)
(E(OR))2
= var
(
uY11d11
)
(6.28)
Expressions (6.22), (6.23) and (6.28) will help to interpret the elements of ΣL in
Section 6.7.
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6.4 Model Simplification
When all of the parameters of saturated log-linear model (6.2) are free, there is no
difference between the saturated log-linear and multinomial models. Different types
of log-linear models can be obtained by dropping out some of the parameters. This
provides a realistic way of simplifying a multinomial model. The focus of attention
of this section is to consider different assumptions in order to reduce the number
of parameters and hence generate new log-linear models. At first the saturated
log-linear model is considered and the relationship between the parameters of the
saturated log-linear model and the multinomial model is stated. Then new models
are obtained by dropping out some parameters from the starting saturated log-linear
model.
Under the saturated log-linear model (6.2), the random effects ud = (u
Y1
d1, u
Y2
d1, u
Y1Y2
d11 )
′
are identically and independently distributed with zero mean vector and variance-
covariance matrix ΣL where
ΣL =

var(uY1d1) cov(u
Y1
d1, u
Y2
d1) cov(u
Y1
d1, u
Y1Y2
d11 )
cov(uY1d1, u
Y2
d1) var(u
Y2
d1) cov(u
Y2
d1, u
Y1Y2
d11 )
cov(uY1d1, u
Y1Y2
d11 ) cov(u
Y2
d1, u
Y1Y2
d11 ) var(u
Y1Y2
d11 )
 =

ΣL11 ΣL12 ΣL13
ΣL12 ΣL22 ΣL23
ΣL13 ΣL23 ΣL33

Under the multinomial model (5.12) stated in Chapter 5, the random effects
ud = (ud1, ud2, ud3)
′ are identically and independently distributed with mean 0 and
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variance-covariance matrix Σv where
Σv =

var(ud1) cov(ud1, ud2) cov(ud1, ud3)
cov(ud2, ud1) var(ud2) cov(ud2, ud3)
cov(ud1, ud3) cov(ud3, ud2) var(ud3)
 =

Σv11 Σv12 Σv13
Σv12 Σv22 Σv23
Σv13 Σv23 Σv33

Using the relationships demonstrated in Section 6.3, it is easy to derive ΣL in terms
of Σv:
ΣL11 = var(u
Y1
d1) = var(ud1) = Σv11
ΣL12 = cov(u
Y1
d1, u
Y2
d1) = cov(ud1, ud2) = Σv12
ΣL22 = var(u
Y2
d1) = var(ud2) = Σv22
ΣL13 = cov(u
Y1Y2
d1 , u
Y1
d1) = cov(ud3 − ud1 − ud2, ud1)
= cov(ud3, ud1)− var(ud1)− cov(ud2, ud1)
= Σv13 − Σv11 − Σv12
ΣL23 = cov(u
Y1Y2
d1 , u
Y2
d1) = cov(ud3 − ud1 − ud2, ud2)
= cov(ud3, ud2)− cov(ud1, ud2)− var(ud2)
= Σv23 − Σv12 − Σv22
ΣL33 = var(u
Y1Y2
d11 ) = var(ud3 − ud1 − ud2)
= var(ud3) + var(ud1)− 2cov(ud3, ud1) + var(ud2)
−2cov(ud3, ud2) + 2cov(ud1, ud2)
= Σv33 + Σv11 − 2Σv13 + Σv22 − 2Σv23 + 2Σv12
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Conversely, Σv can be written in terms of ΣL as:
Σv13 = ΣL13 + Σv11 + Σv12
= ΣL13 + ΣL11 + ΣL12 [∵ Σv11 = ΣL11,Σv12 = ΣL12]
Σv23 = ΣL23 + Σv22 + Σv12
= ΣL23 + ΣL22 + ΣL12 [∵ Σv22 = ΣL22,Σv12 = ΣL12]
Σv33 = ΣL33 − Σv11 − Σv22 − 2Σv12 + 2Σv13 + 2Σv23
= ΣL33 + ΣL11 + ΣL22 + 2ΣL12 + 2ΣL13 + 2ΣL23
Therefore the relationships between the components of ΣL and Σv are
Σv11 = ΣL11
Σv12 = ΣL12
Σv22 = ΣL22
Σv21 = ΣL21
Σv13 = ΣL13 + ΣL11 + ΣL12
Σv23 = ΣL23 + ΣL22 + ΣL12
Σv33 = ΣL33 + ΣL11 + ΣL22 + 2ΣL12 + 2ΣL13 + 2ΣL23
An unconstrained multinomial or log-linear model can be both difficult to fit and
difficult to interpret because of the large number of parameters. More parsimonious
models, which may lead to better small area estimates, may be obtained by imposing
some constraints on ΣL and β. The constrained models that will now be proposed
have some advantages over their unconstrained counterparts. Firstly, they are more
parsimonious which may lead to lower variances of parameter estimators. Secondly,
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the reduced models are more interpretable because log-linear model parameters are
more interpretable.
Model 1
Parsimony in this model is achieved by imposing constraints on interaction terms.
λY1Y2d11 controls the odds ratio between the two indicators in a given area d as shown
in (6.8). uY1d1 and u
Y2
d1 control the area-specific prevalences of first and second variable
respectively. Assume in this model that cov(uY1Y2d11 , u
Y1
d1) = cov(u
Y1Y2
d11 , u
Y2
d1) = 0. This
means we can have different odds ratio in different areas but it varies independently
of the prevalences of variable Y1 and variable Y2. For example, (a) the two preva-
lences Obesity and Highblood Pressure may be associated, (b) the strength of this
association may differ from area to area, but (b) varies independently of (a). Under
this model,
ΣL =

ΣL11 ΣL12 0
ΣL12 ΣL22 0
0 0 ΣL33

Model 2
Assume that uY1Y2d11 is always zero, so that the odds ratio between two variables
does not vary from area to area. This is another sensible way of simplifying the
model. Since Model 2 has constant odds ratio among areas, it is expected to lead
to good SAE estimates because in practice the strength of the association between
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Y1 and Y2 is probably consistent across areas. Under this model,
ΣL =

ΣL11 ΣL12 0
ΣL12 ΣL22 0
0 0 0

Model 3
In Model 3, besides assuming that uY1Y2d11 are identically zero, it is also assumed
that uY1d1 and u
Y2
d1 are independent. Then it can be said that the odds ratio between
variables are constant from area to area and the area prevalences of Y1 and Y2 do
not co-vary. Under this model,
ΣL =

ΣL11 0 0
0 ΣL22 0
0 0 0

6.5 Maximum Likelihood Estimation of
Parameters
To obtain the ML estimates of parameters, the multinomial likelihood defined in
(5.24) in Subsection 5.3.1 has to be maximized. In Chapter 5, ML was applied in
order to estimate the unknown parameters (Σv and βr) of multinomial models. The
likelihood function for estimating the parameters involved multidimensional integra-
tion which was approximated using Monte-Carlo methods described in Subsection
5.3.1. The optim function in R was used to maximize the log-likelihood. In this
chapter, a similar procedure is employed to fit the log-linear models with different
parameterizations since theoretically multinomial and saturated log-linear models
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are identical as shown in Section 6.3. The form of likelihood remains the same and
the parameters are estimated by maximizing the log of the likelihood defined in
(5.24) in Chapter 5, but with respect to the log-linear model parameters using the
relationship between the log-linear and multinomial parameters derived in Sections
6.3 and 6.4.
6.6 Outline of the Empirical Study
An empirical study is conducted using data from the New Zealand Heath Survey
2011/12 consisting of 63 general election districts with 12,370 adults. Refer back to
Chapter 4 for a full description of this data. In this example, cross-classified data
are obtained from the cross-classification of Current Smoker by Obesity. Auxiliary
variables are the mean age of area specific population (age) and proportion of the
population who are Māori (Maori). The cross-classified cells of Current Smoker
by Obesity are non-smoker non-obese, smoker non-obese, non-smoker obese, and
smoker obese as stated in Chapter 5. The cell non-smoker non-obese is treated
as the reference cell. Note that this is the same example as in Chapter 5. Six
models namely binomial, fournomial, saturated log-linear (LL) and Model 1, 2, and
3 (defined in Section 6.4) are fitted using ML. SAEs and MSE estimates for the
SAEs are then calculated using the bias-calibrated empirical best SAEs defined in
Subsection 5.3.4 and the parametric bootstrap defined in Section 5.4.
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6.7 Results of Empirical Study
6.7.1 Maximum Likelihood Parameter Estimates
The estimated variance-covariance matrix, ΣL, and the corresponding correlation
matrix, ρL, based on the cross-classified indicators Current Smoker by Obesity ob-
tained from the fitted saturated model and non-saturated log-linear models are
Σ̂SaturatedL =

0.0699 0.0621 0.0934
0.0621 0.0871 0.1181
0.0934 0.1181 0.1637
 ρ̂
Saturated
L =

1 0.796 0.873
0.796 1 0.989
0.873 0.989 1
 .
Σ̂Model 1L =

0.0475 0.0444 0.0000
0.0444 0.0750 0.0000
0.0000 0.0000 0.0002
 ρ̂
Model 1
L =

1 0.743 0.000
0.743 1 0.000
0.000 0.000 1
 .
Σ̂Model 2L =

0.0466 0.0445 0.0000
0.0445 0.0752 0.0000
0.0000 0.0000 0.0000
 ρ̂
Model 2
L =

1 0.751 0.000
0.751 1 0.000
0.000 0.000 1
 .
Σ̂Model 3L =

0.0429 0.0000 0.0000
0.0000 0.0790 0.0000
0.0000 0.0000 0.0000
 ρ̂
Model 3
L =

1 0.000 0.000
0.000 1 0.000
0.000 0.000 1
 .
The component ΣL11 controls how much the prevalences of the first variable vary
from area to area, ΣL22 explains how much the prevalences of the second variable
vary from one area to another and ΣL33 explains the between area variation of
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the OR. Table 6.1 shows the coefficients of variation of the prevalences of Current
Smoker and Obesity and the CV of the OR between these two variables, calculated
by taking square root of the RV from (6.22), (6.23) and (6.28) for the various fitted
models. The saturated model has CVs of the prevalence of Current Smoker and
Obesity equal to 26% and 30% respectively. In both Model 1 and Model 2, the CV
of the prevalence of Current Smoker is 21% and the CV of the prevalence of Obesity
is 30%. In Model 3, the CVs of Current Smoker and Obesity are 20% and 65%
respectively. The CV of the OR for saturated model indicates that the strength of
association between the two variables varies by a substantial 40% from area to area.
The saturated model also suggests huge between area variation in the prevalences
of first and second variables.
Table 6.1: Coefficient of variation (CV) of the prevalences of Current Smoker (CS),
Obesity (OBS) and odds ratio (OR) under fitted model
Model
CV
CS OBS OR
Saturated 0.26 0.30 0.40
Model 1 0.21 0.30 0.01
Model 2 0.21 0.30 0.00
Model 3 0.20 0.65 0.00
6.7.2 Small Area Estimates and Corresponding RMSEs of
Current Smoker by Obesity Contingency Tables
The differences between SAE and direct estimates of cross-classified cells by Current
Smoker by Obesity are presented in Figure 6.1. The distributions are centered near
zero for all four panels, as would be expected. All models have almost same range
in panel (b) and (c) and different range in panel (a) and (d).
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Figure 6.1: Differences between the model-based small area estimates (SAEs) (satu-
rated and three non-saturated log-linear models) and direct estimates of the preva-
lence of each cell of Current Smoker and Obesity. Panel (a) contains the estimated
differences for the people belonging to the smoker and no obesity cell, similarly panel
(b) is obesity and no smoker cell, panel (c) is smoker and obesity cell, and panel (d)
is no smoker and no obesity cell for each area.
The distribution of the estimated RMSEs of the estimated proportions of cross-
classified counts by Current Smoker by Obesity calculated as described in Section 5.4
across the general election district are shown in Figure 6.2. The plots of Figure 6.2
indicate that the saturated estimators are performing better than the other models
in terms of RMSE for all the cross-classified cells.
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Figure 6.2: Distribution of root mean squared errors (RMSEs%) of the four log-
linear estimators of the prevalences of Current Smoker by Obesity across the general
election districts. Panel (a) contains the estimated RMSE of people belonging to
the smoker and no obesity cell, similarly panel (b) is obesity and no smoker cell,
panel (c) is smoker and obesity cell, and panel (d) is no smoker and no obesity cell
for each area.
6.7.3 Small Area Estimates and Corresponding RMSEs of
Marginal Prevalences of Current Smoker and Obesity
Figure 6.3 shows the difference between SAEs and direct estimates of the marginal
proportions of Current Smoker and Obesity. All of the model-based SAEs show neg-
ative bias for both marginal proportions. However, biases are all small relative to
the intra-area variation. The distribution of the estimated RMSEs of the marginal
SAEs under the binomial (5.9), saturated (6.2) and non-saturated log-linear models
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(Model 1, Model 2 and Model 3) are exhibited in Figure 6.4. The saturated esti-
mators have lower RMSEs than the other estimators for Obesity but slightly higher
RMSE than Model 3 for variable Current Smoker.
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Figure 6.3: Difference between small area estimates (SAEs) and direct estimates
based on the binomial, saturated and other log-linear models (Model 1-Model 3) of
the marginal proportions of Current Smoker and Obesity.
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Figure 6.4: Distribution of root mean squared errors (RMSEs%) of the binomial,
saturated and other log-linear (Model 1-Model 3) marginal estimators of Current
Smoker and Obesity across the general election districts.
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The five number summaries and the means of the marginal SAE estimates and
RMSE estimates for the binomial (5.9), saturated (6.2), and non-saturated log-linear
models (Model 1 to Model 3) are presented in Table 6.2 and Table 6.3 respectively.
It seems that the saturated model has lower median of RMSE than other models for
Obesity but slightly higher RMSE than Model 3 for Current Smoker. The conclusion
is that overall, the estimators based on saturated model behave much better than
those based on Models 1, 2 and 3.
Table 6.2: Five number summary of small area estimates of marginal proportion
of Current Smoker (CS) and Obesity (OBS) based on the binomial, saturated, and
Model 1 to Model 3
Five number
summary
Binomial Saturated Model 1 Model 2 Model 3
CS OBS CS OBS CS OBS CS OBS CS OBS
Minimum 0.108 0.180 0.115 0.186 0.114 0.181 0.116 0.185 0.115 0.189
Lower Quartile 0.144 0.254 0.149 0.258 0.146 0.256 0.147 0.257 0.147 0.261
Median 0.178 0.299 0.179 0.297 0.176 0.298 0.177 0.297 0.178 0.299
Mean 0.178 0.292 0.180 0.294 0.179 0.293 0.179 0.293 0.179 0.294
Upper Quartile 0.198 0.323 0.208 0.329 0.208 0.327 0.207 0.327 0.198 0.323
Maximum 0.293 0.460 0.295 0.459 0.297 0.459 0.296 0.459 0.291 0.476
Table 6.3: Five number summary of root mean squared errors in percentage of
marginal proportion of Current Smoker (CS) and Obesity (OBS) based on the bi-
nomial, saturated, and Model 1 to Model 3
Five number
summary
Binomial Saturated Model 1 Model 2 Model 3
CS OBS CS OBS CS OBS CS OBS CS OBS
Minimum 1.790 2.090 1.687 1.926 1.995 2.008 2.030 1.787 1.735 2.359
Lower Quartile 2.158 2.986 1.999 2.106 2.473 2.398 2.458 2.244 2.020 2.944
Median 2.376 3.348 2.232 2.266 2.755 2.599 2.718 2.402 2.177 3.332
Mean 2.415 3.385 2.292 2.344 2.880 2.595 2.789 2.449 2.199 3.462
Upper Quartile 2.661 3.661 2.480 2.512 3.221 2.810 3.044 2.651 2.341 3.814
Maximum 3.564 5.282 3.615 3.391 4.785 3.456 4.427 3.487 2.980 6.115
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6.7.4 Model Comparison
Since one goal of this chapter is to simplify the multinomial model using non-
saturated log-linear models, model selection criterion such as the Akaike Information
Criterion (AIC) and Bayesian Information Criterion (BIC) were used to compare
the models. The Akaike Information Criterion is
AIC = 2× number of parameters− 2× logLmax (6.29)
(Sawa, 1978) where Lmax is the maximized likelihood. The Bayesian Information
Criterion is
BIC = log(D)× number of parameters− 2× logLmax (6.30)
(Schwarz, 1978) where D is the number of areas.
Table 6.4: Akaike Information Criterion (AIC) and Bayesian Information Criterion
(BIC) of log-linear models relative to Model 2
Saturated Model 1 Model 2 Model 3
AIC 3.7 1.5 0.0 11
BIC 10.2 3.61 0.00 9.17
The AIC and BIC for the saturated model, Model 1, and Model 3 relative to
Model 2 are presented in Table 6.4. The values of the AIC and the BIC are lower
for Model 2 than for the other log-linear models, suggesting that Model 2 is the best
fit to the data. However, the saturated model does better in terms of the MSEs of
SAEs, even though its AIC and BIC are higher than Model 2. This suggests that
an overfitted model is better for prediction.
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6.8 Simulation Experiment
A model-based simulation study is conducted to assess how the relative biases (RB)
and mean squared errors (MSE) of the direct, multinomial and log-linear small
area estimates vary in different situations. The performance of the estimators are
compared on the basis of absolute relative biases (ARBs) and relative efficiencies
(REs). The estimators are based on the binomial, fournomial and log-linear models
and the maximum likelihood estimation of the parameters is carried out as de-
scribed in Section 5.3. Refer back to Chapter 5 for the description of binomial and
fournomial models. Saturated log-linear models are described in Section 6.2 and
other constrained log-linear models are stated in Section 6.4. Direct estimators are
also included in the simulation.
For the simulation study, the population and sample structures are based on the
NZHS dataset and so there are D = 63 small areas. The sample sizes (md) are the
same as the NZHS dataset and there are no auxiliary variables in this simulation.
The simulation study is developed for producing small area estimates from 2 × 2
contingency tables so that there are q = 4 categories. The procedure is outlined as
follows:
1. Different options of the parameter values βr (r = 1, 2, . . . , q − 1) and ΣL are
assumed which are presented in Table 6.5.
2. Category-specific random effects udr for category r = 1, 2, . . . , q − 1 and area
d = 1, 2, . . . , D were generated from a multivariate normal distribution with
mean 0r and covariance matrix ΣL.
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3. The true probabilities (pdr) are generated using the assumed parameters as
pdr =
exp(Z′dβr + udr)
1 +
∑q−1
r=1 exp(Z
′
dβr + udr)
(6.31)
where d = 1, 2, . . . D and r = 1, 2, . . . , q − 1. Then yd|ud were generated
following multinomial distribution as
yd|ud ∼ Multinomial(md, pd1, pd2, . . . , pd,q−1)
4. The considered models (binomial, fournomial and log-linear models) are fitted
to the simulated sample data yd|ud by estimating the corresponding model
parameters by ML. Small area estimators p̂dr are then calculated using the
procedure described in Section 5.3.
The simulation process was repeated S = 250 times (s = 1, 2, . . . , 250). Then
the simulated relative bias (RB) and mean squared error (MSE) are calculated
as
RBdr = S
−1
S∑
s=1
(p̂drs − pdrs)/S−1
S∑
s=1
pdrs (6.32)
MSEdr = S
−1
S∑
s=1
(p̂drs − pdrs)2 (6.33)
The absolute relative biases (ARB) over 63 areas are calculated as
ARBdr = D
−1
D∑
d=1
|R̂Bdr| (6.34)
Let the mean squared errors of direct estimators and model-based estimators be
denoted by MSEdr(direct) and MSEdr(Model) respectively. Then the relative efficiency
of different models can be defined as
REdr =
MSEdr(Model)
MSEdr(direct)
(6.35)
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In the simulation study, a number of scenarios are investigated based on different
values of the log-linear model parameters. The model parameters are ΣL11, ΣL22,
ΣL33, ρL =
ΣL12√
ΣL11ΣL22
, ΣL12, ΣL13, ΣL23 and the regression intercepts β0. Several
different options of β0 = (β01, β02, β03), ΣL.11.22 = (ΣL11,ΣL22), ΣL33 and ρL stated
in Table 6.5 are used to perform the simulation study. ΣL13, ΣL23 are assumed as
zero in this simulation study.
Table 6.5: Design of parameters options. Each row defines an option for a parameter
or vector of parameters
Parameters Options
β0 log(0.1) log(0.1) log(1)
log(0.1) log(0.1) log(2)
log(0.1) log(0.25) log(2)
log(0.25) log(0.1) log(2)
ΣL.11.22
0.05 0.05
0.05 0.12
0.20 0.20
ΣL33
0
0.02
ρL
0.3
0.7
Different options of β0 define the expected prevalences of the two variables. For
example, the first option of β0 indicates that both variables have lower prevalence
(about 10%) and no relationship between the variables since odds ratio is 1. The
second option of β0 indicates both variables have low expected prevalence (about
10%) and there is a large relationship between the two variables since the odds ratio
is 2. The third option of β0 indicates that the first variable has low prevalence
(about 10%) and second variable has high prevalence (about 25%) with a large
relationship between them since odds ratio is 2. The fourth option for β0 indicates
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that the first variable has high prevalence (about 25%) and second variable has low
prevalence (about 10%) with a large relationship between them since the odds ratio
is 2.
Three different options for ΣL.11.22 define the area variation of prevalences of
two variables. For example, the first option for ΣL.11.22 implies low between area
variation (about 5%) of the prevalences of both variables. The second option of
ΣL.11.22 indicates that the between area variation in the prevalence is low for the
first variable (about 5%) and high for the second variable (about 12%). The third
option reveals that the prevalences of both variables have high (about 20%) between
area variation.
The between area variation of the odds ratio is determined by ΣL33. The two
options of ΣL33 in Table 6.5 indicates that between area variation of the odds ratios
are zero and 2% respectively. The two options of ρL indicate low (0.3) and high
(0.7) correlation between the area effects of the two variables.
As stated in Table 6.5, there are 4 options for β0, 3 options for ΣL.11.22, 2 options
for ΣL33 and 2 options for ρL and hence 48 combinations of parameters which are
presented in Table 6.6.
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Table 6.6: Combinations of parameters
Combination ρL ΣL33 β01 β02 β03 ΣL11 ΣL22
1 0.30 0.00 -2.30 -2.30 0.00 0.05 0.05
2 0.30 0.00 -2.30 -2.30 0.00 0.05 0.12
3 0.30 0.00 -2.30 -2.30 0.00 0.20 0.20
4 0.50 0.00 -2.30 -2.30 0.00 0.05 0.05
5 0.50 0.00 -2.30 -2.30 0.00 0.05 0.12
6 0.50 0.00 -2.30 -2.30 0.00 0.20 0.20
7 0.30 0.02 -2.30 -2.30 0.00 0.05 0.05
8 0.30 0.02 -2.30 -2.30 0.00 0.05 0.12
9 0.30 0.02 -2.30 -2.30 0.00 0.20 0.20
10 0.50 0.02 -2.30 -2.30 0.00 0.05 0.05
11 0.50 0.02 -2.30 -2.30 0.00 0.05 0.12
12 0.50 0.02 -2.30 -2.30 0.00 0.20 0.20
13 0.30 0.00 -2.30 -2.30 0.69 0.05 0.05
14 0.30 0.00 -2.30 -2.30 0.69 0.05 0.12
15 0.30 0.00 -2.30 -2.30 0.69 0.20 0.20
16 0.50 0.00 -2.30 -2.30 0.69 0.05 0.05
17 0.50 0.00 -2.30 -2.30 0.69 0.05 0.12
18 0.50 0.00 -2.30 -2.30 0.69 0.20 0.20
19 0.30 0.02 -2.30 -2.30 0.69 0.05 0.05
20 0.30 0.02 -2.30 -2.30 0.69 0.05 0.12
21 0.30 0.02 -2.30 -2.30 0.69 0.20 0.20
22 0.50 0.02 -2.30 -2.30 0.69 0.05 0.05
23 0.50 0.02 -2.30 -2.30 0.69 0.05 0.12
24 0.50 0.02 -2.30 -2.30 0.69 0.20 0.20
25 0.30 0.00 -2.30 -1.39 0.69 0.05 0.05
26 0.30 0.00 -2.30 -1.39 0.69 0.05 0.12
27 0.30 0.00 -2.30 -1.39 0.69 0.20 0.20
28 0.50 0.00 -2.30 -1.39 0.69 0.05 0.05
29 0.50 0.00 -2.30 -1.39 0.69 0.05 0.12
30 0.50 0.00 -2.30 -1.39 0.69 0.20 0.20
31 0.30 0.02 -2.30 -1.39 0.69 0.05 0.05
32 0.30 0.02 -2.30 -1.39 0.69 0.05 0.12
33 0.30 0.02 -2.30 -1.39 0.69 0.20 0.20
34 0.50 0.02 -2.30 -1.39 0.69 0.05 0.05
35 0.50 0.02 -2.30 -1.39 0.69 0.05 0.12
36 0.50 0.02 -2.30 -1.39 0.69 0.20 0.20
37 0.30 0.00 -1.39 -2.30 0.69 0.05 0.05
38 0.30 0.00 -1.39 -2.30 0.69 0.05 0.12
39 0.30 0.00 -1.39 -2.30 0.69 0.20 0.20
40 0.50 0.00 -1.39 -2.30 0.69 0.05 0.05
41 0.50 0.00 -1.39 -2.30 0.69 0.05 0.12
42 0.50 0.00 -1.39 -2.30 0.69 0.20 0.20
43 0.30 0.02 -1.39 -2.30 0.69 0.05 0.05
44 0.30 0.02 -1.39 -2.30 0.69 0.05 0.12
45 0.30 0.02 -1.39 -2.30 0.69 0.20 0.20
46 0.50 0.02 -1.39 -2.30 0.69 0.05 0.05
47 0.50 0.02 -1.39 -2.30 0.69 0.05 0.12
48 0.50 0.02 -1.39 -2.30 0.69 0.20 0.20
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6.9 Results of Simulation Experiment
6.9.1 Absolute Relative Bias for 2× 2 Tables
Figure 6.5 shows the area averages of the absolute relative biases of the saturated
estimators against those of the direct estimators. It is noted that almost over all
the combinations saturated estimators have lower bias than the direct estimators
for all cells of cross-classified data. However, the biases are negligible for both the
direct and saturated estimators for each cell since the biases are small compared to
the RMSEs (Appendix Table D.5-D.8) .
Absolute relative biases for 48 combinations of parameters for saturated versus
Model 1 for each cell are presented in Figure 6.6. The saturated model shows lower
bias in panel (a) and (b) and and higher bias in panel (c) and (d) compared to Model
1. In Figures 6.7 and 6.8, the absolute relative biases of the saturated model against
Model 2 and Model 3 are reported for all combinations respectively. From Figures
6.7, it can be said that biases of the saturated model are small in panel (a) and (b)
and large in panel (c) and (d) compared to Model 2. Similar patterns are observed
in Figures 6.8 when comparing the saturated model with Model 3. Appendix Tables
D.1, D.2, D.3 and D.4 present the values of absolute relative biases of direct and
other model-based estimators respectively.
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Figure 6.5: Area averages of absolute relative biases (ARBs%) of the saturated model
versus direct for each cell for 48 combinations. Panel (a) indicates first variable and
no second variable, similarly panel (b) is second variable and no first variable, (c)
is first variable and second variable, panel (d) is no first variable and no second
variable.
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Figure 6.6: Area averages of absolute relative biases (ARBs%) of the saturated
model versus Model 1 for each cell for 48 combinations. Panel (a) indicates first
variable and no second variable, similarly panel (b) is second variable and no first
variable, (c) is first variable and second variable, panel (d) is no first variable and
no second variable.
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Figure 6.7: Area averages of absolute relative biases (ARBs%) of the saturated
model versus Model 2 for each cell for 48 combinations. Panel (a) indicates first
variable and no second variable, similarly panel (b) is second variable and no first
variable, (c) is first variable and second variable, panel (d) is no first variable and
no second variable.
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Figure 6.8: Area averages of absolute relative biases (ARBs%) of the saturated
model versus Model 3 for each cell for 48 combinations. Panel (a) indicates first
variable and no second variable, similarly panel (b) is second variable and no first
variable, (c) is first variable and second variable, panel (d) is no first variable and
no second variable.
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6.9.2 Absolute Relative Bias of Marginal Prevalences
Figure 6.9 shows the absolute relative biases of marginal estimators of the direct
and saturated estimates for both variables. The biases are negligible for the direct
and saturated estimators compared to the RMSEs for both estimators (Appendix
Tables D.10-D.11). The absolute relative biases of binomial marginal estimates and
the saturated marginal estimates are recorded in Figure 6.10 which indicates that
binomial estimates have smaller absolute relative biases than those based on the
saturated log-linear model.
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Figure 6.9: Area averages of absolute relative biases (ARBs%) of marginal estimates
of the saturated model versus direct estimators for 48 combinations.
The absolute relative biases of the marginal estimates calculated by Model 1,
Model 2 and Model 3 against the saturated model are presented in Figure 6.11,
Figure 6.12 and Figure 6.13 respectively for both variables. It is observed from
these figures that Models 1, 2 and 3 give smaller ARB than the saturated model.
However biases of all of the models are negligible (less than 1%). Appendix Table
D.9 presents the values of absolute relative biases of direct and other model-based
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estimators.
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Figure 6.10: Area averages of absolute relative biases (ARBs%) of marginal esti-
mates of the saturated model versus binomial model for 48 combinations.
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Figure 6.11: Area averages of absolute relative biases (ARBs%) of marginal esti-
mates of the saturated model versus Model 1 for 48 combinations.
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Figure 6.12: Area averages of absolute relative biases (ARBs%) of marginal esti-
mates of the saturated model versus Model 2 for 48 combinations.
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Figure 6.13: Area averages of absolute relative biases (ARBs%) of marginal esti-
mates of the saturated model versus Model 3 for 48 combinations.
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6.9.3 Relative Efficiency for 2× 2 Tables
In Figure 6.14, relative efficiencies of small area cross-classified estimates from the
saturated model and from Model 1 are plotted for the 48 combinations of parameter
values. All REs are relative to direct estimators. The noticeable feature is that the
saturated model does better in panels (a), (b) and (c) almost over all combinations,
whereas the two estimators are very similar in panel (d). Both of these model-based
SAEs are much better than the direct estimators.
Figure 6.15 presents the REs of SAEs based on the saturated model and Model 2.
It seems that REs from the saturated model is lower than Model 2 for panels (a), (b),
and (c) and REs are approximately the same for both models in panel (d) (similar
to Figure 6.14). Figure 6.16 shows lower REs from the saturated model compared
to Model 3 in panels (a), (b) and (c), and in panel (d), they behave similarly in
most cases. Appendix Table D.12, D.13, D.14 and D.15 present the values of the
REs of binomial, saturated and other log-linear models (Model 1-Model 3) relative
to direct estimators, respectively.
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Figure 6.14: Results of relative efficiencies (REs) of the saturated model versus
Model 1 for each cell for 48 combinations. Panel (a) indicates first variable and no
second variable, similarly panel (b) is second variable and no first variable, (c) is first
variable and second variable, panel (d) is no first variable and no second variable.
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Figure 6.15: Results of relative efficiencies (REs) of the saturated model versus
Model 2 for each cell for 48 combinations. Panel (a) indicates first variable and no
second variable, similarly panel (b) is second variable and no first variable, (c) is first
variable and second variable, panel (d) is no first variable and no second variable.
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Figure 6.16: Results of relative efficiencies (REs) of the saturated model versus
Model 3 for each cell for 48 combinations. Panel (a) indicates first variable and no
second variable, similarly panel (b) is second variable and no first variable, (c) is first
variable and second variable, panel (d) is no first variable and no second variable.
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6.9.4 Relative Efficiency of Marginal Prevalences
The estimates of the REs of marginal SAEs by first and second variables for the
saturated and the binomial model are presented in Figure 6.17 for 48 combinations.
REs of saturated and binomial models are relative to direct estimators. Both models
are similarly efficient for both variables.
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Figure 6.17: Results of relative efficiencies (REs) of marginal estimates of the satu-
rated model and binomial model for 48 combinations.
The REs of marginal small area estimators from the saturated model and from
Model 1, 2, and 3 are depicted in Figures 6.18 - 6.20, respectively. There are 48
points in each scatter plot, corresponding to the 48 simulations scenarios. In Figure
6.18, negligible differences are observed between the SAEs from the saturated model
and Model 1. The same is true for the saturated model and Model 2 in Figure 6.19.
However, in Figure 6.20, it is observed that the SAEs from the saturated model
perform better than those from Model 3 for most of the combinations.
Although negligible differences exist in the REs of the saturated model and Model
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1, 2, and 3, to see scenarios more closely refer to Appendix Table D.16. For example,
when the prevalences of both variables are low and when there is no relationship
between them, then Model 1, 2 and 3 do better than the saturated model. However,
using the saturated model gives a benefit over the other log-linear models when the
first variable has low prevalence and second variable has high prevalence with a large
relationship between them. The empirical study in Section 6.7.3 (Figure 6.4) also
supports this scenario where saturated did well compared to other log-linear models
since the prevalence of Current Smoker is lower than the prevalence of Obesity and
since the odds ratios vary a lot across areas (Section 6.7).
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Figure 6.18: Results of relative efficiencies (REs) of marginal estimates of the satu-
rated model and Model 1 for 48 combinations.
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Figure 6.19: Results of relative efficiencies (REs) of marginal estimates of the satu-
rated model and Model 2 for 48 combinations.
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Figure 6.20: Results of relative efficiencies (REs) of marginal estimates of the satu-
rated model and Model 3 for 48 combinations.
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6.10 Summary
In this chapter, the main focus is to introduce log-linear models with category-
specific random effects for estimating cross-classified cell counts and marginal counts.
Log-linear models are a natural way of parameterizing and simplifying multinomial
models. In two studies, an empirical study and a simulation experiment, the effi-
ciency of small area estimates based on the multinomial model and different parsi-
monious log-linear models are investigated.
In the empirical study, small area estimators based on a saturated log-linear
model performed better than the other parsimonious log-linear models for each
cross-classified cell. For the marginal small area estimates of two variables, the
saturated model has lower median of RMSE than other models for Obesity but
slightly higher RMSE than Model 3 for Current Smoker. It can be concluded that
overall, the estimators based on saturated model behave much better than those
based on binomial and three non-saturated log-linear models.
The AIC and BIC are calculated for each model for a particular pair of indicators
in the NZHS dataset. Model 2 is the best model according to both information
criteria but the saturated model is best in terms of the MSEs of the resulting SAEs.
This shows that the best model for small area prediction is not always the best
according to the AIC and BIC.
The simulation study shows that small area estimators based on the saturated
model have lower relative efficiencies than the log-linear Models 1, 2, and 3 for
cross-classified cells. It is observed that marginal SAEs based on the binomial and
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saturated models behave similarly for almost all combinations. The relative efficien-
cies for the marginal estimates obtained from saturated and three non-saturated
log-linear models show that there is no large difference between these models for
the 48 simulation scenarios. However, non-saturated log-linear models performed
slightly better than the saturated model for the scenarios when the prevalences of
both variables are low and when there is no relationship between them, while the
saturated model shows better performances than the other log-linear models when
the first variable has low prevalence and second variable has high prevalence with a
large relationship between them. Overall, it can be concluded that in most cases,
there is not much more benefit in using non-saturated log-linear models by dropping-
out parameters rather than the saturated model. Non-saturated log-linear models
may be of greater benefit in estimating higher order contingency tables by small
area.
Chapter 7
Conclusion
7.1 Summary and Conclusions
The focus of this thesis has been on the efficiency of multivariate small area esti-
mation. In particular, the research has examined whether gains are achievable from
taking into account multiple response variables simultaneously rather than using a
separate model for each response variable. Two scenarios are considered: firstly, the
multivariate Fay-Herriot estimator for multiple continuous response variables; and
secondly, when there are multiple categorical response variables, the estimation of
the population contingency table by all variables for each small area was considered.
In the first scenario of this thesis, Chapters 3 and 4 considered the bivariate
Fay-Herriot model to get estimates of each continuous response variable by area.
In Chapter 3, a numerical and a simulation study of bivariate Fay-Herriot model
estimation were carried out to determine under what conditions a bivariate Fay-
Herriot (BFH) model would be worthwhile in practice compared with a univariate
Fay-Herriot (UFH) model. Five special cases were also investigated theoretically
and revealed that:
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• There is no gain from using the bivariate Fay-Herriot model when the sampling
errors are zero.
• When the sampling errors correlation and the random effects correlation are
both zero then the bivariate Fay-Herriot model shows no benefit.
• Gains are not attainable with the bivariate Fay-Herriot model when the variance-
covariance matrices of the sampling errors and the random effects are propor-
tional.
• When the covariance term of the random effects is equal to its variance term
of the first variable and when the covariance term of the sampling errors is
equal to its variance term of the first variable then there is no gain for the first
variable. Similarly, when the covariance term of the random effects is equal to
its variance term of the second variable and when the covariance term of the
sampling errors is equal to its variance term of the second variable then there
is no gain for the second variable.
• When the ratio of the variances of random effects may be large then there may
be some gains from using the bivariate Fay-Herriot estimators.
From the numerical study it can be concluded that:
• Gains from using the bivariate Fay-Herriot model rather than the separate
univariate Fay-Herriot estimators are greater when the across-variable corre-
lations of both sampling errors and area level random effects are high.
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• The ratio between the sampling errors variances of the first and second vari-
ables (denoted re), and the ratio between the random effects variances of the
first and second variables (denoted rv), are both important. The greatest gains
from BFH modelling are made when these two ratios are very different from
each other, that is, when R = re
rv
is far from unity in either direction.
• When R=1, that is, when re and rv are equal then there is no benefit of using
the bivariate Fay-Herriot model.
• Notable gains for the bivariate Fay-Herriot model are obtainable when R moves
away from unity while keeping sampling errors correlations and random effects
correlations constant and high.
More formal analysis of the resulting relative efficiencies from the numerical
study included the following:
• ANOVA analysis confirms that the factors which determine a gain when uti-
lizing a bivariate Fay-Herriot model are sampling errors correlations, random
effects correlations and their interactions with R.
• Regression tree analysis also indicates that gains achieved when applying a
bivariate Fay-Herriot model rely on the combination of high R with either
high sampling errors correlation or high random effects correlations.
A simulation experiment was conducted in Chapter 3 where relative efficien-
cies of bivariate Fay-Herriot estimators were calculated on data generated from
homoscedastic and heteroscedastic BFH models. The latter was specified following
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González-Manteiga et al. (2008), although it appears that the former may have been
what González-Manteiga et al. (2008) actually implemented. When data were sim-
ulated from the homoscedastic models, gains from the use of the BFH over the UFH
were obtained for both variables for a range of different values of the sampling errors
correlations. However, there is no gain for both variables when data were generated
from a heteroscedastic model.
Chapter 4 developed a parametric bootstrap approach to calculate mean squared
error (MSE) estimates from the bivariate and univariate Fay-Herriot models. The
method was applied to a New Zealand Health Survey (NZHS) dataset to investigate
the efficiency of the BFH estimators compared with the UFH estimators in reality.
In addition, parametric bootstrap confidence intervals of relative efficiencies were
calculated to evaluate whether BFH is beneficial compared to UFH in practice.
The NZHS dataset has 30 key health indicators which means there are 435 pairs
of response variables. The investigation was done by first considering Obesity and
High Blood Pressure as dependent variables in the Fay-Herriot models and then the
method was applied to all 435 pairs of response variables. Both the bivariate and
univariate estimators performed better than the direct estimators for all of the 435
pairs showing lower MSEs.
When comparing the results of the univariate and bivariate Fay-Herriot estima-
tors, the results indicate that BFH achieves small gains over UFH for the variables
Obesity and High Blood Pressure. Useful gains were also achieved for some of the
435 pairs of variables, at least according to the point estimates of the MSEs. Para-
metric bootstrap confidence intervals were also calculated for the relative efficiency
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of BFH relative to UFH. The upper limits of these confidence intervals were very
close to 1 for all 435 pairs, which shows that it is difficult to be certain of the benefit
of the bivariate model in practice.
In the second scenario of this thesis, Chapters 5 and 6 considered estimation
of cell counts and marginal counts of two-way contingency tables by area, that is,
for multiple categorical response variables. Two types of models were considered:
a multinomial logistic mixed model in Chapter 5 and a log-linear mixed model in
Chapter 6.
A multinomial logit mixed model with category-specific random effects was uti-
lized to estimate the cross-classified counts of a population contingency table for
each small area. Using this model, small area estimators for cross-classified cells
were developed. Methods were applied to a NZHS dataset and a parametric boot-
strap approach was developed to calculate the MSE. The results of the empirical
study (from Chapter 5) can be summarized as:
• A multinomial logit mixed model performs better in estimating counts in a
small area contingency table than the direct estimators.
• The MSEs that are derived from the multinomial and separate binomial models
for each of the two marginal counts are smaller than those for the direct
estimates.
• Multinomial estimators sometimes performed better than the binomial for esti-
mating marginal counts but not always. The major benefit of the multinomial
estimator is that it enables the estimation of the full contingency table in
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each area, something that is not possible using the binomial model and other
existing methods.
A possible weakness of the multinomial model in Chapter 5 is the large number
of variance components which must be estimated. Chapter 6 develops log-linear
models which can be more parsimonious. Log-linear mixed models were introduced
in order to reduce number of parameters to be estimated and simplify the multino-
mial model. Three non-saturated log-linear models were developed by dropping out
some parameters from the saturated model. The efficiencies of the multinomial or
saturated log-linear model were compared with the non-saturated log-linear mod-
els. Both an empirical study and a simulation study were carried out to obtain the
small area estimates of cross-classified counts of two binary health indicators and
their marginal counts. The results of the empirical study using the NZHS dataset
provide support for the applicability of the saturated log-linear model. From the
empirical results, it was observed that the saturated model is better in terms of lower
median RMSE than the non-saturated log-linear models for each cross-classified cell.
A simulation study was also carried out in order to examine the relative efficiency
of the binomial, multinomial and the considered log-linear models in Chapter 6. In
the simulation study, the relative efficiencies of the considered models were investi-
gated under 48 combinations of parameters. The relative efficiencies of the binomial,
the saturated and the three non-saturated log-linear models are calculated relative
to MSEs of the direct estimators. The results from the simulation experiment can
be summarized as:
197
• For each cross-classified cell, the saturated model achieves small gains com-
pared with the three non-saturated log-linear random effect models.
• Binomial, saturated loglinear models and non-saturated loglinear models all
performed fairly similarly in of estimating table margins.
Overall, it can be said that non-saturated log-linear models are not beneficial
compared to saturated log-linear models for estimating 2 × 2 contingency table
but they may be computationally scalable to three-way and higher order cross-
classifications.
In conclusion, applying the multivariate continuous model in the small area es-
timation is useful in specific situations which are identified in Chapter 3 but it is
difficult to be confident about the benefit of this model using real data unless the
number of areas is very large (Chapter 4). Multivariate categorical models are used
to successfully calculate a new form of small area statistic, by estimating contingency
tables in each area.
7.2 Future Research
There is still much scope left for further theoretical and empirical research on mul-
tivariate small area estimation. In Chapter 3 of this thesis, useful gains were found
from using a bivariate Fay-Herriot model in both numerical and simulation studies
under certain conditions. Chapter 4 found that the MSE estimates were lower for
bivariate Fay-Herriot than for univariate Fay-Herriot estimators in a health survey
dataset. However, the confidence interval for the corresponding relative efficiencies
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were wide, so that it is difficult to be fully confident of the gains from bivariate mod-
elling for this dataset. A simulation study showed that these confidence intervals are
narrower when there are more areas showing that it is possible to be confident of the
gains from bivariate modelling, provided there are sufficiently many areas. Further
research on the benefits of applying the developed methods to other datasets with
more auxiliary variables or more areas or both would be worthwhile.
In Chapter 4, MSE of univariate and bivariate Fay-Herriot models were calcu-
lated using a parametric bootstrap approach loosely following González-Manteiga
et al. (2008). The parametric approach was developed assuming uncorrelated sam-
pling errors across variables and this is a simplification of the method in González-
Manteiga et al. (2008). In future, it is expected that the developed bootstrap pro-
cedure will be extended to consider correlated sampling errors across variables.
Benavent and Morales (2016) calculated MSE of univariate and bivariate Fay-
Herriot model similar to González-Manteiga et al. (2008) based on parametric boot-
strap along with a nonparametric bootstrap approach. In parametric bootstrap
approach, both random effects and sampling errors are generated from the standard
normal distribution but for a nonparametric bootstrap a particular distribution does
not assume for random effects and sampling errors and can be generated from prob-
ability distributions that match first, second and fourth moments to those of random
effects and sampling errors respectively (Hall and Maiti, 2006). In future, MSE of
univariate and bivariate Fay-Herriot models could be calculated using a nonpara-
metric bootstrap method to compare with parametric bootstrap.
The models applied in this thesis did not consider geographic positions of the
199
considered small areas. It is expected that small areas closer to each other would
have higher correlation. If the covariates do not sufficiently explain this between-area
correlation, then it should somehow be explained through the covariance structure
of the random effects in the model. Spatial information can improve the efficiency
of small area estimates for count data (Chandra and Salvati, 2017). Future research
could combine both spatial correlations and cross-variable dependencies.
In small area estimation, generally, the random effects and sampling errors are
considered to be independently and identically normally distributed with mean zero
and constant variance. However, in practice it is not often true. The distribution
of random area effects can be non-normal, temporally autocorrelated, and spatially-
temporally autocorrelated. A recent review of small area studies Marhuenda et al.
(2013) suggests a univariate spatio-temporal small area approach which accounts
for the spatial autocorrelation pattern of the random effects. A multivariate Fay-
Herriot model incorporating a multivariate version of spatio-temporal small area
approach could also be considered in future research. Similarly, multinomial and
log-linear models could be developed to take account of the spatial autocorrelation
of the random effects.
A recent study of small area estimation (Chandra et al., 2015) proposed a version
of univariate FH model considering the presence of spatial nonstationarity in the
area level population parameters where spatial nonstationarity indicates that the
parameters of the model vary spatially. The bivariate Fay-Herriot model developed
in this thesis could be extended to allow for any spatial nonstationarity in the data.
Moreover, the proposed multinomial and log-linear models could be extended to
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incorporate spatial nonstationarity in the area level parameters.
The random effects and the sampling errors are assumed normally distributed in
our theoretical development. If the random errors are distributed as a long-tailed
distribution, then random effects might lead to the observed response or fitted re-
sponse as an outlier (Huang and Bell, 2006). In such a case, a non-parametric and/or
semi-parametric estimation approach may need to be considered in the development
of the bivariate, multinomial and log-linear models.
Small area estimates of trinomial data (such as unemployed, employed and in-
active counts), developed by López-Vizcáıno et al. (2013) is based on multinomial
logit mixed model where the model parameters are obtained by using the penalized
quasi-likelihood approach combined with the residual maximum likelihood method
of estimation. The multinomial model developed in this thesis for cross-classified
counts could be examined by allowing penalized quasi-likelihood method for param-
eter estimation.
In Chapter 5 and 6, we focus on estimating cross-classified cell counts from I×J
contingency tables. The observed counts of the cross-classified cells of the response
variables, ydr, are proposed to set to direct weighted survey proportions times the
effective sample size in this thesis. In practice, ydr could be quite volatile. However
using these estimates makes this approach closer to an area level model in which
sampling error for such estimates could be included as a sampling model, at a higher
level of multinomial model as a sort of hierarchical model. In future, it is expected
that the methodology could be extended to consider the sampling error model for
ydr.
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In Chapter 6, log-linear models were applied to a 2× 2 contingency table. The
models developed in this chapter could be more effective when the number of cells in
the hypercube becomes very large compared to the number of observations. The log-
linear models could be applied on a three way and higher order cross-classifications
in the future. For example, the developed methodology could be applied to cross-
classified data of three binary child nutrition variables such as stunting, wasting
and underweight at district level (64 districts) of Bangladesh. In such a case, non-
saturated log-linear models may provide more flexibility compared to the multino-
mial models.
In a unit level SAE study, a suitable multilevel model is usually developed and
the same model is used to estimate the target parameters at several hierarchies
of a population. For census data the implementation of unit level SAE methods
requires significant computational load. In many countries like Bangladesh, China,
and India, the census dataset is extremely large. In such cases, area level SAE
methods can be implemented with minimal computation capabilities compared to
unit level data. Models developed in this thesis could be applied to such datasets
to examine their performance. In future, the methodologies developed in this thesis
will be applied to different small area estimation requirements in Bangladesh.
Appendix A
Derivations for Chapter 3
This appendix outlines the derivation of best linear unbiased predictor (BLUP),
mean squared error (MSE) and log-likelihood function under univariate Fay-Herriot
(UFH) and bivariate Fay-Herriot (BFH) model. These are used in Chapter 3 to
examine the relative efficiency of BFH estimator compared to UFH estimator in
small area estimation.
A.1 BLUP and MSE for UFH Estimator when
Regression Parameter β is Known
Section 3.2 gives an expression of the BLUP for UFH estimator (3.5). The derivation
of that expression is presented here.
Let θd = g
(
Ȳd
)
where Ȳd is the small area mean for the d
th area. Suppose θd
is related to area-specific auxiliary data Zd = (Zd1, Zd2 . . . , Zdp)
′ through a linear
model called the linking model as
θd = Z
′
dβ + vd, d = 1, 2, . . . D (A.1)
and the direct estimators of θd can be expressed through sampling model as
θ̂d = θd + ed, d = 1, 2, . . . , D (A.2)
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Combining these two models, a special case of a general linear mixed model
consisting of both the design-induced random variable, ed, and model-based random
variable, vd, is obtained as
θ̂d = Z
′
dβ + vd + ed, d = 1, 2, . . . , D (A.3)
where Zd is a (p× 1) vector of auxiliary variables, β = (β1, β2, . . . , βp)′ is a (p× 1)
vector of regression coefficients, the vd are area-specific random effects with E (vd) =
0,Var (vd) = σ
2
v , the ed are sampling errors with E (ed) = 0,Var (ed) = ψd (assumed
known) and vd and ed are independent.
Now the expectation of θ̂d is
E
(
θ̂d
)
= E
(
Z′dβ + vd + ed
)
= E
(
Z′dβ
)
= Z′dβ (A.4)
since E (vd) = 0 and E (ed) = 0.
The variance of θ̂d is given by
Var
(
θ̂d
)
= Var
(
Z′dβ + vd + ed
)
= Var (vd) + Var (ed)
= σ2v + ψd (A.5)
since vd and ed are independent.
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Let θ̂∗d be a linear combination of other area estimates. Therefore for known
constants ad and b where ad = (a1, a2, . . . , aD)
′ let
θ̂∗d = a
′
dθ̂ + b
=
D∑
j=1
aj θ̂d + b (A.6)
E
(
θ̂∗d
)
= E
[
D∑
j=1
aj
(
Z′dβ + vd + ed
)
+ b
]
=
D∑
j=1
ajZ
′
dβ + b
A linear combination θ̂∗d = a
′
dθ̂ + b is unbiased for θd = Z
′
dβ + vd under the
linear mixed model, that is E
(
θ̂∗d
)
= E (θd) if and only if
∑D
j=1 aj = 1 and b=0
(Rao, 2003b, p.112). This unbiasedness constraint for θ̂∗d is used to obtain the value
of b:
E
(
θ̂∗d
)
= E (θd)
⇒
D∑
j=1
ajZ
′
dβ + b = Z
′
dβ
∴ b = Z′dβ −
D∑
j=1
ajZ
′
dβ (A.7)
Substituting the value of b in (A.6) we get BLUP estimator
θ̂∗d =
D∑
j=1
aj θ̂d +Z
′
dβ −
D∑
j=1
ajZ
′
dβ
= Z′dβ +
D∑
j=1
aj
(
θ̂d −Z′dβ
)
(A.8)
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The value of aj is determined by deriving the MSE
(
θ̂∗d
)
as follows:
The MSE of θ̂∗d stated in Section 3.2 (3.6) can be derived as follows:
MSE
(
θ̂∗d
)
= Var
(
θ̂∗d − θd
)
= Var
(
D∑
j=1
aj θ̂d + b−Z′dβ − vd
)
= Var
(
D∑
j=1
aj θ̂d − vd
)
= Var
(
D∑
j=1
aj θ̂d
)
+ Var(vd)− 2Cov
(
D∑
j=1
aj θ̂d, vd
)
=
D∑
j=1
a2jVar
(
θ̂d
)
+ Var (vd)− 2
D∑
j=1
ajCov
(
θ̂d, vd
)
=
D∑
j=1
a2j
(
σ2v + ψd
)
+ σ2v − 2ajσ2v (A.9)
since Var (vd) = σ
2
v and
Cov
(
D∑
j=1
aj θ̂d, vd
)
= Cov
(
a1θ̂d + a2θ̂d + . . .+ aDθ̂d, vd
)
= Cov
(
adθ̂d, vd
)
= adCov
(
Z′dβ + vd + ed, vd
)
= adσ
2
v
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Now differentiating (A.9) to minimize MSE with respect to aj and equating to zero
gives
∂MSE
(
θ̂∗d
)
∂aj
= 2aj
(
σ2v + ψd
)
− 2σ2v = 0
⇒ 2aj
(
σ2v + ψd
)
= 2σ2v
aj = σ
2
vδdj
(
σ2v + ψd
)−1
when j = d, then δdj = 1
otherwise δdj = 0
so ad = σ
2
v
(
σ2v + ψd
)−1
(A.10)
So the value of ad in (A.10) minimizes the MSE
(
θ̂∗d
)
. Substituting the expression
for aj when d = j into (A.8) BLUP, θ̂
∗
d, is
θ̂∗d = Z
′
dβ + σ
2
v
(
σ2v + ψd
)−1 (
θ̂d −Z′dβ
)
= σ2v
(
σ2v + ψd
)−1
θ̂d +
(
1− σ2v(σ2v + ψd)−1
)
Z′dβ
= σ2v
(
σ2v + ψd
)−1
θ̂d + ψd
(
σ2v + ψd
)−1
Z′dβ (A.11)
Now by substituting the value of ad from (A.10) into (A.9) when d = j we get,
MSE
(
θ̂∗d
)
=
[
σ2v(σ
2
v + ψd)
−1]2 (σ2v + ψd)+ σ2v − 2σ4v (σ2v + ψd)−1
= σ4v
(
σ2v + ψd
)−2 (
σ2v + ψd
)
+ σ2v − 2σ4v(σ2v + ψd)−1
= σ4v
(
σ2v + ψd
)−1
+ σ2v − 2σ4v
(
σ2v + ψd
)−1
= σ2v − σ4v
(
σ2v + ψd
)−1
= σ2vψd
(
σ2v + ψd
)−1
(A.12)
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A.2 Log Likelihood for UFH Estimator
The log likelihood function was given in Section 3.2 (3.7) for the UFH model. The
derivation is as follows:
Assuming θ̂d is identically independent normal distribution with mean Z
′
dβ and
variance (σ2v + ψd), so the density function is given as
f
(
θ̂d
)
=
1√
2π (σ2v + ψd)
e
− (θ̂d−Z
′
dβ)
2
2(σ2v+ψd) −∞ < θ̂d <∞
So the likelihood function is given as
L =
D∏
d=1
1√
2π (σ2v + ψd)
e
− 1
2(σ2v+ψd)
(θ̂d−Z′dβ)
2
= (2π)−D/2
D∏
d=1
(
σ2v + ψd
)− 1
2 e−
1
2(θ̂d−Z′dβ)
2
(σ2v+ψd)
−1
logL = −D
2
log (2π)− 1
2
D∑
d=1
log
(
σ2v + ψd
)
− 1
2
D∑
d=1
(
θ̂d −Z′dβ
)2 (
σ2v + ψd
)−1
A.3 BLUP and MSE for BFH Estimator when
Regression Parameter β is Known
The best linear unbiased predictor under BFH model which was specified in Section
3.2 in (3.12) is derived as follows: Let θd be the 2-vector of the small area statistics
in area d for the two target variables. The linking model is
θd = β
′Zd + vd, d = 1, 2, . . . , D (A.13)
where β is a (p× 2) matrix of regression coefficients, Zd is (p× 1) vector of auxiliary
variables and vd is the area specific random effect with mean zero and variance-
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covariance matrix Σv is given by:
Σv =
Σv11 Σv12
Σv21 Σv22
 .
where Σv11 and Σv22 are the random effects variances of the first and second variable
respectively. Σv12 and Σv21 are the random effects covariance terms.
The direct estimator of θd can be expressed through a sampling model,
θ̂d = θd + ed, d = 1, 2, . . . , D (A.14)
where θ̂d = (θ̂d1, θ̂d2)
′ is the direct estimate of θd = (θd1, θd2)
′. ed = (ed1, ed2)
′ is the
sampling errors with mean zero and variance-covariance matrix:
Ψd =
Ψd11 Ψd12
Ψd21 Ψd22

where Ψd11 and Σd22 are the sampling error variances of the estimate of first and
second variable respectively with covariance terms Ψd12 and Ψd21.
Combining (A.13) and (A.14) we get,
θ̂d = β
′Zd + vd + ed, d = 1, 2, . . . , D (A.15)
or equivalently θ̂d1
θ̂d2
 =
β′1Zd
β′2Zd
+
vd1
vd2
+
ed1
eid2

Now the expectation of θ̂d is
E
(
θ̂d
)
= E (β′Zd + vd + ed)
= E(β′Zd)
= β′Zd (A.16)
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since E(vd) = 0 and E(ed) = 0 where 0 is a (2× 1) vector. The variance of θ̂d is
given by
Var
(
θ̂d
)
= Var (β′Zd + vd + ed)
= Var (vd) + Var(ed)
= Σv + Ψd (A.17)
since vd and ed are independent. Let θ̂
∗
d be a linear combination of other area
estimates, so for known constants ad and b, the BLUP of θ̂d may be written as
θ̂∗d =
D∑
j=1
ajθ̂d + b (A.18)
where aj is a (2× 2) matrix such as
aj =
aj11 aj12
aj21 aj22

where aj11 and aj22 gives the expression of variances of first and second variable
respectively along with covariances terms aj12 and aj21 and b is a (2×1) vector such
that b = (1 1)′b.
Therefore
ajθ̂d =
aj11 aj12
aj21 aj22

θ̂d1
θ̂d2
 =
aj11θ̂d1 + aj12θ̂d2
aj21θ̂d1 + aj22θ̂d2
 =
a′j1θ̂d
a′j2θ̂d

where aj1 and aj2 are (2× 1) vectors.
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Now taking expectation on both sides of (A.18) we get,
E(θ̂∗d) = E
(
D∑
j=1
ajθ̂d + b
)
= E
(
D∑
j=1
aj(β
′Zd + vd + ed) + b
)
= E
(
D∑
j=1
ajβ
′Zd + b
)
A linear combination θ̂∗d = a
′
dθ̂ + b is unbiased for θd = Z
′
dβ + vd under the
linear mixed model, that is E
(
θ̂∗d
)
= E (θd) if and only if
∑D
j=1 aj = 1 and b=0
(Rao, 2003b, 112). This unbiasedness constraint for θ̂∗d is used to obtain the value
of b.
E(θ̂∗d) = E(θd)
⇒
D∑
j=1
ajβ
′Zd + b = β
′Zd
∴ b = β′Zd −
D∑
j=1
ajβ
′Zd (A.19)
Substituting the value of b in (A.18) BLUP is
θ̂∗d =
D∑
j=1
ajθ̂d + β
′Zd −
D∑
j=1
ajβ
′Zd
= β′Zd +
D∑
j=1
aj
(
θ̂d − β′Zd
)
(A.20)
The value of aj is determined by deriving the MSE
(
θ̂∗d
)
as follows:
211
In Section 3.2, (3.13) gives the MSE for the BFH model. The derivation of MSE
is given below:
MSE
(
θ̂∗d
)
= Var
(
θ̂∗d − θd
)
= Var
(
D∑
j=1
ajθ̂d + b− β′Zd − vd
)
= Var
(
D∑
j=1
ajθ̂d
)
+ Var (vd)− 2Cov
(
D∑
j=1
θ̂d,vd
)
=
D∑
j=1
ajVar
(
θ̂d
)
a′j + Var (vd)− 2Cov
(
D∑
j=1
ajθ̂d,vd
)
MSE
(
θ̂∗d
)
=
D∑
j=1
aj (Σv + Ψd)a
′
j + Σv − 2adΣv (A.21)
since Var (vd) = Σv and
Cov
(
D∑
j=1
ajθ̂d,vd
)
= Cov
(
a1θ̂d + a2θ̂d + . . .+ aDθ̂d,vd
)
= Cov
(
adθ̂d,vd
)
= adCov (β
′Zd + vd + ed,vd)
= adCov (vd,vd)
= adVar (vd)
= adΣv
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From the first term in (A.21) we have
aj (Σv + Ψd)a
′
j =
a′j1
a′j2
[(Σv + Ψd)] [aj1 aj2]
=
a′j1
a′j2
[(Σv + Ψd)aj1 (Σv + Ψd)aj2]
=
a′j1 (Σv + Ψd)aj1 a′j1 (Σv + Ψd)aj2
a′j2 (Σv + Ψd)aj1 a
′
j2 (Σv + Ψd)aj2

adΣv =
ad11 ad12
ad21 ad22

Σv11 Σv12
Σv21 Σv22

=
ad11Σv11 + ad12Σv21 ad11Σv12 + ad12Σv22
ad21Σv11 + ad22Σv21 ad21Σv12 + ad22Σv22

Therefore the MSE for the first variable is
MSE
(
θ̂∗d1
)
=
[
MSE(θ̂∗d)
]
d1
=
D∑
j=1
a′j1 (Σv + Ψd)a
′
j1 + Σv11 − 2 [ajΣv]d1
=
D∑
j=1
a′j1 (Σv + Ψd)aj1 + Σv11 − 2 (ad11Σv11 + ad12Σv12)
=
D∑
j=1
a′j1 (Σv + Ψd)aj1 + Σv11 − 2a
′
d1Σv1 (A.22)
where
Σv1 =
Σv11
Σv12
 , a′d1 = [ad11 ad12]
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Differentiating (A.22) to minimize MSE w.r.t aj1 gives
∂MSE
(
θ̂∗d1
)
∂aj1
= 2 (Σv + Ψd)aj1 − 2δdjΣv1 = 0
⇒ aj1 = (Σv + Ψj)−1 Σv1δdj (A.23)
when j = d, then δdj = 1
otherwise = 0
Therefore the BLUP of the first variable
(
θ̂∗d1
)
from (A.20) is
θ̂∗d1 = β
′
1Zd + (Σv + Ψd)
−1 Σv1
(
θ̂d − β′Zd
)
= β′1Zd −Σ′v1 (Σv + Ψd)
−1 β′Zd + Σ
′
v1 (Σv + Ψd)
−1 θ̂d
 (A.24)
since
aj =
a′j1
a′j2
 , β = [β1 β2]
and Zd is (p× 1) matrix so
ajβ
′Zj =
a′j1
a′j2
[β′Zd] =
a′j1β′Zd
a′j2β
′Zd

Substituting the value of ad1 in (A.22), the MSE of first variable is
MSE
(
θ̂∗d1
)
=
(
(Σv + Ψd)
−1Σv1
)′
(Σv + Ψd) (Σv + Ψd)
−1 Σv1 + Σv11
−2
(
(Σv + Ψd)
−1Σv1
)′
Σv1
= Σ′v1 (Σv + Ψd)
−1 (Σv + Ψd) (Σv + Ψd)
−1 Σv1 + Σv11
−2
(
Σ′v1(Σv + Ψd)
−1Σv1
)
= Σv11 −Σ′v1 (Σv + Ψd)
−1 Σv1 (A.25)
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MSE for the second variable is
MSE
(
θ̂∗d2
)
= [MSE(θ̂∗d)]d2
=
D∑
j=1
a′j2 (Σv + Ψj)aj2 + Σv22 − 2
[
a′dΣv
]
d2
=
D∑
j=1
a′j2 (Σv + Ψj)aj2 + Σv22 − 2 (ad21Σv12 + ad22Σv22)
=
D∑
j=1
a′j2 (Σv + Ψj)aj2 + Σv22 − 2a
′
d2Σv2 (A.26)
where
Σv2 =
Σv12
Σv22
 , a′d2 = [ad21 ad22]
Differentiating (A.26) to minimize MSE w.r.t aj2
∂MSE
(
θ̂∗d2
)
∂aj2
= 2 (Σv + Ψj)aj2 − 2δdjΣv2 = 0
⇒ aj2 = (Σv + Ψj)−1 Σv2δdj
when j = d, then δdj = 1
otherwise = 0
Therefore the BLUP of the second variable (θ∗d2) from (A.20) is
θ∗d2 = β
′
2Zd + (Σv + Ψd)
−1 Σv2
(
θ̂d − β′Zd
)
= β′2Zd −Σ′v2 (Σv + Ψd)
−1 β′Zd + Σ
′
v2 (Σv + Ψd)
−1 θ̂d
 (A.27)
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Substituting the value of ad2 in (A.26), the MSE of the second variable is
MSE
(
θ̂∗d2
)
=
(
(Σv + Ψd)
−1Σv2
)′
(Σv + Ψd) (Σv + Ψd)
−1 Σv2 + Σv22
−2
(
(Σv + Ψd)
−1Σv2
)′
Σv2
= Σv2
′ (Σv + Ψd)
−1 (Σv + Ψd) (Σv + Ψd)
−1 Σv2 + Σv22
−2
(
Σv2
′(Σv + Ψd)
−1Σv2
)
= Σv22 −Σ′v2 (Σv + Ψd)
−1 Σv2 (A.28)
A.4 Log Likelihood for BFH Estimator
In Section 3.2, (3.15) presented the log likelihood function of BFH model which is
obtained as
Let θ̂d be independent and normally distributed with mean β
′Zd and variance
(Σv + Ψd). So the likelihood function is given as
L =
D∏
d=1
1
(2π)r/2 |Σv + Ψd|1/2
e(−1/2)(θ̂d−β
′Zd)
′
(Σv+Ψd)
−1(θ̂d−β′Zd)
= (2π)Dr/2
D∏
d=1
|Σv + Ψd|−1/2e(−1/2)(θ̂d−β
′Zd)
′
(Σv+Ψd)
−1(θ̂d−β′Zd)
logL = −Dr
2
log (2π)− 1
2
D∑
d=1
log|Σv + Ψd|
−1
2
D∑
d=1
(
θ̂d − β′Zd
)′
(Σv + Ψd)
−1
(
θ̂d − β′Zd
)
(A.29)
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A.5 Relative Efficiency
The relative efficiencies of the BFH model which are used is Section 3.2 (3.16), can
be obtained for the first and second variable as
REd1 =
MSE
(
θ̂∗d1
)
MSE
(
θ̂∗d
) , REd2 = MSE
(
θ̂∗d2
)
MSE
(
θ̂∗d
) (A.30)
Substituting the expression of MSE
(
θ̂∗d1
)
, MSE
(
θ̂∗d2
)
and MSE
(
θ̂∗d
)
in (A.30) from
(A.25), (A.28), and (A.12), REd1 and REd2 can be obtained as
REd1 =
Σv11−Σ′v1(Σv+Ψd)−1Σv1
Σv11−Σ2v11(Σv11+Ψd11)−1
REd2 =
Σv22−Σ′v2(Σv+Ψd)−1Σv2
Σv22−Σ2v22(Σv22+Ψd22)−1
 (A.31)
A.6 Special Cases
There are some special situations when BFH model would be efficient over UFH
model which are cited in Section 3.3. The derivation of these special cases are
presented as follows:
A.6.1 Case 2
When correlation of sampling errors and random effects are zero i.e. when Σv12 =
Σv21 = 0 and Ψd12 = Ψd21 = 0.
MSE for the first variable defined in (A.25) is
MSE(θ̂∗d1) = Σv11 −Σ′v1(Σv + Ψd)
−1Σv1 (A.32)
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Second term of right hand side in (A.32) is
Σ′v1 (Σv + Ψd)
−1 Σv1
=
[
Σv11 Σv12
] Σv11 + Ψd11 Σv12 + Ψd12
Σv21 + Ψd21 Σv22 + Ψd22

−1  Σv11
Σv12

=
[
Σv11 0
] Σv11 + Ψd11 0
0 Σv22 + Ψd22

−1  Σv11
0

= A
[
Σv11 0
] Σv22 + Ψd22 0
0 Σv11 + Ψd11

 Σv11
0

= A (Σv22 + Ψd22) Σv11Σv11
where A = [(Σv11 + Ψd11)(Σv22 + Ψd22)]
−1
MSE
(
θ̂∗d1
)
= Σv11 − (Σv22 + Ψd22) Σv11Σv11 ((Σv11 + Ψd11)(Σv22 + Ψd22))−1
= Σv11
[
1− Σv11(Σv22 + Ψd22)((Σv11 + Ψd11)(Σv22 + Ψd22))−1
]
= Σv11
[
(Σv22 + Ψd22)(Σv11 + Ψd11 − Σv11)
(Σv11 + Ψd11)(Σv22 + Ψd22)
]
= Σv11
[
(Σv22 + Ψd22)Ψd11
(Σv11 + Ψd11)(Σv22 + Ψd22)
]
=
Σv11Ψd11
Σv11 + Ψd11
(A.33)
MSE for the second variable defined in (A.28) is
MSE
(
θ̂∗d2
)
= Σv22 −Σ′v2 (Σv + Ψd)
−1 Σv2 (A.34)
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Second term of right hand side in (A.34) is
Σ′v2 (Σv + Ψd)
−1 Σv2
=
[
Σv21 Σv22
] Σv11 + Ψd11 Σv12 + Ψd12
Σv21 + Ψd21 Σv22 + Ψd22

−1  Σv21
Σv22

=
[
0 Σv22
] Σv11 + Ψd11 0
0 Σv22 + Ψd22

−1  0
Σv22

= A
[
0 Σv22
] Σv22 + Ψd22 0
0 Σv11 + Ψd11

 0
Σv22

= A (Σv11 + Ψd11) Σv22Σv22
where A = [(Σv11 + Ψd11)(Σv22 + Ψd22)]
−1
MSE
(
θ̂∗d2
)
= Σv22 − (Σv11 + Ψd11) Σv22Σv22 ((Σv11 + Ψd11)(Σv22 + Ψd22))−1
= Σv22
[
1− Σv22(Σv11 + Ψd22)((Σv11 + Ψd11)(Σv22 + Ψd22))−1
]
= Σv22
[
(Σv11 + Ψd11)(Σv22 + Ψd22 − Σv22)
(Σv11 + Ψd11)(Σv22 + Ψd22)
]
= Σv22
[
(Σv11 + Ψd11)Ψd22
(Σv11 + Ψd11)(Σv22 + Ψd22)
]
=
Σv22Ψd22
Σv22 + Ψd22
(A.35)
Substituting the expressions of MSE
(
θ̂∗d1
)
, MSE
(
θ̂∗d2
)
and MSE
(
θ̂∗d
)
from (A.33),
(A.35) and (A.12) into (A.30), it is obtained that REd1 = REd2 = 1 for the first and
second variables.
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A.6.2 Case 3
When variance-covariance matrix of sampling errors is proportional to random ef-
fects.
When ψd = kσ
2
v , then MSE
(
θ̂∗d
)
of univariate FH from (A.12) is
MSE
(
θ̂∗d
)
= σ2vkσ
2
v
(
σ2v + kσ
2
v
)−1
= σ2vk (k + 1)
−1 (A.36)
when Ψd = kΣv, then MSE(θ̂
∗
d1) of the first variable of BFH model from (A.25)
is
MSE
(
θ̂∗d1
)
= Σv11 −Σ′v1 (Σv + kΣv)
−1 Σv1
= Σv11 −Σ′v1((k + 1)Σv)
−1Σv1
= Σv11 − (k + 1)−1Σ′v1Σv
−1Σv1
= Σv11 − (k + 1)−1Σv11
= Σv11(1− (k + 1)−1)
= Σv11k(k + 1)
−1 (A.37)
when Ψd = kΣv, then MSE(θ̂
∗
d2) of the second variable of BFH model from (A.28)
is
MSE
(
θ̂∗d2
)
= Σv22 −Σ′v2 (Σv + kΣv)
−1 Σv2
= Σv22 −Σ′v2((k + 1)Σv)
−1Σv2
= Σv22 − (k + 1)−1Σ′v2Σv
−1Σv2
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MSE
(
θ̂∗d2
)
= Σv22 − (k + 1)−1Σv22
= Σv22(1− (k + 1)−1)
= Σv22k(k + 1)
−1 (A.38)
Substituting the expressions of MSE
(
θ̂∗d1
)
, MSE
(
θ̂∗d2
)
and MSE
(
θ̂∗d
)
from (A.37),
(A.38) and (A.36) into (A.30), it is obtained that REd1 = REd2 = 1 for the first and
second variable.
A.6.3 Case 4
When (a) Σv12 = Σv11 and Ψd12 = Ψd11 is assumed for the first variable and (b)
Σv12 = Σv22 and Ψd12 = Ψd22 is assumed for the second variables.
(a) MSE for the first variable defined in (A.25) of BFH model is
MSE
(
θ̂∗d1
)
= Σv11 −Σ′v1(Σv + Ψd)
−1Σv1 (A.39)
Second term of right hand side in (A.39) is
Σ′v1(Σv + Ψd)
−1Σv1
=
[
Σv11 Σv12
] Σv11 + Ψd11 Σv12 + Ψd12
Σv21 + Ψd21 Σv22 + Ψd22

−1  Σv11
Σv12

=
[
Σv11 Σv11
] Σv11 + Ψd11 Σv11 + Ψd11
Σv11 + Ψd11 Σv22 + Ψd22

−1  Σv11
Σv11

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= B
[
Σv11 Σv11
] (Σv22 + Ψd22) −(Σv11 + Ψd11)
−(Σv11 + Ψd11) (Σv11 + Ψd11)

 Σv11
Σv11

= B
[
Σv11 Σv11
] (Σv22 + Ψd22)Σv11 − (Σv11 + Ψd11)Σv11
−(Σv11 + Ψd11)Σv11 + (Σv11 + Ψd11)Σv11

= B
 (Σv22 + Ψd22)Σv11Σv11 − (Σv11 + Ψd11)Σv11Σv11−
(Σv11 + Ψd11)Σv11 + (Σv11 + Ψd11)Σv11

=
Σv11Σv11[(Σv22 + Ψd22)− (Σv11 + Ψd11)]
(Σv11 + Ψd11)(Σv22 + Ψd22)− (Σv11 + Ψd11)(Σv11 + Ψd11)
=
Σv11Σv11[(Σv22 + Ψd22)− (Σv11 + Ψd11)]
(Σv11 + Ψd11)[(Σv22 + Ψd22)− (Σv11 + Ψd11)]
=
Σv11Σv11
(Σv11 + Ψd11)
where
B = [(Σv11 + Ψd11)(Σv22 + Ψd22)− (Σv11 + Ψd11)(Σv11 + Ψd11)]−1
Therefore from (A.39), we can write
MSE
(
θ̂∗d1
)
= Σv11 −
Σv11Σv11
Σv11 + Ψd11
= Σv11Ψd11 (Σv11 + Ψd11)
−1 (A.40)
(b) MSE for the second variable defined in (A.28) is
MSE
(
θ̂∗d2
)
= Σv22 −Σ′v2(Σv + Ψd)
−1Σv2 (A.41)
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Second term of right hand side in (A.41) is
Σ′v2(Σv + Ψd)
−1Σv2
=
[
Σv21 Σv22
] Σv11 + Ψd11 Σv12 + Ψd12
Σv21 + Ψd21 Σv22 + Ψd22

−1  Σv21
Σv22

=
[
Σv22 Σv22
] Σv11 + Ψd11 Σv22 + Ψd22
Σv22 + Ψd22 Σv22 + Ψd22

−1  Σv22
Σv22

= B
[
(Σv22 Σv22)
] (Σv22 + Ψd22) −(Σv22 + Ψd22)
−(Σv22 + Ψd22) (Σv11 + Ψd11)

 Σv22
Σv22

= B
[
Σv22 Σv22
] (Σv22 + Ψd22)Σv22 − (Σv22 + Ψd22)Σv22
−(Σv22 + Ψd22)Σv22 + (Σv11 + Ψd11)Σv22

= B
 [(Σv22 + Ψd22)Σv22Σv22 − (Σv22 + Ψd22)Σv22Σv22−
(Σv22 + Ψd22)Σv22Σv22 + (Σv11 + Ψd11)Σv22Σv22]

=
Σv22Σv22[(Σv11 + Ψd11)− (Σv22 + Ψd22)]
(Σv22 + Ψd22)(Σv11 + Ψd11)− (Σv22 + Ψd22)
=
Σv22Σv22
(Σv22 + Ψd22)
where
B = [(Σv11 + Ψd11)(Σv22 + Ψd22)− (Σv22 + Ψd22)(Σv22 + Ψd22)]−1
Therefore from (A.41), we can get
MSE
(
θ̂∗d2
)
= Σv22 −
Σv22Σv22
Σv22 + Ψd22
= Σv22Ψd22(Σv22 + Ψd22)
−1 (A.42)
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Substituting the expressions of MSE
(
θ̂∗d1
)
, MSE
(
θ̂∗d2
)
and MSE
(
θ̂∗d
)
from (A.40),
(A.42) and (A.12) into (A.30), it is obtained that REd1 = REd2 = 1 for the first and
second variables.
A.6.4 Case 5
When ratio of variances of random effects is large. Let Ψd is fixed and let
Σv =
 Σv11 Σv12
Σv21 Σv22
 =
 1 ρv
√
rv
ρv
√
rv rv

where Σv11 = 1 and rv is the ratio of two variances i.e rv =
Σv22
Σv11
. If rv → ∞ then
the limiting case of rv are
REd1 = lim
rv→∞
Σv11 −Σ′v1(Σv + Ψd)−1Σv1
Σv11 − Σ2v11(Σv11 + Ψd11)−1
(A.43)
REd2 = lim
rv→∞
Σv22 −Σ′v2(Σv + Ψd)−1Σv2
Σv22 − Σ2v22(Σv22 + Ψd22)−1
(A.44)
From (A.43), numerator is
Σv11 −Σ′v1(Σv + Ψd)
−1Σv1
= Σv11 −
[
Σv11 Σv12
]
 Σv11 Σv12
Σv21 Σv22
+
 Ψd11 Ψd12
Ψd21 Ψd22


−1  Σv11
Σv12

= 1−
[
1 ρv
√
rv
]
 1 ρv
√
rv
ρv
√
rv rv
+
 Ψd11 Ψd12
Ψd21 Ψd22


−1  1
ρv
√
rv

= 1−
[
1 ρv
√
rv
] 1 + Ψd11 ρv
√
rv + Ψd12
ρv
√
rv + Ψd21 rv + Ψd22

−1  1
ρv
√
rv

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= 1− A−1
[
1 ρv
√
rv
] rv + Ψd22 −(ρv
√
r + Ψd21)
−(ρv
√
rv + Ψd21) 1 + Ψd11

 1
ρv
√
rr

= 1− A−1
[
1 ρv
√
rv
] rv + Ψd22 − ρv
√
rv(ρv
√
rv + Ψd21)
−(ρv
√
rv + Ψd12) + ρv
√
rv(1 + Ψd11)

= 1− A−1
[
rv + Ψd22 − ρv
√
rv(ρv
√
rv + Ψd21)− ρv
√
rv(ρv
√
rv + Ψd12) + ρ
2
vrv(1 + Ψd11)
]
= 1−
rv + Ψd22 − 2ρv
√
rv(ρv
√
rv + Ψd12) + ρ
2
vrv(1 + Ψd11)
(1 + Ψd11)(rv + Ψd22)− (ρv
√
rv + Ψd21)2
= 1−
rv + Ψd22 − 2ρ2vrv − 2ρv
√
rvΨd12 + ρ
2
vrv + ρ
2
vrvΨd11
(1 + Ψd11)rv + (1 + Ψd11)Ψd22 − (ρv
√
rv + Ψd21)2
= 1−
1 + Ψd22
rv
− ρ2v −
2ρvΨd12√
rv
+ ρ2vΨd11
(1 + Ψd11) +
Ψd22(1+Ψd11)
rv
− (ρv + Ψd21√rv )
2
= 1− 1 + ρ
2
vΨd11 − ρ2v + r−1v Ψd22 − 2r
−1/2
v ρvΨd12
(1 + Ψd11) + r−1v Ψd22(1 + Ψd11)− (ρv + r
−1/2
v Ψd21)2
= 1− (1 + ρ
2
vΨd11 − ρ2v) + r−1v Ψd22 − 2r
−1/2
v ρvΨd12
(1 + Ψd11 − ρ2v) + r−1v Ψd22 (1 + Ψd11)− 2ρvr
−1/2
v Ψd21 − r−1v Ψ2d12
where
A = (1 + Ψd11) (rv + Ψd22)− (ρv
√
rv + Ψd21)
2
Since Σv11 = 1, from (A.43) we obtain the denominator as
Σv11 − Σ2v11(Σv11 + Ψd11)−1
= 1− 1 (1 + Ψd11)−1
= 1− (1 + Ψd11)−1
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So we can write from (A.43),
REd1 = lim
rv→∞
1− (1+ρ
2
vΨd11−ρ2v)+r
−1
v Ψd22−2r
−1/2
v ρvΨd12
(1+Ψd11−ρ2v)+r
−1
v Ψd22(1+Ψd11)−2ρvr
−1/2
v Ψd21−r−1v Ψ2d12
1− (1 + Ψd11)−1
=
1− (1−ρ
2
v)+ρ
2
vΨd11
(1−ρ2v)+Ψd11
1− (1 + Ψd11)−1
= (1− ρ2v + Ψd11)−1Ψd11(1− ρ2v)×Ψ−1d11(1 + Ψd11)
= (1− ρ2v + Ψd11)−1(1− ρ2v + Ψd11 − ρ2vΨd11)
= (1− ρ2v + Ψd11)−1(1− ρ2v + Ψd11 − ρ2vΨd11)
= 1− (1− ρ2v + Ψd11)−1ρ2vΨd11 (A.45)
From (A.44), the numerator is
Σv22 −Σ′v2(Σv + Ψd)
−1Σv2
= Σv22 −
[
Σv21 Σv22
]
 Σv11 Σv12
Σv21 Σv22
+
 Ψd11 Ψd12
Ψd21 Ψd22


−1  Σv21
Σv22

= rv −
[
ρv
√
rv rv
]
 1 ρv
√
rv
ρv
√
rv rv
+
 Ψd11 Ψd12
Ψd21 Ψd22


−1  ρv
√
rv
rv

= rv −
[
ρv
√
rv rv
] 1 + Ψd11 ρv
√
rv + Ψd12
ρv
√
rv + Ψd21 rv + Ψd22

−1  ρv
√
rv
rv

= rv − A−1
[
ρv
√
rv rv
] rv + Ψd22 −(ρv
√
rv + Ψd21)
−(ρv
√
rv + Ψd12) 1 + Ψd11

 ρv
√
rv
rv

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= rv − A−1
[
ρv
√
rv rv
] ρv
√
rv(rv + Ψd22)− rv(ρv
√
rv + Ψd12)
−ρv
√
rv(ρv
√
rv + Ψd12) + rv(1 + Ψd11)

= rv − A−1[ρv
√
rvρv
√
rv(rv + Ψd22)− rvρv
√
rv(ρv
√
rv + Ψd21)
−rvρv
√
rv(ρv
√
rv + Ψd12) + r
2
v(1 + Ψd11)]
= rv −
ρ2vrv(rv + Ψd22)− 2rvρv
√
rv(ρv
√
rv + Ψd12) + r
2
v(1 + Ψd11)
(1 + Ψd11)(rv + Ψd22)− (ρv
√
rv + Ψd12)2
= rv
[
1−
ρ2v(rv + Ψd22)− 2ρv
√
rv(ρv
√
rv + Ψd12) + rv(1 + Ψd11)
(1 + Ψd11)(rv + Ψd22)− (ρv
√
rv + Ψd12)2
]
= rv
[
1− ρ
2
v + r
−1
v ρ
2
vΨd22 − 2ρ2v − r
−1/2
v 2ρvΨd12 + 1 + Ψd11
(1 + Ψd11) + r−1v Ψd22(1 + Ψd11)− r−1v (ρv
√
rv + Ψd12)2
]
= rv
[
1− (1 + Ψd11 − ρ
2
v)− 2r
−1/2
v ρvΨd12 + r
−1
v ρ
2
vΨd22
(1 + Ψd11) + r−1v Ψd22(1 + Ψd11)− r−1v (ρ2vrv + 2ρ
√
rvΨd12 + Ψ2d12)
]
= rv
[
1− (1 + Ψd11 − ρ
2
v)− 2r
−1/2
v ρvΨd12 + r
−1
v ρ
2
vΨd22
(1 + Ψd11 − ρ2v) + r−1v Ψd22(1 + Ψd11)− 2r
−1/2
v ρvΨd12 − r−1v Ψ2d12
]
where
A = (1 + Ψd11)(rv + Ψd22)− (ρv
√
rv + Ψd21)
2
Since rv =
Σv22
Σv11
and Σv11 = 1, then we can obtain the denominator from (A.44) as
Σv22 − Σ2v22(Σv22 + Ψd22)−1
= rv − r2v(rv + Ψd22)−1
= rv[1− rv(rv + Ψd22)−1]
So we can write from (A.44)
REd2 = lim
rv→∞
rv
[
1− (1+Ψd11−ρ
2
v)−2r
−1/2
v ρvΨd12+r
−1
v ρ
2
vΨd22
(1+Ψd11−ρ2v)+r
−1
v Ψd22(1+Ψd11)−2r
−1/2
v ρvΨd12−r−1v Ψ2d12
]
rv[1− rv(rv + Ψd22)−1]
(A.46)
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Let B = (1 + Ψd11 − ρ2v) + r−1v Ψd22(1 + Ψd11)− 2r
−1/2
v ρvΨd12 − r−1v Ψ2d12
Now multiplying by B the numerator becomes
N = [(1 + Ψd11 − ρ2v) + r−1v Ψd22(1 + Ψd11)− 2r−1/2v ρvΨd12 − r−1v Ψ2d12]
−[(1 + Ψd11 − ρ2v)− 2r−1/2v ρvΨd12 + r−1v ρ2vΨd22]
= r−1v Ψd22(1 + Ψd11)− r−1v Ψ2d12 − r−1v ρ2vΨd22
and the denominator becomes
D = [1−
(
1 + r−1v Ψd22
)−1
]×B
Let x = r
−1/2
v and x→ 0
REd2 = lim
x→0
x2(1 + Ψd11)Ψd22 − x2Ψ2d12 − x2ρ2vΨd22
[1− (1 + x2Ψd22)−1]×B
= lim
x→0
(1 + x2Ψd22)[(1 + Ψd11)Ψd22 −Ψ2d12 − ρ2vΨd22]
Ψd22[(1 + Ψd11 − ρ2v) + x2Ψd22(1 + Ψd11)− 2xρvΨd12 − x2Ψ2d12]
=
(1 + Ψd11)Ψd22 −Ψ2d12 − ρ2vΨd22
Ψd22(1 + Ψd11 − ρ2v)
=
Ψd22(1 + Ψd11 − ρ2v)−Ψ2d12
Ψd22(1 + Ψd11 − ρ2v)
= 1− Ψ
2
d12
(1 + Ψd11 − ρ2v)Ψd22
= 1− (1− ρ2v + Ψd11)−1Ψ2d12Ψ−1d22
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A.7 The Effects of R Ratio on Relative Efficiency
The relative efficiency for different values of R with different correlation combination
such as (ρv = ρe = 0.7), (ρv = 0.1, ρe = 0.7), (ρv = 0.7, ρe = 0.1) are given in Section
3.4.2 in Figures 3.6 to 3.8 respectively. For the combinations (ρv = ρe = 0.1),
(ρv = ρe = 0.5), (ρv = ρe = 0.9), (ρv = 0.5, ρe = 0.7), (ρv = 0.7, ρe = 0.5), (ρv =
0.9, ρe = 0.5), (ρv = 0.5, ρe = 0.9), (ρv = 0.9, ρe = 0.1), and (ρv = 0.1, ρe = 0.9) are
presented as follows:
Figure A.1 describes the relative efficiency of BFH model with ρv = ρe = 0.1.
The RE is exactly one when R-ratio is one. Although the gains are very little when
R goes away from one but it is expected that gains are achievable when R ratio are
different from one. The gain (lower RE) is 0.91 at R = 100 for both variables when
ρv = ρe = 0.1.
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0.1 0.5 1.0 5.0 10.0 50.0 100.0
0.
99
4
0.
99
5
0.
99
6
0.
99
7
0.
99
8
0.
99
9
1.
00
0
First Variable
R
R
E
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
0.1 0.5 1.0 5.0 10.0 50.0 100.0
0.
99
4
0.
99
5
0.
99
6
0.
99
7
0.
99
8
0.
99
9
1.
00
0
Second Variable
R
R
E
Figure A.1: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = ρe = 0.1.
The relative efficiency of BFH model with ρv = ρe = 0.5 is presented in Figure
229
A.2. Here relative efficiency is also exactly one when R-ratio is one. Good gain is
achievable when R goes away from one. For this correlation combination, the lowest
value of RE is 0.81 achieved at R=100 for both variable. Relative efficiency of BFH
model with correlation combination ρv = ρe = 0.9 is obtained from Figure A.3.
Gain is also achievable in this case for higher value of R. Lowest value of relative
efficiency is 0.26 with R=100. Thus it can be said that good gains are obtainable
with high correlation of sampling error and high correlation of random effects.
Figure A.4 and Figure A.5 show the relative efficiency of BFH model for combina-
tion (ρv = 0.5, ρe = 0.7) and (ρv = 0.7, ρe = 0.5) respectively. Good gain (RE=0.61)
is achieved for first variable when R-ratio increase from one and for second variable
good gain (RE=0.76) is achieved when R-ratio decrease from one (Figure A.4). Fig-
ure A.5 shows that good gain (RE=0.76) is achieved for first variable when R-ratio
decrease from one and for second variable good gain (RE=0.61) is achieved when
R-ratio increase from one.
The relative efficiencies of BFH estimates for the correlation combinations (ρv =
0.9, ρe = 0.1) and (ρv = 0.1, ρe = 0.9) are presented in Figure A.6 and A.7 respec-
tively. Lower RE (0.42) is obtained for first variable when R-ratio is 0.1 and for
second variable lower RE (0.28) is obtained when R-ratio is 100 (Figure A.6). How-
ever lower RE (0.28) is obtained for first variable at R=100 and for second variable
lower RE (0.42) is obtained at R=0.1 (Figure A.7).
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Figure A.2: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = ρe = 0.5
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Figure A.3: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
with ρv = ρe = 0.9
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Figure A.4: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.5, ρe = 0.7.
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Figure A.5: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.7, ρe = 0.5.
The relative efficiencies of BFH estimates for the correlation combinations (ρv =
0.9, ρe = 0.5) and (ρv = 0.5, ρe = 0.9) are presented in Figure A.8 and A.9 re-
spectively. Figure A.8 presents that if ρv is high (0.9), more gain (RE=0.28) are
232
achievable for second variable at R=100 and Figure A.9 shows that if ρe is high
(0.9), gain (RE=0.28) are achievable for first variable at R=100.
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Figure A.6: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.9, ρe = 0.1.
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Figure A.7: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.1, ρe = 0.9.
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Figure A.8: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.9, ρe = 0.5.
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Figure A.9: Results of relative efficiency, RE, defined in (3.16) against ratio, R= re
rv
,
with ρv = 0.5, ρe = 0.9.
Appendix B
Additional Calculations for
Chapter 4
This appendix presents a different method of smoothing sampling errors variance-
covariance matrices, Ψd, and its effect on both the UFH and BFH small area esti-
mates and the comparison between UFH and BFH MSEs.
B.1 Sampling Variance Calculation
The design-based area-specific sampling errors variance-covariance matrices, Ψd, in
model (3.10) are re-estimated by taking the arithmetic mean of
1. the variance-covariance matrices which has been used in Chapter 4, calculated
by assuming a common design effect matrix in each GED.
2. variance-covariance matrices estimated directly for each GED.
Here arithmetic mean is used rather than just (2) because some variance esti-
mates are zero under (2). Both (1) and (2) were implemented using the survey’s
jack-knife replicate weights and the survey package in R.
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B.2 New Zealand Health Survey Data Analysis
B.2.1 Results for One Pair of Variables
The direct estimates of the proportions of obese people (Obesity) and people with
high blood pressure (High Blood Pressure) from the NZHS are used as the response
variables among the 30 key health indicators of NZHS. Auxiliary variables are the
mean age of area-specific population (age) and the proportion of the population who
are Māori (Maori). The design-based sampling errors, Ψd, are calculated from the
NZHS 2011/12 data set. The regression parameters, β, and the area level variance
components Σv are estimated as described in Section 4.3. Direct area level weighted
estimates of adult health indicators are obtained from the NZHS 2011/12.
The ML estimate of Σv in the BFH model (3.10) for Obesity and High Blood
Pressure is:
Σ̂v =
 33.7 5.7
5.7 1.0
× 10−4 (B.1)
Table B.1 shows 95% CIs for the elements of Σv, calculated as described in Sub-
section 4.3.1. It is also observed that the CIs are very wide. The medians of the
Table B.1: Estimates and 95% CIs of the elements of Σv
Parameter Estimate Lower limit Upper limit
Σv11 33.7 19.8 57.1
ρv 0.98 0.00 1.0
Σv22 1.0 0.14 7.2
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elements of Ψd over the 63 areas are:
Ψ̃ =
 17.36 1.9
1.9 7.9
× 10−4 (B.2)
The distributions of the estimated relative root mean squared errors (RRMSEs)
of Obesity for the direct, UFH and BFH estimators across the 63 areas are presented
in the left hand panel of Figure B.1. The median RRMSEs are 14.0%, 11.7% and
11.8% for direct, UFH and BFH estimators of Obesity, respectively. The RRMSEs
are very similar for the UFH and BFH approaches for Obesity. The UFH and BFH
estimators show greater improvement over the direct estimator for High Blood Pres-
sure. For this variable the medians of the RRMSEs are 20.1% for direct estimator,
7.0% and 6.1% for the UFH and BFH estimators respectively. From this figure it
can be said that, BFH has almost no benefit over UFH for Obesity, but quite a good
benefit for High Blood Pressure. However, Figure B.1 shows a similar comparison
between UFH and BFH as does Figure 4.2 in Chapter 4.
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Figure B.1: Distribution of the estimated relative root mean squared errors (RRM-
SEs%) across 63 areas for Obesity (left panel) and High Blood Pressure (right panel)
for the direct, UFH and BFH estimators.
B.2.2 Results for All Pairs of Variables
The results and discussion in Subsection B.2.1 were based on one pair of variables:
Obesity and High Blood Pressure. In this subsection, the investigation has been
repeated for all
(
30
2
)
= 435 possible pairs (870 ordered pairs) of dependent variables.
The boxplots in Figure B.2 show the distribution of the estimated median RRM-
SEs over areas for all 870 ordered pairs of the variables. It is noted that the direct
estimators have median RRMSE of 19.6% and the UFH and BFH estimators have
median RRMSE of 11.5% and 10.1% respectively. Comparing the boxplots, it can
be said that, in summary, there are quite good gains of BFH estimators over UFH
estimators across the combinations of variables and both of them achieve good gain
(lower RRMSE) over the direct estimators as well.
Figure B.3 shows the scatter plot of the estimated medians of the RE of BFH
238
and UFH estimators relative to the direct estimator for the 870 ordered pairs of
indicator variables. The BFH estimators perform better than the UFH estimators
for almost all pairs. Both are always more efficient than the direct estimator, with
all median REs less than 0.9.
Figure B.2 and B.3 also show a similar comparison between UFH and BFH as
Figure 4.3 and 4.4 respectively in Chapter 4.
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Figure B.2: Distribution of the estimated median relative root mean squared errors
(RRMSEs%) of the direct, UFH and BFH estimates over 63 areas for 870 ordered
pairs of indicator variables.
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Figure B.3: Distribution of the estimated median relative efficiencies (REs) of the
BFH and UFH estimators relative to the direct estimators over 63 areas for 870
values of indicator variables.
Appendix C
Additional Graphs for Chapter 5
This appendix presents a comparison of proposed model-based estimators (e.g. for
the marginal), described in Chapter 5 to another model-based estimator such as
UFH model from Chapter 4.
C.1 Results
C.1.1 Small Area Estimates and Corresponding RMSEs of
Marginal Prevalences of Obesity and High Blood
Pressure
The estimated RMSEs of the direct, UFH, binomial and fournomial estimators of
the marginal prevalences by areas are plotted in Figure C.1. The UFH, binomial
and fournomial estimators have lower RMSEs than the direct estimators for both
variables. The UFH and fournomial estimators are slightly better than the binomial
estimators for Obesity but noticeably worse for High Blood Pressure.
Figure C.2 presents the estimated RMSEs of the direct, UFH, binomial and
fournomial marginal estimators against the sample sizes by area. Smoothing has
been carried out using the lowess function in R with default settings. All RMSE
estimators show a downward trend as sample size increases, as expected. The UFH,
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binomial and fournomial do better than the direct estimators for all sample sizes.
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Figure C.1: Distribution of root mean squared errors (RMSEs%) of the direct, UFH,
binomial and fournomial marginal estimators of Obesity and High Blood Pressure
across the general election districts.
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Figure C.2: Plots of root mean squared errors (RMSEs%) of the direct, UFH, bino-
mial and fournomial marginal estimators of Obesity and High Blood Pressure against
sample size.
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C.1.2 Small Area Estimates and Corresponding RMSEs of
Marginal Prevalences of Current Smoker and Obe-
sity
Figure C.3 shows the estimated RMSEs of the direct, UFH, binomial and fournomial
marginal estimators by areas. The UFH and fournomial estimators are slightly
better for Current Smoker than the binomial estimators whereas the fournomial
estimators are much better for Obesity compared to UFH and binomial estimators.
However UFH, binomial and the fournomial estimators have lower median RMSEs
than the direct estimators for both indicators.
The estimated RMSEs of Current Smoker and Obesity calculated from the direct,
UFH, binomial and fournomial marginal estimators are plotted against sample sizes
in Figure C.4. Smoothing has been done using the lowess function in R with default
settings. It shows how the performance of the RMSEs of the four estimators vary
with the sample size. All of the RMSE estimators show a downward trend as the
sample size increases, as expected but for both variables the estimated RMSEs of
direct estimators sharply decline for the larger sample sizes.
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Figure C.3: Distribution of root mean squared errors (RMSEs%) of the direct, UFH,
binomial and fournomial marginal estimators of Current Smoker and Obesity across
the general election districts.
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Figure C.4: Plots of root mean squared errors (RMSEs%) of the direct, UFH, bi-
nomial and fournomial marginal estimators of Current Smoker and Obesity against
sample size.
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Appendix D
Additional Tables for Chapter 6
D.1 Tables for Absolute Relative Bias
Table D.1: Area averages of absolute relative biases (ARBs%) of the direct, saturated
and non-saturated log-linear models for panel (a) (prevalence of Y1 = 1 and Y2 = 0)
Combination Direct
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 2.239 0.906 0.932 0.930 0.924
2 2.169 1.016 1.116 1.122 1.039
3 1.996 1.615 2.114 2.137 2.369
4 2.428 1.197 1.242 1.231 1.244
5 2.210 1.086 1.128 1.141 1.244
6 2.280 1.713 1.859 1.863 2.125
7 2.246 1.057 1.079 1.092 1.080
8 2.029 1.065 1.020 1.177 1.236
9 2.369 1.472 1.931 1.993 2.049
10 1.931 0.975 1.025 1.094 1.130
11 2.139 0.994 0.969 0.979 1.142
12 2.037 1.657 2.167 2.243 2.430
13 2.923 1.095 1.064 1.064 1.049
14 2.664 1.060 1.050 1.061 1.054
15 2.389 1.552 1.654 1.668 2.135
16 2.548 0.975 0.961 0.945 0.989
17 2.405 0.929 0.984 0.966 0.994
18 2.174 1.435 1.822 1.840 2.612
19 2.569 0.897 0.971 1.040 1.103
20 2.285 0.971 0.989 1.125 1.177
21 2.736 1.615 1.854 1.839 2.150
22 2.715 1.115 1.068 1.110 1.063
23 2.053 1.128 1.110 1.248 1.402
24 2.246 1.828 2.045 2.152 2.400
25 2.812 1.220 1.316 1.309 1.360
26 2.948 1.024 1.001 1.009 0.866
27 2.456 1.967 2.409 2.403 2.437
28 2.530 1.250 1.250 1.264 1.244
29 2.943 1.136 2.304 1.344 1.135
30 1.958 1.488 2.013 2.040 2.152
31 2.897 1.270 1.102 1.100 1.190
32 2.428 1.230 1.528 1.377 1.257
33 2.490 1.892 2.177 2.369 2.684
34 2.673 1.106 1.132 0.943 0.955
35 2.605 1.167 1.483 1.306 1.059
36 2.507 1.765 2.159 2.348 2.389
37 1.572 0.922 0.980 0.990 1.087
38 1.652 0.889 0.883 0.883 1.107
39 1.757 1.317 1.547 1.570 2.246
40 1.768 0.900 0.980 0.985 1.172
41 1.807 0.942 0.877 0.889 0.948
42 2.156 1.424 1.409 1.415 1.825
43 1.991 1.016 1.029 1.042 1.135
44 1.672 0.929 1.016 0.998 1.105
45 1.642 1.344 1.656 1.701 2.138
46 1.648 1.026 1.086 1.127 1.174
47 1.484 1.034 1.092 1.153 1.271
48 1.596 1.095 1.362 1.417 1.707
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Table D.2: Area averages of absolute relative biases (ARBs%) of the direct, saturated
and non-saturated log-linear models for panel (b) (prevalence of Y1 = 0 and Y2 = 1)
Combination Direct
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 2.181 1.026 1.038 1.029 1.135
2 2.260 1.569 1.853 1.853 1.868
3 2.120 1.279 1.608 1.613 2.033
4 1.989 1.048 1.126 1.123 1.118
5 2.216 1.331 1.336 1.340 1.578
6 1.690 1.310 1.619 1.601 1.939
7 2.255 0.933 1.049 1.081 1.109
8 2.235 1.334 1.572 1.567 1.672
9 2.315 1.777 2.026 2.097 2.342
10 2.418 1.030 1.081 1.097 1.090
11 2.448 1.634 1.733 1.828 1.806
12 2.356 1.746 1.860 1.993 2.300
13 2.521 1.163 1.232 1.228 1.201
14 2.272 1.600 1.752 1.756 1.862
15 2.305 1.690 1.848 1.854 2.138
16 2.904 1.073 1.100 1.102 1.160
17 2.723 1.455 1.557 1.563 1.678
18 2.691 1.759 1.914 1.931 1.963
19 2.861 1.156 1.227 1.346 1.224
20 2.742 1.470 1.531 1.633 1.678
21 2.744 1.746 2.009 2.043 1.956
22 2.664 0.975 1.062 1.118 1.157
23 3.022 1.414 1.470 1.447 1.431
24 2.695 1.842 1.852 1.872 1.992
25 1.618 0.963 0.925 0.926 1.081
26 1.621 1.089 0.125 1.270 1.742
27 1.823 1.257 1.246 1.228 1.669
28 1.840 1.018 1.074 1.073 1.083
29 1.395 1.062 1.023 1.274 1.621
30 1.838 1.318 1.388 1.403 1.853
31 1.714 0.940 1.004 1.007 1.054
32 1.348 0.969 1.078 1.052 1.312
33 1.499 1.317 1.495 1.565 1.738
34 1.718 0.779 0.906 0.875 0.915
35 1.743 1.141 1.253 1.257 1.436
36 1.627 1.150 1.427 1.480 1.973
37 2.604 1.181 1.242 1.259 1.211
38 2.446 1.383 1.614 1.612 1.713
39 2.639 1.741 2.003 2.040 2.023
40 2.891 1.150 1.123 1.130 1.053
41 2.619 1.785 1.828 1.824 1.975
42 2.451 2.079 2.439 2.510 2.561
43 2.569 1.093 1.086 1.256 1.261
44 2.963 1.456 1.800 1.801 1.812
45 2.528 1.572 2.428 2.638 2.346
46 2.865 1.275 1.380 1.357 1.351
47 2.722 1.589 1.744 1.837 1.877
48 2.805 1.824 2.176 2.260 2.144
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Table D.3: Area averages of absolute relative biases (ARBs%) of the direct, saturated
and non-saturated log-linear models for panel (c) (prevalence of Y1 = 1 and Y2 = 1)
Combination Direct
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 0.580 0.155 0.112 0.110 0.079
2 0.589 0.343 0.257 0.258 0.183
3 0.611 0.505 0.378 0.373 0.255
4 0.621 0.223 0.179 0.173 0.133
5 0.600 0.234 0.159 0.159 0.115
6 0.651 0.402 0.278 0.271 0.199
7 0.607 0.466 0.427 0.429 0.407
8 0.606 0.331 0.334 0.348 0.357
9 0.569 0.550 0.475 0.536 0.465
10 0.640 0.384 0.358 0.352 0.338
11 0.633 0.476 0.427 0.441 0.405
12 0.543 0.464 0.378 0.404 0.388
13 0.577 0.079 0.081 0.078 0.100
14 0.495 0.198 0.138 0.138 0.095
15 0.551 0.277 0.168 0.171 0.126
16 0.529 0.122 0.088 0.086 0.070
17 0.541 0.200 0.137 0.140 0.094
18 0.455 0.312 0.190 0.192 0.122
19 0.539 0.247 0.241 0.249 0.249
20 0.585 0.299 0.289 0.305 0.293
21 0.532 0.358 0.285 0.300 0.257
22 0.355 0.260 0.234 0.236 0.218
23 0.517 0.289 0.268 0.286 0.268
24 0.570 0.321 0.259 0.260 0.244
25 0.500 0.173 0.131 0.135 0.108
26 0.432 0.330 0.265 0.260 0.168
27 0.464 0.426 0.304 0.304 0.216
28 0.514 0.173 0.141 0.142 0.110
29 0.519 0.282 0.223 0.222 0.137
30 0.498 0.387 0.282 0.284 0.212
31 0.521 0.267 0.243 0.245 0.238
32 0.454 0.386 0.349 0.356 0.299
33 0.535 0.443 0.358 0.394 0.340
34 0.453 0.329 0.303 0.298 0.272
35 0.468 0.372 0.329 0.343 0.293
36 0.471 0.370 0.315 0.343 0.294
37 0.524 0.169 0.132 0.134 0.114
38 0.623 0.204 0.141 0.132 0.100
39 0.474 0.545 0.417 0.405 0.283
40 0.481 0.205 0.160 0.159 0.118
41 0.564 0.272 0.194 0.192 0.124
42 0.573 0.301 0.225 0.220 0.228
43 0.511 0.320 0.309 0.316 0.305
44 0.484 0.287 0.259 0.265 0.262
45 0.536 0.453 0.374 0.396 0.347
46 0.567 0.304 0.286 0.291 0.287
47 0.436 0.292 0.266 0.280 0.275
48 0.480 0.410 0.321 0.350 0.277
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Table D.4: Area averages of absolute relative biases (ARBs%) of the direct, saturated
and non-saturated log-linear models for panel (d) (prevalence of Y1 = 0 and Y2 = 0)
Combination Direct
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 0.627 0.156 0.108 0.106 0.111
2 0.673 0.345 0.242 0.239 0.170
3 0.623 0.580 0.360 0.359 0.254
4 0.672 0.225 0.148 0.145 0.109
5 0.666 0.252 0.171 0.163 0.130
6 0.583 0.433 0.240 0.243 0.208
7 0.636 0.423 0.393 0.397 0.378
8 0.557 0.305 0.286 0.293 0.302
9 0.598 0.526 0.365 0.385 0.348
10 0.701 0.342 0.331 0.327 0.315
11 0.666 0.480 0.430 0.443 0.413
12 0.578 0.495 0.377 0.380 0.317
13 0.761 0.137 0.106 0.100 0.152
14 0.731 0.374 0.207 0.208 0.118
15 0.592 0.598 0.289 0.294 0.160
16 0.826 0.225 0.131 0.128 0.097
17 0.789 0.359 0.209 0.214 0.133
18 0.754 0.645 0.310 0.315 0.162
19 0.774 0.429 0.430 0.436 0.413
20 0.932 0.527 0.464 0.490 0.475
21 0.786 0.662 0.505 0.514 0.444
22 0.792 0.448 0.401 0.424 0.378
23 0.706 0.556 0.476 0.509 0.458
24 0.964 0.702 0.514 0.546 0.464
25 0.856 0.352 0.205 0.206 0.154
26 0.913 0.753 0.553 0.547 0.346
27 0.880 0.886 0.503 0.509 0.376
28 0.762 0.287 0.164 0.159 0.145
29 0.851 0.564 0.325 0.366 0.245
30 0.882 0.775 0.380 0.371 0.282
31 0.855 0.425 0.397 0.397 0.391
32 0.796 0.661 0.518 0.578 0.463
33 0.923 0.860 0.626 0.634 0.580
34 0.863 0.520 0.468 0.489 0.461
35 0.713 0.648 0.486 0.544 0.426
36 0.716 0.822 0.553 0.560 0.516
37 0.827 0.240 0.140 0.134 0.158
38 0.896 0.346 0.171 0.168 0.167
39 1.003 1.210 0.792 0.781 0.518
40 0.780 0.367 0.214 0.217 0.154
41 0.773 0.502 0.266 0.267 0.154
42 0.757 0.768 0.410 0.401 0.379
43 0.821 0.509 0.452 0.487 0.450
44 0.838 0.465 0.423 0.419 0.426
45 0.826 0.933 0.641 0.666 0.588
46 0.861 0.461 0.415 0.431 0.417
47 0.690 0.480 0.396 0.414 0.393
48 0.736 0.787 0.550 0.568 0.506
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Table D.5: Absolute biases and root mean squared errors (RMSEs) of the direct and
the saturated model in percentage for panel (a) (prevalence of Y1 = 1 and Y2 = 0)
Combination
Direct
Fournomial or
Saturated
Bias RMSE Bias RMSE
1 0.104 2.101 0.042 0.948
2 0.101 2.116 0.047 0.947
3 0.098 2.151 0.079 1.500
4 0.112 2.103 0.056 0.943
5 0.102 2.106 0.050 0.960
6 0.112 2.142 0.084 1.487
7 0.104 2.095 0.049 0.975
8 0.094 2.110 0.049 0.989
9 0.116 2.158 0.073 1.523
10 0.090 2.109 0.045 0.980
11 0.099 2.109 0.046 0.990
12 0.100 2.147 0.081 1.518
13 0.093 1.726 0.035 0.704
14 0.085 1.718 0.034 0.699
15 0.081 1.809 0.053 1.158
16 0.081 1.746 0.031 0.710
17 0.077 1.758 0.030 0.709
18 0.075 1.793 0.049 1.178
19 0.083 1.746 0.029 0.735
20 0.073 1.763 0.031 0.749
21 0.094 1.847 0.055 1.185
22 0.087 1.734 0.036 0.742
23 0.065 1.762 0.036 0.750
24 0.077 1.814 0.062 1.171
25 0.086 1.724 0.037 0.680
26 0.090 1.715 0.031 0.681
27 0.080 1.786 0.064 1.125
28 0.077 1.727 0.038 0.678
29 0.090 1.721 0.035 0.678
30 0.064 1.779 0.048 1.130
31 0.088 1.742 0.039 0.723
32 0.074 1.711 0.038 0.718
33 0.081 1.775 0.061 1.131
34 0.081 1.701 0.034 0.712
35 0.079 1.739 0.036 0.721
36 0.081 1.763 0.057 1.141
37 0.120 2.647 0.070 1.391
38 0.126 2.620 0.067 1.393
39 0.141 2.704 0.105 2.030
40 0.134 2.614 0.069 1.381
41 0.137 2.614 0.072 1.401
42 0.174 2.700 0.115 2.056
43 0.152 2.661 0.078 1.463
44 0.127 2.627 0.071 1.449
45 0.133 2.731 0.108 2.077
46 0.126 2.651 0.078 1.445
47 0.113 2.627 0.078 1.466
48 0.129 2.703 0.088 2.066
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Table D.6: Absolute biases and root mean squared errors (RMSEs) of the direct and
the saturated model in percentage for panel (b) (prevalence of Y1 = 0 and Y2 = 1)
Combination
Direct
Fournomial or
Saturated
Bias RMSE Bias RMSE
1 0.101 2.099 0.048 0.957
2 0.108 2.105 0.075 1.302
3 0.105 2.139 0.063 1.498
4 0.093 2.104 0.049 0.957
5 0.106 2.131 0.064 1.300
6 0.083 2.129 0.064 1.481
7 0.104 2.071 0.043 0.985
8 0.108 2.132 0.064 1.331
9 0.114 2.154 0.087 1.517
10 0.112 2.074 0.048 0.986
11 0.117 2.125 0.078 1.315
12 0.116 2.151 0.085 1.504
13 0.081 1.742 0.037 0.698
14 0.075 1.750 0.053 0.962
15 0.078 1.799 0.057 1.153
16 0.093 1.741 0.034 0.708
17 0.090 1.783 0.048 0.995
18 0.091 1.782 0.060 1.151
19 0.092 1.728 0.037 0.741
20 0.091 1.758 0.049 1.007
21 0.094 1.812 0.060 1.191
22 0.085 1.782 0.031 0.742
23 0.100 1.765 0.047 1.005
24 0.092 1.795 0.063 1.171
25 0.123 2.631 0.073 1.403
26 0.126 2.645 0.085 1.824
27 0.146 2.651 0.101 2.016
28 0.140 2.609 0.078 1.392
29 0.109 2.667 0.083 1.807
30 0.147 2.680 0.105 2.009
31 0.130 2.624 0.072 1.450
32 0.105 2.670 0.076 1.849
33 0.120 2.694 0.105 2.049
34 0.131 2.633 0.060 1.469
35 0.136 2.651 0.089 1.830
36 0.131 2.710 0.092 2.067
37 0.079 1.680 0.036 0.684
38 0.077 1.719 0.044 0.953
39 0.086 1.750 0.056 1.117
40 0.088 1.688 0.035 0.682
41 0.083 1.738 0.057 0.959
42 0.079 1.756 0.067 1.114
43 0.078 1.712 0.033 0.705
44 0.094 1.741 0.046 0.981
45 0.082 1.742 0.051 1.145
46 0.087 1.701 0.039 0.709
47 0.086 1.737 0.050 0.972
48 0.090 1.748 0.059 1.140
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Table D.7: Absolute biases and root mean squared errors (RMSEs) of the direct and
the saturated model in percentage for panel (c) (prevalence of Y1 = 1 and Y2 = 1)
Combination
Direct
Fournomial or
Saturated
Bias RMSE Bias RMSE
1 0.263 4.967 0.070 1.078
2 0.267 4.961 0.155 1.195
3 0.275 4.949 0.227 1.422
4 0.282 4.935 0.101 1.078
5 0.272 4.965 0.106 1.187
6 0.293 4.938 0.181 1.405
7 0.276 4.894 0.211 3.050
8 0.274 4.917 0.149 3.079
9 0.257 4.986 0.248 3.155
10 0.290 4.918 0.174 3.056
11 0.287 4.956 0.215 3.081
12 0.245 4.899 0.209 3.156
13 0.360 4.872 0.049 1.041
14 0.309 4.879 0.123 1.150
15 0.343 4.830 0.172 1.374
16 0.330 4.816 0.076 1.030
17 0.337 4.875 0.125 1.163
18 0.283 4.862 0.194 1.421
19 0.336 4.858 0.154 2.927
20 0.365 4.880 0.186 2.960
21 0.330 4.825 0.222 3.024
22 0.221 4.819 0.162 2.976
23 0.322 4.774 0.179 2.964
24 0.354 4.814 0.199 3.047
25 0.298 4.925 0.103 1.320
26 0.257 4.881 0.196 1.522
27 0.275 4.918 0.252 1.728
28 0.306 4.892 0.103 1.276
29 0.308 4.900 0.168 1.507
30 0.295 4.875 0.229 1.733
31 0.310 4.949 0.159 3.055
32 0.270 4.911 0.229 3.086
33 0.317 4.954 0.262 3.154
34 0.270 4.940 0.195 3.028
35 0.278 4.923 0.221 3.100
36 0.278 4.859 0.218 3.163
37 0.312 4.906 0.101 1.288
38 0.371 4.915 0.121 1.381
39 0.280 4.890 0.322 1.780
40 0.286 4.902 0.122 1.271
41 0.336 4.912 0.162 1.388
42 0.339 4.929 0.178 1.777
43 0.304 4.881 0.190 3.045
44 0.288 4.873 0.171 3.057
45 0.317 4.872 0.267 3.185
46 0.337 4.936 0.180 3.021
47 0.259 4.945 0.173 3.069
48 0.284 4.885 0.242 3.179
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Table D.8: Absolute biases and root mean squared errors (RMSEs) of the direct and
the saturated model in percentage for panel (d) (prevalence of Y1 = 0 and Y2 = 0)
Combination
Direct
Fournomial or
Saturated
Bias RMSE Bias RMSE
1 0.285 4.956 0.071 1.072
2 0.305 4.915 0.156 1.182
3 0.281 4.878 0.261 1.410
4 0.305 4.958 0.102 1.078
5 0.302 4.924 0.114 1.151
6 0.263 4.955 0.195 1.384
7 0.288 4.927 0.192 2.723
8 0.252 4.924 0.139 2.762
9 0.269 4.933 0.237 2.933
10 0.318 4.931 0.155 2.722
11 0.301 5.004 0.218 2.789
12 0.260 4.940 0.223 2.952
13 0.238 4.658 0.043 0.869
14 0.228 4.628 0.117 0.904
15 0.184 4.599 0.186 1.017
16 0.258 4.595 0.070 0.849
17 0.246 4.629 0.112 0.905
18 0.234 4.639 0.200 1.060
19 0.242 4.670 0.134 2.511
20 0.291 4.661 0.165 2.535
21 0.245 4.569 0.207 2.633
22 0.247 4.592 0.141 2.525
23 0.221 4.623 0.174 2.558
24 0.300 4.568 0.219 2.650
25 0.255 4.597 0.105 0.978
26 0.272 4.540 0.224 1.067
27 0.260 4.550 0.262 1.163
28 0.227 4.523 0.085 0.929
29 0.253 4.556 0.167 1.035
30 0.261 4.508 0.229 1.171
31 0.255 4.590 0.127 2.414
32 0.237 4.553 0.197 2.470
33 0.273 4.564 0.255 2.594
34 0.257 4.572 0.155 2.390
35 0.212 4.567 0.193 2.499
36 0.212 4.515 0.244 2.611
37 0.246 4.511 0.071 0.932
38 0.266 4.570 0.103 0.988
39 0.297 4.498 0.358 1.196
40 0.232 4.540 0.109 0.914
41 0.230 4.547 0.149 0.982
42 0.224 4.574 0.227 1.191
43 0.245 4.526 0.152 2.381
44 0.249 4.491 0.139 2.443
45 0.244 4.539 0.276 2.595
46 0.257 4.595 0.138 2.373
47 0.205 4.615 0.143 2.432
48 0.217 4.537 0.234 2.589
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Table D.9: Area averages of absolute relative biases (ARBs%) for estimated marginal
proportion of the first variable (1st var) and the second variable (2nd var) under the
direct, binomial, fournomial and log-linear models.
Combi-
nation
Direct Binomial
Fournomial or
Saturated
Model 1 Model 2 Model 3
1st var 2nd var 1st var 2nd var 1st var 2nd var 1st var 2nd var 1st var 2nd var 1st var 2nd var
1 0.571 0.526 0.100 0.121 0.136 0.140 0.092 0.100 0.089 0.097 0.084 0.107
2 0.616 0.567 0.131 0.119 0.295 0.321 0.204 0.228 0.203 0.226 0.137 0.154
3 0.556 0.560 0.135 0.173 0.508 0.473 0.344 0.306 0.344 0.306 0.236 0.212
4 0.564 0.577 0.077 0.091 0.191 0.218 0.139 0.163 0.138 0.158 0.098 0.127
5 0.597 0.579 0.115 0.107 0.194 0.246 0.127 0.165 0.124 0.162 0.111 0.122
6 0.635 0.609 0.162 0.159 0.383 0.366 0.219 0.201 0.217 0.196 0.196 0.159
7 0.552 0.579 0.255 0.269 0.404 0.402 0.370 0.368 0.376 0.374 0.356 0.355
8 0.594 0.563 0.270 0.277 0.279 0.285 0.264 0.280 0.278 0.283 0.282 0.294
9 0.534 0.554 0.291 0.296 0.482 0.487 0.351 0.348 0.394 0.394 0.373 0.324
10 0.601 0.618 0.303 0.306 0.339 0.322 0.319 0.303 0.310 0.298 0.288 0.302
11 0.499 0.561 0.305 0.325 0.427 0.441 0.369 0.408 0.387 0.412 0.349 0.390
12 0.541 0.477 0.334 0.346 0.413 0.438 0.321 0.300 0.332 0.333 0.305 0.296
13 0.584 0.583 0.120 0.112 0.075 0.074 0.066 0.077 0.063 0.073 0.078 0.098
14 0.461 0.509 0.074 0.056 0.207 0.156 0.136 0.091 0.135 0.092 0.083 0.061
15 0.495 0.533 0.079 0.110 0.267 0.278 0.143 0.139 0.142 0.143 0.120 0.082
16 0.536 0.498 0.058 0.051 0.108 0.122 0.072 0.080 0.071 0.077 0.056 0.061
17 0.523 0.510 0.077 0.084 0.183 0.180 0.114 0.112 0.115 0.112 0.084 0.074
18 0.467 0.483 0.084 0.096 0.304 0.298 0.161 0.157 0.163 0.159 0.101 0.119
19 0.531 0.510 0.215 0.220 0.238 0.197 0.235 0.197 0.237 0.196 0.227 0.197
20 0.573 0.593 0.224 0.231 0.266 0.272 0.245 0.253 0.263 0.260 0.258 0.250
21 0.492 0.511 0.183 0.172 0.336 0.320 0.255 0.244 0.265 0.255 0.221 0.217
22 0.374 0.339 0.203 0.183 0.229 0.232 0.209 0.206 0.213 0.213 0.197 0.189
23 0.508 0.494 0.218 0.220 0.269 0.268 0.237 0.239 0.252 0.255 0.233 0.235
24 0.521 0.544 0.234 0.209 0.348 0.294 0.262 0.211 0.263 0.220 0.228 0.213
25 0.461 0.475 0.104 0.067 0.171 0.155 0.121 0.099 0.124 0.100 0.098 0.074
26 0.394 0.357 0.179 0.085 0.324 0.323 0.205 0.243 0.248 0.241 0.168 0.157
27 0.426 0.465 0.164 0.127 0.437 0.361 0.284 0.216 0.286 0.214 0.202 0.158
28 0.479 0.550 0.117 0.072 0.188 0.111 0.139 0.069 0.142 0.068 0.101 0.078
29 0.530 0.484 0.150 0.094 0.252 0.266 0.183 0.175 0.182 0.186 0.140 0.122
30 0.450 0.485 0.153 0.120 0.373 0.337 0.235 0.190 0.231 0.184 0.204 0.145
31 0.482 0.520 0.233 0.204 0.240 0.200 0.217 0.190 0.221 0.187 0.210 0.184
32 0.452 0.388 0.206 0.162 0.344 0.315 0.297 0.269 0.314 0.280 0.271 0.225
33 0.489 0.462 0.276 0.198 0.413 0.381 0.303 0.276 0.323 0.283 0.309 0.241
34 0.423 0.450 0.237 0.209 0.281 0.259 0.254 0.233 0.258 0.233 0.242 0.217
35 0.444 0.459 0.231 0.206 0.318 0.317 0.270 0.259 0.299 0.266 0.262 0.212
36 0.479 0.459 0.251 0.199 0.369 0.358 0.262 0.257 0.283 0.268 0.270 0.228
37 0.466 0.520 0.094 0.123 0.107 0.155 0.060 0.104 0.059 0.105 0.065 0.099
38 0.539 0.612 0.083 0.086 0.190 0.162 0.120 0.099 0.115 0.092 0.085 0.112
39 0.437 0.488 0.106 0.158 0.517 0.534 0.362 0.378 0.351 0.375 0.254 0.260
40 0.455 0.482 0.068 0.080 0.162 0.200 0.100 0.146 0.099 0.147 0.074 0.110
41 0.498 0.529 0.077 0.096 0.252 0.228 0.158 0.148 0.159 0.144 0.104 0.103
42 0.456 0.542 0.120 0.186 0.279 0.334 0.151 0.206 0.141 0.202 0.165 0.169
43 0.490 0.498 0.202 0.249 0.228 0.306 0.212 0.284 0.222 0.293 0.211 0.273
44 0.441 0.513 0.206 0.240 0.233 0.254 0.200 0.234 0.199 0.235 0.194 0.237
45 0.483 0.508 0.188 0.250 0.401 0.441 0.281 0.313 0.283 0.342 0.253 0.305
46 0.537 0.551 0.170 0.218 0.228 0.266 0.212 0.245 0.215 0.256 0.208 0.252
47 0.429 0.442 0.205 0.244 0.243 0.253 0.205 0.219 0.211 0.233 0.196 0.242
48 0.450 0.507 0.204 0.278 0.361 0.384 0.248 0.271 0.259 0.301 0.215 0.253
254
Table D.10: Absolute biases and root mean squared errors (RMSEs) of the marginal
estimators of direct and saturated model in percentage for the first variable
Combination
Direct
Fournomial or
Saturated
Bias RMSE Bias RMSE
1 0.285 4.953 0.068 1.092
2 0.307 4.931 0.147 1.206
3 0.278 4.944 0.254 1.450
4 0.282 4.955 0.096 1.096
5 0.298 4.977 0.097 1.186
6 0.318 4.984 0.191 1.416
7 0.276 4.924 0.202 2.898
8 0.296 4.966 0.139 2.918
9 0.267 4.997 0.241 3.062
10 0.301 4.932 0.169 2.896
11 0.249 4.981 0.213 2.928
12 0.271 4.933 0.207 3.056
13 0.383 4.792 0.049 0.969
14 0.302 4.770 0.136 1.076
15 0.324 4.742 0.175 1.214
16 0.352 4.725 0.071 0.955
17 0.343 4.792 0.120 1.103
18 0.306 4.765 0.199 1.265
19 0.348 4.775 0.156 2.723
20 0.375 4.780 0.174 2.751
21 0.322 4.705 0.220 2.841
22 0.245 4.727 0.150 2.756
23 0.332 4.687 0.176 2.761
24 0.341 4.700 0.228 2.855
25 0.288 4.893 0.107 1.301
26 0.246 4.783 0.202 1.523
27 0.266 4.817 0.272 1.663
28 0.300 4.825 0.118 1.246
29 0.331 4.829 0.157 1.482
30 0.281 4.787 0.233 1.666
31 0.302 4.880 0.150 2.876
32 0.282 4.855 0.214 2.918
33 0.306 4.863 0.257 3.011
34 0.265 4.850 0.175 2.853
35 0.278 4.837 0.198 2.924
36 0.299 4.809 0.230 3.034
37 0.313 4.657 0.072 1.047
38 0.362 4.696 0.127 1.156
39 0.294 4.652 0.347 1.379
40 0.306 4.664 0.109 1.025
41 0.334 4.680 0.169 1.146
42 0.306 4.729 0.187 1.358
43 0.329 4.652 0.153 2.595
44 0.296 4.640 0.156 2.641
45 0.324 4.677 0.269 2.798
46 0.361 4.737 0.153 2.586
47 0.288 4.736 0.163 2.627
48 0.302 4.694 0.243 2.783
255
Table D.11: Absolute biases and root mean squared errors (RMSEs) of the marginal
estimators of direct and saturated model in percentage for the second variable
Combination
Direct
Fournomial or
Saturated
Bias RMSE Bias RMSE
1 0.263 4.999 0.070 1.113
2 0.284 4.987 0.161 1.229
3 0.280 4.922 0.237 1.439
4 0.288 4.984 0.109 1.103
5 0.290 4.953 0.123 1.201
6 0.305 4.963 0.183 1.425
7 0.290 4.947 0.201 2.895
8 0.282 4.921 0.143 2.945
9 0.277 4.999 0.243 3.066
10 0.309 4.956 0.161 2.904
11 0.281 5.024 0.221 2.963
12 0.239 4.958 0.219 3.072
13 0.383 4.780 0.048 0.973
14 0.334 4.757 0.102 1.010
15 0.349 4.741 0.182 1.233
16 0.327 4.726 0.080 0.949
17 0.335 4.746 0.118 1.001
18 0.317 4.781 0.195 1.255
19 0.334 4.785 0.129 2.726
20 0.389 4.798 0.178 2.757
21 0.334 4.722 0.209 2.836
22 0.222 4.714 0.152 2.754
23 0.324 4.755 0.175 2.770
24 0.356 4.701 0.192 2.848
25 0.319 4.709 0.104 1.075
26 0.240 4.674 0.217 1.170
27 0.312 4.721 0.242 1.341
28 0.369 4.661 0.075 1.030
29 0.325 4.707 0.179 1.125
30 0.326 4.673 0.226 1.338
31 0.349 4.716 0.134 2.625
32 0.261 4.686 0.211 2.681
33 0.310 4.706 0.256 2.787
34 0.302 4.729 0.173 2.603
35 0.309 4.712 0.213 2.714
36 0.308 4.655 0.240 2.789
37 0.326 4.835 0.097 1.256
38 0.383 4.856 0.102 1.293
39 0.304 4.817 0.333 1.709
40 0.302 4.834 0.125 1.233
41 0.331 4.845 0.143 1.291
42 0.338 4.852 0.208 1.695
43 0.312 4.811 0.191 2.863
44 0.321 4.804 0.159 2.900
45 0.317 4.812 0.274 3.038
46 0.345 4.864 0.166 2.845
47 0.277 4.894 0.158 2.910
48 0.316 4.813 0.239 3.030
256
D.2 Tables for Relative Efficiency
Table D.12: Relative efficiencies of the saturated and non-saturated log-linear mod-
els for panel (a) (prevalence of Y1 = 1 and Y2 = 0)
Combination
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 0.205 0.205 0.205 0.227
2 0.200 0.222 0.222 0.222
3 0.500 0.696 0.696 1.000
4 0.205 0.205 0.205 0.227
5 0.205 0.227 0.227 0.227
6 0.478 0.696 0.717 1.000
7 0.227 0.227 0.250 0.250
8 0.222 0.244 0.244 0.244
9 0.489 0.681 0.723 0.915
10 0.227 0.227 0.250 0.250
11 0.227 0.250 0.250 0.250
12 0.500 0.696 0.739 0.935
13 0.167 0.167 0.167 0.167
14 0.167 0.167 0.167 0.167
15 0.394 0.515 0.515 0.697
16 0.167 0.167 0.167 0.167
17 0.161 0.161 0.161 0.161
18 0.438 0.594 0.594 0.750
19 0.167 0.167 0.200 0.200
20 0.194 0.194 0.194 0.194
21 0.412 0.500 0.559 0.676
22 0.200 0.200 0.200 0.200
23 0.194 0.194 0.194 0.194
24 0.424 0.515 0.576 0.697
25 0.167 0.167 0.167 0.167
26 0.172 0.160 0.207 0.172
27 0.406 0.594 0.594 0.625
28 0.167 0.167 0.167 0.167
29 0.167 0.165 0.200 0.167
30 0.406 0.594 0.625 0.656
31 0.167 0.167 0.200 0.200
32 0.172 0.207 0.241 0.172
33 0.406 0.562 0.625 0.625
34 0.172 0.172 0.207 0.207
35 0.167 0.200 0.233 0.200
36 0.419 0.613 0.677 0.645
37 0.271 0.300 0.300 0.357
38 0.275 0.304 0.304 0.362
39 0.562 0.740 0.753 1.342
40 0.279 0.294 0.294 0.368
41 0.294 0.309 0.309 0.368
42 0.575 0.753 0.767 1.370
43 0.296 0.324 0.338 0.380
44 0.304 0.319 0.333 0.377
45 0.573 0.733 0.787 1.213
46 0.300 0.314 0.329 0.371
47 0.304 0.333 0.348 0.377
48 0.589 0.740 0.781 1.219
257
Table D.13: Relative efficiencies of the saturated and non-saturated log-linear mod-
els for panel (b) (prevalence of Y1 = 0 and Y2 = 1)
Combination
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 0.205 0.227 0.227 0.227
2 0.386 0.477 0.477 0.614
3 0.478 0.696 0.696 0.957
4 0.205 0.227 0.227 0.227
5 0.378 0.467 0.467 0.600
6 0.489 0.711 0.711 0.978
7 0.233 0.233 0.256 0.256
8 0.400 0.489 0.511 0.600
9 0.500 0.674 0.717 0.913
10 0.233 0.233 0.256 0.256
11 0.378 0.467 0.511 0.578
12 0.500 0.696 0.739 0.935
13 0.167 0.167 0.167 0.167
14 0.290 0.355 0.355 0.419
15 0.406 0.531 0.531 0.688
16 0.167 0.167 0.167 0.167
17 0.312 0.375 0.375 0.438
18 0.406 0.531 0.531 0.719
19 0.167 0.200 0.200 0.200
20 0.323 0.387 0.387 0.452
21 0.424 0.545 0.576 0.697
22 0.188 0.188 0.188 0.188
23 0.323 0.387 0.387 0.419
24 0.438 0.531 0.594 0.688
25 0.290 0.304 0.304 0.362
26 0.471 0.459 0.586 0.914
27 0.586 0.771 0.771 1.371
28 0.279 0.309 0.309 0.368
29 0.465 0.570 0.577 0.901
30 0.556 0.750 0.764 1.375
31 0.304 0.319 0.333 0.377
32 0.479 0.577 0.606 0.831
33 0.575 0.726 0.781 1.192
34 0.319 0.333 0.348 0.391
35 0.471 0.571 0.600 0.829
36 0.589 0.753 0.808 1.219
37 0.179 0.179 0.179 0.179
38 0.300 0.367 0.367 0.400
39 0.387 0.613 0.613 0.645
40 0.172 0.172 0.172 0.172
41 0.300 0.367 0.367 0.400
42 0.387 0.613 0.613 0.645
43 0.172 0.172 0.207 0.172
44 0.333 0.367 0.400 0.433
45 0.433 0.633 0.700 0.700
46 0.172 0.172 0.207 0.172
47 0.300 0.367 0.400 0.433
48 0.419 0.581 0.677 0.645
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Table D.14: Relative efficiencies of the saturated and non-saturated log-linear mod-
els for panel (c) (prevalence of Y1 = 1 and Y2 = 1)
Combination
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 0.049 0.045 0.045 0.045
2 0.057 0.061 0.061 0.061
3 0.082 0.110 0.110 0.147
4 0.049 0.045 0.045 0.041
5 0.057 0.061 0.057 0.061
6 0.082 0.115 0.115 0.152
7 0.388 0.392 0.413 0.408
8 0.393 0.397 0.430 0.426
9 0.402 0.414 0.482 0.490
10 0.384 0.393 0.417 0.417
11 0.386 0.394 0.427 0.423
12 0.417 0.429 0.500 0.504
13 0.046 0.042 0.042 0.038
14 0.055 0.059 0.055 0.055
15 0.082 0.103 0.103 0.112
16 0.047 0.043 0.043 0.039
17 0.059 0.059 0.055 0.059
18 0.085 0.110 0.110 0.123
19 0.364 0.364 0.377 0.377
20 0.370 0.370 0.391 0.387
21 0.391 0.395 0.446 0.442
22 0.384 0.384 0.397 0.397
23 0.386 0.386 0.408 0.408
24 0.401 0.405 0.461 0.453
25 0.070 0.074 0.070 0.074
26 0.097 0.098 0.113 0.155
27 0.124 0.178 0.182 0.289
28 0.067 0.071 0.067 0.075
29 0.096 0.0101 0.112 0.150
30 0.126 0.185 0.193 0.282
31 0.380 0.384 0.408 0.404
32 0.394 0.411 0.444 0.456
33 0.404 0.424 0.506 0.543
34 0.377 0.381 0.402 0.406
35 0.397 0.409 0.446 0.455
36 0.424 0.445 0.538 0.572
37 0.071 0.071 0.071 0.075
38 0.079 0.087 0.087 0.091
39 0.134 0.184 0.192 0.289
40 0.067 0.067 0.067 0.071
41 0.079 0.087 0.087 0.091
42 0.132 0.185 0.189 0.296
43 0.391 0.391 0.412 0.416
44 0.392 0.397 0.435 0.435
45 0.426 0.447 0.527 0.570
46 0.373 0.377 0.406 0.410
47 0.385 0.393 0.426 0.426
48 0.423 0.444 0.519 0.561
259
Table D.15: Relative efficiencies of the saturated and non-saturated log-linear mod-
els for panel (d) (prevalence of Y1 = 0 and Y2 = 0)
Combination
Fournomial or
Saturated
Model 1 Model 2 Model 3
1 0.045 0.045 0.045 0.045
2 0.058 0.066 0.062 0.062
3 0.084 0.134 0.113 0.147
4 0.049 0.045 0.045 0.041
5 0.053 0.066 0.058 0.062
6 0.077 0.130 0.110 0.146
7 0.305 0.296 0.296 0.296
8 0.314 0.318 0.314 0.314
9 0.354 0.403 0.370 0.399
10 0.305 0.296 0.300 0.300
11 0.312 0.312 0.308 0.312
12 0.357 0.410 0.373 0.402
13 0.037 0.032 0.028 0.028
14 0.037 0.037 0.033 0.033
15 0.047 0.062 0.052 0.062
16 0.033 0.033 0.028 0.028
17 0.037 0.037 0.037 0.037
18 0.051 0.065 0.051 0.065
19 0.289 0.284 0.289 0.289
20 0.295 0.295 0.295 0.300
21 0.330 0.340 0.325 0.335
22 0.303 0.299 0.303 0.299
23 0.304 0.299 0.304 0.304
24 0.335 0.354 0.340 0.349
25 0.047 0.043 0.043 0.047
26 0.053 0.56 0.058 0.092
27 0.068 0.116 0.082 0.213
28 0.044 0.039 0.039 0.044
29 0.053 0.056 0.058 0.091
30 0.069 0.113 0.084 0.192
31 0.275 0.275 0.275 0.280
32 0.295 0.304 0.300 0.333
33 0.322 0.370 0.337 0.433
34 0.273 0.268 0.268 0.273
35 0.297 0.306 0.306 0.335
36 0.333 0.382 0.348 0.446
37 0.044 0.044 0.039 0.044
38 0.048 0.048 0.043 0.048
39 0.069 0.114 0.089 0.203
40 0.039 0.039 0.039 0.039
41 0.048 0.053 0.043 0.048
42 0.067 0.110 0.086 0.211
43 0.278 0.273 0.273 0.278
44 0.297 0.292 0.287 0.292
45 0.325 0.374 0.340 0.432
46 0.265 0.261 0.265 0.270
47 0.277 0.277 0.272 0.277
48 0.325 0.374 0.340 0.437
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Table D.16: Relative efficiencies of the marginal prevalences of binomial, fournomial
and log-linear models for the first variable (1st var) and the second variable (2nd
var)
Combi-
nation
Binomial
Fournomial or
Saturated
Model 1 Model 2 Model 3
1st var 2nd var 1st var 2nd var 1st var 2nd var 1st var 2nd var 1st var 2nd var
1 0.037 0.040 0.049 0.048 0.045 0.044 0.045 0.044 0.045 0.044
2 0.058 0.056 0.062 0.060 0.058 0.060 0.053 0.052 0.066 0.064
3 0.111 0.107 0.086 0.087 0.086 0.087 0.074 0.074 0.148 0.153
4 0.041 0.040 0.049 0.048 0.045 0.044 0.041 0.040 0.045 0.044
5 0.056 0.057 0.056 0.057 0.052 0.057 0.052 0.053 0.060 0.065
6 0.105 0.106 0.081 0.081 0.081 0.081 0.073 0.073 0.141 0.146
7 0.347 0.343 0.347 0.343 0.343 0.339 0.351 0.343 0.351 0.347
8 0.344 0.355 0.344 0.360 0.340 0.355 0.356 0.360 0.360 0.368
9 0.356 0.356 0.376 0.376 0.372 0.372 0.380 0.380 0.424 0.420
10 0.342 0.341 0.346 0.341 0.342 0.337 0.354 0.350 0.354 0.354
11 0.347 0.341 0.347 0.349 0.343 0.345 0.359 0.349 0.359 0.357
12 0.370 0.362 0.383 0.382 0.379 0.374 0.387 0.386 0.428 0.419
13 0.035 0.031 0.039 0.039 0.035 0.035 0.035 0.035 0.035 0.035
14 0.048 0.035 0.053 0.044 0.048 0.040 0.048 0.035 0.053 0.040
15 0.071 0.071 0.067 0.067 0.067 0.067 0.058 0.062 0.084 0.089
16 0.036 0.036 0.040 0.040 0.036 0.036 0.036 0.036 0.036 0.036
17 0.048 0.040 0.052 0.044 0.052 0.040 0.048 0.040 0.052 0.044
18 0.070 0.079 0.070 0.070 0.070 0.066 0.062 0.061 0.088 0.092
19 0.329 0.332 0.325 0.323 0.325 0.323 0.333 0.328 0.329 0.328
20 0.342 0.335 0.333 0.330 0.329 0.326 0.342 0.330 0.342 0.335
21 0.353 0.350 0.367 0.359 0.353 0.350 0.371 0.363 0.385 0.377
22 0.336 0.342 0.341 0.342 0.336 0.338 0.345 0.347 0.345 0.347
23 0.355 0.341 0.345 0.341 0.341 0.336 0.355 0.341 0.355 0.341
24 0.357 0.353 0.367 0.367 0.362 0.362 0.380 0.380 0.389 0.394
25 0.067 0.045 0.071 0.054 0.067 0.050 0.067 0.045 0.075 0.054
26 0.135 0.064 0.100 0.064 0.062 0.050 0.105 0.055 0.162 0.101
27 0.194 0.108 0.121 0.081 0.134 0.090 0.121 0.072 0.272 0.215
28 0.064 0.041 0.069 0.051 0.064 0.046 0.064 0.041 0.073 0.051
29 0.133 0.063 0.094 0.059 0.060 0.040 0.099 0.054 0.155 0.095
30 0.197 0.110 0.122 0.083 0.131 0.092 0.122 0.073 0.258 0.197
31 0.345 0.306 0.349 0.311 0.345 0.306 0.357 0.315 0.361 0.311
32 0.377 0.318 0.360 0.327 0.364 0.327 0.386 0.327 0.411 0.355
33 0.398 0.339 0.386 0.353 0.377 0.348 0.403 0.353 0.483 0.434
34 0.353 0.304 0.345 0.304 0.345 0.299 0.357 0.304 0.362 0.308
35 0.368 0.315 0.363 0.333 0.368 0.329 0.389 0.333 0.410 0.356
36 0.403 0.346 0.398 0.359 0.390 0.355 0.420 0.364 0.494 0.447
37 0.046 0.068 0.051 0.068 0.046 0.064 0.046 0.064 0.051 0.073
38 0.059 0.076 0.059 0.072 0.059 0.068 0.054 0.064 0.068 0.081
39 0.116 0.203 0.088 0.125 0.093 0.134 0.079 0.125 0.222 0.263
40 0.046 0.068 0.050 0.064 0.046 0.064 0.041 0.060 0.046 0.068
41 0.055 0.072 0.059 0.072 0.059 0.068 0.055 0.064 0.064 0.077
42 0.107 0.200 0.080 0.123 0.089 0.132 0.076 0.123 0.219 0.272
43 0.315 0.359 0.310 0.355 0.310 0.355 0.315 0.364 0.315 0.372
44 0.316 0.355 0.326 0.364 0.316 0.359 0.330 0.372 0.335 0.381
45 0.338 0.409 0.356 0.397 0.356 0.388 0.361 0.414 0.443 0.496
46 0.308 0.350 0.299 0.342 0.295 0.338 0.304 0.354 0.299 0.367
47 0.317 0.351 0.308 0.356 0.304 0.351 0.317 0.360 0.317 0.372
48 0.336 0.414 0.350 0.397 0.350 0.388 0.355 0.409 0.436 0.491
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