Introduction

37
Stochastic computer simulations are increasingly used to make realistic predictions about real 38 world ecological processes (Hartig et al. 2011) ; from the survival of shorebirds (West et al. 39 2002) to the effects of climate change (Zurell et al. 2012 ) and the invasiveness of plants 40 (Nehrbass and Winkler 2007) . Because such models attempt to simulate all relevant aspects of a 41 real physical system, they often involve many parameters, some of which will be difficult to set 
2. Accept the m runs ( , ) that minimise ( , ).
Algorithm 1. Original 'rejection ABC' algorithm used in van der Vaart et al. (2015).
116
The computer model is represented by ( ), with output X and input parameters . This model is , where ( − ) is the probability density function of evaluated at D -146 X i , and c is a constant chosen as the maximum of ( − ) (Wilkinson 2013 Then, under our assumption of independent, normally distributed errors, the probability density
, where l is the number of data points, ( ) is the 172 type of the th data point, and ̂ is the standard deviation of data points of type . In other 173 words, the overall acceptance probability of a specific model run i can be calculated by 174 multiplying the probability densities of each of the simulated data points being produced from 
2. Find ̂, the simulated value that minimises ( , ).
3.
For each data type k, calculate ̂, the standard deviation of all corresponding ̂j − .
4. Accept ( , ) with probability
, where
and c is equal to the maximum acceptance probability across all runs. fourteen parameters θ, given in Table S1 in Appendix S1. The priors for all parameters were 
Results
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For the quadratic example, 'error-calibrated ABC' estimated the standard deviation of the error,
219
, to be 7.91, producing 330 acceptances. Figure 1A shows In comparison, 'rejection ABC' with m = 100 acceptances narrowed five posteriors ( Figure S6 ).
238
For h, the half saturation coefficient, IGm, the maximum ingestion rate, and Mm, the maximum as in Figure 2D , imply that posteriors are too narrow, with too few runs accepted. At the other 268 extreme, deficits in the tails of the coverage distribution, as in Figure 2F , imply that posteriors 269 are too wide, with too many runs accepted. For this polynomial example, we know the error 270 model is correct, so any lack of uniformity must be due to problems with the acceptance criteria. 
