Let T be a linear operator that, for some p 1 ∈ (1, ∞), is bounded on L p 1 (w) for allw ∈ Ap 1 (R d ) and in addition compact on L p 1 (w 1 ) for some w 1 ∈ Ap 1 (R d ). Then T is bounded and compact on L p (w) for all p ∈ (1, ∞) and all w ∈ Ap. This "compact version" of Rubio de Francia's weighted extrapolation theorem follows from a combination of classical results in the interpolation and extrapolation theory of weighted spaces on the one hand, and of compact operators on abstract spaces on the other hand. As quick corollaries, we recover some recent results on the compactness of Calderón-Zygmund singular integral operators and their commutators on weighted spaces.
Introduction and the main result
By a weight we understand a locally integrable function w ∈ L 1 loc (R d ) that is positive almost everywhere. As usual, we define the weighted Lebesgue spaces where the supremum is over all cubes Q ⊂ R d , and we have denoted w Q := |Q| −1´Q w. We write w ∈ A p (R d ) if w is a weight and [w] Ap < ∞.
The following theorem of Rubio de Francia [16] on the extrapolation of boundedness on weighted spaces is one of the most useful and powerful tools in the theory of weighted norm inequalities: (See also [11] for a quantitative formulation and [8] for an extensive treatment of related matters.) 1.1. Theorem (Rubio de Francia [16] ). Let p 1 ∈ (1, ∞), and T be a linear operator simultaneously defined and bounded on L p1 (w) for allw ∈ A p1 (R d ), with the operator norm dominated by some increasing function of [w] Ap 1 . Then T is also defined and bounded on L p (w) for all p ∈ (1, ∞) and for all w ∈ A p (R d ).
In this note, we provide a variant for extrapolation of compactness:
1.2. Theorem. In the setting of Theorem 1.1, suppose in addition that T is compact on L p1 (w 1 ) for some w 1 ∈ A p1 (R d ). Then T is compact on L p (w) for all p ∈ (1, ∞) and all w ∈ A p (R d ).
It seems likely that the most relevant case for most applications is to start with the constant weight w 1 ≡ 1, in which case Theorem 1.2 says, roughly speaking, that unweighted compactness bootstraps to weighted compactness, if weighted boundedness is already known. This is for instance the case in Corollary 2.3 below.
The fact that Theorem 1.2 follows from a short argument combining essentially classical tools suggests that it should have been known for a long time. However, some recent results, previously proven by quite nontrivial arguments, follow as immediate corollaries of Theorem 1.2, which indicates that it might have been missed in the earlier literature. We provide two such applications in Section 2. After that, the rest of this note is devoted to a proof of Theorem 1.2. In Section 3, we give a bird's-eye view collecting the known ingredients, most of which can be applied as a black box. The little hands-on work that is necessary to complete the argument is then carried out in Section 4.
Applications to Calderón-Zygmund singular integrals
In the applications below, we consider Calderón-Zygmund singular integral operators, or just Calderón-Zygmund operators for short, which are defined as follows:
T is a linear operator defined on a suitable class of test functions on R d , and it has the representation
where the kernel K satisfies the standard estimates (for some δ ∈ (0, 1])
for all x, x ′ , y ∈ R d such that |x − y| > 1 2 |x − x ′ |. In our applications of Theorem 1.2 to these operators, we never need to refer to the above definition; rather, we can apply several previous results for these operators as a black box. We collect the relevant classical results here: 2.1. Theorem ( [6, 7, 17, 20] ). Let T be a Calderón-Zygmund operator that extends to a bounded operator on L 2 (R d ). Then:
(1) T extends to a bounded operator on L p (w) for all p ∈ (1, ∞) and all w ∈ A p ;
Proof.
(1) is due to Coifman-Fefferman [6] . See [15] for a modern approach that also gives the sharp dependence on [w] Ap from [12] .
(2): In the unweighted case w ≡ 1, this is due to Coifman-Rochberg-Weiss [7] . Their argument already contains the essential tools for the weighted case, which is explicitly covered by Segovia-Torrea [17, Application 2.A]. See [4] for a sharp quantitative version, and [1] for an up-to-date treatment of this type of results.
(3) is due to Uchiyama [20] . It is based on a classical criterion of Frechet-Kolmogorov for compactness in L p (R d ). 
2.A. Weighted compactness of singular integrals. Our first application is a quick proof and a minor extension of a very recent result of
Proof. We verify the assumptions of Theorem 1.2 for the exponent p 1 and weight w 1 appearing in the statement of the Corollary: By Theorem 2.1(1), T extends to a bounded operator on L p1 (w) for allw ∈ A p1 (R d ). By assumption, T extends to a compact operator on
The proof in [19] was based on two quite recent ingredients: the technique of sparse domination of Calderón-Zygmund operators, which was essentially started by Lerner [15] and thereafter extensively developed by many authors, together with a characterisation of the compactness of Calderón-Zygmund operators due to Villarroya [21] . We avoid all this.
2.B.
Weighted compactness of commutators. Our second application of Theorem 1.2 is a quick proof of the following result of Clop-Cruz [5] , which they used to obtain weighted estimates for Beltrami equations. This result has also inspired a fair number of follow-up works dealing with the compactness of commutators in different settings, and we refer the reader to the several papers citing [5] for this. Proof. Let us fix some p 1 ∈ (1, ∞) (any choice will do) for which we verify the assumptions of Theorem 1.2 for [b, T ] in place of T : By Theorem 2.1(2), [b, T ] extends to a bounded operator on L p1 (w) for allw ∈ A p1 (R d ). By Theorem 2.1(3),
Thus Theorem 1.2 applies to give the compactness of [b, T ] on L p (w) for all p ∈ (1, ∞) and all w ∈ A p (R d ).
The original proof in [5] relied on finding and verifying a weighted analogue of the classical (unweighted) Frechet-Kolmogorov criterion, providing a sufficient condition for compactness in L p (w). This is avoided by the soft argument above.
, which features in both Theorem 2.1(3) and Corollary 2.3, is denoted by VMO in [5] and by CMO in [20] . There appears to be some confusion about these spaces in the literature, resulting from the fact that not all "natural" definitions lead to the same space; see [3] , where VMO and CMO designate too different subspaces of BMO. We have used the explicit closure notation to avoid possible ambiguity.
A bird's-eye view of the proof
We collect some general results from which the proof of Theorem 1.2 follows. Our main tool from abstract analysis is the following: 3.1. Theorem (Cwikel-Kalton [9] ). Let (X 0 , X 1 ) and (Y 0 , Y 1 ) be Banach couples and T be a linear operator such that T : 1) under any of the following four side conditions:
(1) X 1 has the UMD (unconditional martingale differences) property, (2) X 1 is reflexive, and X 1 = [X 0 , E] α for some Banach space E and α ∈ (0, 1),
, F ] β for some Banach space F and β ∈ (0, 1), (4) X 0 and X 1 are both complexified Banach lattices of measurable functions on a common measure space.
(We have swapped the roles of the indices 0 and 1 in comparison to [9] . For the UMD property, see [14, Ch. 4] .) Interestingly, the question whether Theorem 3.1 would remain valid without any side conditions whatsoever seems to remain open; see [10] for a relatively recent discussion. This is not a major concern for the present needs, as we will only use Theorem 3.1 in the following special setting:
and γ ∈ (0, 1).
We postpone the proof of Proposition 3.2 to the following section. The verification of this proposition is the only component of the proof of Theorem 1.2 that requires actual computations, rather than just a soft application of known results.
3.3.
Corollary. For p j ∈ (1, ∞) and w j ∈ A pj (R d ), the spaces X j = Y j = L pj (w j ) satisfy all of the four side conditions (1) through (4) of Theorem 3.1.
For applications of Theorem 3.1 to these concrete spaces, this is of course more than sufficient. We would only need one of the four side conditions, but in fact we have them all. The conclusion of Theorem 3.1 was already known under some other side conditions prior to [9] (see the discussion and references in that paper), and it is conceivable that one of these earlier results would suffice for our purposes.
Proof. (1): All L p (µ) spaces with p ∈ (1, ∞) have the UMD property for any measure µ, so in particular for the weighted Lebesgue measure. This fact is well known, see e.g. [14, Proposition 4.2.15 ].
(2): All L p (µ) spaces with p ∈ (1, ∞) are reflexive for any measure µ, so in particular for the weighted Lebesgue measure. By Proposition 3.2 applied to L q (v) = L p1 (w 1 ) = X 1 and L q1 (v 1 ) = L p0 (w) = X 0 , we find that
where E = L q0 (v 0 ) is another Banach space and 1 − γ ∈ (0, 1).
(3): This is the same as (2) , except that we do not need to check reflexivity. (4): It is immediate that both X j = L pj (w j ) are complexified Banach lattices of measurable functions on the common measure space R d .
We can now give:
Proof of Theorem 1.2. Recall that the assumptions, and hence the conclusions, of Theorem 1.1 are in force. In particular, T is a bounded linear operator on L p (w) for all p ∈ (1, ∞) and all w ∈ A p (R d ). In addition, it is assumed that T is a compact operator on L p1 (w 1 ) for some p 1 ∈ (1, ∞) and some w 1 ∈ A p1 (R d ). We need to prove that T is actually compact on L p (w) for all p ∈ (1, ∞) and all w ∈ A p (R d ). Now, fix some p ∈ (1, ∞) and w ∈ A p (R d ). By Proposition 3.2, we have ∞) and q ∈ A q by Theorem 1.1), and that T : X 1 → Y 1 is compact (since this was assumed). By Corollary 3.3, all the four conditions (1) through (4) of Theorem 3.1 are also satisfied by these spaces X j = Y j = L pj (w j ). By Theorem 3.1, it follows that T is also compact on
The hands-on part of the proof
It remains to verify Proposition 3.2. For this, we quote one more classical result: 4.1. Theorem. If p 0 , p 1 ∈ [1, ∞) and w 0 , w 1 are two weights, then for all θ ∈ (0, 1) we have
As stated, this can be found in [2, Theorem 5.5.3], but it is essentially a reformulation of an old theorem of Stein-Weiss [18] that predates the general interpolation theory. In order to connect this with the A p weights, we need:
Then there exist p 0 ∈ (1, ∞), w 0 ∈ A p0 (R d ), and θ ∈ (0, 1) such that (4.2) holds.
Proof. Note that the choice of θ ∈ (0, 1) determines both
so it remains to check that we can choose θ ∈ (0, 1) so that p 0 ∈ (1, ∞) and w 0 ∈ A p0 (R d ). Since p 0 (0) = p ∈ (1, ∞), the first condition is obvious for small enough θ > 0 by continuity.
To check that w 0 ∈ A p0 (R d ), we consider a cube Q and write
where q ′ := q/(q − 1) denotes the conjugate exponent of q ∈ {p, p 0 , p 1 }.
In the first average, we use Hölder's inequality with exponents 1 + ε ±1 , and in the second with exponents 1 + δ ±1 to get By Theorem 4.1, we then have L q (v) = [L q0 (v 0 ), L q1 (v 1 )] θ , as we claimed.
