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Introduction
One of the central puzzles in physics today is the observed baryon asymmetry of the universe. The violation of invariance of fundamental interactions under the transformation of charge conjugation (C) and its combination with parity (CP) is one of the three necessary Sakharov conditions [1] to explain the dynamical generation of the baryon asymmetry. In the Standard Model (SM) of particle physics, CP violation (CPV) is introduced via the complex phase in the quark mixing (CKM) matrix [2, 3] .1 It is able to describe all observations of CPV in the K-, B-, and D-meson systems [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . However, the measured size of the complex phase and the derived magnitude of CPV in the early universe are insufficient to explain the observed value of the baryon asymmetry within the SM [16] [17] [18] [19] [20] and, most probably, new sources of CPV beyond the SM need to be introduced.
The investigation of Higgs boson production and decay at the LHC offers a novel opportunity to search for new sources of CPV in the interaction of the Higgs boson with other SM particles. No observable effect of CPV is expected in the production or decay of the SM Higgs boson. Hence any observation of CP violation involving the observed Higgs boson [21, 22] would be an unequivocal sign of physics beyond the SM.
The measured Higgs boson production cross sections, branching ratios, and derived constraints on couplingstrength modifiers, assuming the tensor structure of the SM, agree with the SM predictions within the current precision [23] [24] [25] . Investigations of spin and CP quantum numbers strongly indicate that the observed particle is of scalar nature and that the dominant coupling structure is CP-even and consistent with the SM expectation [26] [27] [28] . Various measurements have been used in the framework of effective field theories to derive limits on Wilson coefficients which multiply CP-even and CP-odd operators and modify the structure and strength of the coupling of the Higgs boson to gluons and electroweak gauge bosons.
These include measurements of differential cross sections as functions of CP-even observables in the decay H → γγ [29] , measurements of event rates in specific event categories and phase-space regions in the decay H → Z Z * [30] , and measurements of the V H invariant mass in Higgs boson production in association with a weak gauge boson V (V = W ± , Z) [31] . These analyses use CP-even observables and event rate information and hence are not directly sensitive to possible interference between the CP-even SM operators and new CP-odd operators. The shapes of distributions of CP-odd and CP-even observables (without exploiting CP-even rate information) have been used to set limits on CP-odd and CP-even couplings of the Higgs boson to gauge bosons. This is done by investigating the decay H → VV * (V = W ± , Z), using only information from the decay [27, 32] and combining it with information from vector-boson fusion (VBF) or associated V H production [33, 34] . Another analysis using the decay H → ττ exploits information from VBF and V H production [35] . The shape of the distribution of a single CP-odd observable constructed from kinematic information in VBF production in H → ττ candidate events has been previously used to set a limit on the parameterd [36] , which governs the strength of CPV in an effective field theory ansatz as described in Section 2. This analysis constrainedd to the interval [−0.11, 0.05] at the 68% confidence level (CL) using ATLAS data collected at √ s = 8 TeV in 2012, while a 68% CL interval ofd ∈ [−0.16, 0.16] was expected. No hints of CPV have been observed in these studies.
In this Letter, a direct test of CP invariance in Higgs boson production via VBF is presented in the H → ττ channel, based on proton-proton collision data corresponding to an integrated luminosity of 36.1 fb −1 collected with the ATLAS detector at √ s = 13 TeV in the years 2015 and 2016. A CP-odd Optimal Observable [37] [38] [39] is employed. The Optimal Observable combines the information from the multidimensional phase space in a single quantity calculated from leading-order matrix elements for VBF production, independent of the decay mode of the Higgs boson. VBF production provides a promising physics process to test CP invariance in the HVV vertex [40] . The decay mode H → ττ allows the selection of signal events with a good signal-to-background ratio and the reconstruction of the four-momentum of the Higgs boson candidate with adequate precision.
In the present work a direct test of CP invariance is obtained through a measurement of the mean value of the CP-odd Optimal Observable, neglecting possible effects from rescattering by new light particles in loops [40] . A measurement of the parameterd is also performed. Limits ond are derived by analysing the shapes of distributions of the Optimal Observable measured in H → ττ candidate events with two jets in the final state consistent with VBF production. The event selection, estimation of background contributions, and systematic uncertainties closely follow the analysis employed for the observation of the H → ττ decay [41] . In order to increase the signal-to-background ratio, the final event selection utilizes multivariate discriminants.
Theoretical framework and methodology
The effective Lagrangian L eff considered is the SM Lagrangian augmented with CP-odd operators of mass dimension six, involving the Higgs field and electroweak gauge fields. No CP-even dimension-six operators built from these fields are taken into account. All interactions between the Higgs boson and other SM particles (fermions and gluons) are assumed to be as predicted in the SM, i.e. the coupling structure in gluon-gluon fusion production and in the decay into a pair of τ-leptons is considered to be the same as in the SM. The theoretical ansatz considered and the methodology is the same as in Ref. [36] , which contains further details. After electroweak symmetry breaking, the Lagrangian can be written in the mass basis of the Higgs boson H, photon A and weak gauge bosons W ± and Z as in Ref. [42] :
where V µν andṼ µν = µνρσ V ρσ (with V = W ± , Z, A) denote the field strength and dual field strength tensors, respectively. Only two of the four couplingsg HVV are independent due to constraints imposed by U(1) Y and SU(2) I W ,L invariance. They can be expressed in terms of two dimensionless couplingsd andd B as in Refs. [43, 44] :
where g is the SU(2) coupling constant and θ W is the weak mixing angle. Adopting the arbitrary choicẽ d =d B yields the following relations:2
In an effective field theory (EFT), the coupling parameters are real valued. However, rescattering effects from new particles in loops, with masses lower than the scale of new physics assumed in the EFT, may introduce an imaginary part [40] . Such effects are not considered in the analysis presented here, asd is assumed to be real valued.
The strength of CP violation in VBF Higgs boson production is then described by a single parameterd. The corresponding matrix element M for VBF production is the sum of a CP-even contribution M SM from the SM and a CP-odd contribution M CP-odd from the dimension-six operators considered:
where the dependence ond has explicitly been factored out. The squared matrix element has three contributions:
The first term |M SM | 2 and third termd 2 · |M CP-odd | 2 are both CP-even and hence are not a source of CPV. The second termd · 2 Re(M * SM M CP-odd ) stems from the interference of the two contributions to the matrix element and is CP-odd, representing a possible new source of CPV in the Higgs sector. The interference term integrated over a CP-symmetric part of phase space vanishes and therefore does not contribute to the total cross section and observed event yield after CP-symmetric selection criteria are applied. The third term increases the total cross section by an amount quadratic ind, but this is not exploited in the analysis presented here as the observed rate can also be influenced by additional CP-conserving new physics.
The final state consisting of the reconstructed decay of the Higgs boson and the two tagging jets corresponding to the VBF topology can be characterized by seven phase-space variables, by fixing the mass of the Higgs boson, neglecting jet masses, and exploiting momentum conservation in the plane transverse to the beam line. The concept of the Optimal Observable (O opt ) combines the information from the seven-dimensional phase space into a single observable, which is shown to have the highest sensitivity 2 The parameterd is related to the parameterκ W = (κ W /κ SM ) tan α used in the investigation of CP properties in the decay to small values of the parameter of interest and neglects contributions proportional tod 2 in the matrix element.
The Optimal Observable for the determination ofd is given by the ratio of the interference term in the matrix element to the SM contribution:
In order to make an almost model-independent test of CP invariance, the mean value of the Optimal Observable can be measured. If no CPV is present in the HVV vertex, then the expectation value of the Optimal Observable vanishes: O opt = 0, as the Optimal Observable is a CP-odd (andT-odd3) variable.
Since the initial state of VBF production of the Higgs boson is not CP-symmetric, this argument assumes that effects from rescattering are negligible [40] . Thus an observation of a non-vanishing mean value or an asymmetry in the Optimal Observable distribution would indicate physics beyond the SM, either stemming from CPV, or originating from rescattering effects (i.e. new particles being on the mass shell in loop corrections to the HVV vertex). Example distributions of the Optimal Observable for signal events after the full event selection, as described in Section 5, are shown for various values ofd in Figure 1 . In the SM the distribution is symmetric and has a mean value of zero, whereas a non-vanishing value ofd causes an asymmetry and a non-vanishing mean value of the Optimal Observable. The values of the leading-order matrix elements (ME) needed for the calculation of the Optimal Observable are extracted from HAWK [45] [46] [47] . The evaluation requires the four-momenta of the Higgs boson and the two tagging jets ( j j). The momentum fraction x 1 (x 2 ) of the initial-state parton from the proton moving in the positive (negative) z-direction (along the beam) can be derived by exploiting energy-momentum conservation from the Higgs boson and tagging jet four-momenta as
3T denotes the naive time reversal according to Ref. [40] , which inverts the directions of momenta and spins.
where m H j j (y H j j ) is the invariant mass (rapidity) obtained from the vectorially summed four-momenta showers, hadronization, and underlying-event activity (UEPS) are summarized in Table 1 . In addition, the order of the total cross-section calculation is given.
Only Higgs boson production via VBF is considered as signal, including the signals observed as H → ττ decay and H→ WW * → ν ν decay. The analysis is not sensitive to CPV in the H → WW * decay vertex. The other Higgs boson production modes -gluon-gluon fusion (ggF H), V H, ttH -are considered as background in this analysis, and all couplings other than the HVV coupling were set to SM values. All SM signal and background samples used in this analysis are the same as those employed in Ref. [41] , and the same normalization of those samples is used. The only exception is the normalization of the electroweak Z j j process. Here, the leading-order (LO) cross section calculated by the S 2.2.1 generator [53] [54] [55] [56] is multiplied by a factor of 1.7 to match the cross-section value measured by the ATLAS experiment at √ s = 13 TeV [57] . To simulate the presence of non-vanishing values ofd in the HVV vertex, a matrix-element reweighting method is applied to the VBF SM signal sample. The weight is defined as the ratio of the squared ME value of the VBF process associated with a specific amount of CP mixing (given in terms ofd) to that obtained from the SM. To extract the weights, the leading-order MEs from HAWK are used for the 2 → 2 + H and 2 → 3 + H processes separately. The MEs are evaluated using the four-momenta and particle identification codes of the initial-and final-state partons and the Higgs boson of each event. The reweighting procedure has been validated [36] against samples generated with M G 5_aMC@NLO [97] and proves to be a good approximation of a full NLO description of the process with non-vanishing values ofd.
For all samples, a full simulation of the ATLAS detector response [98] using the G 4 program [99] was performed. The effect of multiple pp interactions in the same and neighbouring bunch crossings (pile-up) was included by overlaying minimum-bias events simulated with P 8 using the MSTW2008LO PDF [100] and the A2 set [101] of tuned parameters on each generated signal and background event. The number of overlaid events was chosen such that the distribution of the average number of interactions per pp bunch crossing in the simulation matches that observed in data. Table 2 : Summary of the event selection requirements for the four analysis channels. In the case of the p T requirements on the τ-lepton decay candidates, the asterisk marks the lowest p T threshold, which varies depending on the trigger used. Details of this are given in Ref. [41] . The transverse momentum of the visible decay products of the τ-lepton candidate with the higher (lower) transverse momentum is denoted by p In this analysis, events with at least two jets and a H → ττ decay candidate in the final state are selected. Decays of the τ-leptons with all combinations of leptonic (τ → νν with = e, µ) and hadronic (τ → hadrons ν) final states are considered. In the following, the event preselection, which closely follows Ref. [41] , is summarized and the analysis strategy using gradient boosted decision trees (BDTs) [102] is described. After data quality requirements [103] , the integrated luminosity of the √ s = 13 TeV dataset used is 36.1 fb −1 . The luminosity is obtained using the LUCID-2 detector [104] and has an uncertainty of 2.1% [105] . The definition of the reconstructed objects as well as the triggers used in this analysis correspond to those used in Ref. [41] , where more details are given.
Depending on the reconstructed decay modes of the two τ-leptons, events are separated into four analysis channels: the dileptonic same-flavour (τ lep τ lep SF), the dileptonic different flavour (τ lep τ lep DF), the semileptonic (τ lep τ had ), and the fully hadronic (τ had τ had ) channel. All channels require an exact number of identified and isolated τ-lepton decay candidates, i.e. electrons, muons, and visible products of hadronic τ decays (τ had-vis ), as defined in Ref. [41] , corresponding to their respective final state. Events with additional τ-lepton decay candidates are rejected. This ensures that the selected data samples in the four channels do not overlap. The two τ-lepton decay candidates are required to be of opposite electric charge and to fulfil the requirements on the transverse momentum given in Table 2 .
The event selection for the four analysis channels is summarized in Table 2 . In the τ lep τ lep and τ had τ had channels, only events with missing transverse momentum E miss T > 20 GeV are selected to reject events without neutrino candidates. To suppress the large background from Z → production in the τ lep τ lep SF channel, the requirement on E miss T is tightened. Furthermore, an additional requirement is imposed on the quantity E miss, hard T , obtained from an E miss T calculation considering only contributions from reconstructed objects and neglecting contributions from inner-detector tracks originating from the vertex of the hardscattering process, but not associated with any of the reconstructed objects. In addition, a requirement on the invariant mass of the two light leptons, m , is applied in the τ lep τ lep channels. A requirement on the di-τ mass calculated in the collinear approximation [106] of m coll ττ > m Z − 25 GeV is introduced in the τ lep τ lep channels to ensure orthogonality between this analysis and the analysis of H → WW * → ν ν [107], which has a similar final state. In the τ lep τ lep and τ lep τ had channels, the top quark background is suppressed by requiring that no jet with p T > 25 GeV and |η| < 2.5 contains b-hadrons (b-jets). A multivariate algorithm [108, 109] is used to identify and select b-jets with a working point corresponding to an average efficiency of 85%, as measured on a sample from top quark pair production. Low transverse mass5 (m T < 70 GeV) is required in the τ lep τ had channel to reject events with leptonic W decays. Requirements on the angular distance between the visible products of the two selected τ-lepton decays, ∆R ττ , and their pseudorapidity difference, |∆η ττ |, are applied in the τ had τ had channel to reject non-resonant background events.
To select Higgs boson events produced by VBF, all channels require at least two jets with transverse momentum of the leading jet p j 1 T > 40 GeV and of the subleading jet p j 2 T > 30 GeV, a large invariant mass of the two leading jets, m j j > 300 GeV, and a pseudorapidity separation of |∆η j j | > 3. In the τ had τ had channel, the requirements on the leading jet are raised to p j 1 T > 70 GeV and |η j 1 | < 3.2 to achieve a uniform trigger selection efficiency. This selection is referred to as the VBF event selection in the following.
To construct a region enriched in VBF signal events, BDTs trained to discriminate between the VBF signal and the backgrounds are used in all channels. Kinematic variables used in the BDT training can be categorized as follows:
• Properties of the Higgs boson which discriminate against all background processes without a Higgs boson: the visible mass of the di-τ system, m vis ττ , the transverse momentum of the ττE miss • Properties of a resonant di-τ decay which discriminate against processes with jets that are misidentified as τ-decay candidates (referred to as "Misidentified τ"): the angular distance ∆R ττ , the difference in pseudorapidity |∆η ττ |, and the difference in azimuth ∆φ ττ between the two visible τ-leptons. In addition, the transverse momentum ratio E miss T /p leading jets,7 and the transverse momentum of the third leading jet p j 3 T which is set to zero for events with exactly two jets. 
, where η τ , η j 1 and η j 2 are the pseudorapidities of the τ-candidate and the two leading jets, respectively. This variable has a value of unity when the object is halfway in η between the two jets, 1/e when the object is aligned with one of the jets, and < 1/e when the object is not between the jets in η.
The most important variables in the training are m MMC ττ , m j j , and C j j (τ 1 ). The resulting BDT score (BDT score ) distributions are shown in Figure 2 for events surviving the VBF event selection and show the ability of the BDT to separate the signal process from background processes. All figures in this Letter use signal strength µ (defined as the ratio of the measured cross section times branching ratio to the SM prediction for the VBF signal process), background normalizations, and systematic uncertainties as fitted by the final statistical analysis discussed in Section 8 and referred to as post-fit. The signal purity increases at high values of BDT score . A threshold value of BDT score is used to define the final signal region (SR) in each channel. This threshold is chosen to yield a high signal significance and is given in Table 2 for each channel. The efficiency of the signal selection relative to the VBF event selection is 32% (27%) for the τ lep τ lep SF (τ lep τ lep DF) channel, 29% for the τ lep τ had channel, and 49% for the τ had τ had channel. The efficiency for the sum of background processes, on the other hand, is 1.5% (0.8%) for the τ lep τ lep SF (τ lep τ lep DF) channel, 0.4% for the τ lep τ had channel, and 1.1% for the τ had τ had channel. In each SR the Optimal Observable is then used to probe for CPV. No dependence of the mean values of the Optimal Observable on BDT score is observed, confirming that the SR selection criteria do not introduce a CP asymmetry.
Background estimation
Several background processes contribute to the SR event yields in the four analysis channels. The dominant contributions in the τ lep τ lep DF, τ lep τ had , and τ had τ had channels arise from Z → ττ production and from light-and heavy-flavour jets that are misidentified as prompt leptonic or hadronic τ decays. The misidentified τ decays in the τ lep τ lep and τ lep τ had channels originate largely from W+jets production with smaller contributions from multijet and top quark production, while in the τ had τ had channel the contribution from multijet production dominates. In the τ lep τ lep SF channel the contribution from Z → production is dominant. Other background contributions in all analysis channels originate from top quark pair and associated Wt production (denoted by "tt/Wt" in the following), diboson production, and other Higgs boson production modes.
Background contributions with prompt leptonic or hadronic τ decays are estimated from simulation, while the estimation of the background contribution from misidentified τ decays is mostly data-driven [41] . Dedicated control regions (CR) are defined in data to normalize the predictions of the following background processes: Z → ττ (for all channels), tt/Wt and Z → (only for the τ lep τ lep channels), and the misidentified τ decays (only for the τ had τ had channel). All other background processes with prompt τ decays (including other Higgs boson production modes) are normalized to their SM prediction.
To construct a CR for Z → ττ production, the SR requirement on the BDT score (given in Table 2 ) is inverted for each analysis channel. This CR is called the "low-BDT score CR" in the following. Since the purity of Z → ττ production in the low-BDT score CR ranges from 30% to 54% depending on the analysis channel, Z → ττ production is normalized to data in the Z boson mass peak of the m MMC ττ distributions, shown in Figure 3 . In the fit the Z → ττ normalization is correlated across all analysis channels and the fit yields a normalization factor of 0.93 ± 0.08. To ensure that the normalization is valid in the SR, the modelling of the Z-boson and jet kinematic properties was checked in a validation region which is composed of Z → events with kinematic properties similar to those of the Z → ττ events in the VBF region of each analysis channel. This region is defined by selecting two same-flavour leptons of opposite charge with a dilepton mass of m > 80 GeV and low missing transverse momentum (E miss T < 55 GeV).
All VBF selection requirements given in Table 2 are applied as well. As in Ref. [41] , a slight positive slope in the ratio of the data to the S simulation as a function of m j j is observed. In this analysis, the simulated Z → ττ and Z → events are reweighted to the observed m j j distribution after the VBF event selection, which results in a small change in the acceptance of Z → ττ and Z → events in the SR. In each of the two τ lep τ lep channels, a top quark CR is defined by inverting the veto on b-tagged jets and not applying the selection on the BDT score . The normalization of tt/Wt production is constrained by the event yield in these CRs, corresponding to a normalization of 1.16 ± 0.06 from the combined fit to the data. Additionally, another CR is defined to normalize the Z → process for the τ lep τ lep SF channel. Again, the selection on the BDT score is not applied, and the requirement on the dilepton invariant mass is changed to 80 < m < 100 GeV. The observed event yield in the Z → CR constrains the normalization of simulated Z → events in the τ lep τ lep SF channel to 1.0 ± 0.4.
In the τ had τ had channel, the background from misidentified hadronic τ decays is dominated by multijet events. This background process is modelled using a template extracted from τ had-vis candidates with one, two, or three associated tracks that pass all selection requirements, but fail the opposite-charge requirement. Before the final fit, the template is normalized to data by a fit of the |∆η ττ | distribution after the preselection, but removing the requirement on |∆η ττ |. In the final fit the template is normalized to data in the m MMC ττ distribution of the low-BDT score CR in the τ had τ had channel. Then, the multijet background is normalized with a factor of 0.99 ± 0.09 relative to the pre-fit normalization.
The modelling of the Optimal Observable distribution for the background processes is validated in all CRs. Figure 4 shows Optimal Observable distributions in the low-BDT score CR for all analysis channels, where the background processes have been normalized to the result of the fit. The data and the predicted distributions are observed to be compatible within uncertainties here as well as in the top quark and Z → CRs of the τ lep τ lep channels.
Systematic uncertainties
The effects of the systematic uncertainties on the yields in both the SRs and CRs and on the shape of the Optimal Observable in the SRs, as well as the m MMC ττ distributions in the CRs, are evaluated following the procedures in Ref. [41] . The sources of uncertainty can be grouped into two categories: [105] . The luminosity uncertainty is only applied to the VBF signal and to background processes normalized to theoretical predictions. Uncertainties in backgrounds from misidentified τ-leptons arise from the limited statistical precision of the data-driven templates and corrections used, from closure tests performed in regions where the τ-leptons are required to have the same charge, and from the subtraction of the electroweak contributions.
Theoretical uncertainties affecting the total cross section are evaluated for the Higgs boson production cross sections for ggF H, V H, and ttH production by varying the QCD factorization and renormalization scales as well as the PDF model following the recommendations in Ref. [119] . Also, uncertainties in the H → ττ and H → WW * branching ratios are considered [119] . Theoretical uncertainties in the MC modelling are considered for the VBF and gluon-gluon fusion production of the Higgs boson as well as for Z → ττ production. For all simulated background contributions other than Z → ττ, no theoretical uncertainties are considered, as their impact is negligible. Uncertainties in MC modelling are assessed by a comparison between nominal and alternative event generators and UEPS models, as indicated in Table 1 . In addition, the effects of QCD factorization and renormalization scale variations, matching-scale variations (in the case of Z → ττ only), and PDF model uncertainties are evaluated. As an additional uncertainty in the Z → ττ and Z → processes, the full difference between the sample reweighted to the observed m j j distribution and the sample without reweighting is applied to the full analysis. An uncertainty to account for the signal reweighting procedure described in Section 4 was considered and found to be negligible. The uncertainty due to limited MC sample size is evaluated for the sum of all MC-based background processes in each analysis bin.
Fitting procedure
The best estimate ofd is obtained using a binned maximum-likelihood fit (ML-fit) performed simultaneously on the SRs and all introduced CRs, which are included in order to constrain background normalizations and nuisance parameters describing the systematic uncertainties. ) to the signal (relevant only for the τ lep τ lep channel) is assumed to be correctly predicted by the SM. All other Higgs boson production modes for these decays are considered as background and are normalized to their SM predicted yields.
The ML-fit uses a binned likelihood function L(x; µ, θ), which is a function of the data x, the free-floating signal strength µ, and nuisance parameters θ corresponding to the systematic uncertainties mentioned in Section 7. The likelihood function is evaluated for eachd hypothesis using the relevant reweighted signal templates defined in Section 4, with the background model unchanged, and a negative log-likelihood (NLL) curve can then be constructed as a function ofd.
The best estimator for the parameter of interest,d, is obtained at the point where the NLL curve reaches a minimum. Central confidence intervals can be obtained by reading off the points on the NLL curve which exceed the minimum value by a certain amount.
Results
For a CP-even Higgs boson, the mean value of the Optimal Observable for the signal and background processes is expected to be zero if any effects from the rescattering of new particles in loops can be neglected. However, CP-violating effects could result in the mean value of the Optimal Observable in data deviating from zero, allowing an almost model-independent test for CP-violating effects in this measurement.
The observed values for the mean of the Optimal Observable in data, along with their statistical uncertainties, are summarized in Table 3 for the four channels in this analysis, as well as their combination. The combined mean is obtained by weighting the mean value of each individual channel by the inverse of its respective variance. These values are fully consistent with zero, so no evidence of CPV is observed.
To extract confidence intervals for the CP-mixing parameterd, the ML-fit described in Section 8 is carried out. The post-fit distributions of the Optimal Observable in the various analysis channels are shown in Figure 5 . Here the value of the parameter of interestd, the values of the nuisance parameters, and the normalizations of the signal and background processes have been adjusted within their allowed constraints to minimize the NLL curve. Values of the NLL are evaluated in steps of ∆d = 0.01, and the smallest value of the NLL is observed atd = −0.01. This is the value ofd that is used for the post-fit distributions and event yields. Based upon interpolations between the discrete evaluations of the various NLL values as a function ofd, the best estimator ford is −0.013 +0.048 −0.077 . This value is consistent with the SM expectation of zero, and no evidence of CPV is observed using this approach. The best-fit signal strength from the ML-fit is µ = 0.73 ± 0.47.
While the predicted background distributions for the Optimal Observable are not perfectly symmetric, they are statistically consistent with a symmetric distribution. This slight asymmetry can cause the expected confidence intervals ford to also be asymmetric. Tables 4 and 5 display the fitted event yields of the signal (µ = 0.73,d = −0.01) and various background processes for the SRs of each channel, along with the corresponding number of events observed in data. For reference, the signal yields for the SM expectation (µ = 1,d = 0) are also shown.
The observed and expected ∆NLL curves are shown in Figure 6 (a) as a function ofd. The expected curves are obtained in a two-step process: firstly, nuisance parameters and background normalization factors are constrained via a ML-fit to all analysis CRs, excluding the SRs; then another fit is performed in all SRs and CRs to pseudo-data which were created with the best-fit parameter values from the first step. This two-step process ensures that the nuisance parameters and the background normalization factors for the expected sensitivity are set to values that are consistent with the observed data in the analysis CRs. The Table 4 : Post-fit event yields in the SRs for the τ lep τ lep SF and τ lep τ lep DF analysis channels. The Z → and diboson backgrounds are grouped together in a single background category for the τ lep τ lep DF channel. For comparison, the expected signal yields for the SM expectation (µ = 1,d = 0) are also shown. expected ∆NLL curve is shown ford = 0 and µ = 1 and represents the best estimate of the sensitivity of the analysis based on SM expectations. Another ∆NLL curve withd = 0 and the signal strength µ set to the observed value of 0.73 is also shown in order to demonstrate the decrease in sensitivity due to the lower than expected event yields (see Tables 4 and 5 ). Also shown for comparison in Figure 6(a) is the pre-fit expected ∆NLL curve, which is obtained using a pseudo-dataset where the event yields and distributions in the SRs and CRs are set to the SM expectations for both the signal (withd = 0 and µ = 1) Table 5 : Post-fit event yields in the SRs for the τ lep τ had and τ had τ had analysis channels. The line "Other backgrounds" includes top quark (tt and single top), diboson, and Z → backgrounds. Backgrounds from W(→ τ had ν)+jets production in the τ had τ had channel are also included in "Other backgrounds". For comparison, the expected signal yields for the SM expectation (µ = 1,d = 0) are also shown. and background processes. This demonstrates that the preferred values of the nuisance parameters and normalization factors based on the observed data in the background CRs in the expected ∆NLL curve result in a decrease in sensitivity tod when compared with the pre-fit expected curve.
The effect of systematic uncertainties on the sensitivity tod can be seen in Figure 6(b) . Here, the expected ∆NLL curves are shown ford = 0 and µ = 1, with and without the effect of systematic uncertainties. To assess the impact of systematic uncertainties stemming from jet reconstruction, τ-lepton identification, and MC sample size, expected ∆NLL curves are also shown where the nuisance parameters corresponding to the systematic uncertainties in question have been removed from the likelihood function. It is evident that the experimental uncertainties related to jet reconstruction have the largest effect on the sensitivity of this analysis tod.
To obtain insight into the preferred values ofd obtained for the individual Optimal Observable distributions in the different analysis channels, ∆NLL curves for each individual channel are shown in Figure 6 (c), and compared with the combined result. For these individual ∆NLL curves, only event yield information from the other three signal regions that are not being featured is used, so that the distribution of events in the Optimal Observable in these other signal regions is not exploited in the ML-fit. For these individual channel ∆NLL curves, the signal strength is constrained to be positive so that the ML-fit is stable and insensitive to event yield fluctuations in the individual channel SRs that arise from smaller samples. This constraint is responsible for the plateau in the ∆NLL curve occurring at negative values in the τ lep τ had channel.
An observed 68% CL interval ofd ∈ [−0.090, 0.035] is obtained from the observed ∆NLL curve using Optimal Observable distributions in all SRs. The corresponding expected interval, based upon the expected ∆NLL curve ford = 0 and µ = 1 in Figure 6 (a) isd ∈ [−0.035, 0.033]. This represents an improvement on the confidence interval ford set in Ref. [36] . While no observed 95% CL interval ford can be quoted, the corresponding expected interval isd ∈ [−0.21, 0.15] at 95% CL. The asymmetry in these expected intervals stems from the slightly asymmetric Optimal Observable distribution of the background estimates in the SRs, caused by the limited sample sizes for the background predictions.
The intervals based upon the pre-fit expected ∆NLL curve in Figure 6 Figure 6 : (a) The observed ∆NLL curve as a function ofd values. For comparison, expected ∆NLL curves are also shown. The constraints on the nuisance parameters and normalization factors are first determined in a CR-only fit, and then a fit to pseudo-data corresponding to these nuisance parameters, normalization factors, and tod = 0, µ = 1 ord = 0, µ = 0.73 is performed to obtain these ∆NLL curves. A pre-fit expected ∆NLL is also shown, using pseudo-data corresponding tod = 0 and µ = 1 in the signal and control regions. 
Conclusion
The CP invariance of the Higgs boson coupling to vector bosons has been tested in the VBF H → ττ process in 36.1 fb −1 of √ s = 13 TeV proton-proton collision data obtained with the ATLAS detector at the LHC. In this analysis, an Optimal Observable was used and confidence intervals were set on the CP-mixing parameterd.
Since the mean of the Optimal Observable observed in data is consistent with zero, and the obtained confidence intervals ford are consistent with the Standard Model valued = 0, no evidence of CP violation is observed from this analysis. Due to lower than expected signal yields in data, no constraints ond can be set at [118] ATLAS Collaboration, Measurement of b-tagging efficiency of c-jets in tt events using a likelihood approach with the ATLAS detector, ATLAS-CONF-2018-001, 2018, : https://cds.cern. ch/record/2306649. [120] ATLAS Collaboration, ATLAS Computing Acknowledgements, ATL-GEN-PUB-2016-002, : https://cds.cern.ch/record/2202407. 
