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Abstract
The dispersion of digitalization is gaining more and more attention in the industry. Trends
like industry 4.0 results in an enormous growth of data. But with the abundance of data,
new opportunities are possible, that could lead to a market advantage against competitors.
In order to deal with the huge pool of information, also referred as “Big Data”, companies
are facing new challenges. One challenge relies in the fact, that ordinary relational database
solutions are unable to cope with the enormous amount of data, hence a system must be
provided, that is able to store and process the data in an acceptable time.
Because of that, a well known company in the automotive sector established a distributed
NoSQL system, based on Hadoop, to deal with this challenge. But the processes and
interactions behind such a Hadoop system are more complex than with a relational database
solution, hence wrong configurations leads to an ineffective operation. Therefore this thesis
deals with the question, how the interactions between the applications are realized, and how
possible lacks in the performance can be prevented.
This work also presents a new approach in dataflow modeling, because an ordinary dataflow
meta description has not enough syntax elements to model the entire NoSQL system in de-
tail. With different use cases, the dataflow present interactions within the Hadoop system,
which provide first valuations about performance dependencies. Characteristics like file for-
mat, compression codec and execution engine could be identified, and afterwards combined
into different configuration sets. With this sets, randomized test were executed to measure
their influence in the execution time.
The results show, that a combination of an ORC file format with a Zlib file compression leads
to the best performance regarding the execution time and disk utilization of the implemented
system at the company. But the results also show, that configurations on the system could
be very dependent on the actual use case.
Beside the performance measurements, the thesis provide additional insights. For example, it
could be observed, that an increase of the file size leads to a growth of the variance. However,
the study, that was conducted in this work leads to the assumption, that performance tests
should be repeatedly investigated.
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Chapter 1
Introduction
1.1 Context
This thesis was written within a department of a famous car manufacturer. The core func-
tion of this department is to plan the mounting process for new car models, as well as to
maintain and provide test benches for vehicles after their initiation. Thereby the vehicle
tests include wheel alignment on chassis dynamometers or calibrations for driver assistance
systems. Because of that, the department works closely together with other departments
and all vehicle production lines of all factories all over the world.
1.2 Problem Statement and Motivation
In these days, the flow of information grows bigger and bigger. On the one hand, is the daily
produced amount of data on the internet, whereby social media plays an import role. On
the other hand, a lot of data are also created in modern companies [68]. In order to manage
this huge amount of data, the term big data was established, whereby the term unites two
different problem states: To provide a system, which is able to handle the enormous amount
of data and the possibility to create benefits, offered by the information [52]. Thus, com-
panies dealing with the question, which economic advantages can be achieved by combining
and analyzing different kinds of data.
Based on that deliberation, the department has started a project, with the goal to collect
and store data from different sources to improve their business segment and to find concepts
for future applications. For that, they established a distributed system based on Hadoop (see
chapter 2, section 2.5 on page 6), to deal with the big data challenges.
Because of the background of the department, most of the data occurs from factories which
store their information in relational databases. In the past, the software solutions that
were used, performed their data analyses directly on the same machine, the databases were
connected to. While data has been growing, the analysis has become slower, resulting in
bad user experiences and disturbing the operational process.
Because of that, the company established the Hadoop distributed system.
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An infrastructure, which is able to deal with the enormous amount of data in the big data
context (see section 2.1).
In order to avoid performance lacks, this work is dealing with the question, how such big
data systems are actually working, and how the data can be stored and processed, to provide
an overall good performance.
With the help of a dataflow model, the functionality of the system shall be examined. Since
the Hadoop solution is based on a distributed cluster system (see section 2.5 on page 6), the
given dataflow syntax makes it difficult to model everything in detail, hence a new solution
is needed (see chapter 4 on page 25).
If bottlenecks can be evaluated, it is to check, if configurations are possible and if the
changes can lead to a performance increase. This will be empirically validated by conducting
randomized performance tests. Based on the findings, advices to the company are given, on
how the system could be operate in the best possible way.
2
Chapter 2
Background
The storage, retrieving and processing of data in a distributed system is a complex interaction
of different applications with specific tasks, running in a virtual environment on different
physical nodes. The solution used at the company is based on a Hadoop system, provided
by Hortonworks in version 2.5. The following sections give a brief overview of all relevant
terms and applications for a basic understanding.
2.1 Big Data
The term Big Data is a buzz word and yet not clearly defined [30]. But Big Data can be
transcribed with the handling of very huge data tables whereby conventional systems strug-
gle to process the data in acceptable time. However, the characteristics of Big Data can be
described by the five V’s (Figure 2.1).
Figure 2.1: Five V’s
"Volume" stands for the actual amount of data. "Value" is the accuracy and completeness
of the data. For example, a date can be denoted by the format ‘yyyy’ or as ‘dd/mm//yyyy’,
whereby the second is more precise. “Veracity” refers to the plausibility and objectivity of the
data, hence where the data is coming from and who is the author. The term “Variety” deals
with data representation. Data sources show a wide range of heterogeneity like relational
schemas, lists, tables and data formats like csv or xml to name a few. The challenge relies
on an effective data integration and cleaning process to get one single source of truth.
The Last V is “Velocity”, which stands for the timeliness of data. Thereby, the challenge
relies in an automatically process to keep the data up to date.
2.2 Data Lake
A data lake is an abstract structure for data storage that comes with the Hadoop system
[104]. The purpose of this architecture is to keep the data in its original form, thus the data
can be used quickly for all kinds of analyses [65]. This is an essential difference in comparison
to a data warehouse system, which puts the incoming data directly into a specific schema.
Thus, the data in a data warehouse system are already prepared for particular use case.
The architecture of a data lake consists of three domains [3]. The first is named as "Landing
Zone", that also explains the main purpose of this domain. All data that are put on the
Hadoop system will first be stored in this domain. This enables the possibility to determine,
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if the data should be transformed into another data format or schema, and where it should
be stored permanently on the data lake. Another use case comes with log files. Normally,
the file size of a single log file is small. Because of that, they can be stored and merged in
the landing zone to create a bigger data file.
Figure 2.2: Data Lake
* http://www.autosarena.com/wp-content/uploads/2016/04/Auto-apps.jpg
The next domain is named as "Data Lake". There the data will be stored permanently. Once
the data is shifted into this domain, it is not destined to change it.
The last domain is called "Reservoir". This domain adopts classical data warehouse opera-
tions. Means the data that is located in this area, is already integrated and processed for
particular use cases. Figure 2.2 denotes a typical process of how data is stored and used in
a Hadoop system.
2.3 NoSQL
The term NoSQL imply “non SQL”, “not only SQL” or “non-relational” and refers to the
characteristics of a relational SQL database, which is consistent, followed by the ACID princi-
pal [106]. ACID stands for atomicity, consistency, isolation and durability. Atomicity means,
that every single transaction (TA) on a database is the smallest unit. Thus, TA has to be
fully executed (commit) or it will be aborted (rollback).
Consistency denote that after each TA the database is in a consistent status. Inconsistency
can occur, if a TA is deleting a data set in one table without deleting the key reference in
another table. Isolation is given only, if one TA can be executed on a specific data set.
The last term durability stands for a dataset that can only be changed by another TA.
The original term of NoSQL was used by Carlo Strozzi in 1998 to describe a relational
database that used another query language instead of SQL. Today, the term NoSQL represent
a type of databases that are non-relational, distributed over many nodes and easily horizontal
scalable by adding new nodes [100]. This schema-free database types are able to store semi-
and unstructured data, hence data files. NoSQL databases were invented in 2009 to store
and process a huge amount of data.
In general, NoSQL databases can be broken down into four different categories: ”Key Value
Stores”, ”Big Tables”, ”Document Databases” and ”Graph Databases” [100].
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2.4 Virtualization
Although it would be possible to install and run Hadoop directly on physical nodes within
the distributed system, such solutions would be very cost intensive, since the flexibility of
resource management of the single applications that are running on different nodes, would
not be possible [37]. (More details in section 2.5 on the next page).
Virtualization recaps a physical hardware system into a virtual layer [78], using the hypervisor
technology (see figure 2.3), provided by VMware for instance. Thus, on each node, an
operating system (OS) is installed. On top of the OS, the virtualization layer is installed,
which emulates the physical hardware of a physical node [48]. Regarding the cluster nodes,
this approach would enable the creation of many virtual nodes within the virtual layer as
needed.
Figure 2.3: Concept of Hypervisor - Type 2
A major aspect of virtualization is the dynamic scaling. Dynamic scaling enables the addition
and removal of processing power like CPU, RAM, disk space and so on, to virtual nodes or
even to single applications [48]. Additionally, horizontal scaling can be used, which imply
the adherence of new hardware nodes, without the interruption of the running system.
A disadvantage of this concept, is the slightly decreased performance, because of the virtual-
ization and the managing of all virtual nodes needs additional hardware resources, occurring
from the OS to executes the virtual layer. The applied virtualization technology for the test
system is based on a SUSE Linux Private Virtualized Platform.
Beside the virtualization via the hypervisor, another virtualization approach exists, called
“operating system virtualization” (OSV). The difference between OSV, also called ”container
virtualization” and hypervisor is, that the given hardware will not be emulated. Instead, for
each virtual environment abstract containers will be created, in which the application is
running in. A similar approach is used in the resource management system YARN (see sub
section 5.1.8 on page 38).
In OSV, all virtual machines are running on the same kernel, hence it is not possible to switch
between different OS.
The Hortonworks sandbox is also a good example of container virtualization. The sandbox
enables to install a complete Hadoop system virtual on a local machine, to get familiar with
all components and for test purposes.
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2.5 Hadoop Environment
The Hadoop environment is a cluster of physical nodes that are connected to each other. On
each physical node a Java Virtual Machine (JVM) is operating. On top of the JVM layer,
several applications are installed, which are all elements of the Hadoop environment.
In general, the physical nodes can be divided into three types of nodes (see figure 2.4).
The "master nodes", on which typically virtual management instances are installed. "slave
nodes", on which data are stored or processed and the "edge nodes", which are used as
gateways to external networks. For instance, applications running on the edge nodes are
routing data to different applications, hence to a different physical node.
The Hadoop environment is currently in version 2.7.3 provided by the Hortonworks Hadoop
Distributed package 2.5 (HDP). Hortonworks, founded in 2011, is a company with the goal
to provide infrastructure solution, based on the Hadoop open source architecture from the
Apache foundation [18]. Hortonworks is working closely with the Apache Hadoop project
and is also the founder of the HIVE extension TEZ (explained in section 2.5.5 on page 10).
The graphical interface Ambari is a development of Hortonworks and is also included in
HDP. Ambari is a web based management tool that enables the tracking and managing of
applications within the Hadoop environment. However, beside Ambari, the Linux command
shell can be used to perform all tasks as well.
Figure 2.4: Node types
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2.5.1 Apache Hadoop
Hadoop is an open source project of the Apache software foundation, invented and estab-
lished from Doug Cutting in 2008 [12], and based on Java. Hadoop was designed to store
and process huge data files on a distributed system and it was one of the first programs that
used the MapReduce algorithm from Google Inc. [33], which is explained below.
To run a Hadoop ecosystem, at least three major components are needed. A distributed
server cluster to store the data physically, a file system to manage and store the data virtu-
ally, which is typically the Hadoop File System (HDFS - see subsection 2.5.2 on the following
page) as well as a query tool for data analyzing [4]. For example Apache Hive can be used.
The MapReduce algorithm, which is an essential element of Hadoop, consists of the three
major tasks “map”, “combine” and “reduce” and was designed for parallel processing [28].
Typical use cases of this algorithm are in building an index for efficient search, document
ranking or finding words and links in documents [28].
As input, the user provides data, stored in files. The algorithm splits a file into key - value
pairs, called chunks, whereby the object ID, given by the name-node in HDFS, that links to
the data file in the data-node, is the key and the subset of the partitioned file is the value.
As an output, MapReduce returns a key-value pair as well [88].
By executing a MapReduce task, the job tracker, denoted in figure 2.5, is responsible for
scheduling all the incoming MapReduce tasks and allocate the needed resources [34]. The
task trackers, located on every execution node, start the process and report periodically to
the job tracker [34]. The job tracker and the task trackers can be on separate nodes within
the cluster [98], but usually, the job tracker runs on the name-node, and the tasks trackers
are allocated on the data-nodes, which holding the needed data to prevent unnecessary net-
work traffic [28].
Meanwhile, some weaknesses have been found in the original approach. Because of that,
there are modified approaches like TEZ, see 2.5.5, which additionally uses directed acyclic
graphs (DAG). Whereas MapReduce is limited to executing serialized or parallelized jobs,
DAG is able to execute synchronous or serialized jobs in between. For example, if A and
B are independent jobs, but C needs the result of both to be successfully executed, DAG
manages the ordering, thus A and B are executed first [79].
Another modification for Hadoop is YARN (see in section 5.1.8), which changed the complete
resource management [34] (denoted in figure 2.7). Thus, the classic job tracker and task
tracker (figure 2.5) are exchanged by the "resource manager", "application manager" and
"node manager".
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Figure 2.5: Hadoop V1.0
2.5.2 Apache HDFS
The Hadoop distributed File System (HDFS) is the file management tool of Hadoop, which
manages and distributes the files on different nodes. The architecture consists of node cluster
that can be flexibly scaled. The ”name node” controls the ”data nodes” and manages the
file structure as well as how files are broken down into blocks (see figure 2.6).
The data nodes, located on the slave nodes, are responsible for the data storage, hence they
hold the data files and include the read/ write functions [33]. Data nodes send periodically
"heartbeats" to the name node, with additional information like the amount stored blocks
[57].
If the name node does not receive a heartbeat form a data node after a certain period of
time, the data node is assumed to be broken. If the name node is does not respond, the
complete HDFS system is down.
Figure 2.6: Architecture of HDFS - source: https://www.linkedin.com/pulse/hadoop-jumbo-
vishnu-saxena
8
Because of the fact that a name node is storing and managing the metadata of the entire file
system, it needs a large amount of random access memory (RAM), otherwise the metadata
has to be stored in a slow hard disk. In order to keep a high performance while running
the cluster, the name node should be the node with the best possible hardware environment
[79].
Like mentioned, the occurring data files, which are stored in the HDFS file system, can be
redundantly stored in blocks. Thereby the block size is fix. It is possible to adjust both the
block length and the degree of redundancy with a configuration file, called "site.xml" [88].
As best practice, two name nodes per cluster should be available, typically in two different
physical nodes, one as the operating name node and the second as a backup solution. HDFS
is able to store all kinds of data regardless which file format is in use.
2.5.3 Apache YARN
Since Hadoop 1.0, MapReduce tasks were managed and scheduled through the job tracker,
and processed by the task trackers (denoted in figure2.5). With the introduction of Hadoop
2.0, this concept has been removed by the new job scheduling and monitoring tool YARN
[34]. YARN is the abbreviation for "Yet Another Resource Negotiator" (denoted in figure
2.7) and consists of three components: Resource Manager (RM) running on the physical
master node, Node Managers (NM) and Application Masters (AM), both running on the
physical slave nodes [107].
It is important not to mash up YARN with MapReduce, because YARN can be used for any
other application. Since Hadoop 2.0, MapReduce has been called MapReduce 2 [13].
The basic idea of YARN is to split the main operations, done by the job tracker [71]. These
jobs are now executed by the Resource Manager and the Application Master, whereas the
Resource Manager is only responsible for the job scheduling [71] [15].
It adopts the scheduling of resource allocation by producing the ”resource containers”. A
container is denoted as an abstract reservoir containing physical resources like CPU, disk
space, RAM and so on. Since modern Hadoop systems are running on virtual machines, it is
possible to assign computing power directly to single applications. The Resource Manager
does not perform any monitoring or tracking task. Thus, a guarantee that a failed task will
start again cannot be given [71].
A Node Manager and Application Master are both located on the same physical slave node
and are working together. A Node Manager is managing the resources of the physical slave
node and provides the needed resources for a container.
In case a job of a random application has to be executed, the client is contacting the Resource
Manager, which selects a random Node Manager to determine an Application Master. After
that, the Application Master is negotiating with Resource Manager for a container. Per
Application Master a vague amount of containers can be managed. If more resources are
needed than a single physical node can provide, the Application Master launches additional
applications on other nodes, to establish containers for processing the job [71] [15].
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Figure 2.7: Hadoop V2.0
2.5.4 MapReduce 2
With the introduction of YARN, the MapReduce algorithm was rewritten to run on top of
YARN, called Map Reduce 2. If a MapReduce task occurs, HDFS provides the data file,
divided into blocks and stored in the data nodes. By the use of the virtualization, a node
manager is located on the same physical node like the data node.
The resource master randomly determines a node manager to establish an application master,
but within MapReduce 2 the application master is called ”MapReduceApplicationMaster”.
Now like a typical YARN task, the MapReduceApplicationMaster is negotiating with the
resource manager to get a resource container for a single application instance. Thus, by the
use of YARN a suitable resource container for a map or reduce task can be provided [71]
[15].
2.5.5 Apache TEZ
Apache TEZ is a framework on top of YARN within the Hadoop 2.0 environment. It was
originally developed by Hortonworks and is now an Apache top level project [9]. Key features
of TEZ are the use of directed-acyclic-graph tasks to process data, query optimizations like
pruning or data partitions and other new technologies like resource-reuse and fault tolerance
[9]. Because of the architectural design of the algorithm, it can be easily used in HIVE or PIG
by rewriting parts of the engine of the target application and by the integration of the TEZ
library. Thus, the core elements of both applications are untouched [9]. HIVE is denoted
to be very flexibility, so it is possible to switch between MapReduce and TEZ in order to
execute queries [25].
According to the developers, the process optimization of TEZ is up to 10 times faster than
MapReduce [9]. This is because it is able to execute more MapReduce – tasks within one
job. Furthermore, after each ordinary MapReduce task, the intermediate results are written
back into HDFS, which causes additional read/ write operations on the hard disk. With
TEZ, those in between writings are not necessary anymore because the results are kept into
the fast memory [105].
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2.5.6 Apache HIVE
Apache HIVE is a data warehouse infrastructure for querying, writing and analyzing large
data, stored in a Hadoop database, respectively HDFS. It was provided for Hadoop in 2008
and is enabling the user to perform tasks over a SQL-like interface [61]. These SQL like
statements are called HiveQL [88].
If a user wants to query data, the query compiler of HIVE transforms a HiveQL statement
into a task for the selected execution engine, which actually performs the data analysis [88].
For example into a MapReduce task. Thereby, Hive is not restricted to a certain file format.
It is able to analyze data stored in different file formats like CSV, ORC, Parquet and so
on [61]. Beside MapReduce, Hive does also support query execution with Apache TEZ or
Spark, called HiveOnSpark [61].
If HIVE is querying data from data files, it organizes the content as tables. HIVE distinguishes
between two types of tables: External tables for which HIVE does not manage the storage
of the data file, and intern tables for which HIVE does. That means, if an external declared
table should be erased, just the definition of the table is deleted. In contrast, if the retrieved
data in the intern declared table is deleted, the data file itself is also erased in HDFS [45].
It is also possible to create a new empty table to add data directly. If new table shall be
stored in HDFS, it has to be defined, in which file format the HIVE table has to be stored.
Thus each table in HIVE is actually a reference to a file in HDFS but interpreted as a table.
Because of that, Hive is also able to create and store data in HDFS [45].
2.5.7 ODBC HIVE Client
The ODBC Hive Client is an interface for direct communication between an external applica-
tion, outlying of the Hadoop environment and HIVE [44]. ODBC is an abbreviation for open
database connectivity and was originally designed as an application programming interface
(API) to access database management systems (DBMS).
ODBC was created by the SQL Access Group and is available since 1993 for Microsoft
Windows with the goal, to provide an independent interface between DBMS and a target
application [22]. With the API, SQL queries can be sent and if necessary, ODBC translates
the request into the right syntax for the corresponding DMBS [89].
The ODBC Hive client can be installed as a service on every node within Hadoop, but if the
cluster is communicating with an application on an external network, it is recommended to
install this service on an edge node, since these kind of nodes are used as a gateway [44].
2.5.8 Apache Flume
Apache Flume is a service to collect and merge streaming data from multiple sources and
store them into HDFS. Thereby Flume is designed to run on distributed systems [47]. Flume
was developed and published by Cloudera in 2011 and became an Apache project in 2012
[42]. Streaming data like log files or continuously produced data by machines like robots in
a factory are typical use cases.
The basic architectural concept of Flume relies on three different logical node types, which
could also be located within the same physical node. These are the Flume Master for
controlling, Flume Agents to produce the data streams and the Collectors which aggregate
the data to send them to a storage tier (see figure 2.8).
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Figure 2.8: Architecture of flume
HDFS is usually used as a storage tier. But it is also possible to take other applications,
like HIVE, to create tables from the data streams [14]. A Flume Agent consists of three
elements. The source, one or more channels and the sink. All input data will be collected
into the source first. These input data, seen as key and value pairs, are buffered within a
channel and processed and merged by the sink processor [42].
If Flume stores data in HDFS as the storage tier, it uses sequence files as the default
configuration [47].
2.5.9 NIFI
Apache NiFi is a graphic based dataflow automatization tool that allows the user to create
a program for grabbing data from a certain point (mostly the edge node), transforming and
sorting them, as well as routing them to another node [103].
Figure 2.9: Nifi process flow - source: https://blogs.apache.org/nifi/
Some key aspects of this tool are a user friendly interface based on a graphical representation
of the process steps and the possibility to pick and route nearly all kind of data [103]. If a
user wants to create a new automated dataflow, he simply uses the elements that are given
in the toolbox to create a new process model.
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NiFi is also highly flexible in scaling up and down depending on the occurring tasks. It
runs on all nodes within the cluster to process tasks simultaneously, hence it provides a
bigger throughput. But within this distributed NiFi cluster, one of the nodes has to be the
Coordinator, which is automatically elected by Apache Zookeeper (more information about
ZooKeeper can be denoted in appendix section 10.1.5 on page 79). If the coordinator is
unavailable, ZooKeeper elects a new coordinator automatically [102].
2.5.10 Apache Oozie
Apache Oozie is a workflow scheduler system for managing jobs, which occur within the
Hadoop ecosystem, and is executed on different nodes. For example, if data shall be stored
via HIVE, Oozie can manage those jobs either by triggering on time or if new data are
available [75].
The specified workflows in Oozie are stored in XML files and can be presented as a directed
acyclic graph. In order to simplify the process of defining a workflow of Oozie, different
editors are available, like the Oozie Eclipse Plugin (OEP), which also enables users to model
the workflow graphically with symbols [75].
Figure 2.10: Oozie workflow - source: https://i.stack.imgur.com/7CtlR.png
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2.6 Qlik Sense - Data Visualization Software
Qlik - Sense is a business intelligence program accessible over a web browser and developed
by Qlik. The major purpose of this software is the visualization of data and thus a good
choice for creating dashboards. A similar product of this company is named Qlik - View.
The major difference between both products relies in their configurability.
While Qlik - View offers the possibility to create different kind of charts to analyze data,
Qlik - Sense additionally offers the possibility to create a complete template.
Thus, with Qlik - Sense, companies are able to develop dashboards, that also meet the
requirements of the corporate style guide [80].
Figure 2.11: Example of Qlik - Sense Dashboard
However, with both products, the developer is able to create use case dependent dashboards
to depict specific information based on relational data. Qlik - Sense is used in the company
to present their data, stored in the Hadoop cluster. A specific use case is the "Prüfzeiten -
Dashboard" that presents data from different chassis dynamometer test benches (see figure
2.11).
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2.7 Data types
Data, respectively information, can be denoted with different characteristics. While in a
classic relational database, data sets are presented and maintained in tables in a very struc-
tured way, a NoSQL data base is developed to store huge data files, whereby a structure
is necessarily not mandatory. This section shall explain the characteristically difference of
structured data, semi-structured data and unstructured data, as well as with which kind of
data, a NoSQL system can be dealing with.
2.7.1 Structured data
The term ”structured data” comes from relational databases and means the storage of data
in tables with columns and rows. These tables are normalized so that anomalies like data
redundancy cannot occur. It is assumed that from all data sources, including the web, only
5 to 10% are structured, most of them in companies [97] [1].
Regarding the company, all data that have to be integrated into the Hadoop system, occurs
from relational databases, thus the data accuracy and completeness should be given.
2.7.2 Semi-structured data
Semi - structured data can not be stored in relational databases, but they have some kind
of organization, which makes analyses simpler. Good examples for semi - structured data
are file formats like CSV, XML or JSON. Semi-structured data can be stored in NoSQL
databases since the data is stored in a file [83].
Because the retrieved data from the databases have to be stored as files in HDFS, the user
actually deals with semi-structured data in a NoSQL system.
2.7.3 Unstructured data
Unstructured data, especially in the World Wide Web represents, with up to 80%, the majority
of occurring data [86]. These data include text elements like email, documents, multimedia
content like photos, videos and audio files or entire web pages. The term, unstructured data
is used, because these kind of data could not be stored into a relational database and their
structure could also not be represented by a schema [97] [1]. Like semi-structured data,
unstructured data can also be stored in NoSQL systems.
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2.8 File formats
Since the data in a NoSQL environment can be stored permanently in semi- or unstructured
data files, it is necessary to understand structure of the file formats, to get an idea of, what
an influence a file format could have in performance.
The relation between file formats and performance results in the required space to store data,
as well as how fast these data can be read and write from a data file.
2.8.1 CSV
The ”comma-separated values” (CSV) file is a simple data storage format to transfer data
between two or more applications or organizational units. Data is stored column based. It is
not possible to store nested data in a single CSV file, but with linked CSV files, it is possible
to get a nested kind of solution.
A CSV file consists of values and a separator symbol. The separator symbol itself is not
strictly specified. Usually a semicolon, colon, tab or space is used. A CSV file format does
not support a schema, but it is possible to specify the column names in the first row [92].
Example:
ID,Lastname,Firstname,Sex,Age
1,Mueller,Eugen,male,53
2,Meyer,Franz,male,44
3,Siskou,Chrysa,female,32
2.8.2 XML
The ”Extensible Markup Language” (XML) is a simple text format, whose major purpose is
to transmit semi-structured data over the web in a consistent schema between two or more
organizational units. XML, derived from SGML (ISO 8879) was released in February 10,
1998. The latest rollout was in November 2008 in its fifth version. However, XML is deemed
to be overaged, because of its overhead and its verbosity [60].
The main components of this format are the xml declarations followed by its elements, which
are nested, depending on its content.
Example:
<?xml version="1.0"?>
<person id=”1” idref=”b1”>
<lastname>Smith</lastname>
<firstname>John</firstname>
<age>32</age>
</person>
<bank_account id="b1">
<type>giro</type>
<balance>2540.00€</balance>
</bank_account>
The example shows a simple XML file. It consists of an XML declaration followed by opening
and closing tags, which hold the actual information.
Additionally an element can also hold attributes. In this case, the attribute type “id” is used
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to identify an element uniquely in the entire document and the “ref” attribute to assign
information. A “ref” attribute can hold more than one value [49].
2.8.3 JSON
The ”JavaScript Object Notation” (JSON) is a compact text format, whose major purpose
is to transmit semi-structured data between one or more applications or organizational units,
like XML. Each JSON file is a valid JavaScript file (JS). JSON was originally specified by
Douglas Crockford in November 1999. Currently there exist two standards: The RFC-7159
[10] from Crockford and the ECMA-404, released in October 2013 [50].
Example:
{
"Title": "A Helmet for My Pillow",
"Pub Date": "February 2010",
"ISBN": “978-0-553-59331-0”,
"Price": "$19.95",
"Author":
{
"Last name": "Leckie",
"First name": "Robert",
"Age": 42,
"Sex": "male",
}
}
A JSON file consists of name and value pairs (N/V), separated by a comma, and its data
can be nested arbitrarily. A single N/V row starts with the name, followed by a colon and
the value. These N/V pairs are clustered in an unordered amount of objects. An object
initialization starts with an opening brace and ends with a closing brace.
For data transaction, JSON is more suitable for a rigid interface and thus it is less flexible
than XML [54].
2.8.4 AVRO
AVRO is a binary data format for storing persistent data whose schema is defined with JSON.
Like for all NoSQL applications, AVRO contains semi-structured data. As a feature, AVRO
stores the used schema, when data are written in. Thus, the schema is always present. This
enables to write data without no-per value overheads, which leads to a faster and smaller
serialization. As a second advantage, the caring schema makes the data self-descriptive and
dynamic, so it is possible to process the file by any program [24].
In a direct comparison, XML needs a separate schema file like document type definition
(DTD) or XML-schema, which produces an additional overhead.
AVRO can be interpreted by HIVE or Pig and is a suitable file format for persistent storage
in HDFS.
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Example:
Create Schema:
{"namespace": "example.avro",
t¨ype": "record",
n¨ame": "Book",
f¨ields": [
{"name": "Title", "type": "string"},
{"name": "Pub Date", "type": "string"},
{"name": "ISBN", "type": ["string"]},
{"name": "Price", "type": ["string"},
{"name": "Author","type": "array", "items": "example.avro.Author"}
},
{"namespace": "example.avro",
"type": "record",
"name": "Author",
"fields": [
{"name": "Last name", "type": "string"},
{"name": "First name", "type": "string"},
{"name": "Age", "type": ["int", "null"]},
{"name": "Sex", "type": ["string"]}
}
Create Data:
// Alternate constructor
Author author1 = new Author("Leckie", "Robert", "42" "male");
Book book1 = new Book("A Helment for My Pillow", "February 2010", "978-0-553-59331-0",
"$19.95",author1);
// Construct via builder
Author author1 = Auhor.newBuilder()
.setLastName("Leckie")
.setFirstName("Robert")
.setAge("42")
.setSex("male")
Book book1 = Book.newBuilder()
.setTitle("A Helment for My Pillow", "February 2010")
.setPubDate("February 2010")
.setISBN("978-0-553-59331-0")
.setPrice("$19.95")
.setAuthor(author1)
2.8.5 PARQUET
The file format Apache Parquet is based on a columnar storage structure and was first re-
leased in July 2013. The strength of Parquet relies in providing a data format, whose data
and schema compression, as well as encoding is very efficient. In detail, a parquet file con-
sists of three parts. The magic number that is used as a file header index, stores the column
information.
All data are stored in columns which are separated by chunks. This means, that data can
be stored in a table-like way. The footer stores additional information, such as file version
or schema data, hence Parquet is also self-descriptive like AVRO [77]. Parquet can be used
with Impala, Hive, Pig, HBase or MapReduce.
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Example:
<Column 1 Chunk 1 + Column Metadata>
<Column 2 Chunk 1 + Column Metadata>
...
<Column N Chunk 1 + Column Metadata>
<Column 1 Chunk 2 + Column Metadata>
<Column 2 Chunk 2 + Column Metadata>
...
<Column N Chunk 2 + Column Metadata>
...
<Column N Chunk M + Column Metadata>
2.8.6 ORC
Apache ORC is a columnar storage container for Hadoop, which also supports ACID trans-
actions. ACID stands for Atomicity, Consistency, Isolation and Durability. These properties
describe the status, a relational database must fulfill.
ORC was invented in January 2013 to speed up Apache Hive and to store data efficiently in
HDFS.
The Apache ORC file is divided into stripes. A stripe consists of 3 layers: Index data, row
data and stripe footer. The index layer holds row data position, as well as minimum and
maximum values of each column.
Within the row data layer, the actual data are stored. The stripe footer holds a register
of stream locations. Like AVRO, this file format is also self-descriptive, which means, that
for each file the schema is included. This schema is stored in the file footer. Because of
the columnar format, only the values, that are needed will be read, decompressed and pro-
cessed. This is possible, because the stripes have a default length of 64MB. By predicate
pushdown, the index that determines the stripes, can be narrowed to speed up the search [76].
Example:
create table Author (
lastname string,
firstname string,
age int,
sex string)
) stored as orc tblproperties ("orc.compress"="NONE");
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2.9 Compression
The data compression with its ability to reduce the size of a data file without any loss of
information has had a dramatic influence on performance. This will be further discussed in
detail in paragraph 5.1.5 on page 37.
This section should give a brief overview of the differences between all available data com-
pression codecs, which could be used to compress a data file within a Hadoop environment.
The table 2.1 below gives a brief overview about the characteristics of each compression
codec.
2.9.1 Difference of lossy and lossless data compression
The main task of a compression algorithm is to transform the input data by the use of an
algorithm, which transforms information, more specific symbols, into binary code, in order to
reduce the storage space. Compression algorithms can be divided into two categories. Lossy
and Lossless compression algorithms.
A Lossless compression algorithm is able to encode and decode data without a loss of infor-
mation. A lossy compression algorithm removes information, respectively data, to reduce the
amount of space. For example, by compressing images or audio files, modern compression
algorithms removes information, which the human brain cannot perceive.
2.9.2 ZLIB
ZLIB is a free licensed compression library for general purposes, released in 1996. It belongs
to the family of lossless data compression algorithms and can be used on every computer
system. The compression algorithm was created by Jean-Loup Gailly and Mark Adler and
is written in C. ZLIB is related to GZip in which both also were active authors. Hence, the
core algorithm is the same [31].
The core algorithm is based on the LZ77, which is searching for duplicate symbols in the
input data and therefore, the algorithm consists of two elements: A buffer window and an
input window. The input window reads in every iteration the first symbol and compares it
with the buffer. When a symbol is not in the buffer, the algorithm writes it into the buffer.
If a symbol occurs a second time, it will be replaced by a pointer to the previous symbol.
This is done with an index – length pair [2] [113]. ZLIB is used to get a high compression
ratio, thus it is not eligible for fast processing.
2.9.3 Snappy
Snappy, also known as Zippy, is a lossless compression algorithm written in C++ and cre-
ated by Google. The basic core algorithm is based on LZ77 (Jacob Ziv in 1977). Since 2011
Snappy is free licensed. The major goal of Snappy is not in reaching a high compression rate,
but instead, achieving a fast compression/ decompression process, because the algorithm is
not CPU intensive, hence it does not use many resources for the actual processing task [110].
Google indicates a data processing stream of 250MB/s compression and 500MB/s decom-
pression speed by the use of a single core of an Intel Core I7 processor. But it is also said,
that the average compression ratio is between 20%- 100% worse in comparison to other
compression algorithms [62]. Snappy is used, if high compression/ decompression speed is
needed.
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2.9.4 GZIP
The GZIP compression is a lossless compression algorithm based on the combination of LZ77
and Huffman coding. Like described in section 2.9.2, the LZ77 replaces rapidly occurring
symbols with a reference. Huffman-Coding assigns the input symbols into a variable binary
code [11].
GZip is adjustable in 9 levels, whereby level 1 is the fastest. Level 6 is set as default. Although
GZIP does not have a high compression ratio, it has a good balance regarding compression
and decompression task. Thus GZIP could be a good choice if speed is more important.
2.9.5 Deflate
The Deflate compression is a lossless compression algorithm that splits data into blocks,
whereby the block size is variable. Similar like GZIP or ZLIB, deflate compresses the data
within the blocks by the use of LZ77, which replaces repeating symbols by references and
Huffman coding that transform the data into a binary representation.
The first specification of Deflate was released in 1996 and is currently available in version
1.3 [23].
Deflate uses the same algorithm like GZIP and ZLIB, but without the use of a checksum, a
header and a footer. Thus, it is proposed to be faster than for example GZIP [5].
Codec Compression Speed
ZLIB High Slow
Snappy Low Fast
Deflate Medium Fast
Gzip Medium Medium
Table 2.1: Chart: Compression codecs
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Chapter 3
Related work
From the first concepts, in 2003, till the first technical solution in 2006, Hadoop can look
back on a history of many new inventions, supported by the Apache community [112]. Cur-
rently, there are two vendors on the market that offers Hadoop solutions, named ”Cloudera”
and ”Hortonworks”. Therefore most support and advices regarding the performance are re-
leased through blog entries from their website.
However, in recent years, scientific studies were published, giving some good insight into
different fields on how to improve the performance of Hadoop.
As a first contribution, the paper “Apache Hadoop Performance-Tuning Methodologies and
Best Practices” from Shrinivas b Joshi is worth mentioning [53]. In this paper Shrinivas
describes different performance influences, tested on two cluster systems with different hard-
ware settings.
Based on the TeraSort benchmark tool, the focus is on analyzing the MapReduce execution
time. Thereby, different configurations of hardware and software components are done. For
instance, one test case refers to the performance influence by the use of more than one hard
drive per node. As a result, the best performance on their system could be achieved with 5
hard drives per node.
Other tests, conducted in this paper, include the tuning of the Java virtual machine as well
as a bios configuration of the physical nodes. A very interesting part of his work is the
testing of several configurations in MapReduce, which were done via the Linux command
shell. Because Shrinivas was dealing with a MapReduce version lower than 2.0, the resource
management was done by the architecture, consisting of the job tracker and the task trackers
(see figure 2.5). In order to change settings for the algorithm, configurations are done in the
site.xml file.
Because of the fact that read and write operations on the hard drive result in high expenditure
of time, the author tried to avoid map side spills by rewriting some entries in the site.xml.
Finally, the influence of the LZO compression codec on performance was also conducted.
As a second study, the paper “Hadoop Performance Tuning – A Pragmatic & Iterative
Approach” from Dominique Heger is also worth mentioning [39]. The author conducted
performance tests, which are also based on TeraSort. In order to monitor the workload, the
two measurement tools “Ganglia” and “Nagios” were chosen. These third party software
applications provide statistics for hardware utilization like CPU or network bandwidth.
Like Shrinivas, Mr. Heger analyzed different configuration settings to increase the processing
performance in MapReduce. By adding more hard drives per node, changes in the hardware
layout were done. In this case, the scaling number of hard drives was 6.
Another test scenario was analyzing the overall processing time of MapReduce by changing
the compression codecs like Snappy, LZO and Gzip.
Furthermore, changes in the Java virtual machine, the adjustments of the HDFS block size
and additional MapReduce configurations to avoid the map side spills were also done.
The third contribution is the study from Mr. Bhavin J. Mathiya PhD and Dr. Vinodkumar
L. Desai with the title: “Hadoop Map Reduce Performance Evaluation and Improvement
Using Compression Algorithms on Single Cluster”, published in 2014 [8]. The focus of this
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work relies on how the execution time of the MapReduce algorithm is influenced by the
use of the compression codecs Deflate, Gzip, Bzip2 and LZO. As a specific characteristic, a
Hadoop version was chosen, that already uses the new Apache YARN resource management
(see figure 2.7). The test scenario was based on a word count task, whereby the LZO codec
could achieve the best results.
Another study regarding performance was done by Nandan Mirajkar, Sandeep Bhujbal,
Aaradhana Deshmukh. The paper with the title “Perform word count Map-Reduce Job
in Single Node Apache Hadoop cluster and compress data using Lempel-Ziv-Oberhumer
(LZO) algorithm” was published in 2013 and is dealing with the question, what influence
the LZO compression codec has, regarding the performance in MapReduce [72]. As the test
scenario, they also used the word count example, which seems to be a common example in
conducting a MapReduce job. The resource management of the used Hadoop system was
done by job and task trackers.
LZO is proposed to be fast in compression and decompression tasks (See appendix, section10.3.1).
But therefore it has not a high compression ratio. In order to test the performance of LZO,
the GZIP compression was used to compare the execution times. As a result, the LZO com-
pression is twice as fast as with the GZIP compression.
The paper: “The Performance of MapReduce: An In-depth Study” published in 2011 from
the national university of Singapore is a respectable work, since five different influences could
be identified, which have an impact in execution time of the MapReduce algorithm [19].
Very interesting is the impact of block scheduling. All data files that are stored in HDFS,
are partitioned into blocks (see chapter 2, subsection 2.5.2).
If a data file has to be processed by MapReduce, the algorithm has to schedule the blocks
before it can be processed. If the block size is small, more blocks have to be scheduled and
processed. In this case, a 10GB file was used, which was stored first in 5GB blocks and
later stepwise reduced to a 64MB block size. The observation shows, that an increase of the
block size decreases the performance up to 30% in their test environment.
Another performance influence could be detected by analyzing the phases of the MapReduce
algorithm. The intermediate results after a map phase are grouped by an inefficient algo-
rithm before the reduce phase starts. Thus, the optimization relies on using other grouping
algorithms, to improve the speed of MapReduce.
Based on the insights regarding the schedule block problem, the study with the title: “The
Hadoop Distributed File System: Balancing Portability and Performance” from Jeffrey Shafer,
Scott Rixner, and Alan L. Cox is worth mentioning. It examines the question, what bottle-
necks can occur in the Hadoop file system (HDFS). They detected, that the slow read and
write operation of the hard disk, as well as a poor performance of HDFS itself have a great
influence in speed. Thereby, they also identified tasks, which had high seeks of the hard disk.
For example, redundant storage has a negative influence on performance as well as the block
size. Like mentioned above, a small block size provokes more read and write operations since
each block has to be found in the index tree of the name node and retrieved from the data
node (also read chapter 2, section 2.5.2). Thus, the file size has to be taken into account
to reduce I/O scheduling.
The paper also identified, that if more than one user is executing a write operation on the
same disk, HDFS has a problem with fragmentation. High fragmentation means, that if a
file is written on a disk, the data are not written chained block after block. Instead, they are
widely spread on the disk.
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In order to reduce the bottlenecks, the authors also advices to add more than one hard
disk per node. They also suggest to reduce the fragmentation and cache overhead (holding
unnecessary data in the cache) in order to improve the performance of HDFS [51].
As next, the work of Rupinder Singh and Puneet Jai Kaur with the title “Analyzing perfor-
mance of Apache Tez and MapReduce with Hadoop Multi node Cluster on Amazon cloud”
is be mentioned [84]. In this work, they both conducted a study to compare the performance
of the processing algorithms MapReduce and Apache TEZ, which are selectable by Apache
HIVE.
By the use of the script language Pig, they have written automated test sets to measure,
which of both processing engines performs better. As a result, TEZ provides a better per-
formance, because after each map phase, the algorithm keeps intermediate results in fast
memory instead of writing them onto the hard disk like MapReduce does.
As a last study, the paper: “A Hadoop Performance Model for Multi-Rack Clusters” from
Jungkyu Han, Masakuni Ishii, Hiroyuki Makino gives a good insight into the bottlenecks that
may occur by horizontal scaling of a Hadoop cluster, respectively adding new nodes.
The advantage of a distributed system relies on the flexibility of adding new server units,
if there is a lack of resources. But the appending of more nodes within the same network
domain can abolish the performance increase, since the data throughput of a network is
limited. In case of a processing task, the traffic on the network can be very high.
Therefore a predictive model is introduced, that gives advice, if a new node can be added to
the same rack, or if the node should be added to a different rack in the same cluster [55].
At the current time, the literature about the performance in Hadoop systems are not very
populated. A reason could rely on the fact, that the technology behind the system is changing
very rapidly. For example, most mentioned studies in this section examine, how MapReduce
can be accelerated. Thereby the concept of job and task trackers was mostly in focus,
which is already outdated in these days (see section 5.1.8 on page 38). Because of that,
most information in this work are also based on blogs or whitepapers. However, a lot of
performance tuning ideas are related from the papers of this chapter.
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Chapter 4
The challenge of dataflow modelling in a
distributed NoSQL system
4.1 Approaches in dataflow
The purpose of modelling the dataflow of a distributed system relies on the idea, to evaluate
how data is processed and stored within the environment. Thereby the visualization of
the process with standardized tokens, lead to a better understanding. Additionally, the
representation could also facilitate the location of possible lacks in performance. Because of
that, the dataflow models will depict the entire process flow, starting from the data source.
The original data flow syntax (depicted in figure 4.1) consists of 4 elements. Input or output
data are denoted as a rectangle. A function or transformation, which processes data, is
denoted as a circle. In order to model a data source like a database, two parallel lines are
in use, thus it denotes an element for persistent storage. An arrow which points to the next
element within the model is the actual dataflow [95].
Figure 4.1: Classic dataflow graph
The above explained syntax allows users to model complex systems, especially if dataflow
charts with relational databases shall be modelled. But it becomes difficult in modelling a
dataflow in a distributed NoSQL environment, because the syntax has not enough elements
to map every component in detail. For example, it is not possible to distinguish between a
dataflow task or a communication task whereby no data is transmitted.
For instance, the HDFS name node manages the dataflow of a data node. Without a message
flow symbol, it cannot be depicted.
This problem was also recognized and described by Paul T. Ward, published 1986 in the
paper: “The Transformation Schema: An Extension of the dataflow Diagram to Represent
Control and Timing” [108]. Because of that, control nodes, as dotted circles and signals as
dotted arrows, were introduced. Thus, with this extended syntax the communication flow
between the different applications can be depicted.
However, in a distributed system like with Hadoop, the extended dataflow syntax also reaches
its limit. For example, by depicting a processing task. Since Apache Hadoop processes data
by algorithms like MapReduce, which are based on parallel tasks, it is difficult to model such
processes. Of course, it would be possible just to add two or more arrows outgoing from the
source element to depict parallelism. But it is not possible to recognize, if all of these flows
are synchronized.
A similar problem occurs by depicting the redundant storage of data files in HDFS, which is
also executed in a parallel way. For such challenges, there are solutions in other modeling
languages, like in the Business Process Management Notation (BPMN). BPMN was created
to model business tasks with more than one participant. With this notation, merge or split
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task can be denoted by a diamond symbol that imply parallelism. It has also decision symbols
and considers the time. It uses black boxes in case a model is too complex, so it is possible
to hide elements and depict them in another layer [63]. Thus, BPMN is a great reference
tool that can also be useful in modelling a distributed system.
Based on the problem state, there is a necessity of additional elements to represent the
dataflow in a distributed system. Because of that, a part of this thesis is to create a new
dataflow meta description.
Figure 4.2: Syntax table
The table 4.2 shows new symbols that are suitable to represent the interaction of all compo-
nents of the distributed system in detail. The first symbol, named as ”cluster environment”
and depicted as a dotted circle, is used to isolate the Hadoop system from the external
environment. Thus, all components of the Hadoop ecosystem are modelled within this loop.
Next symbol is the ”physical environment”, depicted as a solid loop.
Since a Hadoop environment consists of different physical nodes on which different appli-
cations runs virtually, it is necessary to isolate those applications to give an idea, how the
communication between single applications is done in a distributed system. The next symbol
is called ”data store”, that represents the actual data storage.
A ”data coordinator” is an application or part of an application, which is responsible for
managing or scheduling. The diamond symbol denotes a merge or a split task. By the use of
this symbol, parallel processes can be modeled. The ”dataflow” symbol, depicted as a solid
arrow, shows the actual dataflow. The dotted arrow is called ”message flow” and depict the
communication between two or more applications.
The square symbol is used to denote an external application, which for example presents the
results from a data query. Data procession is denoted as a circle with a star inside. This
symbol will be used, if any kind of computations occur, for example a MapReduce task.
The symbol ”data container”, depicted as a black circle will be added at the beginning of
a dataflow arrow, if data is transferred by a file container like ORC or a CSV. The last two
symbols, named as ”start”, denoted by a circle with an arrow inside, and ”stop”, denoted as
a circle with an arrow and an vertical line, depicts, where the dataflow takes the beginning
and where it ends.
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4.2 Dataflow in Hadoop Environment
The newly created dataflow syntax depicted in table 4.2 meets the requirements to create a
dataflow model in a Hadoop environment. To get an idea of how the Hadoop environment
at company looks like, the architecture is illustrated by different use cases. Because of that,
company is already using these dataflow models to explain their processes. Note, that the
depicted nodes within the models does not conform to the original amount of nodes.
To remember, the "Data Lake" is split into three domains. "Landing Zone", "Data Lake" and
"Reservoir", that is also realized by the HDFS file system (see figure 4.3), which represent
three different folder groups. For every new data file that is going to be stored into HDFS,
it will be shifted first into the landing zone folder.
Figure 4.3: HDFS Filesystem
There, if necessary, it will be merged with other data files. For example small log files.
Otherwise, it will be shifted directly into the data lake folder for persistent storage.
The purpose of the reservoir is to store preprocessed data files for specific applications.
A good example is a Hive table that is used to represent specific data in a dashboard.
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The model, depicted in figure 4.4, represents the process, how new data shall be stored
in the data lake, whereby the data source is a relational database, called IS-Server. The
abbreviation IS stands for ”Intelligente Schnittestelle”, which means smart interface. The
IS-Server is a DB2 database which stores all kind of data occurring on test-benches after the
production process in the factory.
The model is divided into two different environments. The internal Hadoop environment,
denoted by the dotted loop and the external environment where the source data are created.
Within the Hadoop environment, the three different node types edge-node, master-node and
slave-nodes are visible, on which different applications are running on.
Figure 4.4: IS-Server Dataflow
As depicted in figure 4.5 an interface called QSYS creates an XML file from the source data,
stored in the DB, and sends it via the "Manufacturing Service Bus" (MSB) to NIFI located
on the edge node.
The MSB is another server that distributes data to different systems within the company’s
network. Because the XML file is routed from an external network to the Hadoop cluster,
NIFI runs on the edge node. The edge node represents the gateway between the external
network and the Hadoop environment (see figure 4.5).
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The current configuration presupposes, that the data, coming from the IS-Server, has to be
transformed into the ORC format, before it can be stored into HDFS. This is because, it is
proposed by the department that administrates the cluster, that ORC runs very efficiently
together with HIVE.
Because of the fact that Flume is not able to parse and transform an XML file directly into
the ORC format, the XML file has to be converted first into the JSON like AVRO file format
by NIFI. After that, it can be transformed into the columnar file format ORC by Flume (see
figure 4.5).
Figure 4.5: Push data on edge node
For persistent storage (Figure 4.6), the ORC file has to be stored onto a data node via HDFS
before it can be referenced as a HIVE table. In order to do that, the Flume connector firstly
contacts the name node. The name node assigns different data nodes depending on the
degree of redundancy.
The degree of redundancy determines on how many nodes the file should be saved in order
to guarantee robustness, regarding the availability of the nodes. After the assignment was
successful, the name node reports to Flume. Then, Flume is able to communicate directly
with the data nodes. By default, the name node assigns three data nodes (Figure 4.6), thus
the Flume connector is saving the ORC-File onto three different data nodes.
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Figure 4.6: Store data redundant on HDFS
After the data is stored onto a data node in HDFS, HIVE is able reference the ORC file as
a hive-table. If this task is done, users or applications can query data from this table via the
SQL like HiveQL queries.
In case of an update or delete operations, the rows that keep the relevant information will
not be changed. Instead, they will be marked as deleted or updated. The updated dataset
will be appended at the end of the ORC data file. Because of redundancy, this job will also
be done for the other redundant data files in HDFS.
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The figure 4.7 shows another example of how data can be stored in the Hadoop ecosystem.
This time, a different data source is in use named as MRS-Server. MRS is an abbreviation
of manufacturing reporting system and stores data for analyzing and visualizing car related
data from the production line.
Figure 4.7: MRS-Server Dataflow
In order to retrieve data from the MRS-Server, a third party software application, called
Axway, is in use (figure 4.8). Axway collects data from the MRS database and transforms
them into a CSV-file. After this task is complete, Axway also pushes this file directly on
the edge node. There the data file will be forwarded to Hive by the scheduler application
"Oozie", which is also located on the edge node (figure 4.8).
HIVE is able to read different kind of data files. Because of that, it is possible to send this
file directly to HIVE where the data of the CSV file will be extracted and hold in a temporary
text file table. Thereby, the schema of the CSV file can be adopted or changed if needed.
After the data are stored in the temporary table, another HIVE table has to be created for
persistent storage. Thereby the file format has to be assigned, to store the data in HDFS.
At this step, it can be determined which file format shall be used. Additionally, one of the
available compression codecs can also be selected.
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Figure 4.8: Route data from edge node
While executing the above described task, Hive contacts the name node to get the assignment
of the data nodes. After the acknowledgement, the file is written into HDFS whereby the
ORC format is again in use.
Figure 4.9: Store Hive table persistent in HDFS
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Figure 4.10 shows a processing task, conducted by the external application Qlik-Sense (see
chapter 2, subsection 2.6 on page 14). Thereby the program wants to query data from a
HIVE table. The SQL query from the application is sent to an HIVE ODBC Client located
on the edge node (see figure 4.11).
There, the query will be routed to HIVE. In order to process a HIVE table, the processing
engine MapReduce is selected. Alternatively, the processing engine TEZ can also be used.
Figure 4.10: Processing dataflow
Since the introduction of the HDP 2.0 (Hortonworks distributed package was available in
2.5 for this work), the entire resource management within the Hadoop system is done by
YARN (see chapter 2, subsection 5.1.8 on page 38).
The resource-manager itself, acts as a scheduler that contacts randomly a node-manager in
a first step, to create the application-master, which is responsible for the coordination and
execution of all MapReduce tasks. A node-manager is located on slave nodes (see figure
4.11).
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Figure 4.11: Create and send HIVE query
The resource-manager is also contacting the HDFS name node to locate the needed data
files, that are stored on different data nodes. This information is provided to the application-
master, hence the master can choose an additional node-manager on the same physical node
on which the data node is holding their data. After the application-master is selected, it
contacts the other node-managers to establish the additional applications.
Figure 4.12: Execute MapReduce Algorithm
Next, the application-master negotiates with the resource-manager for resource containers
in which an application is processing the actual task. After a map task is finished (see figure
4.12) the intermediate results are written back on the data node.
Only when all map tasks are executed, the results will be sent to another node manager to
conduct the reduce phase as the last step of the MapReduce algorithm. The final result will
be sent back to HIVE and there, it will be provided to Qlik.
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Chapter 5
Evaluation of performance influences
5.1 Possible sources of performance influence factors
In chapter 4, the data flow model was presented to explain the processes in Hadoop, related
to use cases like adding and retrieving data. The models sketch an overview of, how data is
routed through the system until it is available for a user. With the help of the models, first
clues are given to identify possible bottlenecks. In this section, individual components within
the model will be analyzed theoretically to identify elements, that could have a positive or
negative influence in performance.
5.1.1 Hardware
The first analysis is regarding the hardware, because the performance of all tasks highly
dependent on the given resources. The hardware resources can be divided into CPU, RAM,
memory, storage as well as the amount of disks that are in use, and the network bandwidth.
In case of a lack on performance, the given resources can be increased by vertical scaling [6],
which means adding new CPU’s, RAM or additional hard disks to an existing node.
But during the maintenance task, the corresponding node would not be available. At this
point, the advantage of a distributed system becomes visible. If there is a lack of the given
hardware resources, a new node can simply add to the cluster without any interruption of the
running system [6]. This process is called horizontal scaling. However, adding new hardware
is always cost intensive.
Because the entire Hadoop system runs on virtual nodes, resource shifting for certain tasks
is also an option.
5.1.2 Java virtual machine
MapReduce is written in Java, thus there shall also be potential options to increase perfor-
mance. By activating the option ”compressed ordinary object pointers” (coops), the memory
consumption in 64Bit JVM systems can be reduced [53].
Another possibility is by utilizing the reuse feature of the JVM, which leads to a decrease of
the startup and shutdown overhead and therefore it improves the performance [53]. Since
the introduction of the new resource management system YARN, this configuration is not
supported anymore.
5.1.3 HDFS block size
Hadoop is designed to store huge semi- or unstructured data files, which is done by HDFS.
The minimum block size is 64MB and is also the default configuration. The adjustment of
the block size has a direct influence on the performance of the processing task in Hadoop.
This is because of the architecture, of how data are stored in HDFS.
The data of each file that have to be stored in HDFS, will be physically put into the above
mentioned blocks. If an input file is bigger than a block, the data of this file will be split into
multiple blocks. For example, if the block size is set to 128MB, a 1GB file would be divided
into 8 Blocks while storing on a data-node. This process is managed by the name node.
For each assigned block in a data node, a new object with a unique ID is written into the
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index tree of the name node, which is a reference of the block. The index is always held in
fast memory [109].
Thus, while adjusting the block size, the size of the input file has to be considered. If not,
the index of the name node will be soon full with new entries, if the user puts very large
data files into HDFS.
As a side effect, the search task for a specific data file becomes more and more time con-
suming, since the name node has to analyze the growing index tree. This show, that the
configuration of the block size is highly dependent of the input file size, hence it should
be carefully planned. Even processing engines like MapReduce are affected by the block
size, because it would have a smaller number of blocks to compute, hence there are less
communication tasks between name node and data nodes [58].
5.1.3.1 Small file problem
The small file problem describes the situation, that the data files, which have to be stored
in HDFS are smaller than the pre-configured block size. Like described in subsection 5.1.3,
HDFS is physically saving the data into blocks with a fix length. If a data file is smaller than
128MB, for example 64MB, the rest of the 64MB cannot be used, because it is only possible
to store one file per block.
The remaining 64MB is not physically lost, but the possible 64MB space is not addressable
anymore, hence a new block has to be created. Each created block has an object ID stored
in the index tree of the name node. Thus, if a lot of small files are stored, the index tree
grows unreasonably fast, that slows down the entire system [109].
In order to reduce the amount of small files, it would be necessary to collect this files and
merge them. Hadoop Archives Files (HAR) does something like that.
A HAR file is some kind of a file system. It bundles small files and assigns an index entry
to each item. However, this approach shall not be very efficient since the actual amount of
files is not reduced. Additionally the HAR file index has to be scanned, which also results in
extra effort [109].
Sequence files are proposed as a better solution, because new data will be appended as key
and value pairs (see appendix, section 10.2.1 on page 79). Besides that, sequence files shall
be easily split able which is suitable for MapReduce tasks. As a disadvantage, it is not
possible to list keys within a sequence file, thus if a certain key and value pair has to be
found, in the worst case, a scan over the entire file could be necessary.
Because of that, MapFiles are introduced, which are using a sorted key list as an additional
index [109]. HBASE is using MapFiles as persistent data storage, called HFile (see appendix,
section 10.1.2 on page 78).
5.1.4 HDFS degree of redundancy
With respect to data reliability, it is recommended to store data redundant in case one
or more data nodes in the cluster are temporarily not available or damaged. If such a
scenario happens, the data can be still retrieve from another data node [35]. HDFS offers
the possibility to set the degree of redundancy.
This configuration should be carefully planned, since the degree of redundancy has a major
impact on the provided storage space. In fact, the disk space is not available indefinitely on
the system and thus a cost factor. Hence, it is important to find a balance between data
reliability and storage space for cost efficiency [88]. As a default replica placement, HDFS
typically creates one replica on another data node in the same rack, one on a data node on
a different rack, called remote and one replica on a different data node in the same remote
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rack [70].
A rack is a cluster between 30-40 data nodes that are physically located close together and
are connected via the same network switch. In case of a network switch failure, the complete
rack would not be available anymore. Because of that, it is recommended to create a replica
as remote [79].
The degree of redundancy has no influence on the read and processing performance in order
to query data. But it has as an impact on the network bandwidth during a write operation.
In fact, the more replicas of a file exist, the more network traffic occurs during data writings
[70].
5.1.5 Data compression
The major purpose of data compression is to reduce the storage and network utilization. In
case of storing data into a database, the performance increases regarding to the read and
write operations, because data whose file size could be reduced, can be shifted faster [29].
Besides the storage and data shifting operations, the speed of a query processing task can also
be improved. This is because there are several query tasks in which no decompression of the
data is needed, thus no additional decoding time will occur. But only, if the same compression
algorithm is in use. For example, an exact-match comparison of a postal code like “79771”
can be done compressed, because the encoded information, for example “001011”, can be
recognized [67]. This also applies for projection and duplicate elimination tasks.
Regarding the available compression codecs in Hadoop (see chapter 2, section 2.9 on page 20)
and degree of compression, different configuration could lead to faster processing or better
file compression. Because of that, it is important to evaluate, how the configuration impacts
on the overall performance.
5.1.6 File Format
Besides the amount of data, it is also essential to take a look at the file format in which
the data can be stored in. Within a Hadoop system, it is possible to store data by known
file formats like XML or CSV. But storing XML is not very efficient since it produces a big
overhead because of its meta description (see chapter 2, subsection 2.8.2).
Instead, Hadoop comes with some new file formats like ORC, AVRO or PARQUET, that
additionally holds the schema within the file. This makes a data transfer more flexible.
Besides that, some of the new data formats use an index that accelerates the data search
within a file (see chapter2, section 2.8 on page 16). Thus it would be also important to find
out, which file format leads to the best performance result.
5.1.7 Data Preprocessing
Depending on the demand of a data evaluation, the performance varies by the volume of
the source data. In order to reduce the amount of data, that has to be processed during a
query task, a preprocessing task of the source data could lead to a reduction of the volume,
depending on the use case.
Like described in chapter 2, section 2.2 on page 3, the reservoir, which is part of the data
lake is designated for such tasks. Thus, data engineers can consider for which use cases,
they want to design data tables and at which point they want to create a second table for
the same use case in order to keep the volume small. The use case of splitting the data in
cold and hot data should also be taken into account.
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5.1.8 Configuration of YARN
Since the introduction of YARN the efficiency of the task management, which was origi-
nally done by job tracker and task trackers, could be significantly increased (see chapter 2,
subsection 5.1.8).
However, whenever a new Hadoop cluster system is established, YARN should be configured
according to the given hardware resources, because the application has many options, which
at the right setting can lead to an additional performance increase. In worst case, a bad
configuration can also lead to constraints while processing a task. For example, depending
on the given hardware resources, the maximum amount of containers per node can be
determined [16]. A general recommendation is between 1-2 container per disk and core [34].
5.1.9 Configuration of MapReduce2
MapReduce2 is based on the MapReduce algorithm which uses the resource allocation from
YARN for its map and reduce tasks (see chapter 2, subsection 2.5.4 on page 10).
There is also a possible chance to increase the performance in MapReduce2 by changing the
configuration of the mapred-site.xml file.
In order to configure MapReduce2, the available physical memory, JVM heap size as well as
the amount of virtual memory should be taken into account [1].
For each map or reduce task, the total amount of memory usage per task can be defined.
Under consideration of the minimum container memory allocation in YARN, the memory
usage in MapReduce can be equally or more. For example, if there is a minimum memory
container allocation of 2GB, it is possible to set the maximum memory usage of a map task
to 4GB and reduce tasks to 6GB, which result in additional performance [1].
The xml snipped denotes a possible configuration within the mapred-site.xml file:
<name>mapreduce.map.memory.mb</name>
<value>4096</value>
<name>mapreduce.reduce.memory.mb</name>
<value>6144</value>
Every container is running on a JVM. Because of that, it is proposed that the maximum
heap size should be lower than the allocated maximum map and reduce memory size [1].
This configuration can also be done in the mapred-site.xml:
<name>mapreduce.map.java.opts</name>
<value>-Xmx3072m</value>
<name>mapreduce.reduce.java.opts</name>
<value>-Xmx4096m</value>
The virtual memory, here denoted as VMMax, can also be configured. The virtual mem-
ory consists of physical and paged memory. The default virtual memory ratio, here denoted
as ”r”, is 2.1. So if the given physical memory would be 16384MB RAM, the maximum
virtual memory is 34406MB [1].
VMMax =
PhysicalMemory
r
(5.1)
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This configuration can be done in yarn-site.xml:
<name>yarn.nodemanager.vmem-pmem-ratio</name>
<value>2.1</value>
5.1.10 Execution Engine
In chapter 2 (subsection 2.5.4 on page 10 and 2.5.5 on page 10), two processing engines
were introduced. MapReduce, as the first available processing engine for Hadoop, is a bit
long standing. With the introduction of YARN, MapReduce becomes faster because of a
more efficient resource management.
However, former studies showed that MapReduce is slower than TEZ (see chapter 2, sub-
section 2.5.5 on page 10). The main reason relies on the storage of intermediate results
on the hard drive after the map phase [85]. TEZ avoid the storage on the hard drive [85].
Apache TEZ is denoted to be up to ten times faster than MapReduce in some cases [9],
which explains the tendency to use TEZ for querying data in Hive.
Apache Spark is another engine within the Hadoop environment (see appendix, section 10.1.1
on page 78). Similar like TEZ, it also avoids the storage of intermediate results on the hard
drive. Therefore Spark should also be better than TEZ in extensive data mining operations,
and it should be very fast in executing deep learning algorithm. (see appendix, section 10.1.1
on page 78). For executing Spark with Hive, the extension SparkOnHive must be available
[41]. Unfortunately, SparkOnHive is not provided on the operating system.
However, there is a need to benchmark all three engines regarding the available data on the
Hadoop cluster.
5.1.11 Configuration of HIVE
Hive, is the data warehouse application in Hadoop. Before queries are executed, Hive can
be configured regarding the file format, compression codec or the processing engine. A well
elaborated combination of all three components can lead to an optimal result in performance
while querying data.
5.1.12 Parallel access
Another considerable influence in performance relies in additional processing tasks, occurring
from different users or applications. More tasks results in additional work load or additional
task scheduling and thus into a bad performance.
5.1.13 Network bandwidth
The network bandwidth can also become a critical bottleneck. In the area of big data, huge
data files have to be transferred over the network. At the company, the network has to
be divided into the internal network of the Hadoop cluster and the external network of the
company. While the workload of the internal network can be reduced by several configurations
like with the HDFS block size, degree of redundancy to name a view, the external network has
an additional workload from all the other participants. Thus, to provide enough bandwidth
on the external network is more complex.
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5.2 Evaluation of performance indicators
In the section above, possible performance influences were discussed theoretically. The
purpose of this section is to express the performance by particular key values to determine,
how this key performance values (KPI’s) are influenced by certain factors.
In order to identify the possible impact on performance, the technique of a QFD matrix
(depicted in figure 5.1) is used. QFD is an abbreviation for “quality function deployment”
and is a method that was originally designed to transfer customer requirements into the
engineering process of a product.
QFD was created in 1966 in Japan by prof. Yoji Akao [40]. The matrix is very useful,
because it enables to analyze the impact of different influence values with the KPI’s by
giving points. In cooperation with the department "center of excellence" (CEO), responsible
for maintaining and providing the Hadoop system and "IT-operations" (ITO), responsible for
data integration, the following listed key performance influences were defined:
• Execution time
• Storage utilization
• RAM utilization
• CPU utilization
• Network utilization
• Data quality
• Amount of data
• Accessibility of data
The execution time has a significant impact on user experience, while disk storage refers to
the persistence of the system. But disk storage has also a direct influence on the performance
depending on how many hard drives per node are available. More hard drives could either
result in faster read and write operations or into more space.
The utilization of RAM, CPU and Network has a major impact on the processing time. On
the one hand, the utilization is a good indicator of how much effort the system has to do
for processing a task, on the other hand it also shows how many resources are still available
to execute additional tasks, since there are other users or applications that operates on the
system at the same time.
This leads to the assumption that if a single task performs very well, but need unreasonably
high hardware resources, more parallel task could lead soon to a maximum workload and
hence to a negative performance for each task.
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The data quality is not to be neglected, because the performance is also dependent on a
carefully planned preprocessing of the needed data. Thereby it should be taken into account
at which accuracy level the data should be provide. For example, is it really necessary to
store sensor data every 10 milliseconds? If not, the data volume can be dramatically reduced.
Since Hive is used to query data, the amount of data can be interpreted as the number of
columns and rows of a table. The availability of different file formats and compression algo-
rithm (see section 2.7 on page 15), result in a difference between file sizes of a referenced
Hive table. Thus the amount of data has an indirect influence on performance, because the
bigger a data file, probably more time will be needed to process the entire file.
The accessibility of data describes the degree of redundancy. A reduction of the degree
increases the probability that data is not available, but it also reduces number of write oper-
ations. Thus a good overall performance should be guaranteed, if all key performance values
are in a good balance.
These KPI’s are listed in the y-axis of the QFD matrix and get an initial priority, which in-
fluence the score denoted as "Performance influence" in the bottom of the matrix. The row
"Priority" indicates, which system characteristic, listed in the x-axis of the matrix, should be
analyzed closely in order to increase the performance.
The system characteristics are retrieved by the elements, discussed in section 5.1 on page 35.
In order to get a meaningful result, the given points are "1" for a slight influence, "3" for
medium impact and "9" for a big influence.
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Figure 5.1: QFD - Matrix: Performance influence evaluation
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The characteristics in the x-axis are clustered by following criteria:
• Hardware
• Interfaces
• Software-configuration
• Data input
Regarding to the hardware, factors like the amount of CPU’s, size of RAM, amount of hard
drives as well as the amount of physical nodes will be taken into account.
In section software configuration of the QFD matrix, the focus is out on the needed software
applications that are running on the system. There, a configuration like block size or degree
of redundancy in HDFS will have a big impact into the performance as well as the configu-
ration of the resource management in YARN. Even the frequency of pushing data into the
data lake will be taken into account.
Data input refers to the raw data and how they will be stored, hence it focuses on the data
volume and the overhead of the data file container.
To get a first impression, which of the listed characteristics could be interesting, each element
will be compared with the KPI’s, hence it could be checked, what influence they probably
have.
For example, the system characteristic "CPU cores and GHZ" has a direct effect on the
execution time, hence it gets 9 points. As learned in section 5.1.3 on page 35, the size of
the "HDFS block size" has also an impact on the execution time, because as more blocks
have to be processed, the longer it will take, hence it gets also 9 points. The ”HDFS block
size” compared with the "CPU utilization" gets 9 points, because more blocks results in more
parallel task, and compared with "RAM utilization" 3 points are given, because it doesn’t
matter, how many blocks are used because the amount of data is the same.
All findings of the QFD-matrix can be denoted in table 5.1 on the following page and table
5.2 on page 45. As seen, the probably highest impact on performance occurs through the
data volume as well as the available nodes.
Because of the fact, that the performance tests shall be conducted on the given operating
system, particular performance influences cannot be analyzed further. These are the hardware
configuration, streaming frequency, as well as the configuration of the resources management
application YARN. Especially the configuration with YARN would be very interesting, but
the danger of interrupting the operating system is too high, thus access is restricted by the
company.
The major focus will be taken to the following compounds:
• Data compression
• File format
• Amount of data
• Processing engine
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Compound
influence
Performance Priority Explanation
Volume
Data:
207 10
on processing time or retrieving data
The amount of data has a huge impact
Redundancy
HDFS:
174 8
as well as in the availability of the data
Has a major influence on storage usage,
physical node
Amount of
171 8
means more distributed processing power
More resources of physical hardware
Data compression
File container:
167 8
size of data but could reduce speed
A good file compression reduces the
Structure and overhead
File container: 167 8
ment of data and saves storage space
internal index results in a faster retrieve-
A well organized file container with an
MapReduce
Processing:
147 7
on processing time
An algorithm has a major impact
TEZ
Processing:
147 7
on processing time
An algorithm has a major impact
management (YARN)
Virtual resource
140 6
impact on the processing time
The resource management has a major
of preprocessing
Data: Degree
140 6
and saves disk space
results in a faster retrieval of the data
The degree of preprocessing the data
Filesize
Streaming:
135 7
be processed
the amount of data, that has to
The streaming size has an impact on
Frequency
Streaming:
135 7
bandwith utilization
Hadoop has a major impact on network
The frequence of sending new data to
Table 5.1: Evaluation of QFD - Matrix, Part 1
44
Compound
influence
Performance Priority Explanation
RAM 96 4
of processings
Overall impact in all kinds
Size of index
HDFS:
95 4
files can be find in HDFS
The smaller the index the faster the
Blocksize
HDFS:
78 3
time in finding the data files
processing the data and the reaction
Block size has a major impact on
bandwidth
Network
64 3
data transfer and reaction time
The bigger the bandwidth the faster the
and GHZ
CPU cores
54 2
kind of operations
Has a major impact in all
latency
Communication
54 2
in reaction time
Could result on a major increase
latency
Schedular
45 2
in reaction time
Could result on a major increase
hard drive
Size of
45 2
data storage, that can be stored
Has a major impact on the amount of
hard drives
Amount of
32 1
the amount of data, that can be stored
Has an impact on retrieving data and
Table 5.2: Evaluation of QFD - Matrix, Part 2
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Chapter 6
Methodologies
The purpose of this chapter is to describe the process to conduct a study based on specific
system components, that are mentioned in the chapter above, to analyses the influence in
performance, based on the given Hadoop system at the company. Thereby the first part of
this chapter illustrates the strategy behind the study.
The second part of this chapter explains the technical approach to conduct measurements
on the system. Additionally, an overview about the cluster workload is given, because the
Hadoop solution at the company is already in use by different departments, hence this
excludes a system behaviors like at laboratory conditions.
6.1 Methodology: Testing Strategy
In chapter 5 several factors, that have an influence on performance of a Hadoop system, were
identified. In subsection 5.2, with the help of the QFD matrix, a pre-selection was made,
that show some interesting elements, which will closely examined. Because of restrictions
made by the company, some of the elements cannot be modified. For instance, it is not
possible to change settings in YARN.
6.1.1 Test systems
In order to distinguish between the different configurations settings, this section defines the
test systems, which are taken to perform several test cases. As denoted from table 6.1, a
test system consists of a file format in combination with a compression codec.
The table also shows, that not all compression codecs are compatible with each file format.
However, for each file format, three compression settings are available, that are supported
by the Hadoop system, hence a total number of nine test systems are available. For simpli-
fication, the labeling of a test system consists of the name of the file format and from the
compression codec. For example, ORC_ZLIB is the label of a test system based on an ORC
file format with a Zlib compression codec.
Compression/ File-Format ORC AVRO PARQUET
None X X X
ZLIB X - -
Snappy X X X
Deflate - X -
Gzip - - X
Table 6.1: File formats with compression
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6.1.2 Test cases
As a next step, the test cases have to be defined. Because of the fact, that real data from
the factories are already available, as well as with Qlik sense (see chapter 2, section 2.6),
a particular big data application is available, the decision was made to derive test cases
directly from the dashboard, in order to get results, which are close to the practical work at
the company.
The purpose of the Qlik sense application is to provide a dashboard, which denotes test times
from different test benches within the production facilities. A closer look on the dashboard
indicates, that the most charts are based on the sums or statistical values like median,
minimal and maximum and so on.
Also a table join from two different tables are used in the dashboard. Because of that, the
test scenarios are split into the three categories ”count”, ”math” and ”join” (see table 6.2).
The operation “count” is a HiveQL query, which goes through the entire input table and
summarize all rows of the selected column, that fulfill a specific ”where clause”.
The math operation consists of computations of the above mentioned statistical values
”mean”, ”median”, ”minimum” and ”maximum”. The join operation is the last test scenario.
Like in a relational data base, the join query is one of the most time consuming operations.
All test scenarios will be written for Hive in the SQL like HiveQL query language.
Testcase/ Processing Eng. MapReduce TEZ
COUNT X X
MATH X X
JOIN X X
Table 6.2: Testset
Each of the three test scenarios will be executed 30 times per execution engine, randomized
to make the measurement results more robust. Thereby the selected execution engines are
the MapReduce algorithm and TEZ. The results will be kept separately, because it is to
expect, that TEZ will always be faster.
This approach makes it possible to compare the execution engines independently from the
given test systems, hence future execution engines could be added at a later time.
6.1.3 Determination of the measurement system capability
All task that are performed on the Hadoop system, can be guided via the Linux command
shell. While the job is executed, the progress of a single task is presented on the shell window.
If a Hive task is completed, the result is also displayed on the same window. Additionally
the system notify the execution time in milliseconds after each task.
With the shell script, the console output can also be redirected into separate log files. In
order to distinguish between the log files, the label of the each file holds the name of the
test case and the execution engine, that was in use. Every log file records the execution time
of each test system, hence the data will be automatically extracted by a python script and
added to a csv file, thus a statistically evaluation can be done afterwards.
Since the execution times are recorded from the Linux command shell, it is important to
verify the accuracy of the system itself to ensure, that all measurements are not falsified by
Hadoop. Therefore, a Measurement System Analysis (MSA) type 1 has to be conducted
[69]. The goal of a MSA analysis is to find out, if a measurement system produce valid
47
values, which are denoted by the two capable indices: ”cg” and ”cgk”. If both calculated
values are lower than 1.33, the measurement system is not capable. [96]
The cg value indicates the precision of repeatability, hence the deviation of the recorded input
values. The cgk value indicates, how close the values are to a defined measurement standard.
[21] A standard could be, if a manufacturer reports his engine with a petrol consumption of
6 liter per 100 km.
Before the execution can start, the following assumptions have to be made: At the company,
the accuracy of the standard deviation is Σ = 4 (sigma). Next, the accuracy of the chronom-
etry is set to one second, because it is expected, that latencies in a millisecond range will
occur through the network communication process from the local machine to the Hadoop
cluster and back. Thus, the tolerance in the MSA analysis is 1 second.
The number of test values is n = 40, recorded from the Hadoop system via a Hive query
over the command shell. The Hive query is based on a simple ”select ∗” statement with a
limited output of the first 100 entries per run, made from the same data set, which will be
later used for the actual test executions (see 6.2 on the facing page). Because there is no
measurement standard available, the median is considered to be a good benchmark value in
this case, as it presents the mid of all recorded values. The MSA analysis itself was done
with the help of the software tool ”Minitab”, provided by the company.
Figure 6.1: Measurement system analysis type 1 of the Hadoop test system
As it can be denoted from figure 6.1, the value cg = 1.51 indicates a good repeatability
precision of the measurement values. But with cgk = 1.31, the value indicates, that the test
system would be limited capable, since the value of 1.33 is just barely reached.
However, despite of the fact, that deviations in millisecond can occur, a processing duration
with huge input data can probably take minutes, hence it is safe to assume, that the precision
of the system results are accurate enough, to determine, which performance influence has
an impact on speed.
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6.2 Methodology: Testing Preparation
After the design phase of the test strategy, preparations have to be done, before the ran-
domized tests can be performed. Because of serious safety precautions, specified by the
company, it is not possible to write or update jar-files on the running system. A jar-file
enables a user to write own programs that can be executed on the system. A typical task is
writing a MapReduce job [36]. Because of that, all interactions with the system are done by
the Linux command shell.
In order to achieve a test automatization, a combination of Linux shell script with .hql scripts
will be used. A single .hql script contains HiveQL statements that can be read and processed
by Hive. Thus, several .hql script will be created, whereby each script contains a single test
case, hence a test randomization is possible.
For measuring and monitoring the workload of the Hadoop cluster, Ambari Metrics is used.
Ambari Metrics comes with the HDP package, which is accessible over the Ambari graphical
web interface.
At this point, it is important to mention again, that Ambari Metrics just provide an overall
resource tracking. Hence, it is not possible to track the resource usage of a single process.
Therefore, only a general resource usage can be observed while conducting the test runs.
Consequently, the utilization of CPU or memory cannot be used as performance values.
6.2.1 Test systems
For the actual tests, data are required to perform the HiveQL queries. Therefore, data from
the chassis dynamometer is provided, which is loaded daily in a 15 minute cycle from the
IS-Server onto the data lake in HDFS. The size of the source data is around 16.5GB uncom-
pressed as a text file. These data are already stored in a Hive table since they are already
used for the Qlik dashboard application. Thus, the schema of this table can be adopted to
create the new test tables.
These new table types are a combination of the listed file formats and the corresponding
compression codecs. For example, to create an ORC table with a snappy compression codec,
following HiveQL code is necessary:
Create ORC Table:
CREATE TABLE isserver_orc_snappy
STORED AS ORC
TBLPROPERTIES(‘orc.compress’=’snappy’)
AS SELECT * FROM //pathToSourceTable;
The command ”STORED AS” refers to the file format type. As a characteristic, the
compression codec of an ORC table is defined within the HiveQL query by the command
”TBLPROPERTIES”. This code snippet is also used to set the compression in parquet
files, but in a slightly different way. By the use of an AVRO file format, the configuration of
the codec has to be set before the actual HiveQL query.
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Create AVRO Table:
Set Hive.exec.compress.output = true;
Set exec.compress.intermediate = true;
Set avro.output.codec = deflate;
CREATE TABLE isserver_avro_deflate
STORED AS AVRO
AS SELECT * FROM /pathToSourceTable;
As seen above, with the use of the code snippet ”setHive.exec.compress.output” the
compression will be activated. Additionally, the command ”intermediate” also activates
compression for intermediate results. For instance, intermediate results occur after the map
phase of a MapReduce algorithm.
Finally, with the command ”setavro.output.codec” the actual compression codec is set. As
default, both ”Hive.exec.compress.output” and ”exec.compress.intermediate” are set on
true, thus for AVRO it is only required to set the compression codec. But for best practice,
it is also recommended to check the other two settings.
Create Parquet Table:
CREATE TABLE isserver_parquet_zlib
STORED AS PARQUET
TBLPROPERTIES(’parquet.compression’=’gzip) AS SELECT * FROM /pathToSourceTable;
The last example denotes, how a parquet table with a Gzip compression codec is created.
The slight difference between Parquet and ORC is the wording ”compression” instead of
”compress”. Because of the usage of join queries within the test set, two different source
tables are needed. Thus, as a total number, 18 tables have to be created.
Figure 6.2: File format - size
Figure 6.2 shows the file size of each source table, on which each of the three test cases
will be conducted. As a first impression it can be denoted, that an ORC file has a very
good storage utilization. Uncompressed, it has a size reduction of factor 7 and with ZLIB
compression, it goes even up to 24.
In case of an AVRO file format, uncompressed, the file size is 1GB bigger than the source
files. This probably relies on the file overhead of AVRO. Good results can also be achieved by
the use of a Parquet file format in combination with a SNAPPY compression codec. Thereby
a data size reduction of factor 8 can be reached. The file reduction ratio of every test system
can be denoted in table 6.3.
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Compression/ File-Format ORC AVRO PARQUET
None 7.1 0.9 2.0
ZLIB 23.9 - -
Snappy 17.4 3.1 7.8
Deflate - 4.3 -
Gzip - - 4.6
Table 6.3: Factor of file size reduction
6.2.2 Create test cases
As a second step, the needed HiveQL queries have to be designed. The first query type,
named ”COUNT” is a simple count query with a ”where – clause” to make the query a bit
more complex.
Select count query:
SELECT COUNT (name) AS Fahrzeuge FROM table_orc WHERE place = “Factory xy”;
As mentioned in section 6.1, subsection 6.1.2 this query is often used for the test time dash-
board.
The second query type, named ”MATH”, does mathematical operations on the data set. As
a first value, the average execution time of a chassis dynamometer tester shall be determined.
Next based on the duration values, the median is calculated followed by the minimum and
maximum of all durations. This query is interesting because for the calculations, a lot of
reducer tasks are necessary.
Select math query:
SELECT AVG(CAST(duration AS INT)), PERCENTILE (CAST(duration AS BIGINT),0.5),
MAX(CAST(duration AS INT)), MIN(CAST(duration AS INT)) FROM table_orc;
The third query type, named as ”JOIN” is a join query which is one of the most time con-
suming queries, because with a nested loop, each entry of the left table has to be compared
with all entries of the right table. But the file formats Parquet and ORC use an index, hence
they should be faster than Avro, since indexing boosts the track of entries.
Select join query:
SELECT * FROM table_orc LEFT JOIN table2_orc ON table_orc.testerid = table2_orc.poiid
WHERE item =’Z_Gesamt’ AND place IS NOT NULL AND duration < 2000 nd cdata >= ‘2017-05-01’;
As a last step, the desired processing engine has to be selected. Available engines on the
development cluster are MapReduce and TEZ. In order to set one of these engines, the
following command has to be set:
Select processing engine:
set Hive.execution.engine = mr //mr = MapReduce; tez = TEZ
As mentioned above, the configuration tasks in Hive, as well as the HiveQL queries are both
written into the .hql scripts. Thus, eventual changes of the code can be done very quickly.
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6.2.3 Shell script
Before the execution of the test sets can be started, the shell script has to be programmed,
which automatically perform all commands in Hadoop.
The script is reading all .hql files and stores their name within an array. This array will be
shuﬄed randomly to ensure a better test coverage.
Next, all the test cases in the .hql, which are referenced by the array are executed with a
loop function. While the shell script is running, it writes the output of the shell window into
log files (see section 6.1, subsection 6.1.3). The .hql files and the shell script will be put on
the edge node. From there, the shell script will be executed.
In order to get robust test results, it is necessary to repeat each test combination at
least n = 30 times.
iteration = n · ((fileformat · codec) · engines) · testcases
In total there are a number of 1620 time measurement values.
6.2.4 Cluster workload
Like described above, with Ambari Metrics, it is not possible to track the resource utilization
of a single task. However, this section gives a general overview of the resource usage on the
given test system.
The test measurements were done within a month, whereby two runs per day were conducted.
Thereby the first run was always started in the morning and the second in the evening. The
figure 6.3, show records of the CPU utilization from all test cases while MapReduce was in
use.
The big red line within a single chart show the average CPU utilization. Thereby it indicates,
that the entire Hadoop cluster had a relatively high system utilization from around 80% to
90% during the test executions. Also with TEZ, the CPU utilization looks similar, but it
seems like, that with MapReduce, the CPU usage is more constant than with TEZ (see figure
6.3).
However, since there are many other users that running their tasks on the same system, it is
very difficult to prove whether this fluctuation occur because of the conducted tests or just
by accident.
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Figure 6.3: CPU utilization
The figure 6.4 show a snapshot of the memory usage, which was also recorded during the
test set execution. Again, the big red line is the average memory usage, calculated from all
recorded memory utilizations.
Similar results can also be observed during the records with TEZ. The overall memory usage
is also around 50% and sudden peaks cannot be detected.
Summarized, the resource utilization seems to be relatively high. The memory consumption
looks stable and a buffer is still available, hence the test results are probably not highly
affected by memory lacks.
But as indicated in figure 6.3, the overall CPU usage is mostly between 80% and 90%. This
leads to the assumption, that some results can be negatively affected by CPU lacks.
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Figure 6.4: RAM utilization
However, the resource tracking of the entire Hadoop system gives only a small insight in
how different tasks are actually influence by the resource utilization of the system, because
Ambari Metrics does not deliver information about a single node. Thus, it is not possible to
determine, which node is performing a specific task and how the resource usage of this node
actually is.
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Chapter 7
Results
In chapter 6 (section 6.2) is described, that for each system, the amount of measurement
values per test case is n = 30. A test system is defined as a combination of the selected file
format with the according compression codec like for example ORC_NONE.
To get an overview about the performance of all test systems independent from the test
cases, the results of each test case per run have to be combined by calculating the mean
value.
In order to achieve a more robust result, the total measurement values in all test cases will
be mathematically increased by a matrix shuﬄe method, similar to a Cartesian product, but
with the difference, that the new vectors will not result in a product. Instead, it will result
in the mean value like mentioned above by dividing the sum with the number of matrices,
defined as t. In this case, the total number is t = 3, derived from the test cases ”count”,
”math” and ”join”.

Count
c1
:
cn


Math
m1
:
mn


Join
j1
:
jn

Based on the given values from the lists, new combinations of arranged pairs will be created:
C ×M × J = (c,m, j) | c ∈ C ∧m ∈M ∧ j ∈ J (7.1)
For each new pair, the symbol V is in use. Thus, each vector result in a combination like
V1 = {c1, m2, j1} or V2 = {c1, m1, j1}.
The formula to calculate each new mean value is defined as:
an =
c+m+ j
t
(7.2)
Thus the total number of measurement values can be increase by the factor nm, which results
in 303 = 27.000 values per test system.
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As a first observation, a look at the total execution times of each test systems has to be
conducted. Thereby, the results are separated by the execution engines MapReduce and
TEZ, to get an idea of the distribution of each system. To depict all relevant information, a
box plot graph is used, since it shows several values like median, minimum and maximum,
as well as the main distribution of all measurement values.
The y-axis covers the time in seconds, while on the x-axis, the single test systems are listed.
Figure 7.1: MapReduce total timing boxplot
The figure 7.1, where the MapReduce algorithm was in use, indicates, that each test system
has a different variance. This leads to the assumption, that the execution time of each sys-
tem is not constant. Especially in AVRO and PARQUET, the spread between the quantiles
around the median seems to be higher than with ORC.
With the use of TEZ (see figure 7.2), the spread of the quantiles seems to be smaller, which
indicates, that the results are more stable. Nevertheless, AVRO has still a bigger variance.
In order to empirically validate, if there is a difference between the test systems, a one way
Anova was performed, that was based on the test case ”count” executed by TEZ , whereby
the population per system was n = 30 and each µn was a test system. The H0 hypothesis
was denoted as:
H0 : µ0 = µ1 = µ2 = µ3 = µ4 = µ5 = µ6 = µ7 = µ8
The analysis resulted in F = 41.367 and p = 0.000.
If the probability p would be greater than α = 0.05, the variances would be equal [27]. But
in this case, there is a significant difference between the single test systems, hence H0 is
rejected. Thus, there is an influence of each test system.
Additionally, the charts 7.1 and 7.2 show, that there are a lot of outliers, whereby with
MapReduce, it has more outliers than with TEZ.
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Figure 7.2: TEZ total timing boxplot
Because of the given situation, it is not recommended to use the mean as a representive
reference value, because it will be changed dramatically by the outliers, which will lead to
wrong assumptions [99][101].
As an example: If nine of ten persons are drinking a cup of coffee per day, but the tenth
person is drinking twenty, the mean value would result in 2.9 cups of coffee per person.
By the use of the median, the value would be 1, which corresponds more to the reality.
Figure 7.3 denotes the standard deviation of each system. It shows, that with both engines,
the values are large, but with MapReduce it is higher than with TEZ. This also strengthens
the decision that the median is more suitable to denote the total execution time.
Figure 7.3: Standard deviation total timings - unadjusted
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Figure 7.4 gives a survey about the system timings, whereby the MapReduce algorithm was
in use. The test systems, which are based on the ORC or Parquet format, achieve the best
results, but the ORC systems are a bit faster. For example, an ORC file format with a Snappy
compression is around 1% faster than a Parquet file format with Snappy compression.
All systems with the AVRO file format have the lowest performance.
For instance, AVRO_DEFLATE is up to 60% slower than ORC_SNAPPY.
Figure 7.4: Total timings MapReduce
Beside the timings, the chart also indicates, that each test system, which uses a compression
codec, needs more time to execute a job than without.
Figure 7.5: Total timings TEZ
That indicates, that with MapReduce, the compression and decompression tasks extends the
overall processing time.
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By the use of the TEZ algorithm, a different result can be denoted (figure 7.5). The plot
shows a reverse trend, regarding the use of the compression codecs. Thus, it seems that
TEZ can handle compression and decompression tasks more effective than MapReduce does.
Additionally, TEZ can also decrease the overall processing time regarding the size of the data
table (see figure 6.2 on page 50). This indicates, the smaller the file size of the input file is,
the faster is TEZ in executing a job. In average, the execution times from all systems is 3
times faster than with MapReduce.
With TEZ, the best result could be achieved with a PARQUET file format in combination
with a GZIP compression codec. In comparison with the system ORC_ZLIB, it is up to 24%
faster and against AVRO_SNAPPY, it is even 65% faster.
Since there is a big variance regarding the measured time values, it may also reasonably, to
take a look on the 10% upper and lower quartile to give a prospect, what could be expected
in a worst and best case scenarios.
Figure 7.6: Total timings MapReduce with 10% lower quantile
Starting at the best case, with the MapReduce algorithm (figure 7.6), the overall processing
times are 6% faster (denoted in figure 7.4). But in the worst case, the overall times are up
to 24% higher (figure 7.7). Even with Parquet, there is an increase with up to 34%.
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Figure 7.7: Total timings MapReduce with 10% higher quantile
Regarding to the TEZ algorithm, in the best case (figure 7.8), the overall timings are 20%
faster than as the median (denoted in figure 7.5 on page 58), whereby the ORC systems
perform around 24% better.
Figure 7.8: Total timings TEZ with 10% higher quantile
In the worst case (figure 7.9), a 21% increase of higher timings can be expected. For example,
with the use of the system PARQUET_GZIP, the distance between the lowest and highest
quantile is around 42%.
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Figure 7.9: Total timings TEZ with 10% higher quantile
So far, all results are related to the execution time only. In order to determine the best
configuration in Hive, a performance key value has to be established, that covers all the
selected KPI’s beside the execution time. Like already defined in chapter 5 (section 5.2 on
page 40), the performance values are:
• Execution time
• Storage utilization
• RAM utilization
• CPU utilization
• Network utilization
• Data quality
• Amount of data
• Accessibility of data
Like documented (see section 5.2), it is not possible to use CPU, Memory and Network
utilization as key performance values, since it is not possible to track the resource usage
per task with Amabri metrics. The accessibility of the data can be selected by the degree
of redundancy, which is by default 3. However, because of additional restrictions, changes
in HDFS are also not allowed, since the danger of a negative influence on the running
development system would be too high, hence the file redundancy could not be changed.
Thus, for this study, only the ”execution time”, the ”data volume” and the ”amount of data”
can be considered.
Since the data is stored in files and linked to Hive tables, it is possible to assess the degree
of information by multiplying the number of rows with number of columns. The file size
depends on the two dimensions, file format and compression codec.
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The performance value, composed from the amount of data and storage size, is defined by:
P size =
rows ∗ columns
file size
(7.3)
Regarding the execution times, the smaller the value, the better is the performance. Because
of that, the timings have to be transformed:
P time =
1
execution time
(7.4)
Before the values of both dimensions, “file size” and “processing time” can be used to
calculate the performance value, they have to be normalized:
xnew =
xi − xmin
xmax − xmin (7.5)
With the use of the upper formula, the values of both dimensions will be set into a scale
from 0 to 1. After the alignment of both key values, the performance value per system can
be calculated by the following formula:
P system = (P time ∗ wtime) + (P size ∗ wsize) (7.6)
According to the formula, additional weights per performance type are added. This allows
to determine, which of the two dimensions are more relevant for the moment. Thus, it is
possible to make the performance key value depending on various use cases. In this evalua-
tion, the use case is related to the ”testing time” dashboard, realized by Qlik.
Thereby, the weights are: wtime = 0.4(40%);wsize = 0.6(60%). This decision was made by
the fact, that the monthly billing of the Hadoop cluster is based on the used data volume.
On the other hand, if the new dashboard data is stored on the data lake, the velocity is
around 15 minutes. Thus, the maximum processing time to provide new data on the reser-
voir is also set to 15 minutes, hence there is still a buffer regarding the current processing time.
Since the results of the time measurements have a lot of outliers (figure 7.1 on page 56,
figure 7.2 on page 57), it is not reasonable to use their actual minimum and maximum,
because this would lead to very small numerical values.
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Figure 7.10: Histogram MapReduce Count
For example, the minimal time value in TEZ is ∼2 seconds (see figure 7.11) and the maximal
time value in MapReduce is ∼150 seconds (see figure 7.10).
Figure 7.11: Histogram TEZ Join
Most of the values are between 10 and 70 seconds, hence the useage of the lower 10%
quantile as the minimal value and the upper 10% quantile as the maximum value is more
suitable. Otherwise influence of time in the performance value would be too little. Regarding
the file size, it is not necessary to take the quantiles, because the values are more balanced.
63
Figure 7.12: Performance values, MapReduce - Count
Figure 7.12 shows the performance results for each test system, based on the MapReduce
algorithm and the test case "Count". Again, each system is listed in the x-axis. The y-axis
denotes the performance value, which were achieved per system.
The higher the value is, the better the performance of a system. In this case, the ORC_ZLIB
achieved the best result. Also in the other two disciplines "Join" (Figure 7.13) and "Math"
(Figure 7.14).
Figure 7.13: Performance values, MapReduce - Join
This is due to the overall good execution time and the excellent data usage of ORC, which
results in a file size of just ∼650MB (figure 6.2 on page 50).
Although the system PARQUET_GZIP is faster (see figure 7.12), it achieves a lower perfor-
mance since its file size is ∼3400MB.
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Figure 7.14: Performance values, MapReduce - Math
The system ORC_SNAPPY performed also very well, but as can be seen, in each discipline,
ORC_ZLIB is clearly the best. All the AVRO systems performed not so well, since their
overall execution time was always higher than ORC or PARQUET (Figure 7.4 on page 58) as
well as their file size is also higher than with the other systems (see figure 6.2 on page 50).
Figure 7.15: Performance values, TEZ - Count
By the use of the TEZ algorithm, the results are comparable to those from MapReduce.
Only in discipline Join, the system ORC_SNAPPY performs slightly better than ORC_ZLIB
(see figure 7.16). It can also be determined, that with TEZ, compression and decompression
tasks can be processed much faster than with MapReduce.
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Figure 7.16: Performance values, TEZ - Join
However, with the use of the TEZ algorithm, higher values can always be achieved in each
discipline. For example, in discipline Math, TEZ reached 10 points more than with
MapReduce (see figure 7.17).
Figure 7.17: Performance values, TEZ - Math
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In a final step, the total performance value has to be determined. For that, the following
formula is used:
P total =
(P count ∗ wcount) + (Pmath ∗ wmath) + (P join ∗ wjoin)
3 (7.7)
This time, the weights are based on the operations, which are mostly performed in the test
timing dashboard from Qlik: wcount = 0.6(60%);wmath = 0.35(35%);wjoin = 0.5(5%);
The total performance value is also separated into the MapReduce and the TEZ algorithm.
Figure 7.18: Total performance values - MapReduce
As denoted from figure 7.18 and figure 7.19, the distribution of the total performance values
validates the result, which were already drawn from the single performance system results. In
both, MapReduce and TEZ, the test system ORC_ZLIB achieved the highest count, hence
on the given system, it is the best choice for the current dashboard use case
at the company.
It is also highly recommended to use the TEZ algorithm instead of MapReduce, since with
TEZ, the execution time of each task is much faster. This results in an average increase of
∼3 points and, like denoted in figure 7.2, in less fluctuations.
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Figure 7.19: Total performance values - TEZ
As denoted from figure 7.1, it seems that the distribution of the measured values increases
with the size of the data file (figure 6.2). A look on the standard deviation of each system
(see figure 7.20) makes it more clear.
The standard deviation is calculated from the measurement values without any outliers to
get a better impression of the actual distribution. As can be seen, the bigger the file size,
the higher the standard deviation is (see file sizes in figure 6.2 on page 50).
The figure also show, that the distribution is much bigger if MapReduce is in use. A reason
for this behaviour could rely in the fact, that MapReduce is writing the intermediate results
on the hard disk, which probably generate additional latencies.
Figure 7.20: Standard deviation total timings - adjusted
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To investigate this behaviour more closely, a second randomized cluster test was conducted,
but this time with the half of the original amount of the data and only with the AVRO test
systems (see figure 7.21), since they have the strongest outliers (see figure 7.2) and the
biggest file size.
Also, for each test system, the three test types ”count”, ”math” and ”join” were used with
n = 30 iterations.
Figure 7.21: File size of AVRO tables
The boxplots (figure 7.22 and 7.24) indicates, that the variance of the measured values has
shrinked, especially if TEZ is in use. A one way Anova test, based on the "tez_count"
compares the variance of both AVRO_SNAPPY systems, which resulted in F = 92.31 and
p = 0.000 < α. Hence a difference could also be detected.
In detail, the standard deviation (see figure 7.23) indicates an overall reduction with up to
45%. But with MapReduce, there was just an overall reduction of around 2%.
Also another Anova test, based on the same conditions, but with the MapReduce algorithm
and AVRO_DEFLATE resulted in F = 4.008 and p = 0.05 ≤ 0.05.
This issue indicates, that there is still an influence regarding the file size, but with MapRe-
duce, it is very small.
As mentioned above, the slight reduction could probably come from the intermediate disk
writing task after each map phase. So it seems, that this process step provoke high latencies.
However, the result shows, that the amount of data, that has to be processed, has a corre-
lation with the variance of the measurement values.
69
Figure 7.22: Boxplot AVRO with MapReduce
Figure 7.23: Standard deviation AVRO timings - adjusted
A possible assertion can be derived from the architecture of the system, as well as from the
architecture of the algorithms. In chapter 2 ( section 2.5.2 on page 8), it was explained, that
HDFS is saving the data files in blocks. The bigger a data file is, the more blocks have to
be created.
Besides that, it cannot be guaranteed, that all blocks from the same data file are located
on the same physical node (figure 7.25). Additionally, since many users and applications
perform additional tasks on the system, the resource utilization per node can be different.
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Figure 7.24: Boxplot AVRO with TEZ
The processing algorithms, MapReduce and the optimized version TEZ are based on parallel
execution, where each data file, more specific each block, that has to be processed, is divided
into chunks. Each chunk has a specified size. Thus the bigger the file is, the more chunks
have to be created.
After a chunk is processed during the map phase, each parallel task has to wait, until all the
other tasks are finished. Then the intermediate results can be processed during the reduce
phase (figure 7.25). Note: In some cases, TEZ has not to wait for all intermediate results
for which reason it is faster.
This leads to the assumption, that the probability for higher times increases by the growth
of the file size. The results of the second test run (see figure 7.22 on the preceding page
and 7.24) support the assumption.
Figure 7.25: Processing of data files
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Therefore, it should also be taken into account, how huge a referenced HIVE table can pos-
sibly be, until the performance becomes unreasonably worse. Of course, such considerations
are also use case dependent, because if there is no need to get the data processed within a
certain time, the table size also doesn’t matter.
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Chapter 8
Discussion
Based on the data of the conducted performance study, the best combination for the dash-
board use case results in an ORC file format with a ZLIB compression codec (see figure 7.19
on page 68) for the given system. This relies on the overall good processing times and the
little use of space for the data. Thus, it is also cost saving.
However, in some cases, the Parquet file format, especially with GZIP compression, was faster
than with ORC (see figure 7.5 on page 58). This opens the possibility for new configurations
based on different use cases, depicted in the morphological box (see figure 8.1), especially if
time is the critical factor.
Figure 8.1: Morphologic box: Use case examples
Lets take again the dashboard application example (see chapter 2, section 2.6 on page 14).
If the velocity in loading new data onto the data lake would be less than 15 minutes, and
there would be a need to processes the data very quickly, a combination based on PAR-
QUET_GZIP would be the better option. At a later time, the data, stored in the parquet
format, could be transformed and merged into ORC_ZLIB, which is more disk saving.
By the use of TEZ as the processing engine, the best execution times could be achieved,
regardless which combination of file format with the corresponding compression codec were
used. In each test discipline, the MapReduce algorithm achieved timings, which were signif-
icantly higher. Because of that, TEZ should currently be the first choice in Hive, to process
data on the Hadoop cluster.
Figure 8.2 shows a possible trend on execution time, whereby TEZ was in use. The time
values are extrapolated, hence it is a just possible prediction. Based on the 15 minutes time
frame from the dash board example, it shows, how big an input data file in the data lake can
grow, so that it can still be processed and shifted into the reservoir, before the next data set
arrives on the edge node.
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Figure 8.2: Trend: TEZ execution time dependent on data volume
Thereby most test systems would still be able to handle a data volume from around 312GB
within the 15 minutes, while Avro would already start to struggle. With an input file size of
around 450GB, the preferred system ORC_ZLIB would still be able to execute the process
within 5 minutes, and with Parquet_GZIP, in even less than 4 minutes. Thus, by the use of
those systems, a good usability for the Qlik sense dashboard would still be given.
But like already known, the file size of each system varies (see figure 6.2 on page 50). The
trend can be seen in figure 8.3, that shows the disk usage for each test system, that would
be needed to store the amount of data that has to be processed.
It express, how well the ORC systems handle the file size. In fact, an input file size of around
450GB, results in less than 30GB with ORC_ZLIB. This also indicates, that this system is
very good for storing cold data. The file size of the system Parquet_GZIP, which could
be the choice for hot data, is around 100GB. The AVRO systems have an overall low file
reduction (also see table 6.3 on page 51), so it is not recommended for long-term purposes.
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Figure 8.3: Trend: Reduced file size
However, it should be kept in mind, that Apache Hadoop is an open source project with a
huge active community that still develops new applications or optimizes existing solutions.
For example, with LLAP (Low Latency Analytical Processing), an optimized version of TEZ
is available, that has an improvement in query processing and communication tasks with the
data nodes [90]. At the beginning of this work, it was in an experimental stage in HDP
2.5 (Hortonworks development package), which was installed on the provided system [93].
Thats why LLAP was not utilizable yet, but with the introduction of HDP 2.6, released since
April 2017, LLAP is officially available [94].
As an alternative to MapReduce, TEZ and LLAP, Spark on Hive is another option (see
appendix, section 10.1.1 on page 78). Originally developed from Cloudera, a competitor of
Hortonworks, it is not applicable by default, but with configurations on Hive and YARN [41],
it should also be executable, because Spark is already included in HDP 2.5.
It can be is used with Apache Zeppelin to create and run SQL queries, that are processed
by the algorithm to drive data analysis [26]. It is proposed, that Spark is strong in execut-
ing reducer tasks, hence it would be a good possibility to compare the performance of this
algorithm against TEZ by the use of the test case “Math”.
A lesson from this study is, that there are many possibilities to optimize the Hadoop system.
It could be ascertained, that a correlation between the file size and the variance of measured
time values exists.
This leads to the assumption, that with a certain size of the data file, the probability for
long latencies increases significantly (see chapter 7 on page 55).
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A further study, based on changing file size with the current system settings could verify this
assumption. Additionally, a predictive model could indicate the maximum file size, where
the variance would be still be acceptable.
Besides that, the compression codecs, which were used in this study, were set in the default
configuration, but it is possible to change this setting aswell [20]. Thus, it would be inter-
esting to adjust the degree of the compression for each codec to evaluate, with which codec
a better balance between data compression and speed can be reached.
Finally, lots of opportunities should be given by changing settings on YARN. Since there were
too many restrictions to make any configurations in the resource management system during
this study, it would be a logical step to explore the opportunities of YARN. Cloudera offers
a configuration spreadsheet to set a lot of parameters in YARN, hence a first indication is
given [16].
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Chapter 9
Conclusion
In conclusion, the thesis shows a possibility of how to model a dataflow of a NoSQL system,
in particular, the interaction of different applications in a Hadoop system, that is distributed
by Hortonworks in version HDP 2.5. The models are based on three use cases like loading
data into HDFS or processing data with MapReduce.
While examining the existing dataflow approaches, it has turned out, that the given syntax
has not enough symbols to express the interactions in detail. Because of that, a new syntax
was created which is partly inspired from the Business Process Model Notation 2.0. With
the use of the new symbols, it is possible to distinguish between different regions or physical
environments on which different applications are executed.
Also processing tasks or merge and split symbols are available to denote, where the data is
actually processed and if that process was done sequentially or parallel, which is an important
characteristic of a distributed system.
Therefore, the dataflow models are already in use at the company to explain the complexity
of the system to other departments. With the help of the dataflow models, it can be shown
how data in a Hadoop system is processed and which applications are involved.
With this information, further analysis regarding the performance are possible. Due to the
architecture and the interaction of different applications, there is a wide range of opportuni-
ties, how to configure the system to get a better performance.
The performance study that was conducted in this work, included the elements file-format,
compression codec and execution engine. The usage of real data from the factories, as well
as the acquired use cases from the dashboard enables to get results, which are very close to
the daily work. The result of this study shows, that TEZ as the execution engine in Hive,
is highly recommended. Related to the dashboard use case, TEZ in combination with an
ORC file format and a ZLIB compression codec leads to the best result regarding to time
and memory usage.
The company is currently using a configuration of an ORC file format with a Snappy com-
pression codec. If they choose the proposed configuration of ORC_ZLIB, based on the
current system, a performance increase with up to 30% could be achieved. The processing
is up to 6% faster and the file volume can be decreased up to 27%. But it also shows, that
the combination of certain adjustments is also dependent on the use case itself. Regarding
the differentiation between cold and hot data, other combinations could be more reasonable.
An additional finding of this study, is the correlation between the variance of the execution
time and file-size. Although in this case, the correlation with TEZ was stronger, it could
enable the possibility to create a predictive model, that indicates the maximum file size of a
Hive table.
Finally it is to say, that it is worthwhile to conduct further investigations, because there are
many configurations which couldn’t be evaluated on the operating system. A good example
are the configurations on the resource management tool YARN. It is also possible to change
the degree of the compression for every compression codec. Besides that, there is a huge
support from the Apache community, which results in the development of new applications
and algorithms.
With the introduction of HDP 2.6, LLAP is available and with Spark, there is still the pos-
sibility to enable SparkOnHive. Thus, tracking performance is a process, which should be
permanently repeated.
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Chapter 10
Appendix
10.1 Additional Hadoop applications
This section describes additional applications which are also available in the Hortonworks
HDP 2.5 package, but are not relevant for the thesis.
10.1.1 Apache Spark
Apache Spark, based on the paper “Resilient Distributed Datasets: A Fault-Tolerant Abstrac-
tion for In-Memory Cluster Computing” published in 2011 [64], is another cluster computing
framework beside MapReduce and TEZ. Resilient Distributed Datasets (RDDs) are a mem-
ory extraction in distributed systems that enables to compute tasks in-memory without the
need to store data temporarily on hard drives but also keeps the feature fault tolerance.
Contrary to MapReduce, this algorithm tries to prevent moving of intermediate results into
persistent storage. Apache Spark is proposed to be very efficient in performing deep learning
algorithms, because of its iterative approach or in data mining [64] [85].
Apache Spark is also available for Hive, called Hive on Spark [41].
Because of the feature Spark SQL, it is easy to translate Hive queries. Regarding the perfor-
mance on Hive, it is proposed that Spark could be faster than TEZ, if execution of certain
queries includes a lot of reducer tasks [41].
10.1.2 Apache HBASE
Apache HBASE is another NoSQL database in the Hadoop ecosystem based on wide- column
table stores, which uses the data model from Google’s Big table: ”A Distributed Storage for
Structured Data by Chang et al” [38]. For persistent storage, HBASE uses HDFS.
The logical data model of these tables consists of the column attributes Row Key that
contains a unique identifier per row, which is sorted lexicographically. The next attribute
in the model is a timestamp for versioning purposes. After the timestamp, multiple column
families can be appended, that contain the actual data [87]. This results in a big table with
thousands of columns.
But at the physical data model, each column family is stored separately, thus each table
also consists of a row key, timestamp and one column family. A dataset of a column family
consists of the column family name, a column qualifier and the value itself [38][87].
HBASE offers real time read and write access on the data. This is possible because of the
use of HFiles. A HFile basically consists of an index file and a data file that is holding the
data [7]. If a new data set is stored with HBASE, a new key/value pair will be appended at
the end of the last data entry. After N pairs, the keys of these pairs are written into the index
file. If it is looked for a certain data set, a simple index scan on the index file is necessary,
which points to the correct block within the data file [7]. It is not possible to remove or
modify a dataset within a HFiles. Only the adherence of new datasets is possible [7].
The HBASE architecture consists of a HMaster and HRegionServers. The main purpose of
HMaster is to monitor the RegionServers and save the metadata like tables, column families
or regions. A RegionServer is responsible to manage its data (regions) and all occurring
operations like read/ write or split and merge tables [87], hence the concept of HBASE
is similar like in HDFS. If a RegionServer wants to store a Hfile permanently in HDFS, it
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communicates with the name node first and push the file onto the data node, which is usually
on the same physical node as the RegionServer itself. [66].
10.1.3 Apache Kafka
Apache Kafka is an open source project and can be used as a real time streaming pipeline
to store data like log files. It is used in distributed systems, thus it is also horizontally
scalable and is runing on special nodes within the Hadoop environment. Kafka has four
application programming interfaces (API). The Producer API to publish streams for other
Kafka instances. The Consumer API, enables an application to register to one or more topics
in order to process those streams. Here, a topic means a category. Kafka stores records of
a stream, which can be archived into different categories. The Stream API enables other
applications to act like stream processors, whereby the stored records in topics are the actual
input stream. The Strean API also also delivers an output stream. Kafka also provides the
Connector API, that connects a topic to third party application. For example, Kafka can be
connected to a relational database and logs every change that happens in one of the tables
[56].
10.1.4 KNOX
If a third party application like the data representation dashboard Qlik, want to query data
from the Hadoop environment, besides an ODBC interface, the communication between both
can also be establish via a web service. The web service uses a REST Api, which is running
on a KNOX Gateway. REST is the abbreviation for ”representational state transfer”. REST
provides an interface over the internet to enable interaction between two systems. The data
transfer is done, for example, via XML, JSON or HTML [82]. Knox is called as a stateless
reverse proxy framework [43] and can be organized as a KNOX cluster, running on different
KNOX nodes, to route requests to several applications within the Hadoop environment, done
by REST/ HTTP calls [43]. In order to provide a secure communication between external
applications and the Hadoop environment, KNOX uses several security features like LDAP
authentication, federation/SSO or Kerberos, which is also a client/ server authentication
network protocol [59]. By the use of KNOX, it is possible to establish direct communication to
Ambari, WebHDFS (HDFS), Templeton (HCatalog), Stargate (HBase), Oozie, Hive/JDBC,
Yarn RM and Storm [59].
10.1.5 Apache ZooKeeper
Apache ZooKeeper is a software project whose major purpose is to provide a distributed
configuration manager for other applications. It typically runs on different nodes within a
Hadoop cluster, like on a master node or an edge node [81].
10.2 Additional file formats
This section gives a brief overview about additional file formats that could be used to store
data on HDFS.
10.2.1 Sequence File
A sequence file belongs to the category of flat files which means they contain unstructured
data. Sequence files store data as binary key/value pairs and they are often used in NoSQL
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systems for MapReduce processing, because they are easily split-able which is essential in
MapReduce, since input data have to be split into chunks for parallel processing. A sequence
file can be created into three different formats. First, as uncompressed key/ value pairs,
second as record compressed key/value pairs, whereby only the values are compressed and
as the last variant, as block compressed key/ value pairs, in which the key/ value pairs are
stored and compressed separately into blocks. The block size is also configurable [111].
Additionally, a sequence file keeps a header in which metadata are stored such as compression
codec or key/ value class names [32].
10.3 Additional compression codecs
This section gives a brief overview about additional compression codecs, that can be used
with the available file formats in HDFS.
10.3.1 LZO
LZO is an abbreviation for Lempel-Ziv-Oberhumer, which are the names of the inventors of
the algorithm. LZO is a lossless compression algorithm with a high decompression perfor-
mance. This is achieved because of the focus on speed, instead of compression ratio [74].
LZO is a variation of the LZ77 approach. An implementation of LZO can be found in LZOP
[46]. The LZO compression can be selected in Hadoop, to increase the speed of Hive queries
[73].
10.3.2 LZ4
LZ4 is a lossless compression algorithm based on LZ77, which major purpose belongs to
high speed compression and decompression. LZ4 uses a fixed byte oriented encoding and
represents the compressed data as a stream of blocks with a fixed block size [17].
10.3.3 Bzip2
The compression algorithm Bzip2 is a lossless compression algorithm, created by Julian Se-
ward and is free licensed. The algorithm consists of three steps. First, the input stream
will be permutated by a Burrow-Wheeler-Transformation, which is responsible for a better
compression rate, followed by a Move-to-Front transformation.
The Burrow-Wheeler-Transformation creates an alphabetic sorted permutation of the input
data. Thus, the output is the same size with an additional index to re-transform the permu-
tation. The index is the line number from the original input value of the sorted permutation
list.
The Move-to-Front transformation moves all often reoccurring symbols at the beginning of
the alphabet. This causes a small binary code assignment for the symbols during the actual
compression. The result is compressed by Huffman-Coding which assigns the input symbols
into a variable binary code [91].
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