Abstract
Introduction
With the development of information technology, videos have been the major source of information. They are used in many fields such as intelligent surveillance in smart communication on highway, buildings and bank. How to analyze and process these videos efficiently has been the focus of research. During the research, people find that most information come from only some key regions of the videos. Extracting these regions can improve the efficiency and preciseness and reduce the computational complexity of video processing significantly. The technology of detecting salient regions is brought forward and developed based on this idea.
Visual selective attention is the mechanism that makes human and other primates find what they want in a clustered vision scene rapidly. With visual attention mechanism, the important or interested information has the priority to get processed firstly and the computation and reaction speed can be improved. In recent years, visual attention has attracted more and more researchers in active vision, image and video processing field.
Human perception often tends to pay attention to the regions that have different stimulates with the rest of the scene. These salient regions could be either prominent objects or interesting content in video sequences. Visual attention mechanism can automatically produce saliency maps of the video sequence. Visual attention deals with detecting the regions of interest (ROI) in images and interesting actions in video sequences that are the most attractive to viewers. It has a wide range of applications in video representation, object detection and classification [1] .
Visual attention detection in static images has been long studied in recent years. Some computational models of visual attention have been proposed. Most of them are based on visual saliency map. The most influential model is the computational model proposed by Itti et al. in 1998 [2] [3] [4] . Firstly, they extracted early visual features like intensity, color and orientation. Then saliency maps of these features were computed by using center-surround operation at different scales. An integrated saliency map was obtained by integrating these feature saliency maps. Ma et al. proposed a computational method based on color contrast of every pixel in 2003 [5] . Zhang et al. used the similar method to compute the visual saliency in 2005 [6] . They used multiple features like intensity, color and texture. But they didn't analyzing the different effect of each feature and just summed them up. Hou et al. presented a spectra residual method to compute visual saliency in 2008 [7] . This method is simpler and more efficient than other existing method. But only intensity feature was used in the method. It could not get the right result if intensity was not the useful feature.
On the other hand, visual attention models for video sequences have been introduced by some researchers [8] [9] [10] . But the complexity of the methods makes them not appropriate for rapid salient region detection in video sequences. In this paper, a new salient region detection method based on visual attention mechanism is proposed. Both spatial and temporal saliencies are analyzed in our method. Intensity, color and orientation features are used to generate spatial saliency map. Motion feature is used to compute temporal saliency map. Overall visual saliency map is got by fusing spatial saliency map and temporal saliency map. Salient regions are detected based on the saliency map. This paper is organized as follows. Section 2 describes the outline and details of the proposed salient region detection method. Section 3 gives some experimental results and discussion. Section 4 presents our conclusions and prospects. 
Salient region detection method

Spatial saliency map
When viewers watch a video sequence, they are attracted not only by the moving objects, but also sometimes by the interesting objects in static images. This is referred as the spatial visual saliency. Human perception system is sensitive to the contrast of visual signals, such as color, intensity and orientation. Taking this as the underlying assumption, the spatial visual saliency is computed using the color, intensity and orientation features of videos.
Static feature extraction
The saliency of each part in the image is determined by the attributes (features) of it and its surroundings. So we need to extract early visual features. The most used visual features are intensity, color and orientation. Because HSI (Hue, Saturation and Intensity) color space is consistent with human color perception system and is better than RGB color space, the input image is transformed from RGB space to HSI space using (1) .
(
Then we use I channel in (1) to represent intensity feature of the input image. H (hue) channel and S (saturation) channel are used to describe the color feature of the image. Four orientation feature maps can be obtained by filtering the intensity feature map using four Gabor filters with orientation 0°, 45°, 90°, 135° respectively.
Feature conspicuity map
To obtain a more correct and robust measure of visual saliency, when we compute the visual saliency of each part, we consider three kinds of saliency which are local saliency, global saliency and rarity saliency.
Local saliency means the distinctness between a region and its environment. In frequency domain, an image can be decomposed into magnitude spectrum and phase spectrum. It has been discussed in [11] [12] that phase spectrum is very important in image reconstruction. If we reconstruct the image with phase spectrum only or with a random changed magnitude spectrum, the reconstructed image can reserve the structure information and less distort the original image [11] . But if we reconstruct the image with a random changed phase spectrum, the reconstructed image severely distort the original image. It is indicated that phase spectrum represents the information of value changing at each position whereas magnitude spectrum represents the particular value at each position. Because we only care the change of feature value, we reconstruct the image with phase only to eliminate the influence of magnitude spectrum and get the local saliency using (2) .
Where f(x,y) means the feature map with dimension M*N. The values F(u,v) are the DFT coefficients of f(x,y). S local (x,y) means the local saliency value of pixel (x,y).
Salient Region Detection in
Only considering local saliency is not enough because high local saliency values often lie in boundaries between salient areas and the background. So we use global saliency as well. Global saliency map of a feature map can be computed using (3).
Where i means the feature value of the pixel (x,y). D(i, j) means the distance between feature value i and j. p(j) is the frequency of feature value j in the image which can be calculated using the histogram.
Rarity saliency means the less a feature value occurs the more possible it belongs to a salient area. The rarity saliency can be computed using (4).
Where f(x,y) is the feature value of pixel (x,y) in the feature map and hist(·) is the histogram of the feature map. D f(x,y) means the spatial distributation density of feature value f(x,y).
Finally, local saliency map, global saliency map and rarity saliency map need to be compared to choose the best to be the feature conspicuity map.
Spatial visual saliency calculation
After generating the feature conspicuity maps, we need to analyze the effects of different feature according to the feature conspicuity maps.
The strategy and process of feature integration are described as follows. We use salient point compactness and salient point distribution to measure the importance of the feature conspicuity maps and compute their weights.
Firstly we should extract salient points. Simply threshold these feature saliency maps using a threshold T. A binary version of the feature conspicuity map is obtained using (5) .
Where, T is the threshold which can be computed by using the Matlab graylevel function. C F is the feature conspicuity map.
After the binary maps are obtained, the pixels whose values are 1 in the binary map are considered as the salient regions, and the pixels whose values are 0 in the binary map are considered as the not salient regions. The salient regions are more likely to be the perceptual objects, so the features of the pixels in salient regions are homogeneous and the saliency value of these pixels should be similar. Therefore, we use (6) to measure the similarity of the pixels in salient regions and dissimilarity of the pixels between salient regions and not salient regions. 
Where, Num means the number of the salient regions. In addition, if the salient points don't cluster together but distribute separately in the feature saliency map, the feature saliency map is not very useful. So we compute the spatial distribution of salient points using (7) as another criterion. 
Where, S Spatial is the spatial saliency map and S fi means each feature conspicuity map.
Temporal saliency map
Based on psychological studies, human vision system is more sensitive to motion feature compared to other static features such as color and intensity. For example, if there are some moving objects in a scene, human are more interested in the moving objects. So the moving object is salient in the video. We compute the temporal saliency map according to the motion feature of the video.
Motion feature extraction
The aim of motion feature extraction is to compute the motion (dynamic) feature of the pixels in the video sequence. The motion feature value M(x,y,t) can be easily calculated as a variation of two consecutive frames of time t and time t-1 using Equation (9).
Where f(x,y,t) and f(x,y,t-1) mean the value of pixel (x,y) at time t and time t-1 respectively. To diminish the effect of noise due to the changes of illumination, we compute the average value of a block with size N*N whose center is pixel (x,y).
Temporal visual saliency calculation
In the temporal saliency detection, temporal saliency map is constructed by computing the motion contrast between image pixels. The temporal saliency value of pixel (x,y) can be computed using Equation (10) .
Where S Temporal means the temporal saliency value of pixel (x,y). M(x,y,t) is the motion feature value of pixel (x,y) at time t and T T is the threshold value.
Integrated visual saliency map
Spatial saliency map and temporal saliency map need to be combined in a meaningful way to produce the spatiotemporal visual saliency map.
As described in section 2.2.1, human vision system is more sensitive to motion feature compared to other static features such as color and intensity. For example, if there are some moving objects in a scene and motion is the prominent cue, human are more interested in the moving objects. On the other hand, is there is no moving object or the motion is not significant, human perception system is attracted by the contrasts caused by other features.
Here we use a dynamic fusion method which is presented in [1] . A higher weight is given to the temporal saliency map if motion contrast is high. Similarly, it gives a higher weight to the spatial model, if the motion contrast is relatively low. The final saliency map is constructed using Equation (11) . Where Const is a constant number.
Salient region detection
After getting the integrated saliency map, we can get a binary image by using simple threshold segmentation [13] . Then we extract the salient regions in the video sequence.
Experiment results and analysis
To evaluate the performance of the proposed salient region detection method, we have tested it in many videos. These videos are downloaded from the internet or taken with a digital camera. The experiment results and analysis are described in detail.
Results from image with single salient object
Results from image with single salient object are shown in Fig. 2 . In this figure we can see some frames of the video sequence and the detected salient regions of these frames. In the first row some input frames in different time instants are shown, namely at time instants t = 3, t = 21, t = 36, and t = 79. In the second row we can see the contents of the spatial saliency maps of these frames. As it can be observed in Fig. 2 , in the third row temporal saliency maps which are computed between two consecutive time instants are shown. This is the result of calculating the motion feature in the example. In the temporal saliency map, a pixel which is drawn in white color means that there has been variation of the pixel in instant t with respect to the previous instant t-1. There are pixels belonging to the desired salient objects, as well as to other parts of the image due to some variations in illumination in the scene. In the same figure, we have drawn in black color the un-salient pixels. Lastly, in the last row the final saliency map has been overlapped with the input frame and the salient regions are detected.
Results from image with multi salient objects
Results from image with multi salient objects are shown in Fig. 3 . Frames of the input video in different time instants are shown in the first row. The second row and the third row show spatial and temporal saliency maps of the frames. Detected salient regions are shown in the last row.
Salient regions detected in Fig. 3 can be divided into two categories. From column 1 to column 3, most of these salient regions are moving objects. These salient objects are indicated by the temporal saliency map. On the other hand, in frame of time t=220, there is no moving object. The temporal saliency map cannot indicate the salient region correctly. Because we consider both spatial saliency map and temporal saliency map, some still objects also can be detected by using the spatial saliency map. The result is consistent with our fusion strategy which is mentioned in section 2.3. t=3 t=21 t=36 t=79 
Conclusion
A salient region detection method in videos based on spatiotemporal visual attention model is proposed in this paper. Both spatial visual saliency and temporal visual saliency are computed in the proposed method. Then these two kinds of saliency maps are fused into an integrated saliency map. Based on the saliency map, salient regions are extracted from the video sequences. This computational method can be used in many image processing applications such as intelligent surveillance, video analysis and contend-based video retrieval.
Early vision features are also important to construct the saliency map. A simple feature can not entirely represent the character of the salient region. Therefore, multiple features analysis is used in the proposed method. In this paper, we consider color, intensity and motion as the features of the image. However, it is very likely that there are some other features such as edge and symmetry feature which also should be considered. What feature and how many features should be extracted according to the target will also be included in future work.
Some experiment results and discussion have been presented in this paper. Only bottom-up visual attention is researched in our model. The research on top-down visual attention to improve the saliency map will be included in future work.
