Abstract. In recent work on linear register-based genetic programming (GP) we introduced the notion of Memory-with-Memory (MwM), where the results of operations are stored in registers using a form of soft assignment which blends a result into the current content of a register rather than entirely replace it. The MwM system yielded very promising results on a set of symbolic regression problems. In this paper, we propose a way of introducing MwM style behaviour in treebased GP systems. The technique requires only very minor modifications to existing code, and, therefore, is easy to apply. Experiments on a variety of synthetic and real-world problems show that MwM is very beneficial in tree-based GP, too.
Introduction
In the vast majority of programming models, assignments are entirely destructive in the sense that an instruction that stores a result in a register or in a memory location completely overwrites their previous value. This overwriting model of assignment was carried over to most versions of genetic programming (GP) that had state and assignments (see [8] for a review). This includes linear GP [2] , which evolves sequences of (virtual or real) machine code instructions that usually act by destructively writing to registers or memory locations. Other examples include indexed memory [1, 3, 11] , and work on evolving data structures (such as stacks) that have internal state [4, 5] . Similarly, systems that use data structures such as stacks in their computational model, such as PushGP [9, 10] , manipulate internal states with destructive assignments. This is in contrast to most biological systems, where the state of such a system is rarely if ever completely replaced with a new state with no regard for or "memory" of the previous state. Changes in protein concentrations within a cell, for example, can happen quickly but are typically incremental in nature, each new state being constructed via modification of the previous state rather than the complete replacement of it.
Noting this dichotomy between nature and GP, in previous work [7] we introduced the idea that the results of operations in a linear register-based GP system could be stored in registers using a form of soft assignment. Instead of having the new value completely overwrite the old value of the register, these soft assignments combine the old and new values. We called this technique Memory-with-Memory (MwM) .
Although there are many approaches that could be taken to combining the old values with the new when performing assignments, in [7] we found that using a simple weighted average of the old value of a register with the new value being assigned worked well. In particular, if v old is the original value of the register, and v new is the new value being assigned to the register, the resulting value v result is given by v result = γv new + (1 − γ)v old (1) where γ is a constant that indicates the assignment hardness, allowing users to determine how "soft" the assignment operator is. 1 In [7] we showed that including this new type of assignment in a linear GP system can significantly improve performance on a variety of symbolic regression problems. Also, MwM was found to change the nature of bloat, reducing the amount of ineffective code. A question that naturally comes to mind is whether an extension of the MwM idea to mainstream tree-based GP is possible. Obviously, MwM could be used in any GP system which includes primitives that read and write into some form of memory: all one needs to do is to make assignments to memory soft. However, memory is rarely used in tree-based GP, where most applications evolve functions with no side effects rather than programs. For these, the standard form of MwM cannot be used.
In this paper we propose an alternative way of introducing MwM type of behaviour in mainstream, tree-based GP. This requires only very minor modifications to existing systems, making it easy to add. We describe the technique and our GP system in Secs. 2 and 3. Sec. 4 shows that MwM is beneficial in a variety of settings, including a real EEG reconstruction problem. We conclude in Sec. 5.
Memory with Memory in Tree-Based GP
The MwM technique for register-based GP is essentially a way of ensuring that previously computed results cannot entirely be wiped by a single instruction. In tree-based GP, instructions do not write their results into registers. Instead, they pass them as a return value to other instructions higher up in the tree. Those instructions, in turn, use the results to compute a new return value, and so on. To see how one could apply the MwM idea to this style of GP, we need to dissect MwM into its most elementary components.
With MwM, executing instructions effectively involves two steps: a) a calculation and b) a soft assignment of the result of the calculation into a register or memory location. In tree-based GP, executing instructions also consists of two operations. One is, again, a calculation, while the second consists of passing of the result of the calculation to a parent instruction higher up in the tree. Hence, in a tree-based GP system, because calculation results are not stored in memory, what matters is how the results of calculations are turned into return values. If we allow the result of a calculation to entirely determine the value returned by a node in the tree, we essentially have a "hard" return operation. If, instead, we allow the return value of a node to be a blend between the result of a calculation and previously returned results (we will explain what this means in a moment), then we create a "soft" return operation. This allows us to achieve the objectives of MwM for tree-based GP systems where instructions have no memory or side effects. For this reason, we will call this technique MwM for tree-based GP. An important question that needs answering to turn this idea into practice is: what do we mean by "blending return values with previously returned results"? Many approaches are possible. However, in the light of the positive experience of [7] , before trying something sophisticated we thought we should try a simple approach: function nodes in a tree return a weighted average of their first argument with the result of the calculation corresponding to an instruction. In particular, if IN 1 , IN 2 , etc. represent the inputs to a particular instruction, F, its output, OUT, is given by
where γ is a constant that indicates the hardness of the return operations. In the extreme case where γ = 1 the return is completely "hard" and so OUT = F (IN 1 , IN 2 ,... ) as in traditional GP. Values of γ < 1 provide a smoother behaviour. Note that there isn't any specific reason for always choosing a weighted sum with the first argument of a function. The choice of argument could be randomised or there could be versions of these softer instructions for every possible argument. In the future we will investigate whether this has an effect on performance. However, in this first exploration we decided to go for the simplest possible strategy. Fig. 1 shows an example program. We would normally interpret it as a representation of the expression (4 × x) × (x − 2) = 4x 2 − 8x. However, when MwM is used, the tree in Fig. 1 represents the function γ(a × b)
As γ varies from 1 to 0 the expression gradually morphs from the original 4x 2 − 8x to the value of the leftmost leaf of the tree, 4. 3 If, for example, we compute this expression for γ = 0.5, we obtain x 2 + x, while for γ = 0.1 we obtain 0.04x 2 + 0.712x + 3.168. This morphing process is illustrated in Fig. 2 .
GP System and Parameters
For our experiments we used a version of the TinyGP system in Java [8] which we modified so that it can handle MwM instructions and use validation sets. 4 This is a tree-based system with a steady state control strategy, tournament selection and negative tournaments as a replacement strategy. More details and source code can be found in [8] . All that was required to adapt TinyGP to MwM was to change four lines of code of the interpreter (lines 9, 11, 13 and 19 below), which becomes: Tab. 1 shows the parameters and primitive sets we used for the experiments described in the following section. 
Problems and Results
To test the behaviour of our tree-based GP version of MwM, we used five classes of test problems: 1) symbolic regression with a sine target function, 2) one symbolic regression and two prediction problems involving the Mackey-Glass time series, 3) a prime prediction problem, 4) symbolic regression with two different polynomial targets, and 5) a real-world problem involving the reconstruction of EEG ear-lobe electrodes from other electrodes. The problems and the results we obtained on them using different values of the parameter γ are described in the following sections. As we will see, except in one case, the use of MwM helps GP to either improve its success rate or the accuracy of its solutions (or both).
Sine Problem
The sine symbolic regression problem was used for illustration of the TinyGP system in [8] . The problem requires programs to fit the sine function over a full period of oscillation. We used 63 fitness cases obtained by sampling sin(x) for x ∈ {0.0, 0.1, 0.2, ... 6.2}. Based on the stopping criterion indicated in Tab. 1, we define a success to be a run where the best fitness was less than 3.15, or an average error of less than 0.05 over the 63 test cases.
For each configuration of γ we performed 500 independent runs with populations of size 10,000. Our results are reported in Tab. 2. The results show that most GP configurations that use MwM performed better than the standard GP case (γ = 1), with the best MwM configuration (γ = 0.5) effectively doubling the success rate of the system. It is also apparent from the results that as the value of γ decreases, the average size of the programs at the end of the run increases. As we will see, this is a common feature in our experiments with MwM (which we also observed in [7] ). This behavior occurs, we theorize, because MwM causes every instruction to contribute to the output of a program, making it possible to continue to incrementally improve a program by appropriately extending it.
Mackey-Glass Problems
The Mackey-Glass chaotic time series is often used for testing prediction algorithms. We show the first 1,200 samples of this time series in Fig. 3 .
In a prediction setting, algorithms are typically required to predict the next sample in the series given any number of previous samples. In principle, then, the estimated sample can be fed back into the algorithm to produce a further sample into the future and so on. However, the time series can also be used as a target for symbolic regression where the independent variable is time, and the dependent variable is the value taken by the series at that particular time. In this work we have used the Mackey-Glass chaotic time series for both types of applications.
We tested three configurations: two for prediction and one for regression. For each configuration and value of γ we performed 100 independent runs with populations of 100,000 individuals.
In the symbolic regression problem we gave GP the first 51 samples from the series and asked it to find a function which transformed the sample number (i.e., the numbers 0, 1, etc. up to 50) into the corresponding value in the Mackey-Glass chaotic time series. Tab. 3 shows the results. Again, the addition of MwM helps evolution considerably. In fact, γ = 0.1 makes the problem problem easy, while the results from γ = 1.0 might lead one to deem the problem impossible to solve. As before, we see the relationship between γ and the average end-of-run program size, with smaller γ's leading to bigger programs.
In the first prediction problem we constructed a training set including 1,192 fitness cases. Each fitness case had 8 independent variables representing the values taken by the time series in 8 consecutive samples. The corresponding target was simply the value of the following sample (which we wish to predict). For example, the first fitness case provides the values of the series at times 0 through to 7 to GP and asks GP to find a function that produces as output the value of sample 8. By sliding this 9-sample window over the time series, we obtained the rest of the training set. The results of our experiments are shown in Tab. 4 .
All GP configurations were very successful at solving the problem. This is not surprising given the high correlation between samples present in the Mackey-Glass series and our stopping criterion which required absolute average errors per sample of less than 0.05. Looking at the mean best fitnesses, however, we find that, again, MwM helps evolution, as the settings γ = 0.7 and γ = 0.5 provide significant reductions in prediction error over the standard GP case. We also find that excessively soft return operations hinder performance. Size-wise, very small values of γ lead to bigger programs, but size seems to depend less on γ than for other problems (probably because runs were stopped early as a result of being successful).
The second prediction problem was similarly constructed. The difference here was that we used 7 input taps (samples) and taps were not consecutive, but at distances of 1, Again we find that all systems are successful at finding solutions, but that γ = 0.7 and γ = 0.5 help produce better solutions, while excessively small γ's hinder performance.
Size-wise, very small values of γ lead to bigger programs, but other values affect size less markedly (again likely because all runs were successful and were stopped early).
Prime Prediction Problem
The prime prediction problem was originally suggested as a competition for the GECCO 2006 conference. The original version of the problem consisted in evolving a polynomial with integer coefficients such that given an integer value i as input produced the i-th prime number, p(i), for the largest possible value of i. The evolved functions are therefore required to produce consecutive primes for consecutive values of the input i.
Despite its simple statement and the monotonicity of the function to be evolved, it turned out that the problem is extremely difficult and so solutions deviated significantly from the ideal (polynomial with integer coefficients). For example, the winner of the GECCO 2006 competition, David Joslin, proposed the polynomial 1.6272 + 0.7747 × that correctly predicts only the first 8 primes. Walker and Miller, the runner-ups, did much better but with a solution that wasn't even a polynomial. In our version of the problem we treated the problem as a symbolic regression problem. We provided the first 11 primes as fitness cases. So, the problem requires GP to evolve a program that maps 1 into 2, 2 into 3, 3 into 5, 4 into 7, 5 into 11, and so on. To make the problem easier we did not require programs to exactly match the target output, but to exhibit a total sum of absolute errors of less than 0.05 × 11 = 0.55.
We performed 100 runs with populations of size 100,000 for each assignment of γ. Results are shown in Tab. 6. As was the case in the Mackey-Glass problem, MwM increases the success rate for the problem significantly turning a problem which we would have deemed impossible to solve for standard GP into a problem of moderate difficulty. We again see that solutions are bigger for smaller γ's.
Polynomial Symbolic Regression
We applied the MwM GP system to polynomial symbolic regression problems using two target polynomials: x 2 + 1.419x + 1.009 which is of medium difficulty and 8x 5 + 3x 3 + x 2 + 6 which is much harder.
For each target polynomial the fitness is the sum of the absolute error of the evolved function on 21 evenly spaced test points in the range [−1, 1]: {−1.0, −0.9, −0.8,...,0.8, 0.9, 1.0}. The target then is to minimise this error.
We used population of 10,000 individuals and we performed 500 independent runs for each value of γ. We also did 100 runs (for each γ) with populations of 100,000 for the harder polynomial. The results are shown in Tab. 7.
In this instance, MwM results were mixed. While for the easier polynomial, all GP configurations which used MwM performed better than the standard GP case (γ = 1), in the harder polynomial MwM did not help. brain-computer interfaces research. Voltages at the EEG electrodes are always recorded relative to some reference. Traditionally the reference has been either one ear electrode or the average of the two ears [6] . This is because there is neither muscular activity (which produces very large potentials) nor, obviously, neural activity in the ears. Note that in some EEG equipment, the ear electrodes are actually the reference voltage against which the voltage of other electrodes is measured. In others they are not, but it is still common to refer signals back to the ears to be consistent with the large body of literature on EEG analysis. As a result of using the ears as references, any changes occurring in the impedance of the ear electrodes can produce huge artifacts in every signal recorded. If, for example, a single electrode detaches slightly, then every other channel can be flooded with noise, leading to huge baseline shifts. It is, therefore, very important to come up with ways of verifying if the ear electrodes are working properly, for example by comparing them against a prediction of what their voltage should be. There are also systems which do not require the use of ear electrodes. In these systems it is then impossible to refer the recorded signals (for example for comparison with other research) back to the ears. In such systems, if one could predict what the ear electrodes would measure, based on the signals recorded from other electrodes, then one could refer signals back to the reconstructed ear electodes.
In this last set of experiments we compared GP systems with different degrees of MwM to see how well they can construct a soft-sensor for the left ear from real EEG recordings. We constructed a dataset using 64-channel EEG recordings from 5 different subjects acquired over a period of around a month. From each subject's recording we extracted two fragments of approximately 20 seconds each. The fragments were approximately half an hour apart. The original data was sampled at 2KHz. After band-pass filtering we subsampled it at 128 samples per second. We then chose 250 random time steps within each fragment. At each time step we saved the voltages recorded at the 64 channels plus the left ear reference voltage as a fitness case. This gave us a training set of 5,000 fitness cases. Using different fragments from the same 5 subjects we also constructed a validation set of 5,000 fitness cases. This set was not used to compute fitness but only to decide when runs should be stopped. We performed 2,000 runs for each configuration of γ with a population of size 10,000. GP had 64 input variables (the voltage values of the 64 channels) and one output (the left ear voltage). Tab. 8 reports the generalisation results obtained in different configurations of MwM. Again, MwM significantly improves performance (analysis of variance shows that performance differences are statistically highly significant), slightly affecting program size.
Conclusions
In this paper we have extended the idea of memory-with-memory, originally applied to linear, register-based GP, to the domain of tree-based GP with instructions without side effects and memory. This setup is very common, and is used, for example, in virtually all symbolic regression applications of tree-based GP. We achieve this by using a "soft" return operation to pass the values computed by instructions up the tree instead of the standard, "hard", return operation which is used in most computer science (including traditional GP). Instead of having the new value completely determine the output of a node, the computed value is first combined (using a weighted average) with the value of the first argument to a function and then returned.
In tests with a variety of symbolic regression and prediction problems, tree-based GP with MwM almost always does as well as traditional GP, while significantly outperforming it in several cases. Particularly striking are the very small values of γ (corresponding to a very soft form of value return). In several of the cases the greatest success was obtained with γ values of 0.3, and in one case (the Mackey-Glass regression) γ = 0.1 provided the best performance. These are extremely low values and represent a radically different notion of value return than standard GP. This suggests that these kinds of semantics play a crucial role, and that modifying them can have a powerful impact on system performance.
The data suggest that MwM GP can continue to improve (if slowly) solutions over time where traditional GP may in fact get stuck in local optima. As a result, solutions evolved using MwM tend to be slightly bigger than without it. Unlike with other systems, this cannot be attributed to introns, since with MwM every instruction contributes to a program's output. In future research we will try to understand what makes a problem hard for systems with MwM.
