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ABSTRACT
We propose an efficient method to estimate source power spectral
densities (PSDs) in a multi-source reverberant environment using a
spherical microphone array. The proposed method utilizes the spa-
tial correlation between the spherical harmonics (SH) coefficients of
a sound field to estimate source PSDs. The use of the spatial cross-
correlation of the SH coefficients allows us to employ the method in
an environment with a higher number of sources compared to con-
ventional methods. Furthermore, the orthogonality property of the
SH basis functions saves the effort of designing specific beam pat-
terns of a conventional beamformer-based method. We evaluate the
performance of the algorithm with different number of sources in
practical reverberant and non-reverberant rooms. We also demon-
strate an application of the method by separating source signals us-
ing a conventional beamformer and a Wiener post-filter designed
from the estimated PSDs.
Index Terms— Power spectral density, reverberation, source
separation, spherical harmonics, spherical microphone array
1. INTRODUCTION
The power spectral density (PSD) of an audio signal carries use-
ful information about the signal characteristics. The information of
the source PSD is a desirable quantity required in many speech en-
hancement techniques, most commonly in Wiener filtering [1]. In
this work, we use a spherical microphone array (SMA) to estimate
the individual source PSDs in a reverberant environment with mul-
tiple concurrent speakers and use that information in restoring the
original source signals.
Hioka et al. proposed a multi-source PSD estimation technique
with multiple beamformers (BFs) combining the directivity gains
[2]. The authors designed the BFs in an empirical manner which
is susceptible to estimation errors due to the ill-conditioning of the
demixing matrix. Niwa et al. used the property of an M-matrix to
design the BFs in order to improve the condition of the demixing
matrix and hence the estimation accuracy [3]. However, in both of
the aforementioned cases, the authors considered a non-reverberant
environment. Hioka et al. used the spatial correlation between the
received signals to propose an alternate method of estimating direct
and reverberant signal PSDs for a single source [4]. The authors of
[5] proposed a single source PSD estimator in a diffused sound field
using multiple directional microphones.
Beamforming is a common speech enhancement technique
used for decades [6, 7]. The knowledge of the source PSDs can be
used to design a Wiener post-filter at the beamformer (BF) output to
enhance the system performance by boosting the interference rejec-
tion [8]. Such a combination is used in [2, 3] to achieve the source
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separation in a non-reverberant environment. However, none of the
methods discussed above opted for a modal domain solution.
The advantage of signal representation in the modal domain
[9, 10] is the inherent orthogonality of their basis functions in terms
of spherical harmonics (SH). This orthogonal property allows us to
formulate the demixing matrix without the requirement of an ex-
plicit design of the BFs. The harmonics sound field coefficients
can be recorded using an SMA, or other array structures capable
of extracting SH coefficients [11, 12]. Hence, the SH decomposi-
tion is becoming a popular tool in the acoustics signal processing
such as source localization [13], speech dereverberation [14], noise
suppression [15] and beamforming [16]. Samarasinghe et al. used
the spatial cross-correlation between the sound field coefficients to
estimate the PSDs of the direct and reverberant components of a
speech signal [17]. Kalkur et al. proposed a join source localization
and separation method in the SH domain using a splitting method
based on the Bregman iteration for a non-reverberant case [18].
The main contribution of this paper is the estimation of source
PSDs in a multi-source reverberant environment using SH decom-
position. The formulation in the SH domain saves us the extra
effort of designing specific BFs [3] by virtue of the inherent or-
thogonality of the SH. Furthermore, the use of the cross-correlation
between the coefficients allows us to separate a higher number of
sources compared to the conventional beamforming-based tech-
niques [2, 3]. The estimated PSD is used in a two-step source
separation algorithm to demonstrate an application of the method.
We use a commercially available higher order microphone (HOM)
‘Eigenmike’[19] to evaluate the performance of the algorithm in
different practical environments.
2. PROBLEM FORMULATION
Let us consider an SMA to capture the sound field generated by
L uncorrelated far-field sources in a reverberant room. We assume
that the SMA consists of Q pressure microphones and denote the
position of the qth microphone by xq = (r, θq , φq), where q ∈
[1, Q]. The received signal at the qth microphone is
P (xq, k) =
L∑
ℓ=1
Sℓ(k)
[
G
(ℓ)
d (k)e
ik yˆℓ·xq+
∫
yˆ
G(ℓ)r (k, yˆ)e
ik yˆ·xq dyˆ
]
(1)
where k = 2πf/c, f is the frequency, c is the speed of sound prop-
agation, yˆℓ is a unit vector towards the direction of the ℓ
th source,
G
(ℓ)
r (k, yˆ) is the reflection gain along an arbitrary the direction of
yˆ for the ℓth source, and Sℓ(k) and G
(ℓ)
d (k) represent the source
strength and the direct path gain for the ℓth source, respectively.
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Given the measured sound pressure P (xq, k), we aim to estimate
the PSD of each source signal Sℓ(k) and separate the individual
sources.
3. PSD ESTIMATION
The SH decomposition of an N th order sound field is given by [9,
ch. 6]
P (xq, k) =
N∑
n=0
n∑
m=−n
αnm(k) bn(kr) Ynm(θq, φq) (2)
where N = ⌈kr⌉ [20], ⌈·⌉ denotes the ceiling operation, Ynm(·) is
the SH function of order n and degreem, and
bn(kr) =
{
jn(kr) for an open array
jn(kr)− j
′
n
(kr)
h′
n
(kr)
hn(kr) for a rigid array
(3)
with jn(·) and hn(·) denoting the nth order spherical Bessel and
Hankel functions, respectively, and (·)′ refers to the first derivative.
Utilizing the orthogonal property of the SH, the sound field coeffi-
cients αnm(k) can be calculated using an SMA by [21]
αnm(k) =
1
bn(k)
Q∑
q=1
P (xq, k) Y
∗
nm(θq, φq) (4)
where ∗ denotes the complex conjugate operation. Furthermore, a
SH based solution for the sound field due to a far-field unit ampli-
tude source is given by [22, pp. 9–13]
eik yˆℓ·xq =
N∑
n=0
n∑
m=−n
4πin Y ∗nm(yˆℓ) bn(kr) Ynm(θq, φq). (5)
Using (2) and (5) in (1), we derive
αnm(k) =
L∑
ℓ=1
4πin Sℓ(k)
[
G
(ℓ)
d (k) Y
∗
nm(yˆℓ)+∫
yˆ
G(ℓ)r (k, yˆ) Y
∗
nm(yˆ) dyˆ
]
. (6)
From (6), the spatial correlation between αnm(k) and αn′m′(k) is
E {αnm(k)α∗n′m′(k)} = Cnn′
L∑
ℓ=1
L∑
ℓ′=1
E{Sℓ(k) S∗ℓ′(k)}
×E
{[
G
(ℓ)
d (k) Y
∗
nm(yˆℓ) +
∫
yˆ
G(ℓ)r (k, yˆ) Y
∗
nm(yˆ) dyˆ
]
×
[
G
(ℓ′)∗
d (k) Yn′m′(yˆℓ′) +
∫
yˆ′
G(ℓ
′)∗
r (k, yˆ
′) Yn′m′ (yˆ
′) dyˆ′
]}
(7)
where Cnn′ , 16π
2in(−i)n′ and E{·} represents the expected
value over time. Due to the autonomous behavior of the reflec-
tive surfaces in a room (i.e., the reflection gains from the reflec-
tive surfaces are independent from the direct path gain), the cross
correlation between the direct path gain and reverberant path gain
coefficients can be assumed to be negligible, e.g.,
E{G(ℓ)d (k) G(ℓ)∗r (k, yˆ)} = 0. (8)
We assume that the sources are uncorrelated with each other, and so
do the reverberant path gains from different directions, e.g.
E{Sℓ(k) S∗ℓ′(k)} = E{|Sℓ(k)|2} δℓℓ′ (9)
E{G(ℓ)r (k, yˆ) G(ℓ)∗r (k, yˆ′)} = |G(ℓ)r (k, yˆ)|2 δyˆyˆ′ (10)
where δyˆyˆ′ and δℓℓ′ are the Kronecker delta functions and |·| de-
notes the absolute value. Using (8), (9) and (10) in (7), we get
E{αnm(k)α∗n′m′(k)} = Cnn′
L∑
ℓ=1
[
Φℓ(k) Y
∗
nm(yˆℓ) Yn′m′(yˆℓ)
+
∫
yˆ
E{|Sℓ(k)|2}E{|G(ℓ)r (k, yˆ)|2}Y ∗nm(yˆ)Yn′m′(yˆ)dyˆ
]
(11)
where Φℓ(k) = E{|Sℓ(k)|2} E{|G(ℓ)d (k)|2} is the PSD of the ℓth
source. Since |G(ℓ)r (k, yˆ)|2 is defined over a sphere, we can repre-
sent it in terms of a SH decomposition as
E{|G(ℓ)r (k, yˆ)|2} =
V∑
v=0
v∑
u=−v
γ(ℓ)vu (k) Yvu(yˆ) (12)
where V is the harmonics order, which theoretically extends to the
infinity. However, in practice, we limit V to an empirically decided
value to keep the system well-conditioned. Substituting the value
of E{|G(ℓ)r (k, yˆ)|2} from (12) into (11), we derive
E{αnm(k)α∗n′m′ (k)}︸ ︷︷ ︸
,Λn
′m′
nm
(k)
=
L∑
ℓ=1
Φℓ(k) Cnn′Y
∗
nm(yˆℓ) Yn′m′(yˆℓ)︸ ︷︷ ︸
,Υn
′m′
nm
(yˆℓ)
+
V∑
v=0
v∑
u=−v
Γvu(k)Cnn′
∫
yˆ
Yvu(yˆ)Y
∗
nm(yˆ)Yn′m′(yˆ)dyˆ︸ ︷︷ ︸
,Ψ
m,m′,u
n,n′,v
=C
nn′
W
m,m′,u
n,n′,v
(13)
where Γvu(k) ,
L∑
ℓ=1
γ
(ℓ)
vu (k) E{|Sℓ(k)|2} and from the integral
property of the SH
Wm,m
′,u
n,n′,v
= (−1)m
√
(2v + 1)(2n+ 1)(2n′ + 1)
4π
W12 (14)
with W12 representing a multiplication between two Wigner-3j
symbols [23] as
W12 =
(
v n n′
0 0 0
) (
v n n′
u −m m′
)
. (15)
Considering the cross-correlation of all the available SH coeffi-
cients, (13) can be written in a matrix form as
Λ = T Θ (16)
where
Λ = [Λ0000 Λ
1−1
00 . . .Λ
NN
00 Λ
00
1−1 . . .Λ
NN
NN ]
T
1×(N+1)4 (17)
T =


Υ0000(yˆ1) . . . Υ
00
00(yˆL) Ψ
0,0,0
0,0,0 . . . Ψ
0,0,V
0,0,V
..
.
..
.
..
.
..
.
..
.
..
.
...
...
...
...
...
...
ΥNNNN (yˆ1) . . . Υ
NN
NN (yˆL) Ψ
N,N,0
N,N,0 . . . Ψ
N,N,V
N,N,V


︸ ︷︷ ︸
(N+1)4×(L+{V+1}2)
(18)
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Θ = [Φ1 . . .ΦL Γ00 . . .ΓV V ]
T
1×(L+{V+1}2). (19)
Note that, the frequency dependency is omitted in (17)-(19) to sim-
plify the notation. For practical implementation, the expected value
Λn
′m′
nm (k) is estimated using an exponentially weighted moving av-
erage as
Λn
′m′
nm (τ, k) = β Λ
n′m′
nm (τ−1, k)+(1−β) αnm(τ, k)α∗n′m′(τ, k)
(20)
where β ∈ [0, 1] is a smoothing factor, τ denotes the time frame
index in the short time Fourier transform (STFT) domain, and k
is calculated from the center frequency of the corresponding STFT
bin. Hence, the source and reverberant PSDs are estimated by
Θˆ = T † Λ (21)
where † indicates the pseudo-inverse operation. In the practical im-
plementation, a half-wave rectification is performed on (21) to avoid
negative PSDs. It is worth noting that, (21) can readily be used for
estimating source PSDs in a non-reverberant environment by dis-
carding the Ψ terms from the translation matrix T in (18).
4. APPLICATION IN SOURCE SEPARATION
We use a BF and a Wiener post-filter to separate the source signals
[3] in a multi-source reverberant environment. The choice of the BF
can vary based on the specific design criteria. In our work, we use
a maximum directivity BF formulated in the SH domain [24].
4.1. Maximum directivity beamformer
The output of a maximum directivity BF steered towards ℓth far-
field source is given by [24, 25]
Zℓ(k) =
N∑
n=0
n∑
m=−n
i−n
(N + 1)2
αnm(k)Ynm(θℓ, φℓ). (22)
Equation (22) requires the knowledge of the source directions which
can be estimated using any suitable localization algorithm.
4.2. Wiener post-filter
The total reverberant power due to all the sources is
Φr(k) =
L∑
ℓ=1
E{|Sℓ(k)|2}
∫
yˆ
E{|G(ℓ)r (k, yˆ)|2} dyˆ. (23)
Using (12), the definition of Γvu(k) and the symmetrical property
of the SH, (23) can be written as
Φr(k) =
V∑
v=0
v∑
u=−v
Γvu(k)
∫
yˆ
Yvu(yˆ) dyˆ
=
V∑
v=0
v∑
u=−v
Γvu(k)
δ(v)δ(u)√
4π
=
Γ00(k)√
4π
(24)
where δ(·) is the Dirac delta function. Hence, applying the Wiener
filter at the BF output, we estimate the ℓth source strength by
Sˆℓ(k) = Zℓ(k)
Φℓ(k)
L∑
ℓ′=1
Φℓ′(k) + Φr(k)
. (25)
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Figure 1: Evaluation in an anechoic chamber. Figure (a)-(c) and
(d)-(f) show the estimated waveforms and PSDs, respectively.
5. EXPERIMENTAL RESULT
5.1. Experimental Setup
The evaluation of the proposed method in the practical and simu-
lated environments is demonstrated in this section. Data process-
ing was performed in the frequency domain after converting the
recorded signals using a 256-point STFT with a 32 ms Hanning
window and 50% overlap. To reduce the computational cost, all the
signals were decimated to 8000 Hz sampling frequency. We placed
the sources at a distance of 2 m from the center of an SMA which
had a radius of 4.2 cm. Due to a larger source to microphone dis-
tance compared to the SMA radius, the sources were considered to
be far-field sources. A flat value of β = 0.4 was used in (20) for all
the experiments.
5.2. Anechoic chamber
We performed the evaluation of the proposed algorithm in an ane-
choic chamber with 4 human speakers. The mixed speech signal
was recorded with a 4th order 32-channels Eigenmike [19]. We
estimated the directions of arrival (DOA) of the sources (Table 1)
using a frequency-smoothed MUSIC algorithm [26]. Fig. 1 com-
pares the estimation results for the first two speakers with the re-
spective reference signals. The time domain signal representation
of speaker 1 shows a great resemblance with the original speech
signal. The estimated PSD of speaker 2 also displays a good result
except the first few time frames, which is expected due to the fact
that we used a moving average across the time frames to estimate
the expected values. The informal listening tests also confirm a sat-
isfactory separation performance for all the 4 speech signals with
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marginal spectral distortion. The average signal to interference ra-
tio (SIR) [27, 28] was calculated as 14.69 dB.
5.3. Practical environment
We also evaluated the algorithm in a practical reverberant room with
a similar setup used in the anechoic chamber. The mixed signal
recorded in the Eigenmike was generated by playing 4 distinct audio
signals from the WSJCAM0 corpus [29] using different speakers.
Table 1 shows the estimated DOA of the setup. The separated PSD
for source 1 is plotted in Fig. 2 along with the reference signals.
From Fig. 2(a) and 2(c), we can observe the similarity between
the reference and estimated PSDs. Fig. 2(d) plots the estimated
PSD when room reflections were ignored, and as expected, we see
some distortions and spectral overlapping due to the unaccounted
reverberation components. The average SIR for this case was 10.03
dB.
Table 1: Source positions (θ, φ)
Anechoic chamber Reverberant room
Source 1 (78.01◦, 50.42◦) (74.2◦, 27.22◦)
Source 2 (77.15◦, 141.81◦) (76.78◦, 55.58◦)
Source 3 (76.29◦, 218.87◦) (77.06◦, 87.09◦)
Source 4 (71.42◦, 313.69◦) (73.91◦, 324.90◦)
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Figure 2: Estimated PSD for source 1 in the presence of 4 concur-
rent sources in a practical reverberant room.
5.4. In a simulated environment
In the final part of our evaluation, we simulated different reverberant
and non-reverberant conditions using image source method [30, 31].
The clean speech signals were taken from the WSJCAM0 corpus
[29] and a 4th order SMA was used in the simulation. The source
locations were assumed to be known. Table 2 presents the aver-
age SIR under different conditions in a room with [6 × 7 × 6] m
dimension. We ran each simulation 20 times with random audio
signals at random azimuths on the same plane and took the average
values. While the performance of the system conceivably depended
on the number of the sources for the non-reverberant case, it var-
ied with the reverberation time (T60) in a reverberant room. One of
the reason for the performance issue in the highly reverberant envi-
ronment could be due to the violation of the multiplicative transfer
function [32] assumption that the impulse response is shorter than
the analysis window (32 ms). As it is not always practical to in-
crease the analysis window length due to the non-stationarity of the
speech signal, a solution could be to model the algorithm using the
convolutive transfer function [33]. An example of the estimated
waveforms is shown in Fig. 3 for the case of T60 = 0.5 s. Notably
from Fig. 3, while the BF partially restored the signal, the estimated
PSD-based Wiener post-filter significantly improved the accuracy.
Table 2: Average SIR (dB) based on 20 simulations in each case
Non-reverberant
L = 4 L = 6 L = 8
25.67 16.98 10.58
Reverberant (L = 4)
T60 = .2s T60 = .3s T60 = .5s
11.04 7.35 4.25
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Figure 3: An example of the estimated waveform in a simulated
reverberant room with T60 = 0.5 s and L = 4.
6. CONCLUSION
We proposed a method to estimate the PSDs of multiple sources
in a reverberant room. The algorithm was formulated in the SH
domain to take the advantage of the orthogonality of the SH. We
demonstrated an application of the proposed method by performing
source separation in distinct multi-source scenarios. The end-to-
end performance was evaluated using an Eigenmike under different
practical and simulated environments. The algorithm showed satis-
factory performance in terms of different objective evaluations for
PSD estimation and source separation. For future work, we plan to
investigate the performance of the algorithm in a noisy reverberant
room with high T60.
2017 IEEE Workshop on Applications of Signal Processing to Audio and Acoustics October 15-18, 2017, New Paltz, NY
7. REFERENCES
[1] J. Benesty, J. Chen, Y. A. Huang, and S. Doclo, “Study of
the wiener filter for noise reduction,” in Speech Enhancement.
Berlin, Germany: Springer-Verlag, 2005, pp. 9–41.
[2] Y. Hioka, K. Furuya, K. Kobayashi, K. Niwa, and Y. Haneda,
“Underdetermined sound source separation using power spec-
trum density estimated by combination of directivity gain,”
IEEE Trans. Audio, Speech, Language Process., vol. 21, no. 6,
pp. 1240–1250, 2013.
[3] K. Niwa, T. Kawase, K. Kobayashi, and Y. Hioka, “Psd es-
timation in beamspace using property of m-matrix,” in Proc.
IWAENC, 2016, pp. 1–5.
[4] Y. Hioka, K. Niwa, S. Sakauchi, K. Furuya, and Y. Haneda,
“Estimating direct-to-reverberant energy ratio using d/r spatial
correlation matrix model,” IEEE Trans. Audio, Speech, Lan-
guage Process., vol. 19, no. 8, pp. 2374–2384, 2011.
[5] O. Thiergart, T. Ascherl, and E. A. P. Habets, “Power-based
signal-to-diffuse ratio estimation using noisy directional mi-
crophones,” in Proc. IEEE ICASSP, 2014, pp. 7440–7444.
[6] D. H. Johnson and D. E. Dudgeon, Array signal processing:
concepts and techniques. NJ, USA: Prentice-Hall, Engle-
wood Cliffs, 1993.
[7] J. Bourgeois and W. Minker, Time-Domain Beamforming and
Blind Source Separation. New York, USA: Springer-Verlag
New York Inc., 2010.
[8] C. Marro, Y. Mahieux, and K. Simmer, “Analysis of noise re-
duction and dereverberation techniques based on microphone
arrays with postfiltering,” IEEE Trans. Speech Audio Process.,
vol. 6, no. 3, pp. 240–259, 1998.
[9] E. G. Williams, Fourier acoustics: sound radiation and
nearfield acoustical holography. London, UK: Academic
press, 1999.
[10] T. D. Abhayapala et al., Modal analysis and synthesis of
broadband nearfield beamforming arrays. ACT, Australia:
The Australian National University, 1999.
[11] T. D. Abhayapala and D. B. Ward, “Theory and design of high
order sound field microphones using spherical microphone ar-
ray,” in Proc. IEEE ICASSP, vol. 2, 2002, pp. II–1949.
[12] H. Chen, T. D. Abhayapala, and W. Zhang, “Theory
and design of compact hybrid microphone arrays on two-
dimensional planes for three-dimensional soundfield analy-
sis,” J. Acoust. Soc. Am., vol. 138, no. 5, pp. 3081–3092, 2015.
[13] C. Evers, A. H. Moore, and P. A. Naylor, “Multiple source
localisation in the spherical harmonic domain,” in Proc.
IWAENC, 2014, pp. 258–262.
[14] Y. Yamamoto and Y. Haneda, “Spherical microphone array
post-filtering for reverberation suppression using isotropic
beamformings,” in Proc. IWAENC, 2016, pp. 1–5.
[15] D. P. Jarrett, M. Taseska, E. A. P. Habets, and P. A. Nay-
lor, “Noise reduction in the spherical harmonic domain us-
ing a tradeoff beamformer and narrowband doa estimates,”
IEEE/ACMTrans. Audio, Speech, Language Process., vol. 22,
no. 5, pp. 967–978, 2014.
[16] N. R. Shabtai and B. Rafaely, “Generalized spherical array
beamforming for binaural speech reproduction,” IEEE/ACM
Trans. Audio, Speech, Language Process., vol. 22, no. 1, pp.
238–247, 2014.
[17] P. N. Samarasinghe, T. D. Abhayapala, and H. Chen, “Esti-
mating the direct-to-reverberant energy ratio using a spher-
ical harmonics-based spatial correlation model,” IEEE/ACM
Trans. Audio, Speech, Language Process., vol. 25, no. 2, pp.
310–319, 2017.
[18] S. N. Kalkur, S. Reddy, and R. M. Hegde, “Joint source lo-
calization and separation in spherical harmonic domain using
a sparsity based method,” in Proc. INTERSPEECH, 2015, pp.
1493–1497.
[19] https://www.mhacoustics.com/.
[20] D. B. Ward and T. D. Abhayapala, “Reproduction of a plane-
wave sound field using an array of loudspeakers,” IEEE Trans.
Speech Audio Process., vol. 9, no. 6, pp. 697–707, 2001.
[21] P. N. Samarasinghe, T. D. Abhayapala, and M. A. Poletti,
“3D spatial soundfield recording over large regions,” in Proc.
IWAENC, 2012, pp. 1–4.
[22] H. Teutsch, Modal array signal processing: principles and
applications of acoustic wavefield decomposition. Berlin,
Germany: Springer-Verlag, 2007.
[23] F. W. J. Olver, “3j, 6j, 9j symbols,” in NIST Handbook of
Mathematical Functions. Cambridge, UK: Cambridge Uni-
versity Press, 2010, ch. 34.
[24] J. Meyer and G. Elko, “A highly scalable spherical micro-
phone array based on an orthonormal decomposition of the
soundfield,” in Proc. IEEE ICASSP, vol. 2, 2002, pp. II–1781.
[25] B. Rafaely and M. Kleider, “Spherical microphone array beam
steering using wigner-d weighting,” IEEE Signal Process.
Lett., vol. 15, pp. 417–420, 2008.
[26] D. Khaykin and B. Rafaely, “Coherent signals direction-of-
arrival estimation using a spherical microphone array: Fre-
quency smoothing approach,” in Proc. IEEE WASPAA, 2009,
pp. 221–224.
[27] E. Vincent, R. Gribonval, and C. Fe´votte, “Performance mea-
surement in blind audio source separation,” IEEE Trans. Au-
dio, Speech, Language Process., vol. 14, no. 4, pp. 1462–
1469, 2006.
[28] C. Fe´votte, R. Gribonval, and E. Vincent, “Bss eval toolbox
user guide,” IRISA Technical Report 1706, [Online] Avail-
able: https://www.bass-db.gforge.inria.fr, 2005.
[29] T. Robinson, J. Fransen, D. Pye, J. Foote, and S. Renals, “Wsj-
camo: a british english speech corpus for large vocabulary
continuous speech recognition,” in Proc. IEEE ICASSP, vol. 1,
1995, pp. 81–84.
[30] J. B. Allen and D. A. Berkley, “Image method for efficiently
simulating small-room acoustics,” J. Acoust. Soc. Am., vol. 65,
no. 4, pp. 943–950, 1979.
[31] E. A. P. Habets, “Room impulse response gener-
ator,” [Online] Available: https://www.audiolabs-
erlangen.de/fau/professor/habets/software/rir-generator,
2006.
[32] Y. Avargel and I. Cohen, “On multiplicative transfer function
approximation in the short-time fourier transform domain,”
IEEE Signal Process. Lett., vol. 14, no. 5, pp. 337–340, 2007.
[33] ——, “System identification in the short-time fourier trans-
form domain with crossband filtering,” IEEE Trans. Audio,
Speech, Language Process., vol. 15, no. 4, pp. 1305–1319,
2007.
