A tempered stable Lévy process combines both the α-stable and Gaussian trends. In a short time frame it is close to an α-stable process while in a long time frame it approximates a Brownian motion. In this paper we consider a general and robust class of multivariate tempered stable distributions and establish their identifiable parametrization. We prove short and long time behavior of tempered stable Lévy processes and investigate their absolute continuity with respect to the underlying α-stable processes. We find probabilistic representations of tempered stable processes which specifically show how such processes are obtained by cutting (tempering) jumps of stable processes. These representations exhibit α-stable and Gaussian tendencies in tempered stable distributions and processes and thus give probabilistic intuition for their study. Such representations can also be used for simulation. We also develop the corresponding representations for Ornstein-Uhlenbeck-type processes.
Introduction
Tempered stable processes were introduced in statistical physics to model turbulence and are known in physics literature as the truncated Lévy flight model (Mantegna and Stanley (1994) , Koponen (1995) , and Novikov (1994) ). They were also introduced in mathematical finance to model stochastic volatility Yor (2002, 2003) : the CGMY model), Shephard (2001, 2002) : the Ornstein-Uhlenbeck-based model); Boyarchenko and Levendorskii (2000) consider option pricing with such processes, just to mention a few. Furthermore, these processes play an important role in the construction of certain Poisson-Dirichlet laws studied in Pitman and Yor (1997) . The importance of tempered stable processes comes from the fact that they combine both the α-stable and Gaussian trends.
In this paper we introduce and study a more general and robust class of tempered stable distributions. It contains previously considered tempered stable distributions as a special subclass. We show that tempered stable distributions admit parametrization similar to stable distributions. Namely, a multivariate tempered stable distribution is characterized by an index α ∈ (0, 2), a measure R on R d 0 := R d \ {0} with x α R(dx) < ∞, and a shift b ∈ R d (Theorem 2.4, Definition 2.2). Moreover, this parametrization is identifiable. Unlike stable distributions, tempered ones may have all moments finite, including exponential moments of certain order (Proposition 2.3). In Section 3 we give a rigorous proof of the statement that a tempered stable Lévy process in a short time looks like a stable process while in a large time scale it looks like a Brownian motion (Theorem 3.1). In Section 4 we show that a large class of tempered stable Lévy processes (but not all) can be obtained from stable processes by a change of measure on the probability space (Theorem 4.1). The heart of this paper is in Section 5. We consider the question of how does the tempering happen, that changes a sample path of a stable process into a sample path of a tempered one? This question with a view toward simulation was posed to the author by Ole E. Barndorff-Nielsen and Neil Shephard with the condition that the tempering procedure should be continuous pathwise with respect to the parameters, and thus it should not include any removal of jumps. We give shot noise representations of tempered stable distributions, Lévy processes, and random measures (Theorems 5.1, 5.4, and 5.8) which answer this question. Our representations exhibit stable and Gaussian trends in tempered stable processes and give probabilistic insight to Theorems 3.1 and 4.1. They can also be used for computer simulation. In Section 6 we obtain shot noise representations for Orstein-Uhlenbeck-type processes with tempered stable one-dimensional marginal distributions. This is done by finding appropriate representations of their background driving Lévy processes. A special case of such representations has been used in Shephard (2001, 2002) ; cf. Rosiński (2001) . For the reader's convenience and completeness, we state in the Appendix a general result on shot noise representations in the form used in Sections 5 and 6. We need this general approach because the tail of Lévy measure of tempered stable laws does not have an explicit inverse (see the beginning of Section 5).
A preliminary version of these results was announced at the Second MaPhySto Conference on Lévy Processes: Theory and Applications, Aarhus 2002, and is available as an extended abstract in the Mini-proceedings (Rosiński, 2002) . The author is grateful to Ole E. Barndorff-Nielsen, Christian Houdré, Neil Shephard, and Wojbor A. Woyczyński for stimulating discussions and continuous interest in this work.
Before going to formal definitions let us sketch some ideas leading to tempered infinitely divisible distributions and processes, in general. The first one is an old idea of tilting density functions. Let f be a probability density function on R + whose Laplace transform is L(λ) = ∞ 0 e −λx f (x) dx. For every θ > 0 define a tilted density f θ by (1.1) f θ (x) = 1 L(θ) e −θx f (x).
Writing f (x) = exp(k(x)) and L(θ) = exp(− (θ)) we see that f θ (x) = exp (−θx + (θ) + k(x)) .
forms a one-parameter exponential family of distributions with the natural statistic T (x) = −x.
The Laplace transform L θ of f θ is given by (1.2) L θ (λ) = exp{− ( (λ + θ) − (θ))}.
Assume additionally that f is infinitely divisible. Then Therefore, if f is infinitely divisible then the Lévy measure M θ of f θ is obtained by tilting M , M θ (dx) = e −θx M (dx).
With every infinitely divisible distribution there is an associated Lévy process. The simplest density transformation of a Lévy process is the Esscher transform. Namely, let {X(t) : t ≥ 0} be the canonical process adapted to a natural filtration {F t : t ≥ 0} (see Section 4). Suppose that under probability P , X is a Lévy process with nondecreasing trajectories such that X(1) has the density f (i.e., X is a subordinator). For θ > 0 define a probability measure P θ by dP θ dP Ft = e −θX(t)+ (θ)t .
Then, under P θ , X is a subordinator such that X(1) has the density f θ , see (Sato, 1999, Example 33.15) . The Esscher transform is simply a tilting (1.1) but on the level of processes.
Out of these three approaches to tilting of infinitely divisible laws, the most suited for generalizations is (1.3). It says that the tilting of a probability density corresponds to an appropriate transformation of the density of its Lévy measure. Taking convolutions of f * r i θ i with r i , θ i > 0 and r i = 1 (f is infinitely divisible), and then their limits, we obtain distributions with the Laplace transform of the form
where q is completely monotone with q(0) = 1 and q(∞) = 0. More generally, let µ be an infinitely divisible distribution without Gaussian component on R d . Let M be the Lévy measure of µ, written in polar coordinates as M (dr, du) = ρ(dr|u)σ(du), where r > 0, u ∈ S d−1 . Let q : (0, ∞) × S d−1 → (0, ∞) be a measurable map such that for each u ∈ S d−1 , q(·, u) is completely monotone with q(0+, u) = 1 and q(∞, u) = 0. An infinitely divisible distribution (without Gaussian component) with the Lévy measure in polar coordinates of the form
will be called a tempered µ distribution. (The word "tilted" is not adequate anymore as it is too much associated with (1.1)). Notice that M q does not depend on the polar decomposition of M . In this work we concentrate on the class of tempered stable distributions because is rich and has many special properties of interest.
Tempered stable distributions
In this section we will establish parametrization and the canonical form of characteristic functions of multivariate tempered stable distributions. Recall that the polar coordinates representation of a measure λ = λ(dx) on
It is well known that the Lévy measure M 0 of a α-stable distribution on R d in polar coordinates is of the form
where α ∈ (0, 2) and σ is a finite measure on S d−1 . A tempered α-stable distribution is obtained by tilting the radial component of M 0 as follows.
Definition 2.1. A probability measure µ on R d is called tempered α-stable if is infinitely divisible without Gaussian part and with Lévy measure M in polar coordinates of the form
where α and σ are as above, and q : (0,
is completely monotone with q(0+, u) = 1 and q(∞, u) = 0.
The complete monotonicity of q(·, u) means that (−1) n ∂ n ∂r n q(r, u) > 0 for all r > 0, u ∈ S d−1 , and n = 0, 1, 2, . . . . In particular, q(·, u) is strictly decreasing and convex. It follows that tempered stable distributions are selfdecomposable (cf. Sato, 1999, Theorem 15.10 ). When d = 1, tempered stable distributions constitute a proper subclass of Bondesson's class of extended generalized gamma convolutions (Bondesson, 1992, p. 105) . To see this, notice that r −α q(r, u) is completely monotone and use (Bondesson, 1992, (7.1.5) ).
The "tempering" function q in (2.2) can be represented as
where {Q(·|u)} u∈S d−1 is a measurable family of probability measures on R + . Define a measure
Q is a finite measure because
Proof : Using (2.3) and the Dominated Convergence Theorem we get
.
2
Lemma 2.1 implies uniqueness in the representation (2.2). Namely, from this lemma we infer that α and σ in (2.2) are unique. Consequently, the polar representation of M determines q(·, u) for σ-almost all u ∈ S d−1 .
Furthermore, since σ and q correspond uniquely to a finite measure Q on R d 0 , we conclude that M is uniquely characterized by the pair (α, Q). However, the relation between Q and M is rather intricate. For this reason we introduce another measure R on R d 0 , which can be viewed as the "spectral" measure of tempered stable distributions (see Theorem 2.4 below). Put
Note that the inverse transformation, R → Q, has the same form
It is easy to verify that (2.8)
(Actually, this integral equals Q(R d 0 ) < ∞.) The next lemma shows that the Lévy measure of a tempered α-stable law is a mixture of gamma "distributions" with index −α, α ∈ (0, 2). (It also makes sense to consider α ∈ (−∞, 0] but the resulting class of distributions is not directly connected to stable laws.) Lemma 2.2. Let M be as in (2.2) and let R be given by (2.6). Then
Conversely, let M be given by (2.9) where R is a Borel measure on R d 0 satisfying (2.8). Then M is the Lévy measure of a tempered α-stable distribution. The parameters σ and q of (2.2) are determined by (2.7), (2.4) and (2.3).
Proof : We have, for every
which proves (2.9).
Conversely, given R we obtain a fine measure Q by (2.7). Write Q in the polar coordinates as Q(dr, du) = Q(dr|u)σ(du), where {Q(·|u)} u∈S d−1 is a measurable family of probability measures on R + and σ a finite measure on S d−1 . It is easy to verify that M satisfies (2.2) with q given by (2.3) and also that (2.6) holds. 2
Tempered stable distributions may have moments of any order, even exponential moments of certain order. This simply depends on the measure R.
Proposition 2.3. Let µ be a tempered α-stable distribution with Lévy measure given by (2.9). Then
Proof : We need to show that the measure M |{ x >1} has the corresponding moments finite if and only if R satisfies the above conditions, cf. (Sato, 1999, p. 159 ). If p < α then by (2.8)
For p ≥ α we write
The first term on the right hand side is always finite because it is bounded by
by (2.8). Therefore, the finiteness of x >1 x p M (dx) is decided by the second term. If p > α, then the second term is bounded from above and below by constant multiples of x >1 x p R(dx); when p = α, then it is bounded from above and below by constant multiples of
Suppose that R({x :
The next theorem gives an explicit form of the characteristic function of tempered stable distributions and justifies the term "spectral measure" for R.
Theorem 2.4. Let µ be a tempered α-stable distribution with Lévy measure given by (2.9). When α = 1 assume additionally that (2.10)
where
Here k α = |Γ(1 − α)|, α = 1. Moreover, formula (2.11) determines the triplet (α, R, b) uniquely.
Proof : Let M be the Lévy measure of µ given by (2.9) (or (2.2)). When 0 < α < 1,
2). Therefore, for 0 < α < 1 the characteristic function of µ can be written in the form (2.13) µ(y) = exp
. By the proof of Proposition 2.3(ii) when α = 1, (2.10) implies that x >1 x M (dx) < ∞. Consequently, for 1 ≤ α < 2 we can writeμ in the form (2.14) µ(y) = exp
where b = x µ(dx). Substituting (2.9) into (2.13) and (2.14), we get (2.11) with (2.15)
It remains to evaluate the integrals (2.15)-(2.16). First we consider 0 < α < 1. Let w, z be two complex numbers with (w), (z) > 0. Integrating by parts it is easy to verify that
Putting w = 1 − is and z = 1 we get (2.12) in this case. Now let 1 < α < 2. Integrating by parts twice we verify that
for w, z as above. Choosing w = 1 − is and z = 1 we obtain
Since Γ(1 + s) = sΓ(s) for s / ∈ {0, −1, −2, . . . }, we get (2.12) when 1 < α < 2.
Now we consider α = 1. Take α ∈ (1, 2). We have just showed that
Using the Dominated Convergence Theorem on the left hand side and differentiation on the right hand side we pass to the limit as α 1. This yields the desired formula for ψ 1 .
To establish uniqueness in (2.11) we suppose that for every y ∈ R d (2.17) exp
where α i ∈ (0, 2), R i is a Borel measure on R d 0 with x α R i (dx) < ∞ (assume also (2.10) when α i = 1), and b i ∈ R d , i = 1, 2. Let µ i be the distribution given by (2.13)-(2.14) with α = α i , b = b i , and M = M i (specified by (2.9)), i = 1, 2. The first part of this theorem and (2.17) giveŝ µ 1 =μ 2 , so that µ 1 = µ 2 . Consequently, M 1 = M 2 . By the comment following Lemma 2.1 and the one-to-one correspondence between Q and R, we infer that α 1 = α 2 and R 1 = R 2 . Thus bothμ 1 andμ 2 are of the same form, either (2.13) or (2.14). This yields
Remark 2.5. Since 1 − is = (1 + s 2 ) 1/2 e −i tan −1 s , we may write ψ α in somewhat more explicit form
Definition 2.2. We will say that µ is a tempered α-stable distribution with the spectral measure R and the shift b (and write µ ∼ T S α (R, b)) if µ can be written in the form (2.11) with R satisfying (2.8) when α = 1 and (2.10) when α = 1. If ξ is a random vector then
Remark 2.6. (a) Condition (2.10) is rather a mild restriction since when α = 1, by (2.8), we always have
The shift b is the drift of µ when 0 < α < 1 and the center, b = x µ(dx), when 1 ≤ α < 2.
Immediately from Theorem 2.4 we have the following.
Now we will give an analog of Theorem 2.4 in the important case of symmetric distributions.
, where R is a symmetric measure. Then
and k α is as in Theorem 2.4. Moreover, given R is symmetric, formula (2.19) determines the pair (α, R) uniquely.
Proof : From (2.11) and the symmetry of R we get (2.19) with ψ α (s) = 1 2 [ψ α (s) + ψ α (−s)], and then (2.20) from (2.18). When R is symmetric, (2.11) (with b = 0) and (2.19) are identical. Thus (2.19) identifies (α, R) by Theorem 2.4. 2 Proposition 2.9. Let µ ∼ T S α (R, 0) be such that R({x : x > θ −1 }) = 0 for some θ > 0. Then for every y ∈ R d with y ≤ θ the moment generating function of µ exists and is equal to
where k α is as in Theorem 2.4.
Proof : By Proposition 2.3(iv), e θ x µ(dx) < ∞. Theorem 25.17 in (Sato, 1999 ) justifies a formal replacement of y ∈ R d in (2.11) by −iy ∈ C d such that y ≤ θ. This gives (2.21). 2 Example 1. Let q(r, u) = e −r in (2.2). This is a uniform tilting of a stable Lévy measure in all directions, M (dx) = e − x M 0 (dx). It is easy to see that
The moment generating function of µ is given by (2.21); for y ≤ 1 we have
Example 2. Let d = 1 and µ ∼ T S α (cδ 1 , 0), where 0 < α < 1 and c > 0. Then µ is concentrated on [0, ∞) and
When α = 1/2, µ is the well known inverse Gaussian distribution (cf. Sato, 1999, p. 233 ).
In the conclusion of this section we will relate parameters of tempered α-stable distributions to the stable ones.
Lemma 2.10. Let M 0 be as in (2.1) and let R be given by (2.6). Then
where σ is as in (2.1)-(2.2).
Proof : Using (2.6) and (2.4) we get for every A ∈ B(R
Now we verify the second formula of the lemma.
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Let µ 0 be a α-stable distribution with Lévy measure M 0 given by (2.1). We have
where c α = |Γ(1 − α) cos( πα 2 )| when α = 1 and c 1 = π/2. See Remark 14.6 and Lemma 14.11 in Sato (1999) . Using (2.23) we can also expressμ 0 in terms of R.
Notice that c α σ (and not σ) is traditionally called the spectral measure of a stable measure µ (cf. Samorodnitsky and Taqqu, 1994, p. 66 ). We will use the notation of Definition 2.3, however, for the sake of consistency with the notation of tempered stable distributions.
Tempered stable Lévy processes: short and long time behavior
A Lévy process {X(t) : t ≥ 0} in R d is said be tempered α-stable if X(t) ∼ T S α (tR, tb) for every t ≥ 0 (see Definition 2.2). To investigate short and long time behavior of X(t), we define time rescaled process
The following theorem justifies and quantifies the statement that a tempered stable process in a short time looks as a stable process while in a large time scale it looks as a Brownian motion. Below, Theorem 3.1. Let {X(t) : t ≥ 0} be a tempered α-stable Lévy process in R d with X(t) ∼ T S α (tR, 0). Let σ be a finite measure on S d−1 given by (2.23).
(i) Short time behavior. If h → 0 and α = 1, then
where {X 0 (t) : t ≥ 0} is a strictly α-stable Lévy process with
and {X 0 (t) : t ≥ 0} is a 1-stable Lévy process with X 0 (t) ∼ S 1 (tσ, tb 0 ) where
(ii) Long time behavior. Assume that
where {B(t) : t ≥ 0} is a Brownian motion with the characteristic function
where B is as above and
Proof : First we will prove (i) in the case α = 1. Note that
for some universal constants C α depending only on α = 1. Indeed, when 0 < α < 1 we get from (2.15),
If 1 < α < 2, then by (2.16)
Since {h −1/α X h (t) : t ≥ 0} is a Lévy process, by a theorem due to Skorohod (cf. Kallenberg, 2002, Theorem 15.17) , it is enough to show the convergence in distribution of h −1/α X h (1) to X 0 (1). We will show the convergence of the respective characteristic functions. We have
From (3.3) we see that
Using formulas (2.18) for ψ α it is elementary to check that for 0 < α < 1,
Using this evaluation for 1 < α < 2 we get
because cos( πα 2 ) < 0. The integrability condition (2.8) of R and (3.5) justify the passage to the limit in (3.4) as follows
Applying (2.23) we establish the first part of the theorem when α = 1.
Now we consider α = 1. We have
From (2.18) we get
This quantity can be bounded uniformly for all h ∈ (0, 1] as follows.
where C is a universal constant. In the first inequality we used the monotonicity of the logarithm and in the second one, the bounds log(1 + v) ≤ v and log(1 + v) ≤ log 2 + | log v|, v > 0. By the assumption on the integrability of R we may pass to the limit under the integral sign in (3.6). We obtain
The last equality uses (2.23).
Now we will prove (ii). Consider first 1 ≤ α < 2. We have
It remains to justify the interchange of the limit as h → ∞ with the integral on the right hand side of (3.7). However, this follows from (3.2) and the following bound
Now we consider 0 < α < 1. We have
Notice that the right hand sides of this equation and of (3.7) are the same. Hence
2 4 Absolute continuity with respect to stable processes
In the previous section we have shown that in a short time a tempered stable Lévy process looks like a stable one. In this section we relate the distributions of these two processes.
A process {X(t) : t ≥ 0} is said to be canonical if
; Ω is equipped with the σ-field F = σ{X(s) : s ≥ 0} and the right-continuous natural filtration F t = s>t σ{X(u) : u ≤ s}, t ≥ 0. The canonical process is completely described by a probability measure P on (Ω, F). As usual, we set ∆X(t) = X(t) − X(t−). By P |Ft we will denote the restriction of P to the σ-field F t .
Theorem 4.1. Under the above notation consider two probability measures P and P on (Ω, F) such that the canonical process {X(t) : t ≥ 0} under P is a Lévy tempered α-stable process in R d with X(t) ∼ T S α (tR, tb 1 ) while under P it is a Lévy stable process with X(t) ∼ S α (tσ, tb 0 ); where σ is as in (2.23).
(i) Then P |Ft and P |Ft are mutually absolutely continuous for every t > 0 if and only if (4.1)
Moreover, condition (4.1) implies that the integrals in (4.2) exist. Furthermore, if either (4.1) or (4.2) fails, then P |Ft and P |Ft are singular for all t > 0.
(ii) If (4.1)-(4.2) hold, then for each t > 0
where {Z(t) : t ≥ 0} is a Lévy process given on (Ω, F, P ) by
The convergence is P -a.s., uniform in t on any bounded interval. The Lévy measure ν of L{Z(1)} is concentrated on (−∞, 0) and is given by
where λ denotes the Lebesgue measure. The characteristic function of Z(t) is of the form
Proof : Part (i). Let M 0 and M be given by (2.1)-(2.2). We have
Put φ(x) = log q x , x x . Accordingly to Theorem 33.1 in (Sato, 1999) , P |Ft and P |Ft are mutually absolutely continuous for every t > 0 if and only if (4.7)
In the case α = 1, c = 1 − γ, where γ is the Euler constant. (This is the same constant c as in (Sato, 1999, Lemma 14.11) ; to see that use the integration by parts and (Gradshteyn and Ryzhik, 2000 , 8.2301 -8.2302 ).
(4.7) can be written as
Since the integrand is bounded by 1, we may consider integration only over { x ≤ 1}. Applying elementary inequalities
, we infer that the above condition is equivalent to (4.9)
This yields (4.1), after a change of variable. Now we will prove that (4.2) is equivalent to (4.8). First we remark that by (4.9), for every α, (4.10)
Indeed,
Combining this with (4.10) we get
Then, using (2.9) and (2.22) and the integration by parts, we obtain
Applying the same steps we get
where the last equation follows from (4.2).
It remains to prove (4.8) in the case α = 1. We will evaluate parts of B 1 separately and then combine them to show that B 1 = 0. By (4.10) we have
Combining this with (2.10), we get
This makes the integral in (4.2) well defined and validates the following computation.
where E 1 (a) = ∞ a t −1 exp(−t) dt is the exponential integral function (cf. Abramowitz and Stegun, 1974, 5.1.39 ). Next we notice that by (2.10),
Combining these evaluations we get
The conclusion of the proof of part (i) of our theorem comes from the dichotomy result of Brockett and Tucker (1977) which says that, since M and M 0 are mutually absolutely continuous by (4.6), P |Ft and P |Ft are either mutually absolutely continuous or singular for all t > 0.
Part (ii) is a direct consequence of Theorem 33.2 in (Sato, 1999) , where the Radon-Nikodym derivative is specified in the general case of Lévy processes. 2
Remark 4.2. Condition (4.1) fails when the function q(r, u) decreases too rapidly as r increases from zero. Intuitively, this means that the tempering is too strong to preserve the almost sure local structure of sample paths of the stable process. In the next section we will give more tangible probabilistic interpretation of this phenomenon.
Remark 4.3. Theorem 3.1(i) shows that a short time limit of a tempered α-stable Lévy process X with zero drift is a stable process X 0 , also with zero drift (α = 1). When (4.1) of Theorem 4.1 holds, the distribution of X on a finite time interval is mutually absolutely continuous with the corresponding distribution of X 0 up to a drift. This latter drift can be non-zero when 1 < α < 2, even if the tempered stable process X has zero drift. This is rather surprising.
We will consider two examples as an illustration of Theorem 4.1. The first one is a continuation of Example 1 of Section 2.
Example 3. Let q(r, u) = e −r be as in Example 1 of Section 2 and let σ be any finite measure on S d−1 . It is easy to see that condition (4.1) of Theorem 4.1 holds. (4.2) becomes
Therefore, the density transformation (4.3) changes a Lévy α-stable process {X(t) : t ≥ 0} with X(t) ∼ S α (tσ, tb 0 ) into a tempered α-stable Lévy process with X(t) ∼ T S α (tσ, tb 1 ) having finite exponential moments. The process {Z(t) : t ≥ 0} of (4.3) is a α-stable process in R with only negative jumps and its Lévy density is given by
where σ = σ(S d−1 ), see (4.4). A routine computation (cf. Sato, 1999, Lemma 14.11 ) specifies the characteristic function (4.5) in this case.
where c α = |Γ(1 − α) cos( Example 4. Let q(r, u) = e −r β , where 0 < β ≤ α/2. Then (4.1) fails for any non-zero measure σ. Indeed,
Shot noise representation of tempered stable laws
In his section we give give probabilistic representations of tempered stable distributions and Lévy processes. They reveal the nature of tempering of stable jumps. These are shot-noise-type series based on a marked Poisson point process (Rosiński, 2001a) . In the Appendix we provide a general framework and basic facts on such representations. The difficulty of getting such representations for tempered stable laws is that the tail of the radial component of Lévy measure M in (2.2) does not have an explicit inverse. This is the case even in the simplest situation with d = 1, σ = δ 1 and q(r, u) = e −r , when the tail is of the form x → α ∞ x e −r r −α−1 dr. Therefore, the usual method of the inverse of Lévy measure is hard to implement, even in this simplest situation (cf. Rosiński, 2001a) . Our method does not require making such an inverse and works for any function q(r, u).
We will now fix the notation. Let M be the Lévy measure of a tempered α-stable distribution on R d as in (2.2). Let Q and R be the associated with M measures on R d 0 given by (2.4) and (2.6). By (2.5) Q is a finite measure with
Let {v j } be an iid sequence of random vectors in R d 0 with the common distribution Q/ σ . Let {u j } be an iid sequence of uniform random variables on (0, 1) and let {e j } and {e j } be iid sequences of exponential random variables with parameter 1. Assume that {v j }, {u j }, {e j }, and {e j } are independent. Put γ j = e 1 +· · ·+e j ; {γ j } forms a Poisson point process on (0, ∞) with the Lebesgue intensity measure. As usual, x ∧ y := min{x, y}.
Theorem 5.1. Under the above notation we have the following.
(i) If 0 < α < 1, or if 1 ≤ α < 2 and Q is symmetric, set
Then the series converges a.s. and S 0 ∼ T S α (R, 0).
(ii) For 1 ≤ α < 2 and non-symmetric Q, assume additionally that x | log x | R(dx) < ∞ when α = 1 and that x R(dx) < ∞ when 1 < α < 2. Put
ζ denotes the Riemann zeta function, γ = 0.577... is the Euler constant, and
Then the series (5.2) converges a.s. and S 1 ∼ T S α (R, 0).
Before the proof let us comment on the the structure of the series (5.1)-(5.2). For simplicity, we will concentrate on (5.1).
Remark 5.2. At each point in the probability space, the j-th term in (5.1) equals either
converges a.s. to a α-stable random vector (see Proposition 5.5 below). On the other hand, the partial sums of iid random vectors
are asymptotically normal, provided E v 1 −2 < ∞. Therefore, there is an interplay between α-stable and Gaussian trends in a tempered α-stable random vector. This also provides a probabilistic insight to Theorem 3.1. Consider just X h (1). Intuitively, in a small time h the α-stable trend in X h (1) prevails while in a long time the normal one dominates.
Remark 5.3. It is easier to use Q for the purpose of simulation than the measure R. Indeed, if {(η j , ξ j )} is an iid sequence such that L{ξ j } = σ/ σ and conditionally on ξ j = u, the distribution of η j is Q(·|u) (as in (2.4)), then v j := η j ξ j has the distribution Q/ σ .
Proof of Theorem 5.1: Define
and use Corollary A2 of the Appendix. To this end we first need to show that
It is enough to verify this equation for the sets of the form
x ∈ B}, where a > 0 and B ∈ B(S d−1 ). For such A the left-hand-side of (5.4) can be written as
This proves (5.4). If 0 < α < 1, then x <1 x M (dx) < ∞ and our claim concerning (5.1) follows from Corollary A2(i).
It seems that, in general, the right hand side in (5.6) does not have a closed form. However, when Q is symmetric then trivially we have c j = 0. In this case (5.5) coincides with (5.1). This completes the proof of (i). To establish (ii), it remains to show that
where b is given by (5.3).
First we consider the case 1 < α < 2. Define for j ≥ 1
We have
ds.
Observe that for every θ > 0 (5.9)
Using this identity for θ = e 1 u 1/α 1 v 1 −1 pointwise, we get
Using (5.9) again we get
Then we have
From a classical formula (5.11)
(see Abramowitz and Stegun, 1974, 23 .2.9) we obtain
Consequently,
which proves (5.7) in the case 1 < α < 2. We will also record the following estimate that we will need later.
The first equality follows from the mean value theorem for f (s) = α α−1 s 1−1/α ; the last inequality holds because x 0 ≤ 1, (5.11) and (5.10). Now we consider the case α = 1. Proceeding similarly as above, define for j ≥ 2 (5.13)
and put c 1 = 0. Observe that for every θ > 0
Thus,
where K = E| log e 1 u 1 | < ∞. We will now compute
Combining this identity with (5.14) we get
Using this formula for θ = e 1 u 1 v 1 −1 pointwise, we get
Now we find that the density of e 1 u 1 is the exponential integral function E 1 (x) =
where γ is the Euler constant (see Gradshteyn and Ryzhik, 2000, 6.234) . Consequently,
On the other hand, for every n ≥ 1
This establishes (5.7) and completes the proof. For a future use we also record the following estimate.
where C is a numerical constant. In the last bound we used that x 0 ≤ 1 and (5.15).
2
The main difficulty in part (ii) of Theorem 5.1 was to find an explicit centering of the series. The natural centers c j in (5.6) do not seem to have a closed form. Besides of a theoretical interest, explicit centers are needed for practical implementation of the representations, e.g., for simulation.
Once we have a shot noise representation of an infinitely divisible law it is easy to give a shot noise representation of the corresponding Lévy process.
Theorem 5.4. Under the notation of Theorem 5.1, let {τ j } be an iid sequence of uniform random variables in [0, T ], where T > 0 is fixed. Assume that {τ j } is independent of the random sequences {v j }, {u j }, {e j }, and {γ j }. Let x 0 , x 1 , ζ, and γ be as in Theorem 5.1.
Then the series converges a.s. uniformly in t to a Lévy process such that X 0 (t) ∼ T S α (tR, 0),
Then the series (5.19) converges a.s. uniformly in t to a Lévy process such that X 1 (t) ∼ T S α (tR, 0),
Proof : It is enough to show the convergence in distribution of X 0 (t) and of X 1 (t) for a fixed t, see (Rosiński, 2001a, Theorem 5.1) . The proof goes along the same lines as the proof of the previous Theorem 5.1. For every A ∈ B(R d 0 ) we have
The last equality comes from (5.4). If 0 < α < 1, then x <1 x M (dx) < ∞ and our claim concerning (5.18) follows from Corollary A2(i).
converges a.s. and L{X 2 (t)} ∼ T S α (tR, 0), where
If Q is symmetric then a T j (t) = 0 and in this case (5.21) coincides with (5.18). This concludes the proof of (i).
To establish (ii), it will be helpful to view c j of (5.6) as a sequence depending on Q, c j := c j (Q). We observe that
From (5.7) and (5.3) (with T Q and T R in place of Q and R, respectively) we have
From (5.22) we now have
which ends the proof.
Consider now (5.18)-(5.19) without the terms e j u 1/α j v j −1 . The resulting series are given below as (5.23)-(5.24). The fact that these series converge uniformly in t to α-stable Lévy processes is well-known (cf. Rosiński, 2001a) . However, there are several ways of centering in the nonsymmetric case (cf. Samorodnitsky and Taqqu, 1994, Theorem 1.4.5) . For the consistency and completeness we will evaluate the centers in the next proposition.
Proposition 5.5. Under the notation of Theorem 5.4 we have the following.
Then the series converge a.s. uniformly in t to a strictly α-stable Lévy processes
(ii) For 1 ≤ α < 2 and non-symmetric Q put
where b T is given in (5.20) of Theorem 5.4. Then the series converges a.s. uniformly in t to a α-stable Lévy processes { X 1 (t) : t ∈ [0, T ]} with X 1 (t) ∼ S α (tσ, ta) where
Proof : It is enough to show the convergence in distribution of X 0 (t) and of X 1 (t) for a fixed t, see (Rosiński, 2001a, Theorem 5.1) . We can verify easily that for every
where M 0 is given in (2.1). If 0 < α < 1, then x <1 x M 0 (dx) < ∞ and our claim concerning (5.23) follows from Corollary A2(i).
converges a.s. and X 2 (t) ∼ S α (tσ, 0), where
If Q (or σ, equivalently) is symmetric then k T j (t) = 0 and in this case (5.26) coincides with (5.23). This concludes the proof of (i) in the case α ∈ (0, 1) ∪ (1, 2). Furthermore, if 1 < α < 2 then by (5.11)
where b T and a are given in (5.20) and (5.25). Combining this equality with (5.26) we prove (5.24) for 1 < α < 2.
Consider α = 1. By Proposition A1(b) the series (5.26) converges a.s. with
and X 2 (t) ∼ S 1 (tσ, t(1 − γ) σ x 0 ) see Definition 2.3 and (Sato, 1999, pp. 84-85) . We have
Consequently, X 1 (t) ∼ S α (tσ, ta) with a given by (5.25). This completes the proof. . Indeed, given that
Heavier this conditional distribution is, a stronger tempering occurs.
We may now give a probabilistic interpretation of condition (4.1) in Theorem 4.1 (see also Remark 4.2). (4.1) fails when the function q(·, u) decreases rapidly in the neighborhood of zero. Then, roughly speaking, the distribution Q(·|u) is heavy tailed (see (2.3)) and a strong tempering of stable jumps occurs in (5.18) (or (5.19) ). This, in turn, produces a process with strong Gaussian trend which may be significantly different from the underlying stable process (5.23) (or (5.24), respectively). Theorem 4.1 confirms that intuition.
Example 5. Let Y = {Y (t) : t ∈ [0, T ]} be a α-stable process with Y (t) ∼ S α (tσ, 0). For simplicity, consider the cases 0 < α < 1 or 0 < α < 2 and σ symmetric. Let X = {X(t) : t ∈ [0, T ]} be a tempered α-stable process with X(t) ∼ T S α (tσ, 0). We have Q = R = σ and q(r, u) = e −r , as in Example 1 of Section 2. By Example 3 of Section 4, the law P X of X in D([0, T ], R d ) is mutually absolutely continuous with the law P Y of Y . From Proposition 5.5 (i) the process Y has a version given by
In turn, by Theorem 5.4 (i), the process X has a version
From (4.3) of Theorem 4.1 the Radon-Nikodym derivative is of the form
where Z(T ) is given in terms of jumps of the stable process. Using Y we infer that Z(T ) has a version
when σ is symmetric and 0 < α < 2, and
where Y and Z are as above. From Theorem 4.1 we also deduce that
where Z(T ) is now given in terms of jumps of the tempered stable process. Therefore, using the form of X we get that −Z(T ) has a version
Let (T, A, λ) be a σ-finite measure space and let A 0 ⊂ A be a given σ-ring of sets with the property that for every A ∈ A 0 , λ(A) < ∞. A stochastic process {Λ(A) : A ∈ A 0 } is said to be a tempered α-stable random measure in R d if there exists a measure R on R d 0 satisfying (2.8) ((2.10) when α = 1) and b ∈ R d such that (i) for every A ∈ A 0 , Λ(A) ∼ T S α (λ(A)R, λ(A)b), and (ii) for any disjoint sequence of sets {A j } ⊂ A 0 with j A j ∈ A 0 , the sequence of random variables {Λ(A j )} is independent and Λ j A j = j Λ(A j ) a.s. Using random measures, one can define many processes of interest such as random sheets, harmonizable and moving average processes, etc. Below we will give a shot noise representation of tempered stable random measures. One can easily derive from it the corresponding representations of related processes.
Theorem 5.8. Under the notation of Theorem 5.1, let {τ j } be an iid sequence of random elements in (T, A, λ) with the common positive density g with respect to λ. Assume that {τ j } is independent of the random sequences {v j }, {u j }, {e j }, and {γ j }. Let x 0 , x 1 , ζ, and γ be as in Theorem 5.1.
(i) If 0 < α < 1, or if 1 ≤ α < 2 and Q is symmetric, set for A ∈ A 0
Then the series converges a.s. defining a tempered α-stable random measure such that
(ii) Consider 1 ≤ α < 2 and a non-symmetric Q. Assume additionally that, when α = 1,
and (5.29)
Then the series (5.28) converges a.s. defining a tempered α-stable random measure such that
Proof : Similarly as in the proof of Theorem 5.4, it is enough to verify the convergence for a fixed
The second equality results from a change of variable and the last one is (5.4). If 0 < α < 1, then
x <1 x M (dx) < ∞ and our claim concerning (5.27) follows from Corollary A2(i).
converges a.s. and Λ 2 (A) ∼ T S α (λ(A)R, 0), where
If Q is symmetric then a j (A) = 0 and in this case (5.30) coincides with (5.27). This concludes the proof of (i).
Again it will be helpful to view c j of (5.6) as a sequence depending on Q, c j := c j (Q). We observe that
From (5.7) and (5.3) (with g −1 (t)Q and g −1 (t)R in place of Q and R, t fixed) we have (5.31)
, α = 1.
Suppose that we can interchange the integral and limit below. Then, substituting (5.31) we get
where λ 1 is given in (5.29). This equality together with (5.30) will complete the proof of the theorem. It remains to justify this interchange of the integral and the limit. If 1 < α < 2, then by (5.12) we have
If α = 1, then using (5.17) (with g −1 (t) σ and g −1 (t)R in the place of σ and R, respectively) we get
The last quantity is finite by our extra assumption on g in the case α = 1. The proof is complete. 2
Example 6. In order to represent a tempered α-stable bilateral Lévy process {X(t) : t ∈ R}, consider a tempered α-stable random measure Λ on the σ-ring A 0 of bounded Borel subsets of R. Choose λ as the Lebesgue measure and define X(t) = Λ((0, t]) when t ≥ 0 and X(t) = −Λ((t, 0]) when t < 0. To apply Theorem 5.8 we need to choose a positive probability density g on R. For example, one can take as g a doubly exponential density, or possibly better, g(t) = c η ∧ e −θ|t| , where θ > 0, η ∈ (0, 1] and c is a normalizing constant. To represent a tempered α-stable Lévy process {X(t) : t ≥ 0} we may choose as g an exponential density or a modified one, g(t) = c η ∧ e −θt , for example. Of course, g can be almost arbitrary but in order to use it in practice, simulation of {τ j } from g and the related computations of measures λ 0 and λ 1 should be easy.
6 Ornstein-Uhlenbeck-type tempered stable processes
Consider an Ornstein-Uhlenbeck-type process (OU process) (6.1)
where {Y (t) : t ∈ R} is a bilateral Lévy process in R d . It is easy to see that for each t ∈ R X(t)
and in the above equation one side exists whenever the other one does. On the other hand, Jurek and Vervaat (1983) proved that a distribution µ is selfdecomposable if and only if
for some Lévy process Y with E log + Y (1) < ∞. Therefore, a stationary OU process X is well defined by (6.1) as long as E log + Y (1) < ∞, and the marginal distributions of X are necessarily selfdecomposable. Conversely, for any selfdecomposable distribution µ on R d there exists an OU process X with one-dimensional marginal distributions equal to µ. We will say that X is determined by µ. The process Y in (6.1) is called the background driving Lévy process (BDLP) corresponding to X. There is a one-to-one correspondence between Lévy characteristics of L{X(t)} = µ and L{Y (1)} that can be derived from (6.2), see (Jurek and Vervaat, 1983 ).
As we have already mentioned it at the beginning of Section 2, tempered stable distributions are selfdecomposable. Therefore, they determine OU processes. Some special cases of tempered α-stable OU processes have been used extensively in mathematical finance (cf. Shephard, 2001, 2002) . Our goal is to obtain shot noise representations of tempered α-stable OU processes which will give an insight into their structure and can be used for simulation of sample paths. First we will characterize the corresponding BDLPs.
Lemma 6.1. Let Y be the BDLP corresponding to an OU process determined by µ ∼ T S α (R, 0). Then the Lévy measure M Y of L{Y (1)} is given by
Proof : From (6.2) (cf. Jurek and Vervaat, 1983) we get
where M is the Lévy measure of µ given by (2.9). By the uniqueness we only need to verify that M Y given in the lemma satisfies (6.3). For every A ∈ B(R d 0 ) we have
Proof : By Lemma 6.1
where M is given in (2.9) and
Since M has the required integrability properties ((2.8) and (2.10) when α = 1), it is enough to check that they also hold for M 1 . When 0 < α < 1, we obtain
For 1 < α < 2 we get
x R(dx).
The last two integrals is finite by the assumption on R and α > 1. If α = 1 then
which concludes the proof. 2
Now we can completely determine BDLPs of OU tempered stable processes.
Lemma 6.3. Let Y be the BDLP corresponding to an OU process determined by µ ∼ T S α (R, 0). Then Y has zero drift when 0 < α < 1 and zero mean when 1 ≤ α < 2. That is, when 0 < α < 1
and when 1 ≤ α < 2 (6.5)
for every t ∈ R, where M Y is given in Lemma 6.1.
Proof : Denote for a moment the process in (6.4) by Y 0 and in (6.5) by Y 1 . They are well defined by Lemma 6.2. The process Y of (6.1) does not have Gaussian component, otherwise µ would have one. From (6.3) we infer that the processes Y 0 and Y 1 differ from Y by a deterministic shift. Since µ has zero drift when 0 < α < 1, Y must have zero drift as well. This is easy to see from the characteristic function of ∞ 0 e −s dY (s) (cf. Jurek and Vervaat, 1983) . Thus Y coincides with Y 0 . Similarly, Y must have zero mean when 1 ≤ α < 2 since µ has zero mean. Hence Y and Y 1 coincide when 1 ≤ α < 2.
From now on we will assume the notation established at the beginning of Section 5. Notice that the only difference between the random terms in representations (6.6)-(6.7) below and (5.18)-(5.19) of Theorem 5.4 is that in (6.6)-(6.7) the term u 1/α j is missing and an extra α is added.
Theorem 6.4. Let Y be the BDLP corresponding to an OU process determined by µ ∼ T S α (R, 0). Let T > 0 be fixed. Let {τ j } be an iid sequence of uniform random variables in [0, T ], independent of the random sequences {v j }, {e j }, and {γ j }. Let x 0 , x 1 , ζ, and γ be as in Theorem 5.1.
(i) If 0 < α < 1, or if 1 ≤ α < 2 and Q is symmetric, set (ii) For 1 ≤ α < 2 and a non-symmetric Q, assume additionally that x | log x | R(dx) < ∞ when α = 1 and that x R(dx) < ∞ when 1 < α < 2. Put In the third equality we applied (2.7).
If 0 < α < 1, then x <1 x M Y (dx) < ∞ (see Lemma 6.2) and our claim concerning (6.6) follows from Corollary A2(i). If 1 ≤ α < 2, then x >1 x M Y (dx) < ∞. By Corollary A2(ii) (6.10) Y 2 (t) = If Q is symmetric then a j = 0 and in this case (6.10) coincides with (6.6). This concludes the proof of (i).
In the non-symmetric case we can not get a closed formula for a j . Thus we will use the method of Theorem 5.1. After changing σ to T α σ and e 1 u , 1 < α < 2
x log x R(dx) , α = 1.
(In the case α = 1 we used the identity ∞ 0 e −x log x dx = −γ (see Gradshteyn and Ryzhik, 2000, 4.3311) . This in conjunction with (6.10) establishes (6.7) and concludes the proof. 2
Theorem 6.5. Let µ ∼ T S α (R, 0) be a tempered stable distribution on R d and let T > 0 be fixed. Let {τ j } be an iid sequence of uniform random variables in [0, T ], independent of the random sequences {v j }, {e j }, and {γ j }. Let x 0 , x 1 , ζ, and γ be as in Theorem 5.1. Let ξ 0 be a random vector with ξ 0 ∼ T S α (R, 0) independent of other random variables.
(i) If 0 < α < 1, or if 1 ≤ α < 2 and Q is symmetric, set (6.11) X 0 (t) = ξ 0 + Then the series converges a.s. uniformly in t ∈ [0, T ] to an OU process {X(t) : t ∈ [0, T ]} determined by µ.
(ii) For 1 ≤ α < 2 and non-symmetric Q, assume additionally that x | log x | R(dx) < ∞ when α = 1 and that x R(dx) < ∞ when 1 < α < 2. Put X 1 (t) = ξ 0 + In this setting, in (Rosiński, 1990) , various results were proved on the convergence of (A2) with a Banach space-valued function H. The next proposition is concerned with the almost sure convergence of (A2) Corollary A2. Let M be a Lévy measure satisfying (A3). Under the above notation we have the following.
