Abstract-A simple method based on some statistical measurements for Latin handwritten digit recognition is proposed in this paper. Firstly, a preprocess step is started with thresholding the gray-scale digit image into a binary image, and then noise removal, spurring and thinning are performed. Secondly, by reducing the search space, the region-of-interest (ROI) is cropped from the preprocessed image, then a freeman chain code template is applied and five feature sets are extracted from each digit image. Counting the number of termination points, their coordinates with relation to the center of the ROI, Euclidian distances, orientations in terms of angles, and other statistical properties such as minor-to-major axis length ratio, area and others. Finally, six categories are created based on the relation between number of termination points and possible digits. The present method is applied and tested on training set (60,000 images) and test set (10,000 images) of MNIST handwritten digit database. Our experiments report a correct classification of 92.9041% for the testing set and 95.0953% for the training set.
INTRODUCTION
The significant task of handwritten digit recognition has great importance in the recognition of postcodes sort mail, bank check amounts and so on. Since three decades, there is no single classifier performs the best for all pattern classification problems consistently. There are different challenges faced while attempting to solve this problem. The handwritten digits are not always of the same thickness, size, orientation or position relative to margins.
There are several approaches for handwritten digit recognition problem have been reported in the literature in the past. They include SVM (support vector machine) [1, 2, 3] , NN (neural network) [4, 5, 6, 7] , deformable template matching [8, 9] , hybrid method [10, 11, 12, 13] and others. In SVMs for digit classification problems, the training of a large data set is still a bottle-neck and is comparatively slow. NNs have been widely used to solve complex classification problems. However, A single NN often exhibits with the over fitting behavior which results in a weak generalization performance when trained on a limited set of training data. A better deformation algorithms and proper selection of representative prototypes along with its computational requirements are required for deformable template matching method. Hybrid method has been widely used in pattern recognition applications. It combines two or more of the above mentioned methods or others to overcome their individual weakness and to preserve their individual advantages. But it is still an open problem to obtain a superior hybrid method.
A comprehensive benchmark of handwritten digit recognition with several state-of-the-art approaches, datasets, and feature representations had been reported by [14] . Several classifiers and feature vectors are evaluated on MNIST handwritten digit database [15] .
In this paper, our research is focused on an accurate and feasible method applied and tested on training set (60,000 images) and test set (10,000 images) of MNIST handwritten digit database. We agree with others that the preprocess stage is a crucial and it reflects the accuracy of the classification process. Firstly, a preprocess step is started with thresholding the gray-scale digit image into a binary image, and then noise removal, spurring and thinning are performed. Secondly, by reducing the search space, the region-of-interest (ROI) is cropped from the preprocessed image, then a freeman chain code template is applied and five feature sets are extracted from each digit image. Counting the number of termination points, their coordinates with relation to the center of the ROI, Euclidian distances, orientations in terms of angles, and other statistical properties such as minor-to-major axis length ratio, area and others.
Finally, six categories are created based on the relation between number of termination points and possible digits. The advantage of method is that it does not require training, which can save a lot of training time. Experimental results on MNIST database will be reported in the paper to support the feasibility of our method. The remainder of this paper is organized as follows. The system overview is presented in Sec. 2. The feature extraction is proposed in Sec. 3. In Sec. 4, the classification is discussed. Experimental results are shown in Sec. 5 to demonstrate the reliability of our method. Finally our conclusion and future work is given in Sec 6.
II. SYSYEM OVERVIEW
In this section, the system overview is introduced. The recognition system includes three dependent stages: the www.ijacsa.thesai.org preprocess, the feature extraction and classification as shown in Figure 1 . In this paper, a MNIST digit database is used as a dataset to the proposed classification processes. A preprocessed step is started with thresholding the gray-scale digit image into a binary image, and then noise removal, spurring and thinning [16] are performed. During the process of image thinning, we introduce Freeman chain code tracking [17] as shown in Figure  2 . To reduce the search space, the region-of-interest (ROI) is cropped from the preprocessed image, then a freeman chain code template is applied and five feature sets are extracted from each digit image. Counting the number of termination points, their coordinates with relation to the center of the ROI, Euclidian distances, orientations in terms of angles, and other statistical properties such as minor-to-major axis length ratio, area and others. Six categories are created based on the relation between number of termination points and possible digits. III. FEATURE EXTRACTION A fast recognition system has to consider the processing time and its complexity is primarily determined by the feature extraction. In this section, the feature extraction is performed on the thinned image. Five feature sets are extracted from each ROI digit image:
 Number of termination points, xy-coordinates and orientations,
 Minimum-to-maximum distance ratio (Euclidean distance between the xy-coordinate of the center of the ROI and xy-coordinates of termination points), minor-to-major axis length ratio and their spatial distribution compared to the center of the ROI,  Sum of white pixels after partitioning the thinned digit image into horizontal blocks for 0, 2, 3, 5, 6 and 8,  Other statistical measurements such as area, minorto-major axis length ratio, filled area to area ratio, filled area to convex area ratio and number of holes, and  Sum Freeman chain code.
As shown in Fig. 2(b) , the pixels x 1 , x 2 , …, x 8 are the 8-neighbours of p in its 3×3 template and said to be 8-adjacent to p. We will use x i to denote both the pixel and its value 0 or 1, x i is called white or black, accordingly. In the thinned image, the pixel p is examined for termination point is detected if T (summation of neighbors of the central pixel p, where p is a white pixel and its value equal to 1) is equal to 1 as shown in in the following equation:
IV. CLASSIFICATION After the features extraction in the previous section, the classification process in our recognition system is divided into two stages. In the first stage, mainly counting the number of termination points, the digits are classified into six categories. The relation between the number of the termination points and possible digits is shown in Table I . In the second stage, other features such as freeman chain code, orientation, positions, distances and others, all the digits are recognized. 
The implementation of the above mentioned two-staged classification is depicted in Figure 3 . We can obviously notice the following: 39 | P a g e www.ijacsa.thesai.org Our experiments are performed on MNIST digit database by using MATLAB 6.5.1 release 13. This database consists of 10,000 gray-scale digit patterns in testing set and 60,000 grayscale digit patterns in training set. The size of each digit image is 28×28 pixels. All results are obtained by using 2.40 GHz P4 processor under Windows XP. The processing time of each single digit is around 0.488 s.
The results of our recognition system tested on the testing set are summarized in Table II and on the training set are shown in Table III As shown in the above tables, the overall performance for Latin handwritten digit recognition is 92.9041% and 95.0953, consecutively.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have described a simple approach for feature extraction and classification for Latin handwritten recognition. Five feature sets are obtained from the thinned digit image using the concept of the freeman chain code template. A two-staged classification is implemented. Firstly, counting the number of termination points, the digits are classified into six categories. The relation between the number of the termination points and possible digits is easily detected. Secondly, other features such as freeman chain code, orientation, positions, distances and others are calculated. The overall performance is 92.9041% for the recognition of 10,000 digit images in the test set and 95.0953% for the recognition of 60,000 digit images in the training set.
In the future work, a tapped operation for disconnected digits will be tested in the preprocess stage. Furthermore, we will test the above mentioned approach in the classification of the formation of the characters in the Arabic language.
