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In this paper, we investigate nonlinear second-order double impulsive diﬀerential
equations integral boundary value problem with p-Laplacian on an inﬁnite interval
with the inﬁnite number of impulsive times. Based on the cone theory and monotone
iterative technique, we establish the existence of minimal nonnegative solution and
iteration of positive solutions for such a boundary value problem. The main results are
new and extend the existing results. At last, some examples are worked out to
demonstrate the use of the main results.
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1 Introduction
Boundary value problems on inﬁnite intervals appear often in applied mathematics and
physics, for example, in the study of the unsteady ﬂowof a gas through semi-inﬁnite porous
medium, in analyzing the heat transfer in radial ﬂow between circular disks, in the study of
plasma physics, and in an analysis of themass transfer on a rotating disk in non-Newtonian
ﬂuid, see [, ] and the references therein. For extensive applications, this kind of BVPs at-
tract lots of scholars to devote themselves to developing them. Scholars do somework and
apply many techniques to deal with such problems, see [–] and the references therein.
While boundary value problems with integral boundary conditions for ordinary diﬀeren-
tial equations on an inﬁnite interval also arise in diﬀerent ﬁelds such as heat conduction,
chemical engineering, underground water ﬂow, thermoelasticity, and plasma physics. In
the past few years,many people have started to be active in studying the existence of the so-
lutions to nonlinear integral boundary value problems (IBVPs) on inﬁnite intervals. Some
conclusions appeared in the meantime, see [–] and the references therein.
Considering the theory of impulsive diﬀerential equations, it has been emerging as an
important area of investigation in recent years and has been extensively applied in chemi-
cal technology, population dynamics, and so on. It is much wider because all the structure
of its emergence has deep physical background and realisticmathematicalmodel and coin-
cideswithmany phenomena in nature. For an introduction of the basic theory of impulsive
diﬀerential equations in Rn, see [–] and the references therein.
© 2015 Yu et al. This article is distributed under the terms of the Creative Commons Attribution 4.0 International License
(http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in anymedium, pro-
vided you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license, and
indicate if changes were made.
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Wenotice that there has been increasing interest in studying nonlinear diﬀerential equa-
tion and impulsive integro diﬀerential equation on an inﬁnite interval with an inﬁnite
number of impulsive times to identify a few, see [–] and the references therein. There
are relatively few papers available for integral boundary value problems for impulsive dif-
ferential equations on an inﬁnite interval with an inﬁnite number of impulsive times up
to now, see [–] and the references therein.
Recently, in [], Zhang et al. investigated the existence ofminimal nonnegative solution




–x′′(t) = f (t,x(t),x′(t)), t ∈ J , t = tk ,
x|t=tk = Ik(x(tk)), k = , , . . . ,
x′|t=tk = Ik(x(tk)), k = , , . . . ,
x() =
∫ +∞
 g(t)x(t)dt, x′(∞) = ,
where f ∈ C(J × J × J , J), Ik , Ik ∈ C(R,R), J = [,+∞),  = t < t < · · · < tk < · · · , tk → ∞
for k = , , . . . , and g(t) ∈ L[J , J] with  < ∫ +∞ g(t)dt < . x|tk denotes the jump of x(t) at










where x(t+k ) and x(t–k ) represent the right-hand limit and left-hand limit of x(t) at t = tk ,
respectively, x′|tk has a similar meaning to x′(t).
More recently, in [], Zhang studied the existence and iteration of positive solutions




(φp(x′(t)))′ + q(t)f (t,x(t),x′(t)), t ∈ J ′+,
x|t=tk = Ik(x(tk)), k = , , . . . ,
x() =
∫ +∞
 g(t)x(t)dt, x′(∞) = x∞,
where φp(s) = |s|p–s, p > , J = [,+∞), J+ = (,+∞), J ′+ = J+\{t, t, . . . , tk , . . .},  < t < t <
· · · < tk < · · · , tk → ∞ for k = , , . . . , and g(t) ∈ L[J , J] with
∫ +∞
 g(t)dt < ,
∫ +∞
 tg(t)dt <
∞, and ≤ x′(∞) = limt→+∞ x′(t).
However, to the authors’ knowledge, the corresponding theory for double impulsive in-
tegral boundary value problems with p-Laplacian operator and inﬁnite impulsive times
on inﬁnite intervals has not been considered till now. Motivated by the above mentioned
works, in this paper, we study the existence of solutions for nonlinear double impulsive




(φp(x′(t)))′ + a(t)f (t,x(t),x′(t)) = , t ∈ J , t = tk ,
x|t=tk = Ik(x(tk)), k = , , . . . ,




g(t)x(t)dt, x′(∞) = ,
(.)
where φp(s) = |s|p–s, p > , η ≥  is a constant, f ∈ C(J, J), J = [,+∞),  = t < t < · · · <
tk < · · · , tk → ∞ for k = , , . . . and note J = [, t] and Ji = (ti, ti+] (i = , , . . .), g(t) ∈
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It is clear that
φp(s + t)≤
{
p–(φp(s) + φp(t)), p≥ , s, t > ,
φp(s) + φp(t),  < p < , s, t > ,
(.)




p– (φ–p (s) + φ–p (t)), p≥ , s, t > ,
φ–p (s) + φ–p (t),  < p < , s, t > .
(.)
Throughout this paper, we adopt the following assumptions:
(H) Suppose that f ∈ C[J × J × J , J], and there exist p,q, r ∈ C(J , J) such that













(H) Ik , Ik ∈ C(J , J) and there exist nonnegative constants ak ≥ , bk ≥ , ck ≥ , dk ≥ 
such that
≤ Ik(u)≤ aku + bk , ∀u ∈ J (k = , , , . . .),
















with a∗ < (/)( –
∫ ∞
η
g(t)dt) and c∗ < φp(/(n)), where n is a constant and it ﬁrstly
appears in (.).
(H) f (t,u, v) ≤ f (t,u, v), Ik(u) ≤ Ik(u), Ik(u) ≤ Ik(u) for t ∈ J , u ≤ u, v ≤ v (k =
, , , . . .).
(H) Suppose that f ∈ C[J × J × J , J], f (t, , ) =  on any subinterval of J , and u, v are
bounded, f (t, ( + t)u, v) is bounded on J .
(H) a(t) is a nonnegative measurable function deﬁned in J\{}, and a(t) does not identi-
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2 Preliminary results
In this section, we ﬁrstly present some deﬁnitions and lemmas, which will be needed in
the proof of the main results.
Deﬁnition . Let E be a real Banach space. A nonempty closed set P ⊂ E is said to be a
cone provided that
() au + bv ∈ P for all u, v ∈ P and all a≥ , b≥ ,
() u, –u ∈ P implies that u = .
Deﬁnition . A map α : P → [, +∞) is said to be concave on P if
α
(
tu + ( – t)v
) ≥ α(u) + ( – t)α(v) for all u, v ∈ P and t ∈ [, ].
Deﬁnition . (see []) Let V = {x ∈ X : ‖x‖ < l} (l > ), V := { x(t)+t ,x ∈ V } ∪ {x′(t),x ∈ V }
is called equiconvergent at inﬁnity if and only if for all ε > , there exists T = T(ε) >  such















∣ < ε, for all t, t ≥ T .
Lemma . (see [, ]) If { x(t)+t ,x ∈ V } and {x′(t),x ∈ V } are both equicontinuous on any
compact intervals of [, +∞) and equiconvergent at inﬁnity, then V is relatively compact
on X.
Deﬁnition . Let J ′ = J \{t, t, . . . tk , . . .}, x ∈ E∩C[J ′,R] is called a nonnegative solution
of IBVP (.) if x(t) ≥ , x′(t) ≥  and x(t) satisﬁes IBVP (.). Moreover, x(t) is called a
minimal nonnegative solution if x is an arbitrary nonnegative solution of (.), then x(t)≥




x : x is a map from J into R such that x(t) is continuous at t = tk ,









x ∈ PC[J ,R] : x′(t) exists and is continuous at t = tk ,























with the norm ‖x‖ = max{‖x‖,‖x′‖∞}, where ‖x‖ = supt∈J |x(t)|+t , ‖x′‖∞ = supt∈J |x′(t)|. At
the same time, deﬁne a cone P ⊂ E by
P =
{
x ∈ E : x(t)≥ ,x′(t)≥ }.





k= Ik(x(tx)) are convergent.
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The proof is complete. 
Lemma . Let y(t) ∈ L[, +∞) and ∫ +∞
η




(φp(x′(t)))′ = –y(t), t ∈ J , t = tk ,
x|t=tk = Ik(x(tk)), k = , , . . . ,




g(t)x(t)dt, x′(∞) = ,
(.)





















































































y(τ )dτ , (.)















y(τ )dτ . (.)

























y(τ )dτ . (.)


















































For t ∈ [, t], integrating (.) from  to t, we have























































Adding (.) and (.) together, we have
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Repeating the previous process, for any t ∈ [, +∞), we get that





































































































This completes the proof. 












































































Obviously, T is well deﬁned and x ∈ PC(J ,R) is a solution of BVP (.) if and only if x is a
ﬁxed point of T .
Lemma . Assume that (H)-(H) hold. Then the operator T maps P into P, and
‖Tx‖ ≤ A‖x‖ + B, ∀x ∈ P. (.)
Moreover, for x, y ∈ P with x(t)≤ y(t), x′(t)≤ y′(t), for all t ∈ J , and one has
(Tx)(t)≤ (Ty)(t), (Tx)′(t)≤ (Ty)′(t), ∀t ∈ J , (.)




































φ–p (p∗ + q∗ + c∗),  < p < ,


p– φ–p (p∗ + q∗ + c∗), p≥ ,
 =
{
φ–p (r∗ + d∗),  < p < ,


p– (φ–p (r∗ + d∗)), p≥ .
(.)
Proof Let x ∈ P. From the deﬁnition of T , (H)-(H) and (.), we can obtain that T is an
operator from P to P, and
|(Tx)(t)|
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Therefore,
|(Tx)(t)|

































≤ A‖x‖ + B, ∀t ∈ J .




































≤ A‖x‖ + B, ∀t ∈ J .
It follows that (.) is satisﬁed and equation (.) is easily obtained by (H). 
Lemma . Let (H), (H), and (H) hold. Then T : P → P is completely continuous.





























It follows from (.), (.) and (H) that
(Tx)(t)≥ , (Tx)′(t)≥ , (Tx)′′(t)≤ ,
that is, T(P)⊂ P. Next, we divide the proof into two steps.
Step . We prove that T is continuous.
Let xn → x as n → ∞ in P, then there exists r such that supn∈N\{} ‖x‖ < r. Set Br =
















a(τ )dτ < +∞. (.)

































































→  (n→ ∞). (.)






































































































































































































































































































































































→  (n→ ∞).
We can easily get ‖Txn – Tx‖ →  (n→ ∞). Hence, T is continuous.
Step . We prove that T is compact provided that it maps bounded sets into relatively
compact sets.
First, let 	 be a bounded subset of P, then there exists r >  such that ‖x‖ < r for all
x ∈ 	. By (.), we have
|(Tx)(t)|


















a(τ )dτ + c∗φp(r) + d∗
)



















































a(τ )dτ + c∗φp(r) + d∗
)
:= R,
where R = –∫ +∞η g(t)dt [(+α
∫ +∞
η
g(t)dt)R +a∗r+b∗]. Hence, ‖Tx‖ ≤ max{R,R}. So T	
is bounded.






















































































































































































































































































































































































































































































































) → , uniformly as t′ → t′′,
for all x ∈ 	. So T	 is equicontinuous on any compact interval of Jk (k = , , . . .).






















∣ < ε, ∀t′, t′′ >N .







































































































































tg(t)dt + a∗r + b∗
]
= .







































So T	 is equiconvergent at inﬁnity. By Lemma ., we obtain T	 is relatively compact,
that is, T is a compact operator.
Therefore, T : P → P is completely continuous. The proof is complete. 
Remark . Similarly, we may prove that when (H) and (H) hold, then T : P → P is
completely continuous.
3 Main result
Theorem . Let conditions (H)-(H) be satisﬁed. Suppose further that A < . Then IBVP
(.) has the minimal nonnegative solution x with ‖x‖ ≤ B–A , where A and B are deﬁned as
in Lemma ..Moreover, if we let x(t) = , xn(t) = (Txn–(t)) for all t ∈ J (n = , , . . .), then
xn(t) ∈ P with
 = x(t)≤ x(t)≤ · · · ≤ xn(t)≤ x(t), ∀t ∈ J , (.)
 = x′(t)≤ x′(t)≤ · · · ≤ x′n(t)≤ x′(t), ∀t ∈ J , (.)
and {xn(t)} and {x′n(t)} converge uniformly to x(t) and x′(t) on Ji (i = , , . . .), respectively.
Proof By Lemma . and the deﬁnition of operator T , we have xn(t) ∈ P and
‖xn‖ ≤ A‖xn–‖ + B, n = , , . . . , (.)
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 = x(t)≤ x(t)≤ · · · ≤ xn(t)≤ · · · , ∀t ∈ J , (.)
 = x′(t)≤ x′(t)≤ · · · ≤ x′n(t)≤ · · · , ∀t ∈ J . (.)
By (.), we can get




+ B = A‖xn–‖ +AB + B
≤ A(A‖xn–‖ + B
)
+AB + B = A‖xn–‖ +AB +AB + B≤ · · ·





 –A (n = , , . . .). (.)
From (.)-(.), we know that limn→+∞ xn(t) and limn→+∞ x′n(t) exist. Suppose that
lim
n→+∞xn(t) = x(t), limn→+∞x
′
n(t) = h(t), ∀t ∈ J . (.)




























, ∀t ∈ J , t = tk (n = , , . . .). (.)
From (.), we obtain
|xn(t)|






∣ ≤ B –A , ∀t ∈ J , t = tk (n = , , . . .).
It follows that xn(t) is equicontinuous on every Ji (i = , , , . . .). Combining this with the
Ascoli-Arzela theorem and diagonal process, there exists a subsequence which converges
uniformly to x on Ji (i = , , , . . .), which together with (.) imply that xn(t) converges
uniformly to x(t) on Ji (i = , , , . . .), and x(t) ∈ PC[J ,R], ‖x‖ ≤ B–A . On the other hand,












p(t)(t + )p– B –A + q(t)
B
 –A + r(t)
)
= s(t) ∈ C(J , J+), ∀t ∈ J ′ (n = , , . . .).
Since s(t) is bounded on [,M] (M is a ﬁnite positive number), x′n(t) is equicontinuous
on every Ji (i = , , , . . .). Combining this with the Ascoli-Arzela theorem and diagonal
process, there exists a subsequence which converges uniformly to h(t) on Ji (i = , , , . . .),
which together with (.) imply that x′n(t) converges uniformly to h(t) on Ji (i = , , , . . .),
and h(t) ∈ PC[J ,R], ‖h‖∞ ≤ B–A . From above, we know that x′(t) exists and x′(t) = h(t)
for all t ∈ J . It follows that x ∈ P and ‖x‖ ≤ B–A . Now taking limits from two sides of
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xn(t) = (Txn–)(t), we have x(t) = (Tx)(t), that is, T has a ﬁxed point. By Lemma ., x(t) is
a nonnegative solution of IBVP (.).
Suppose that x ∈ P ∩ C[J ,R] is an arbitrary nonnegative solution of IBVP (.). Then
x(t) = (Tx)(t). It is clear that x(t) ≥ , x′(t) ≥ , ∀t ∈ J . Suppose that x(t) ≥ xn–(t), x′(t) ≥
x′n–(t) for t ∈ J . By (.), we have (Tx)(t) ≥ (Txn–)(t), (Tx)′(t) ≥ (Txn–)′(t) for all t ∈ J .
This means that x(t) ≥ xn(t), x′(t) ≥ x′n(t) for all t ∈ J (n = , , . . .). Taking limit, we have
x(t)≥ x(t), x′(t)≥ x′(t) for all t ∈ J . The proof of Theorem . is complete. 




















































































 – n′φ–p (c∗)
}
. (.)









t, ( + t)u, v
) ≤
{
φp( dm ), p≥ ,
φp( dm′ ),  < p < ,
for (t,u, v) ∈ [, +∞)× [,d]× [,d].
Then IBVP (.) admits positive, nondecreasing on [, +∞) and concave solutions w∗ and
v∗ such that  < ‖w∗‖ ≤ d, and limn→+∞ wn = limn→+∞ Anw = w∗, where
w(t) = d + dt, t ∈ J , (.)
and  < ‖v∗‖ ≤ d, and limn→+∞ vn = limn→+∞ Anv = v∗, where v(t) = , t ∈ J .
Proof We only prove the case that p ≥ , another case can be proved in a similar way. By
Lemma ., we know that T : P → P is completely continuous. From the deﬁnition of T




x ∈ P|‖x‖ ≤ d}. (.)
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In what follows, we ﬁrst prove that T : Pd → Pd . If x ∈ Pd , then ‖x‖ ≤ d. By (.), (.),
(.), (.) and (.), we get that
|(Tx)(t)|






























































































Thus, we get that ‖Tx‖ ≤ d. Hence, we have proved that T : Pd → Pd .
Let w(t) = d + dt, ≤ t < +∞, then w(t) ∈ Pd . Let w(t) = Tw(t), w(t) = Tw(t), then
by Lemma ., we have w(t) ∈ Pd and w(t) ∈ Pd . Denote that
wn+(t) = Twn(t) = Tn+w(t), n = , , , . . . . (.)
Since T : Pd → Pd , we have that
wn(t) ∈ T(Pd)⊂ Pd, n = , , . . . . (.)
It follows from the complete continuity of T that {wn}∞n= has a convergent subsequence
{wnk }∞k=, and there exists w∗ ∈ Pd such that wnk → w∗.
















































































































































































































































≤ d = w′(t), ≤ t < +∞.
So, by (.), (H) and (A), we have
w(t) = (Tw)(t)≤ (Tw)(t) = w(t), ≤ t < +∞, (.)
w′(t) = (Tw)′(t)≤ (Tw)′(t) = (w)′(t), ≤ t < +∞. (.)
By induction, we see
wn+(t)≤ wn(t), w′n+(t)≤ (wn)′(t), ≤ t < +∞,n = , , , . . . . (.)
Hence, we claim that wn → w∗ as n → ∞. Applying the continuity of T and wn+(t) =
Twn(t), we know Tw∗ = w∗. Let v = , ≤ t < +∞, then v(t) ∈ Pd . Let v = Tv, v = Tv.
By Lemma ., we get v ∈ Pd and v ∈ Pd . Denote
vn+ = Tvn = Tn+v, n = , , , . . . . (.)
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Since T : Pd → Pd , we have vn ∈ T(Pd)⊂ Pd , n = , , . . . . It follows from the complete con-
tinuity of T that {vn}∞n= is a sequentially compact set. Furthermore, we assert that {vn}∞n=
has a convergent subsequence {vnk }∞k=, and there exists v∗ ∈ Pd such that vnk → v∗.
For v = Tv ∈ Pd , we obtain
v(t) = (Tv)(t) = (T)(t)≥ , ≤ t < +∞, (.)
v′(t) = (Tv)′(t) = (T)′ ≥ , ≤ t < +∞. (.)
By (H) and (A), we have
v(t) = (Tv)(t)≥ (Tv)(t) = v(t), ≤ t < +∞, (.)
v′(t) = (Tv)′(t)≥ (Tv)′(t) = (v)′(t), ≤ t < +∞. (.)
By induction, we see
vn+(t)≥ vn(t), v′n+(t)≥ (vn)′(t), ≤ t < +∞,n = , , , . . . . (.)
Hence, we claim that vn → v∗ as n→ ∞. Applying the continuity of T and vn+(t) = Tvn(t),
we know Tv∗ = v∗.
Since f (t, , ) = ,  ≤ t < +∞, then the zero function is not the solution of IBVP (.).
Thus, v∗ is a positive solution of IBVP (.). By Lemma ., we know that w∗ and v∗ are
positive, nondecreasing on [,∞) and concave solutions of IBVP (.).
We can easily get that the theorem holds for  < p <  in a similar way. 
Theorem . Assume that (H)-(H) hold, and there exists
dn > dn– > · · · > d ≥
{
, p≥ ,





t, ( + t)u, v
) ≤
{
φp( dkm ), p≥ ,
φp( dkm′ ),  < p < ,
for (t,u, v) ∈ [, +∞)× [,dk]× [,dk].
Then the boundary value problem (.) admits positive, nondecreasing on [, +∞) and con-
cave solutions w∗k and v∗k such that  < ‖w∗k‖ ≤ dk , and limn→+∞ wkn = limn→+∞ Anwk = w∗k ,
where
w(t) = dk + dkt, t ∈ J , (.)
and  < ‖v∗k‖ ≤ d, and limn→+∞ vkn = limn→+∞ Anvk = v∗k , where v(t) = , t ∈ J .
Proof It is similar to the proof of Theorem .. 
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4 Example
Example . Consider the following IBVP for double impulsive diﬀerential equation with




(|x′|x′)′ + e–t[ ln(+φp(x))(+t) +
et arctan(φp(x′))
(+t) + ] = , t ∈ J , t = tk ,
x|t=tk = k (x(tk) + )

 , tk = k ,k = , , . . . ,
φp(x′)|t=tk = k (
ln(φp(x(tk )))
(+k ) + ), tk = 





e–tx(t)dt, x′(+∞) = .
(.)
Here, p = , a(t) = e–t , f (t,x(t),x′(t)) = ln(+φp(x))(+t) +
et arctan(φp(x′))
(+t) + , Ik(x(tk)) =

k (x(tk) + )

 ,
Ik(x(tk)) = k (
ln(φp(x(tk )))
(+k ) + ), g(t) =

e–t , η = . Evidently, x(t) =  is not the solution of
IBVP (.).



















( + k)k φp(x) +

k , k = , , . . . .
So we have
p(t) = ( + t) , q(t) =
et
( + t) , r(t) = ,
ak =

 · k , bk =

k , ck =

( + k)k , dk =

k .







































g(t)dt = e ,
∫ +∞
η
(t – )g(t)dt = e .
Thus, (H) and (H) are satisﬁed. Clearly, A≈ . < . By Theorem ., we obtain that
BVP (.) has a minimal positive solution x and ‖x‖ ≤ ..
Example . Consider the following IBVP for double impulsive diﬀerential equationwith




(|x′|x′)′ + e–t f (t,x(t),x′(t)) = , t ∈ J , t = tk ,
x|t=tk = k ( k x(tk) + )

 , tk = k ,k = , , . . . ,
φp(x′)|t=tk = ·k (
arctan(φp(x(tk )))
(+k ) + ), tk = 
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Here,
f (t,u, v) =
{

 | sin(t)| +  ( u+t ) + v , u≤ ,

 | sin(t)| +  ( +t ) + v , u≥ .
(.)
It is clear that (H) and (H) hold for p = , a(t) = e–t , g(t) = /( + t). By direct compu-
tation, we obtain that
∫ +∞









dt =  ,




 · k , bk =

k , ck =

( + k)k , dk =

 · k .










bk = , c∗ =
∞∑
k=











g(t)dt =  ,
∫ +∞
η
(t – )g(t)dt =  ,
m =  , n =

 ,  = .










On the other hand, nonlinear term f satisﬁes
f
(
t, ( + t)u, v










, t ∈ J ,u, v ∈ [, ],
whichmeans that (A) holds. Thus, we have checked that all the conditions of Theorem.
are satisﬁed. Therefore, we obtain that IBVP (.) has two iteration positive solutions.
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