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By using the gauge-invariant but path-dependent, variables formalism, we consider a recently
proposed topologically massive U(1)W × U(1)Y Chern-Simons-Higgs theory in 2 + 1 dimensions.
In particular, we inspect the impact of a Chern-Simons mixing term between two Abelian gauge
fields on physical observables. We pursue our investigation by analysing the model in two different
situations. In the first case, where we integrate out the massive excitation and consider an effective
model for the massless field, we show that the interaction energy contains a linear term leading to the
confinement of static charge probes along with a screening contribution. The second situation, where
the massless field can be exactly integrated over with its constraint duly taken into account, the
interesting feature is that the resulting effective model describes a purely screening phase, without
any trace of a confining regime.
PACS numbers: 14.70.-e, 12.60.Cn, 13.40.Gp
I. INTRODUCTION
Systems in (2 + 1) dimensions and its physical consequences such as massive gauge fields and fractional statistics,
where the physical excitations obeying it are called anyons, have been object of great interest for many authors [1–
4]. As well known, three-dimensional Chern-Simons gauge theory is the key example so that Wilczek’s charge-flux
composite model of the anyon can be implemented [5, 6]. We further recall here that three-dimensional Yang-
Mills theories are super-renormalizable and mass for the gauge fields are not in conflict with gauge symmetry [1].
Interestingly, it has been shown that topologically massive Yang-Mills theories are ultraviolet finite [7–10]. Meanwhile,
(2 + 1)-D theories may be adopted to describe the high-temperature limit of models in (3 + 1)-D [11]. Incidentally, it
is of interest to notice that planar gauge theories are useful to probe low-dimensional condensed matter systems, such
as the description of boson collective excitations (like spin or pairing fluctuations) by means of effective gauge theories
and high-TC superconductivity, for which planarity is a very good approximation [12]. We also draw attention to
the fact that (2 + 1) D theories, specially Yang-Mills theories, are very important for a reliable comparison between
results coming from the continuum and lattice calculations, for much larger lattices can be implemented in three
space-time dimensions [13]. More recently, 3D physics has been studied in connection to branes physics; for example,
issues like self-duality [14] and new possibilities for supersymmetry breaking as induced by 3-branes [15–17] are of
special relevance. Another interesting observation is that the quark-antiquark potential for some non-Abelian (2+1)-
dimensional Yang-Mills theories has been studied in [18–22].
We further note that recently a new approach to describe superconductivity at all temperatures has been considered
[23]. The crucial ingredient of this development is to introduce a Chern-Simons mixing term between two Abelian
gauge fields, in other words, this new development is a topologically massive U(1)W × U(1)Y Chern-Simons-Higgs
theory with a mixing term. More precisely, it was argued that by using a new basis, {Aµ,Zµ}, and a specific
condition between Chern-Simons coefficients must be satisfied, the model can support a superconducting phase at all
temperatures. Let us mention here that this new theory admits the existence of a new topological vortex solution. It
should be further noted that the Chern-Simons mixing term is the (2 + 1)-dimensional version of the BF theory [24].
We also quote the recent work of [25]. The authors build up vortex solutions for Abelian Chern-Simons-Higgs theories
with visible and hidden sectors, where there also appear mixing terms as the ones of Ref. [24]. An N = 2-SUSY
extension is worked out in Ref. [25].
Inspired by these observations, the purpose of this paper is to further elaborate on the physical content of topo-
logically massive U(1)W × U(1)Y Chern-Simons-Higgs theory. Of particular concern to us is the effect of the new
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2basis, {Aµ,Zµ}, and the condition between Chern-Simon coefficients on a physical observable. To do this, we will
work out the static potential for the theory under consideration by using the gauge-invariant but path-dependent
variables formalism. According to this formalism, the interaction energy between two static charges is obtained once
a judicious identification of the physical degrees of freedom is made [26, 27]. It also provides an alternative technique
for determining the static potential for a gauge theory. When we compute in this way the static potential, the result
of this calculation is rather unexpected in the case of an effective Lagrangian in terms of the A field. It is shown
that the interaction energy displays a screening part, encoded by Bessel functions, and a linear confining potential.
Incidentally, the above static potential profile is similar to that encountered in both Maxwell-like three-dimensional
models induced by the condensation of topological defects [28] and by the condensation of charged scalars in D = 3
dimensions [29]. In this way, we may establish a new connection among diverse models as well as exploiting this
equivalence in explicit calculations. On the other hand, in the case of an effective Lagrangian in terms of the Z field,
the static potential remains in a screening phase. We further note that related models were discussed in [30–32]. In
particular, in [32] the method of integrating one or the other gauge field in models with Maxwell and Chern-Simons
terms has been employed to establish the duality between topologically massive and self-dual gauge theories first
discussed in [30]. Moreover, the non-Abelian extension of such kind of analysis has also been developed in [33].
Our work is organized according to the following outline: in Section II, we introduce the model and analyze the
condition between Chern-Simons coefficients. In Section III, we compute the interaction energy for both effective
Lagrangians. Finally, some concluding remarks are made in Sec. IV. In Appendix A, we collect some constants
appearing in the static potential profile.
II. THREE-DIMENSIONAL CHERN-SIMONS MIXING TERMS
As mentioned above, the gauge theory we are considering is a recently proposed topological massive U(1)W×U(1)Y
Chern-Simons-Higgs theory [23]. The model is described by the three-dimensional space-time Lagrangian density:
L = −1
4
YµνYµν − 1
4
WµνWµν + µYεµναYµνYα − µWεµναWµνWα + |Dµφ|2 − V (φφ∗) , (1)
where
V (φ, φ∗) = m2φφ∗ +
λ
4
|φφ∗|2. (2)
Here Yµν = ∂µYν−∂νYµ,Wµν = ∂µWν−∂νWµ, with Dµ = ∂µ−ig1Yµ−ig2Wµ, representing the covariant derivative.
In passing we note that the mass square parameter m2 can be taken to be positive or negative. We also point out
that the Chern Simons coefficients µY , µW , the mass parameter m and the Higgs self coupling λ have mass dimension
M , whereas the coupling constants g1 and g2 have mass dimension M
1/2.
As calculated in the work of Ref. [23], in the phase the Higgs scalar acquires a non-trivial V.E.V. , the spectrum
exhibits massive excitations corresponding to the Yµ- and Zµ- fields. Nevertheless, in the particular case the µY - and
µW -parameters obey the relationship
µY = µWtan
2θ, (3)
where tan θ = g1g2 , one of the vector excitations become massless, namely,
Aµ ≡ cos θYµ − sin θWµ, (4)
whereas the orthogonal field combination
Zµ ≡ sin θYµ + cos θWµ, (5)
exhibits the mass mZ . This is the regime of system we consider from now.
In such a situation, and considering we have chosen to work in the unitary gauge, where the phase of the φ-field is
gauged away, we shall have:
Fµν = ∂µAν − ∂νAµ, (6)
and
Zµν = ∂µZν − ∂νZµ. (7)
3The covariant derivative on the Higgs scalar turns out to be given by Dµ = ∂µ − ieZµ and e ≡
√
g21 + g
2
2 . The
Lagrangian density, in such a case, reads as below:
L = −1
4
FµνFµν − 1
4
ZµνZµν + µ1εµναFµνZα + µ2
2
εµναZµνZα + 1
2
|Dµφ|2 − V (φ, φ∗) , (8)
where the µ1- and µ2-parameters are given by
µ1 = 2µW tan θ, (9)
and
µ2 = 2µW(tan
2θ − 1). (10)
It is remarkable to notice that, despite spontaneous symmetry breaking has taken place, and the Higgs scalar is
charged under both the U(1)-factors, only one vector boson, Zµ, becomes massive; clearly, that is possible whenever
µY = µWtan
2θ. The Aµ-field contribution is massless and the Zµ-field mass (mZ) has contributions coming from
the µ1-, the µ2- and |Dµφ|2-terms of the Lagrangian (8), where we assume the splitting
φ = φ∗ = φ0 +
1√
2
η (x) , (11)
where φ0 =
√
2
λ |m|, as a result of the choice of unitary gauge.
Inspired by these observations, the purpose of this work is to further elaborate on the physical content of this new
topological massive U(1)A × U(1)Z Chern-Simons-Higgs theory.
III. INTERACTION ENERGY
A. Chern-Simons-Higgs effective theory I (integrating out the Zµ-field)
We turn our attention to the calculation of the interaction energy between static point-like sources for this theory by
using the gauge-invariant but path-dependent variables formalism. However, before proceeding with the determination
of the interaction energy, we first note that the Lagrangian density (8) may be written as
L = −1
4
FµνFµν + 1
2
Zµ [(∆+ e2φφ∗) ηµν − ∂µ∂ν − 2µ2εµνα∂α]Zν + (e
2
Jαs + µ1ε
µναFµν
)
Zα
+
1
2
∂µφ∗∂µφ−m2φ∗φ− λ
4
|φ∗φ|2, (12)
where Jµs ≡ i (φ∗∂µφ− φ∂µφ∗) and ∆ ≡ ∂µ∂µ.
As already expressed, by splitting the φ-field into a background value and a dynamical part
φ = φ∗ = φ0 +
1√
2
η (x) , (13)
where φ0 =
√
2
λ |m|, we expand the Lagrangian up to quadratic terms in the fluctuations. Accordingly, equation (12)
becomes
L = −1
4
FµνFµν + 1
2
Zµ [(∆+m2F) ηµν − ∂µ∂ν − 2µ2εµνα∂α]Zν + µ1εµναFµνZα, (14)
where m2F ≡ e2φ20. Next, by integrating out the Z-field induces an effective theory for the A-field. This leads us to
the following effective Lagrangian density:
L = −1
4
Fµν
[
P∆2 +Q∆+R
∆2 +D∆+m4F
]
Fµν − µ21sενρλFνκ
∂κ
(∆2 +D∆+m4F )
Fρλ −A0J0, (15)
where s = 2µ2 and J
0 is an external current. Whereas P =
(
1 +
2µ2
1
m2
F
)
, Q = 6µ21+2m
2
F+s
2+
2µ2
1
s2
m2
F
, R = m2F(m
2
F+4µ
2
1)
and D = 2m2F + s
2.
4Before going ahead, it should be noted that the theory described by equation (15) contains higher time derivatives,
hence to construct the Hamiltonian special care has to be exercised. It should, however, be emphasized here that the
present paper is aimed at studying the static potential of the above theory, hence in what follows we shall replace ∆
by −∇2. Thus, the canonical quantization of this theory from the Hamiltonian point of view follows straightforwardly,
as we shall show it below.
Having established the new effective Lagrangian, we can now compute the interaction energy. To this end, we first
consider the Hamiltonian structure of the theory under consideration. The canonical momenta read
Πµ = −
(
P∇4 −Q∇2 +R
∇4 −D∇2 +m4F
)
F 0µ − 12µ21s
1
(∇4 −D∇2 +m4F)
∂µB. (16)
It is easy to see that Π0 vanishes, we then have the usual constraint equation, which according to Dirac’s theory is
written as a weak (≈) equation, that is, Π0 ≈ 0. It may be noted that the remaining non-zero momenta must also
be written as weak equations. In such a case, Πi ≈
(
P∇4−Q∇2+R
∇4−D∇2+m4
F
)
Ei − 12µ21s 1(∇4−D∇2+m4F)∂iB. The canonical
Hamiltonian HC is then
HC ≈
∫
d2x
{
Πi∂iA0 +
1
2
Ei
(
P∇4 −Q∇2 +R
∇4 −D∇2 +m4F
)
Ei +
1
2
B
(
P∇4 −Q∇2 +R
∇4 −D∇2 +m4F
)
B
}
− 6µ21s
∫
d2xEi
1
(∇4 −D∇2 +m4F)
∂iB +A0J
0, (17)
which must also be written as a weak equation. Next, the primary constraint, Π0 ≈ 0, must be satisfied for all
times. Accordingly, by using the equation of motion, Z˙ ≈ [Z,HC ], we obtain the secondary constraint (Gauss’s law)
Γ1 ≡ ∂iΠi − J0 ≈ 0, which must also be true for all time. It can be easily seen that the stability of this constraint
does not generate further constraints. Hence, there are two constraints, which are first class. According to the
general theory we obtain the extended Hamiltonian as an ordinary (or strong) equation by adding all the first-class
constraints with arbitrary constraints. We thus write H = HC +
∫
d3x (u0(x)Π0(x) + u1(x)Γ1(x)), where uo(x) and
u1(x) are arbitrary Lagrange multipliers. It is also important to observe that when this new Hamiltonian is employed,
the equation of motion of a dynamic variable may be written as a strong equation. It should be further noted that
A˙0 (x) = [A0 (x) , H ] = u0 (x), which is an arbitrary function. Since Π
0 ≈ 0 always, neither A0 nor Π0 are of interest
in describing the system and may be discarded from the theory. In fact, the term containing A0 is redundant, because
it can be absorbed by redefining the function w(x). The Hamiltonian is thus given by
H =
∫
d2x
{
w(x)(∂iΠ
i − J0) + 1
2
Ei
(
P∇4 −Q∇2 +R
∇4 −D∇2 +m4F
)
Ei +
1
2
B
(
P∇4 −Q∇2 +R
∇4 −D∇2 +m4F
)
B
}
− 6µ21s
∫
d2xEi
1
(∇4 −D∇2 +m4F )
∂iB, (18)
where w(x) = u1(x) −A0(x).
Now the presence of the new arbitrary function, w(x), is undesirable since we have no way of giving it a meaning in
a quantum theory. A way to avoid this difficulty is to introduce a gauge condition such that the full set of constraints
becomes second class. A particularly convenient gauge-fixing condition is
Γ2 (x) ≡
∫
Cξx
dzνAν (z) ≡
1∫
0
dλxiAi (λx) = 0. (19)
where λ (0 ≤ λ ≤ 1) is the parameter describing the space-like straight path xi = ξi + λ (x− ξ)i, and ξ is a fixed
point (reference point). There is no essential loss of generality if we restrict our considerations to ξi = 0. With this,
we arrive at the only non-vanishing equal-time Dirac bracket for the canonical variables
{
Ai (x) ,Π
j (y)
}∗
= δji δ
(2) (x− y)− ∂xi
1∫
0
dλxiδ(2) (λx− y) . (20)
Similarly, we write the Dirac brackets in terms of the magnetic (B = εij∂
iAj) and electric (Ei =
(
∇4−D∇2+m4
F
P∇4−Q∇2+R
)
Πi+
12µ21s
1
(P∇4−Q∇2+R)∂iB) fields as
{Ei(x), B(y)}∗ = −
(∇4 −D∇2 +m4F
P∇4 −Q∇2 +R
)
εij∂
j
xδ
(2) (x− y) , (21)
5{B (x) , B (y)}∗ = 0, (22)
{Ei(x), Ej(y)}∗ = 12µ21s
(∇4 −D∇2 +m4F )
(P∇4 −Q∇2 +R)2 (εjk∂
x
i − εik∂xj )∂xk δ(2) (x− y) . (23)
One can now easily derive the equations of motion for the electric and magnetics fields. We find
B˙ (x) = −εij∂iEj (x) , (24)
and
E˙i (x) = −6µ21s
1
(P∇4 −Q∇2 +R)εij∂j∂kEk +
[
1 + 72µ21s
∇2
(P∇4 −Q∇2 +R)2
]
εij∂jB. (25)
In the same way, we write Gauss’s law as(
P∇4 −Q∇2 +R)
(∇4 −D∇2 +m4F)
∂iEi − 12µ21s
∇2
(∇4 −D∇2 +m4F )
B = (−J0). (26)
It is clear that, under the assumed conditions of static fields, equations (24) and (25) must vanish. In this manner,
we obtain that the static electric field is given by
Ei = ∂i
[
1
∇2
(∇4 −D∇2 +m4F)
(P∇4 −Q∇2 + R)
] (−J0)+ 72µ41s∂i
[ (∇4 −D∇2 +m4F)
(P∇4 −Q∇2 +R)3
] (−J0) . (27)
After some further manipulations, the foregoing equation can be brought to the form
Ei(x) =
1√
Q2 − 4PR∂i
{[ ∇2
∇2 −M21
− ∇
2
∇2 −M22
]
−D
[
1
∇2 −M21
− 1∇2 −M22
]} (−J0)
+
m4F√
Q2 − 4PR∂i
[
1
∇2 (∇2 −M21 )
− 1∇2 (∇2 −M22 )
] (−J0)
+ 72µ41s
2∂i
{[
A1
(∇2 −M21 )3
−A2 ∇
2
(∇2 −M21 )3
]
−
[
A3
(∇2 −M22 )3
−A4 ∇
2
(∇2 −M22 )3
]}(−J0)
+ 72µ41s
2∂i
{[
A5
(∇2 −M21 )2
−A6 ∇
2
(∇2 −M21 )2
]
+
[
A7
(∇2 −M22 )2
−A8 ∇
2
(∇2 −M22 )2
]}(−J0)
+ 72µ41s
2∂i
{[
A9
(∇2 −M21 )
−A10 ∇
2
(∇2 −M21 )
]
−
[
A9
(∇2 −M22 )
−A10 ∇
2
(∇2 −M22 )
]} (−J0) , (28)
where M21 =
1
2P
(
Q+
√
Q2 − 4PR
)
andM22 =
1
2P
(
Q−
√
Q2 − 4PR
)
, whereas the constants, A1−A10, are defined
in the Appendix A.
For J0 (x) = qδ(2) (x), expression (28) becomes
Ei(x) =
q√
Q2 − 4PR
∂i
{∇2G1 (x) −∇2G2 (x)}− qD√
Q2 − 4PR
∂i {G1 (x)−G2 (x)}
+
qm4F√
Q2 − 4PR∂i
{
G1 (x)
∇2 −
G2 (x)
∇2
}
+ 72µ21s
2∂i
{[
A1G3 (x)−A2∇2G3 (x)
]− [A3G4 (x)−A4∇2G4 (x)]}
+ 72µ21s
2∂i
{[
A5G5 (x)−A6∇2G5 (x)
]− [A7G6 (x)−A8∇2G6 (x)]}
+ 72µ21s
2∂i
{[
A9G1 (x)−A10∇2G1 (x)
]− [A9G2 (x)−A10∇2G2 (x)]} . (29)
6To get last expression we have used:
G1 (x) = − δ
(2) (x)
∇2 −M21
=
1
2pi
K0 (M1|x|) , (30)
G2 (x) = − δ
(2) (x)
∇2 −M22
=
1
2pi
K0 (M2|x|) , (31)
G3 (x) = − δ
(2) (x)
(∇2 −M21 )3
=
1
4pi
|x|2
12M21
K−2 (M1|x|) , (32)
G4 (x) = − δ
(2) (x)
(∇2 −M22 )3
=
1
4pi
|x|2
12M22
K−2 (M2|x|) , (33)
G5 (x) = − δ
(2) (x)
(∇2 −M21 )2
= − 1
4pi
|x|
M1
K−1 (M1|x|) , (34)
G6 (x) = − δ
(2) (x)
(∇2 −M22 )2
= − 1
4pi
|x|
M2
K−1 (M2|x|) , (35)
where K0, K−1 and K−2 are modified Bessel functions. We also recall that K−1 (z) = −
(
K1 (z) + 2
d
dzK0 (z)
)
and
K−2 (z) = −
(
K0 (z)− 2 ddzK1 (z)− 4 d
2
dz2K0 (z)
)
.
Let us also mention here that [28]:
G1 (x)
∇2 =
|x|
4M1
, (36)
and
G2 (x)
∇2 =
|x|
4M2
. (37)
With this at hand, we now turn our attention to the calculation of the energy interaction between static point-like
sources, by using the gauge-invariant but path-dependent variables formalism. To this end, we start by considering
the expression [26]
V ≡ q (A0 (0)−A0 (y)) , (38)
where the physical scalar potential is given by
A0 (x) =
∫ 1
0
dλxiEi (λx) , (39)
and i = 1, 2. This follows from the vector gauge-invariant field expression [26]
Aµ (x) ≡ Aµ (x) + ∂µ
(
−
∫ x
ξ
dzµAµ (z)
)
, (40)
where the line integral is along a space-like path from ξ tox, on a fixed time slice. it should be further noted that these
variables (40) commute with the sole first class constraint (Gauss law), corroborating that these fields are physical
variables.
7With the aid of equation (29), equation (39) becomes
A0(x) = q√
Q2 − 4PR
{∇2G1 (x)−∇2G2 (x)}− qD√
Q2 − 4PR {G1 (x)−G2 (x)}
+
qm4F√
Q2 − 4PR
{
G1 (x)
∇2 −
G2 (x)
∇2
}
+ 72µ21s
2q
{[
A1G3 (x)−A2∇2G3 (x)
]− [A3G4 (x)−A4∇2G4 (x)]}
+ 72µ21s
2q
{[
A5G5 (x)−A6∇2G5 (x)
]− [A7G6 (x)−A8∇2G6 (x)]}
+ 72µ21s
2q
{[
A9G1 (x)−A10∇2G1 (x)
]− [A9G2 (x)−A10∇2G2 (x)]} , (41)
after subtracting the self-energy term.
From equations (38) and (41), the corresponding static potential for two opposite charges located at 0 and y may
be written as
V = − q
2
2pi
D√
Q2 − 4PR
(K0 (M2L)−K0 (M1L)) + q
2m4F√
Q2 − 4PR
(
1
M2
− 1
M1
)
L
− q
2
2pi
1√
Q2 − 4PR
(∇2K0 (M1L)−∇2K0 (M2L))
− 72µ21s2q2
{[
A1G3 (y) −A2∇2G3 (y)
]− [A3G4 (y)−A4∇2G4 (y)]}
+ 72µ21s
2q2
{[
A7G6 (y) −A8∇2G6 (y)
]− [A5G5 (y)−A6∇2G5 (y)]}
− 72µ21s2q2
{[
A9G1 (y) −A10∇2G1 (y)
]− [A9G2 (y) −A10∇2G2 (y)]} , (42)
where L ≡ |y|.
It is worthy noting here that the three first terms on the right hand side of expression (42) are at leading order in
the coupling constant. In fact, this part of the potential displays a screening part, encoded in the Bessel functions
and their derivatives, and the linear confining potential. As expected, this confinement disappears when m → 0
(mF → 0). Interestingly, it is observed that the two first terms on the right hand side of expression (42) is exactly
the result obtained for D = 3 models of antisymmetric tensor fields that results from the condensation of topological
defects, as a consequence of the Julia-Thoulousse mechanism [28]. As well as, by the condensation of charged scalars
in D = 3 dimensions [29]. We should also mention that in higher order in the coupling constant, a confining potential
appears by means of G5 and G6 functions. Finally, we highlight the confining logarithm behavior displayed by the
potential V : For M1L ≪ 1,M2L ≪ 1 yield ln(M1L), ln(M2L) terms, which is compatible with the energy for the
vortex-antivortex interaction calculated in the paper of Ref. [24].
B. Chern-Simons effective theory II (integrating the Aµ-field)
We now wish to repeat what we have done in the previous Subsection when the A-field shall be eliminated in favor
of the Z-field in equation (8). Going back to the Lagrangian density of equation (8), it is worthy to notice that
the Aµ-field appears only through its field-strength, Fµν , and the latter is only present quadratically and linearly.
This means that Fµν appears as an auxiliary field. However, care must be taken in eliminating it, for it satisfies the
constraint ∂µF˜µ = 0, F˜µ standing for its dual F˜µ = 12εµνκFνκ.
Before going on to eliminate the Aµ-field, we stress that, contrary to what we have done in Section III.A (where
we have integrated over the massive mode, Zµ, to formulate an effective model for Aµ, valid in a scale distance above
the Compton wavelength of the Z-particle), here, by integrating out the Aµ-field, which is massless, the idea is not
the same as in the previous situation: we are not writing down an effective physical model for Zµ. We are actually
summing up the effects of Aµ ( because it only appears at most quadratically). So, the procedures of integrating over
Zµ and Aµ are based on different lines of arguments.
Once we have made this remark, let us go ahead and eliminate Aµ by actually eliminating Fµν : by rewriting Fµν in
terms of F˜µ and introducing a Lagrange multiplier field, χ, to take into account the constraint (actually, the Bianchi
identity) on F˜µ, we can carry out a chain of field reshufflings to finally arrive at the Lagrangian
L = −1
4
S2µν +
1
2
µ2ε
µνκSµνSκ + 1
2
µ21S
2
µ −
1
2
H2µ + L
(
φˆ, φˆ∗
)
, (43)
where Sµ = Zµ − 12µ1 ∂µχ, Hµ = F˜µ − 2µ1Sµ, φ = φˆe
ie
2µ1
χ and Dµ = ∂µ − ieSµ.
8We notice that the Lagrange multiplier field plays the role of a compensating field for the U(1)-symmetry associated
to Zµ, so that Sµ is gauge-invariant, though it exhibits a Proca-type mass term along with its topological mass. The
Lagrange multiplier field sets up a Stuckelberg formulation for the Sµ-field. The charged scalar undergoes a phase
redefinition through the χ-field, which ensures that it couples minimally to Sµ, and the redefined Hµ-field, which
only appears algebraically and is completely decoupled, may be immediately eliminated by its Euler-Lagrange field
equation.
After these field redefinitions have been implemented, we can go on with the potential Sµ and the redefined scalar
field to consider the phase where the latter spontaneously breaks the Abelian symmetry. We adopt in the sequel the
unitary gauge choice.
Again, by splitting the φˆ-field into a background value and a dynamical part
φˆ = φˆ∗ = φ0 +
1√
2
η (x) , (44)
where φ0 =
√
2
λ |m|, we expand the Lagrangian up to quadratic terms in the fluctuations. Thus, the corresponding
effective Lagrangian density reads
L = −1
4
SµνSµν + M
2
2
SµSµ + µ2
2
εµναSµνSα − S0J0, (45)
where M
2
2 ≡ e2φ20 + 2µ21 and J0 is an external source.
This new effective theory provide us with a suitable starting point to study the interaction energy. Nevertheless,
one can further observe that before proceeding with the determination of this energy, we need to restore the gauge
invariance in equation (45). Making use of standard techniques for constrained systems, we find that equation (45)
reduces to
L = −1
4
Sµν
(
1 +
M2
∆
)
Sµν + µ2εαµνSα∂µSν − S0J0. (46)
Notice that, for notational convenience, we have maintained ∆ in equation (46), but it should be borne in mind that
we are considering the static case.
With this in hand, the canonical momenta are Πµ = −
(
1 + M
2
∆
)
S0µ + µ2εα0µSα, and one immediately identifies
the primary constraint Π0 ≈ 0. Whereas the remaining non-zero momenta are Πi =
(
1 + M
2
∆
)
Si0 + µ2εijSj . Now,
the canonical Hamiltonian of this theory can be worked out as before and is given by
HC ≈
∫
d2x
{
−S0
(
∂iΠ
i + µ2ε
ij∂iSj − J0
)
+
1
2
Ei
(
1 +
M2
∆
)
Ei +
1
2
B
(
1 +
M2
∆
)
B
}
. (47)
Once again, requiring the primary constraint Π0 to be preserved in time yields the secondary constraint (Gauss’s law)
Γ1 ≡ ∂iΠi + µ2εij∂iSj − J0 ≈ 0. By proceeding in the same way as before, the Hamiltonian turns out to be
H =
∫
d2x
{
w(x)
(
∂iΠ
i + µ2ε
ij∂iSj − J0
)
+
1
2
Ei
(
1 +
M2
∆
)
Ei +
1
2
B
(
1 +
M2
∆
)
B
}
. (48)
Since our goal is to compute the static potential for the theory under consideration, we shall adopt the same gauge-
fixing condition that was used in our preceding calculation. In view of this situation, we now proceed to write the
Dirac brackets in terms of the magnetic and electric fields as
{Ei (x) , B (y)}∗ = −
(
1 +
M2
∆
)−1
εij∂
j
xδ
(2) (x− y) , (49)
{B (x) , B (y)}∗ = 0, (50)
{Ei (x) , Ej (y)}∗ = −2µ2
(
1 +
M2
∆
)−2
εijδ
(2) (x− y) , (51)
9It gives rise to the following equations of motion for Ei and B fields:
E˙i (x) = −2µ2
(
1 +
M2
∆
)−2
εijEj (x) +
(
1 +
M2
∆
)−1
εij∂jB (x) , (52)
B˙ (x) = −
(
1 +
M2
∆
)−1
εij∂iEj (x) . (53)
Note that Gauss law for the present theory reads(
1 +
M2
∆
)
∂iE
i + 2µ2B − J0 = 0, (54)
As before, we shall consider static fields. Therefore, the electric field assumes the form
Ei =
1
µ
√
4M2 − µ2 ∂i
{( ∇2
∇2 −M21
− ∇
2
∇2 −M22
)
−M2
(
1
∇2 −M21
− 1∇2 −M22
)}(−J0) , (55)
with µ ≡ 2µ2. Here M21 = 12
[
2M2 + µ2 + µ
√
4M2 + µ2
]
and M22 =
1
2
[
2M2 + µ2 − µ
√
4M2 + µ2
]
.
We now have all the information required to compute the potential energy for static charges in this theory. Thus,
by employing equation (39), for J0 (x) = qδ(2) (x), the gauge-invariant scalar potential takes the form
A0 (x) = q
µ
√
M2 − µ2
{(∇2G1 (x) −∇2G2 (x))−M2 (G1 (x)−G2 (x))} . (56)
Finally, making use of equation (38), the potential energy for a pair of static point-like opposite charges at 0 and
y, becomes
V = − q
2
2pi
M2
µ
√
M2 − µ2
(K0 (M1L)−K0 (M2L)) + q
2
2pi
1
µ
√
M2 − µ2
(∇2K0 (M1L)−∇2K0 (M2L)) . (57)
We immediately see that, unexpectedly, the confining potential between static charges vanishes in this case. In
other words, this effective theory describes an exactly screening phase.
IV. FINAL REMARKS
In summary, within the gauge-invariant but path-dependent variables formalism, we have considered the confinement
versus screening issue for a recently proposed topologically massive U(1)W × U(1)Y Chern-Simons-Higgs theory in
2 + 1 dimensions. Once again, a correct identification of physical degrees of freedom has been fundamental for
understanding the physics hidden in gauge theories. It was shown, that in the case of an effective Lagrangian in terms
of the A field the interaction energy displays a screening part, encoded by Bessel functions, and a linear confining
potential. Incidentally, the above static potential profile is similar to that encountered in both Maxwell-like three-
dimensional models induced by the condensation of topological defects [28] and by the condensation of charged scalars
in D = 3 dimensions [29]. In this way, we may establish a new connection among diverse models as well as exploiting
this equivalence in explicit calculations. However, in the case of an effective Lagrangian in terms of the Z field, the
surprising result is that the theory describes an exactly screening phase. Actually, contrary to the case of the Aµ-field
effective model, in the situation of Section III.B, we have completely eliminated the effects of the massless mode, Aµ,
so that the Zµ-field based model that comes out is genuinely massive, and it should only display screening. Contrary,
in Section III.A, we keep the massless field Aµ and add up contributions which arise from the effects of integrating
out Zµ, which is valid for energies much below its mass. Therefore, we should not expect to loose the confining effect
typical of planar massless modes. We believe this should be the way to understand why there appears no confinement
in the model stemming from the elimination of the Aµ-field, while the first situation exhibits both confinement and
screening.
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VI. APPENDIX A
Below, we collect the constants A1 −A10:
A1 = −R
P
1
(Q2 − 4PR)3/2
1
M22
(
D − m
4
F
M21
)
, (58)
A2 = − M
2
1
(Q2 − 4PR)3/2
, (59)
A3 = −R
P
1
(Q2 − 4PR)3/2
1
M21
(
D − m
4
F
M22
)
, (60)
A4 = − M
2
2
(Q2 − 4PR)3/2
, (61)
A5 =
R
(Q2 − 4PR)2
{
2
M22
(
D − m
4
F
M21
)
+
1
M21
(
D − m
4
F
M22
)}
, (62)
A6 =
P
(Q2 − 4PR)2
(
2M21 +M
2
2
)
, (63)
A7 =
R
(Q2 − 4PR)2
{
1
M22
(
D − m
4
F
M21
)
+
2
M21
(
D − m
4
F
M22
)}
, (64)
A8 =
P
(Q2 − 4PR)2
(
2M22 +M
2
1
)
, (65)
A9 = − 3PQD
(Q2 − 4PR)5/2
, (66)
A10 = − 3PQ
(Q2 − 4PR)5/2
. (67)
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