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Hexagonal boron nitride (hBN) has been attracting great attention because of its strong excitonic
effects. Taking into account few-layer systems, we investigate theoretically the effects of the number
of layers on quasiparticle energies, absorption spectra, and excitonic states, placing particular focus
on the Davydov splitting of the lowest bound excitons. We describe how the inter-layer interaction
as well as the variation in electronic screening as a function of layer number N affects the electronic
and optical properties. Using both ab initio simulations and a tight-binding model for an effective
Hamiltonian describing the excitons, we characterize in detail the symmetry of the excitonic wave-
functions and the selection rules for their coupling to incoming light. We show that for N > 2,
one can distinguish between surface excitons that are mostly localized on the outer layers and inner
excitons, leading to an asymmetry in the energy separation between split excitonic states. In par-
ticular, the bound surface excitons lie lower in energy than their inner counterparts. Additionally,
this enables us to show how the layer thickness affects the shape of the absorption spectrum.
I. INTRODUCTION
The experimental and theoretical study of the optical
properties of layered materials has rapidly become a key
research activity in the fields of materials science and con-
densed matter physics. Due to the strongly anisotropic
bonding, where stacked layers mostly interact by van der
Waals forces, unusual electronic and optical features were
observed.1–11 For example, the transition from indirect
to direct band gap when going from bulk to exfoliated
few-layers and monolayer, and, in general, the presence
of strongly bound excitons. In particular quasi-2D, few-
layer samples display much stronger excitonic effects with
respect to their bulk counterparts due to reduced elec-
tronic screening in the stacking direction. Among layered
materials, hexagonal boron nitride (hBN) stands out by
virtue of its very high band gap (> 6 eV),12–21 which
makes BN-based system amenable for the fabrication of
high-efficiency UV emitters.22,23
Since the experimental development is going towards
the synthesis of low-defect, few-layer hBN samples,2,3,24
it is relevant to understand the intrinsic optical proper-
ties of multilayer hBN in more detail. Additionally, due
to the relative simplicity of its lattice geometry and elec-
tronic structure, hBN turns out to be a very good model
system to study and understand a variety of optical fea-
tures of 2D materials. Several hBN-related studies on
these topics are already present in the literature.11,25,26
However, most previous works have focused either on
monolayer or on bulk systems, without taking into ac-
count the properties of few-layer systems, in which the re-
moval of the symmetry along the stacking direction plays
an important role. We will present a detailed study of
the optical properties of few-layer hBN systems, placing
particular focus on the Davydov splitting of the lowest-
bound excitons.
The concept of Davydov splitting, originally devel-
oped to describe the energy levels in clusters of identi-
cal molecules,27 can be applied to molecular crystals,28
but also to layered materials consisting of identical lay-
ers stacked on top of one another. Indeed, Davydov
splitting of phonon frequencies is observed in transition
metal dicalchogenides few-layer systems.4,29–31 Consider-
ing a monolayer, we may take into account an excitonic
state S with degeneracy m. If we start adding more lay-
ers to the system, but we keep them far enough from each
other as to not interact, S becomes a state with degen-
eracy nm where n is the number of layers. However, if
the n layers are brought closer together and start inter-
acting, the degeneracies may be lifted and we might have
n m-fold degenerate states forming a Davydov multiplet.
In bulk hBN, for example, we have a Davydov pair (as
the number of atoms per unit cell are equivalent to the
case n = 2) with an energy separation of 0.06 eV and
both with a large binding energy of 0.7 eV.14 However,
only one state is optically allowed and contributes to the
strong excitonic peak in the absorption spectrum.
This paper is about determining the effect of the split-
ting of the excitonic states on the optical properties
of boron nitride multilayers. We combine state-of-the-
art ab initio calculations using the Bethe-Salpeter equa-
tion (BSE) and the GW approximation from many-body
perturbation theory,32,33 together with a tight-binding
model using localized Wannier orbitals34 with a few free
parameters. This work will follow closely the method-
ology and theoretical premises of our previous work on
monolayer hBN.35
The paper is organised as follows. In Section II we
ar
X
iv
:1
80
3.
00
98
2v
1 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 2 
M
ar 
20
18
2give a summary of the theoretical and computational de-
tails of the ab initio calculations, while in Section III
we present the GW-BSE results on few-layer hBN sys-
tems. Section IV is devoted to the discussion of the
tight-binding excitonic model, followed by a comparison
in Section V to ab initio results, concerning the excitonic
Davydov splitting of bilayer hBN. The analysis will be
extended to multilayer systems in Section VI, where we
present the general effects of stacking on the electronic
and optical properties of BN systems. Here we show that
the excitons can be localized either on the surface or on
the inner layers, and we describe the optical features with
the help of a linear chain model derived from the tight-
binding formalism. The main text is complemented by
several appendices.
II. AB INITIO: THEORETICAL AND
COMPUTATIONAL DETAILS
Our calculations employ density functional theory
(DFT)36,37 as a starting point to obtain band energies
and electronic wave functions.38 A first-order perturba-
tion theory correction is then applied to the band en-
ergies by the many-body G0W0 approximation,
39 which
describes how the electronic structure is affected by an
electronic excitation by considering dressed quasiparti-
cles (QPs) instead of bare electrons. This is crucial
to obtain correct band gaps, especially in the case of
low-dimensional insulating systems. For each k-point k
and band n we have Enk = nk + Znk 〈nk|Σ(nk) −
Vxc |nk〉, where Enk is the quasiparticle energy, nk is
the bare DFT energy and Vxc is the exchange-correlation
potential from DFT. Σnk is the self-energy operator,
written in Fourier space as a frequency convolution of
the single-particle Green’s function and the dynami-
cally screened Coulomb interaction (where the screen-
ing is computed in the random phase approximation,
RPA).40 It is evaluated at the bare DFT energies, with
the quasiparticle renormalization factor Znk given by
[1− 〈nk| ∂Σ/∂E |nk〉 |E=nk ]−1.
Subsequently, in order to describe absorption processes
and bound electron-hole states, it is necessary to abandon
the single-particle picture and turn to the Bethe-Salpeter
equation (BSE)32 for the electron-hole correlation func-
tion L. In the case of absorption, and in the static ap-
proximation (i.e. screening effects are instantaneous) L
depends only on the incoming photon frequency ω and
the BSE can be formally written as:
L(ω) = L0(ω) + L0KL(ω) , (1)
where L0 is the independent-particle correlation func-
tion and K the Bethe-Salpeter kernel. K only contains
two terms: (i) a statically-screened direct Coulomb in-
teraction, which is attractive and responsible for the cre-
ation of electron-hole bound states; (ii) a bare exchange
Coulomb term, which is repulsive.33 Equation (1) can be
inverted and cast into an equivalent eigenvalue problem
with an effective Hamiltonian in the basis of electronic
transitions: HˆexcΨλ = EλΨλ, with Eλ being the exci-
tonic binding energies. If we consider only the resonant
transitions from a valence band v to a conduction band c
(the Tamm-Dancoff approximation), the eigenvalue equa-
tion can be written explicitly as41
δNN ′ΩNΨ
N
λ +
∑
N ′
〈N |K |N ′〉ΨN ′λ = EλΨNλ . (2)
Here N / N ′ labels a transition (vck) / (v′c′k′). The (di-
agonal) first term in the Hamiltonian is given by single-
particle energy differences ΩN = Eck − Evk, while the
second one, containing the Bethe-Salpeter kernel, is re-
sponsible for the mixing of all available electronic tran-
sitions. Since we are considering optical absorption, we
assume the incoming momentum q of light to be neg-
ligible, so only vertical transitions are allowed. The
six-dimensional excitonic wavefunction can now be con-
structed in terms of Bloch states ϕnk(r) = 〈r| a†nk |GS〉
and excitonic weights Ψvckλ :
Ψλ(re, rh) =
∑
vck
Ψvckλ ϕck(re)ϕ
∗
vk(rh), (3)
where we have defined |GS〉 as the single-particle ground
state and a†nk as the electron creation operator, while re
and rh are the positions of the electron and of the hole,
respectively. In order to obtain information about opti-
cal absorption, we are interested in the imaginary part
of the macroscopic dielectric function εM (ω), which can
readily be expressed in terms of the solutions of the exci-
tonic eigenvalue problem after the long-range component
of the bare Coulomb interaction has been removed from
the BSE:42
εM (ω) = 1− lim
q→0
8pi
q2
∑
λ
|∑N ΨNλ ρN |2
ω − Eλ + iη , (4)
with fλ = |
∑
N Ψ
N
λ ρ
N |2 being the oscillator strength of
exciton λ and η a small positive integer. The quantity
ρN coincides, after the limit q → 0 has been taken, with
the scalar product of q and the dipole matrix element in
the length gauge for transition N . The imaginary part
Im[εM (ω)] ≡ ε2(ω) has peaks at the energies of the exci-
tonic states, i.e. for ω = Eλ.
We have used the Yambo code43 for the GW and BSE
calculations. Table I summarizes the most important pa-
rameters needed to obtain converged GW pi and pi∗ bands
and converged (lowest-lying) excitonic peaks. A detailed
explanation of the computational details is available in
Appendix A.
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FIG. 1. Many-body results for monolayer [(a),(e)], bilayer [(b),(f)], trilayer [(c),(g)] and pentalayer [(d),(h)] hBN. Left panels:
DFT-LDA (red) and GW (blue) band structures. In (a) the pi and σ bands are labeled. Right panel: imaginary parts of the
dielectric functions. The vertical lines represent the GW minimum vertical band gaps. The red arrows in (f), (g), (h) indicate
the positions of low-energy dark (D) excitonic states. In (h), the bright peaks (B) are labeled for later comparison with Figs. 6
and 8, and an additional bright exciton (B2), which is hidden in the main two-peak structure, is highlighted. Inset (i) shows a
scheme of the hexagonal Brillouin zone, and a plot of the Bloch wavefunctions at point K for the pi and pi∗ states. These states
are localized on the nitrogen (gray) and boron (green) atoms, respectively. Notice that in the case of the pentalayer, the BSE
was solved for states only up to the energy of ∼ 6 eV.
III. RESULTS FROM AB INITIO
CALCULATIONS
The GW-BSE calculations of few-layer hBN has been
done with the lattice constant fixed to the the optimized
bulk value44 a = 2.496 A˚ for all systems. The interlayer
separation was fixed at the experimental bulk value of
c = 3.305 A˚. All systems presented here are arranged in
the so-called AA′ stacking, where boron/nitrogen atoms
on the various layers are vertically aligned and alternate
4System k-point mesh states summed
1L 24× 24× 1 120
2L 36× 36× 1 200
3L 42× 42× 1 200
5L 48× 48× 1 350
Bulk 18× 18× 6 280
TABLE I. Size of the k-point mesh and number of summed
states in the GW and BSE calculations of monolayer (1L),
bilayer (2L), trilayer (3L), pentalayer (5L) and bulk hexagonal
boron nitride. Only the highest values used between the GW
and the BSE calculations are reported. The dependence of
k-point sampling on layer number is explained in Appendix
A.
along the stacking direction. Figure 1 displays the re-
sults of the GW-BSE calculations for (a)/(e) monolayer,
(b)/(f) bilayer, (c)/(g) trilayer and (d)/(h) pentalayer
hBN. In frame (a), we can see that the monolayer dis-
plays a direct band gap at k-point K. Except for the
monolayer, all few-layer systems have indirect band gap.
The valence σ, pi and conduction σ∗, pi∗ bands are la-
beled. The electronic pi and pi∗ Bloch functions at K are
plotted (in gray and green, respectively) in the inset (i),
to show that the valence electron remains localized on the
nitrogen site (due to its larger electronegativity), while
the conduction one is localized on the boron atoms. This
means that a pi → pi∗ electronic excitation corresponds
to a hopping from nitrogen to boron (this remains mostly
true while going from K to M in the Brillouin zone). As
soon as a second layer is added (frame (b)), the band
gap becomes indirect between a point close to K and M.
Additionally, increased screening in the vertical direction
has the effect of lowering the quasiparticle gap and the
exciton binding energies with the addition of each new
layer (see Fig. 5 and related discussion in Section VI).
Around the Γ point, a large number of parabolic con-
duction bands can be seen, whose energy is lower than
along the MK region. These states are a combination
of (i) σ∗ states; (ii) nearly-free electron states (NFE)45
corresponding to the bands that have pi∗ character along
the KM region, but that at Γ only retain about 30%
pi∗ character46; (iii) vacuum states that slide down in en-
ergy due to the high amount of vacuum space included
in the computational supercell. As the density of elec-
tronic states around Γ increases in the case of multilayers,
many (avoided) band crossings start to appear, leading to
band mixing. In these cases, our G0W0 calculation leads
to an unnatural steepness of some bands (see for exam-
ple Fig. 1(d)). We believe that in order to accurately
reproduce the bands in this region of the Brillouin zone
a fully self-consistent GW calculation (where the elec-
tronic wave functions are also updated, instead of being
kept fixed at the DFT-LDA level) should be performed.
However, these states do not participate in the optical
absorption because they are either forbidden by selection
rules (pi → σ∗, σ → pi∗ transitions) or the actual exci-
tonic states are well above the band gap energy (σ → σ∗),
or the weight of the transitions is negligible (transitions
to NFE, vacuum states). The regions in the Brillouin
zone (BZ) that contribute the most to optical absorption
is the one along KM, where the conduction bands are al-
most flat and consequently the density of states is large,
although the high-energy region up to the pi∗-σ∗ crossing
is also relevant (more details are given in Appendix B).
Figure 1 also shows the imaginary parts of the dielec-
tric functions ε2(ω) computed with the BSE. The vertical
black lines represent the onset of the absorption contin-
uum – the QP band gap. As a result of the increased
screening along the stacking direction, the binding en-
ergy reduces for increasing number of layers. The exci-
tonic series in the monolayer (frame (e)) was investigated
in Ref. [35]. The shape of the excitonic wavefunction
corresponding to the first peak (the lowest-bound exci-
ton) remains the same in the multilayers. In the bilayer
case, it is shown in Fig. 4(b). If the hole is fixed above
a nitrogen atom, the resulting electron density will be
distributed only on the boron atoms in the same layer.
Absorption in the bilayer case, shown in frame (f), is
similar to the one of the monolayer, but now a dark ex-
citon (shown by the red arrow) appears before the main
peak. These two states form a Davydov pair, which be-
comes a triplet in the trilayer case (frame (g)) with two
bright excitons and a dark one in the middle. The pen-
talayer (frame (h)) shows two bright peaks as well, but
a low-intensity third one (shown with a superimposed
lorentzian) is hidden between them. The Davydov mul-
tiplet is completed by the presence of two dark excitons
(red arrows).
IV. TIGHT-BINDING MODEL
The tight-binding (TB) Hamiltonian has already been
introduced in Ref. 35 in the case of single layer hBN.
The DFT calculations demonstrate the localization of
electrons (holes) on boron (nitrogen) sites and justifies
the introduction of the tight-binding model, efficient for
localized orbitals. Here, we give a quick overview of
the model and focus on its extension to the case of
multilayer hBN. First, we consider a basis of localized
pz atomic orbitals for the nitrogen (A) and boron (B)
atoms: {|Aα,m〉 , |Bβ ,n〉}α,β∈1..N where α, β are layer
labels and m and n run over the positions of boron and
nitrogen atoms, respectively. N is the number of lay-
ers. We assume the basis to be orthonormal. We now
introduce an independent-particle tight-binding Hamil-
tonian Hˆel0 , defined by: 〈Aα,m| Hˆel0 |Aα,m〉 = −∆ and
〈Bβ ,n| Hˆel0 |Bβ ,n〉 = ∆, while 〈Aα,m| Hˆel0 |Bβ ,n〉 is
equal to t‖ if n and m are in-plane nearest neighbours,
to t⊥ if they are out-of-plane nearest neighbours, and 0
otherwise.
From there, one can build the associated TB basis
functions |Aα,k〉 = 1/
√
M
∑
m∈Λh,α e
ik·m |Aα,m〉 and
5|Bβ ,k〉 = 1/
√
M
∑
n∈Λe,β e
ik·n |Bβ ,n〉, where Λh,α is the
physical sublattice formed by the M nitrogen atoms (hole
sites h) in layer α, and similarly Λe,β is the sublattice
formed by boron atoms (electron sites e) in layer β. This
electronic TB Hamiltonian can be diagonalized to get the
band structure of the N -layer system as a function of pa-
rameters ∆, t‖, t⊥. Here, however, we are interested in
the excitonic properties of the system, and we can omit
this step. Under the assumption that electrons and holes
are well localized in hBN systems, we can construct a
basis of localized electron-hole excitations, and map the
BSE excitonic problem of Eq. (2) onto a TB eigenvalue
problem.
The product |α,m〉h ⊗ |β,n〉e represents a specific
direct-space excitation from a nitrogen atom at m in
layer α to a boron atom at n in layer β with electron and
hole separated by a vector R = n −m. All relevant ex-
citonic properties can be calculated using this basis (see
Appendix C). Because of lattice translational symmetry,
only the electron-hole distance vector R = n−m and the
layers that contain the hole and of the electron, α and
β (since the layers are inequivalent), are of importance.
Taking this into account, we are considering a basis of
Bloch orbitals for such excitations:
|Rα,β〉 = 1√
M
∑
m∈Λh,α
eiQ·m |α,m〉h⊗|β,m+R〉e , (5)
where only the Q = 0 state will be considered since we
are concerned here with direct transitions. Indirect tran-
sitions will be considered elsewhere. This basis consists
of direct-space transitions: the state |Rα,β〉 is a Bloch
orbital of all excitations with a hole in layer α and an
electron in layer β with an electron-hole vector R. No-
tice also that the elements of this basis have a geomet-
rical interpretation: to each |Rα,β〉, one can associate a
point at position R with a label (α, β). The set of these
labeled points constitutes the “excitation lattice” of our
system, which is described in detail in Appendix D. From
now on, the notion of first nearest neighbors (1.n.n.) will
refer to points of the excitation lattice. The excitonic
Hamiltonian reads:
HˆX = Hˆ0 + Uˆ , (6)
where Hˆ0 is the independent-particle Hamiltonian and
Uˆ describes the electron-hole interaction. For the mo-
ment, we neglect the exchange interaction, so that Uˆ con-
tains only the (screened) direct interaction. The Bethe-
Salpeter Hamiltonian is (compare with Eq. (2)):
〈Rα,β | HˆX |R′α′,β′〉 =

3
t‖
2
∆ +
B(α,β)
2
t⊥2
∆ + V(α,β)(R) if Rα,β = R
′
α′,β′
t‖
2
∆ if R and R
′ are 1.n.n. and α = α′ and β = β′
t‖t⊥
∆ if R and R
′ are 1.n.n. and |α− α′|+ |β − β′| = 1
0 otherwise
. (7)
Here, V(α,β)(R) is the (modified) 2D-screened Keldysh
potential and B(α, β) is a geometrical factor. All details
of the derivation of the kinetic and interaction terms of
HˆX are described in Appendix C. We have shifted the
energy scale by the value of the (direct) electronic gap,
so that the eigenvalues of the Hamiltonian HˆX are the
binding energies of the excitonic states.
The excitonic states written in the basis of direct-space
excitations are:
|Ψ〉 =
∑
Rα,β
ΨRα,β |Rα,β〉 , (8)
obtaining the TB excitonic wavefunctions (see Eq. (3) for
comparison with the ab initio expression). In summary,
the BSE problem has been reduced to one particle moving
on a lattice under the influence of an effective potential.
V. BILAYER: AB INITIO + TIGHT-BINDING
MODEL
A. Tight-binding model
Let us now apply the above to a detailed study of the
hBN bilayer, which exhibits many of the features of the
general N layer case. To this end, it is useful to split the
lattice of direct space excitations into 4 different sublat-
tices Λα,β = {Rα′,β′ | (α′, β′) = (α, β)}, which results in
shifted triangular lattices (see Appendix D). Let T be
the triangular lattice formed by the boron sites in layer
1, τ any nitrogen-boron nearest neighbour vector in layer
1, c the interlayer separation and ez the unit vector along
the stacking axis oriented from layer 1 towards layer 2;
6FIG. 2. Excitation lattice and hopping elements for the AA′
bilayer, seen from above (ez orthogonal to the paper plane).
Dots and circles denote excitation sites, solid lines denote in-
plane hoppings (T‖ = t
2
‖/∆) and dotted lines denote out-of-
plane hoppings (T⊥ = (t‖t⊥)/∆). All sublattices are (shifted)
triangular lattices and must be completed by periodicity. The
lattice is composed of three planes orthogonal to ez, each
containing respectively Λ2,1, Λ1,1 ∪ Λ2,2 and Λ1,2 (as defined
in Eq. (9)). Since Λ2,1 and Λ1,2 are on top of one another
(Λ1,2 = Λ2,1 + 2dez), they appear superimposed in the view
from the top. For this reason, sites and hoppings connected
to Λ2,1 are shown in green and the corresponding hoppings
slightly shifted to make them distinguishable.
then:
Λ1,1 = {R1,1 | R ∈ T + τ}
Λ2,2 = {R2,2 | R ∈ T − τ}
Λ1,2 = {R1,2 | R ∈ T + cez}
Λ2,1 = {R2,1 | R ∈ T − cez}
(9)
By definition, the Λα,α contain only intralayer transi-
tions. For this reason, we call them in-plane (IP) sublat-
tices, and excitonic states composed (mostly) of transi-
tions from these sublattices are called intralayer or in-
plane (IP) excitons. Conversely, the Λα,β such that
α 6= β contain only interlayer transitions which can be
seen as transfering charge from one layer to another.
We thus call these sublattices interlayer (IL) sublattices
and the excitonic states (mostly) composed of transitions
from these sublattices are denoted as interlayer (IL) ex-
citons. In this bilayer case we have B(α, β) = 2 in the
corresponding excitonic Hamiltonian of Eq. (7). Fig-
ure 2 shows the structure of its hopping elements along
with the structure of the lattice of excitations. Bilayer
hBN, in the AA′ stacking, has the symmetries of the D3d
point group, and in particular the two layers are related
by inversion symmetry. As a consequence, V(1,1) = V(2,2)
and V(1,2) = V(2,1). This means that the excitation lattice
along with its onsite and hopping elements also possesses
inversion symmetry, so that Λ1,1 and Λ2,2 are equivalent,
as are Λ1,2 and Λ2,1.
Notice that neither Λ1,1 and Λ2,2 nor Λ1,2 and Λ2,1 can
interact directly as no hopping element connects them.
In other words, the in-plane sublattices can only inter-
act indirectly through the interlayer sublattices and vice
versa.
B. Numerical diagonalization
We can now diagonalize HˆX to obtain the excitonic lev-
els for the AA′ bilayer. All matrix elements of HˆX have
been specified up to the exact form of the potential V(α,β).
While this exact form is not required for most of our for-
mal calculations, we require it here to perform a numer-
ical diagonalization of HˆX . As mentioned above, since
our problem mostly involves two-dimensional screening,
we use a potential of the Keldysh type:10,47
V2D(R, ρ) =
pie2
2ρ
[
H0
(
R
ρ
)
− Y0
(
R
ρ
)]
,
where ρ is a characteristic 2D screening length, and we
set:
V(1,1)(R) = V2D(R, ρIP )
V(1,2)(R) = V2D(R, ρIL) ,
V(2,2) and V(2,1) being obtained by symmetry. As a re-
sult, the tight binding Hamiltonian HˆX depends on four
parameters: T‖ = t2‖/∆, T⊥ = (t‖t⊥)/∆, ρIP and ρIL.
We have considered a box of 1600 excitation sites with
a cutoff of 16.05 A˚ for the hole-electron interaction. We
optimize the parameters to reproduce the excitonic bind-
ing energies of the first eight ab initio excitons (not count-
ing degeneracies). The optimal parameters are found
to be: T‖ = 1.53 eV, T⊥ = 0.454 eV, ρIP = 12.3 A˚
and ρIL = 16.8 A˚. The electronic gap obtained from
Hˆel0 is equal to 2∆, so fixing ∆ = 3.48 eV to reproduce
the value of the ab initio gap, we can extract the value
of the corresponding electronic hoppings: t‖ = 2.31 eV,
t⊥ = 0.685 eV.
By comparing the ab initio calculations with the TB
model fit, we are able to characterize the bilayer excitons
in the same way it was done for the monolayer in Ref.
[35]. The combined ab initio-TB results are presented in
Table II up to exciton 8 of the series. It can be seen that
all excitons have undergone Davydov splitting into pairs
of even (gerade) and odd (ungerade) states with respect
to the inversion symmetry of the system. Explicitly, these
pairs are (1, 2), (3, 8), (4, 6) and (5, 7). Pairs (1, 2) and
(5, 7) are mostly in plane and correspond to the splitting
of the first two excitons of the monolayer, respectively.
The other states shown in Table II are interlayer exci-
tons and are thus “new” states in the sense that they
are not obtained from a splitting of monolayer states. As
7Exciton 1 (×2) 2 (×2) 3 4 5 (×2) 6 7 (×2) 8
Ab initio −1.644 −1.614 −1.170 −1.162 −1.022 −1.000 −0.943 −0.899
Tight binding −1.630 −1.612 −1.272 −1.220 −1.003 −0.891 −0.977 −0.895
Bright no yes no no no no yes no
Symmetry Eg Eu A1g A1u Eg A2g Eu A2u
Description IP, 1s IP, 1s IL IL IP, 2p IL IP, 2p IL
TABLE II. Table of bilayer excitons. We list the ab initio binding energies and the results of the TB fit (all the values are in
eV). The optical activities and symmetries of the states are also listed, as well as their description in terms of being in-plane
(IP) or interlayer (IL). For the IP excitons, a labeling of the states according to hydrogen-like energy levels is also provided.
the system possesses inversion symmetry, only odd states
can couple with light, and furthermore, for light with in-
coming wave vector parallel to the stacking axis (so that
the field is parallel to the layers), only states with the E
symmetry are bright. The only optically active states are
thus those of Eu symmetry. The first state is thus dark,
and the main peak of the absorption spectrum comes
from the second state. These selection rules are modified
when incoming light is polarized along the stacking axis:
in this case, only states with the A2u symmetry can be
bright. In this case the brightest excitons are of the IL
type.
C. Model for the Davydov splitting
When t⊥ = 0 all sublattices decouple and HˆX becomes
block diagonal with respect to the sublattices. We denote
the resulting Hamiltonian as Hˆ‖. Let us now choose an
eigenbasis B0 of Hˆ‖ with the following properties: all its
vectors have non-vanishing intensity only on one sublat-
tice, and the eigenvectors for the Λ2,2 and Λ2,1 blocks
are the images by inversion of those of the Λ1,1 and Λ1,2
blocks, respectively. This entails that the resulting eigen-
vectors are either purely in-plane (IP ) or purely inter-
layer (IL) states.
We now re-introduce t⊥ as a perturbation of Hˆ‖. Let us
thus define Hˆ⊥ from Hˆ⊥ = HˆX−Hˆ‖. The eigensubspaces
of Hˆ‖ are in general 4-dimensional for states that trans-
form under the E representations, and 2-dimensional for
the others. We first consider the latter. Let thus EΨ
be such a two dimensional eigensubspace of Hˆ‖ corre-
sponding to the energy EΨ: we extract from B0 a basis
{|Ψ1〉 , |Ψ2〉} of EΨ such that |Ψ1〉 and |Ψ2〉 are images
of each other by inversion and use second order degener-
ate perturbation theory to build an effective Hamiltonian
HˆΨ in order to express the effects of the perturbation in
this basis:
HˆΨ = EΨ1 +
t⊥2
∆
1 +
(
g1,1 g1,2
g1,2
∗ g2,2
)
,
where the second order terms are given by:
gi,j =
∑
|µ〉∈B0
Eµ 6=EΨ
〈Ψi| Hˆ⊥ |µ〉 〈µ| Hˆ⊥ |Ψj〉
EΨ − Eµ . (10)
Using inversion symmetry, it can be shown that g1,2 ∈
R and that g1,1 = g2,2 ∈ R, so introducing the notations
gΨ = g1,2 and hΨ = g1,1 = g2,2 we are left with:
HˆΨ =
(
EΨ +
t⊥2
∆
+ hΨ
)
1 + gΨ
(
0 1
1 0
)
,
from which it is clear that the states split into an even
and an odd excitonic state, |Ψ±〉 = (|Ψ1〉 ± |Ψ2〉)/
√
2,
with energies:
EΨ,± = EΨ +
t⊥2
∆
+ hΨ ± gΨ ,
and this constitutes the Davydov splitting, with ampli-
tude 2|gΨ|.
For states transforming under the E representations,
EΨ is four-dimensional: in this case we can extract from
B0 a set of four basis states such that each sublattice con-
tains two components transforming under the two dimen-
sional E representation. Allowing for complex wavefunc-
tions, we can choose these components such that, on each
sublattice, each of them is multiplied by exp(+2ipi/3)
or exp(−2ipi/3) under a rotation of 2ipi/3. Components
which transform differently under rotation cannot cou-
ple. The 4 × 4 effective Hamiltonian can then be made
block-diagonal with 2 × 2 blocks and it can be shown
that these blocks are equal. We finally recover the pre-
vious formalism. From Eq. (10) we see that IP (IL)
states are split by interaction with IL (IP ) states re-
spectively. Furthermore, only states of B0 with the same
symmetry can couple. From its definition we also see
that gψ ∝ (t‖t⊥)2/∆2, so that the splitting scales as t⊥2.
Finally we can limit the coupling to neighbouring states
of energy Eϕ so that the amplitude of the splitting sΨ
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FIG. 3. Qualitative splitting scheme of the bilayer states pre-
sented in table II. The left side of the diagram presents eigen-
states of the system without interlayer coupling (Hˆ‖), while
the right side presents eigenstates of the full system. The
eigenstates of Hˆ‖ were calculated using the TB model with
optimal parameters but t⊥ = 0. They are labeled according
to the representation of the symmetry group of the sublat-
tice they belong to (C3v for the IP sublattices and C6v for
the IL sublattices). The eigenstates of the full system are
ordered according to their ab initio energies and labeled ac-
cording to the symmetry group of the full system, D3h. States
transforming according to two-dimensional E, Eg or Eu rep-
resentations have been drawn as one-dimensional, since both
components have the same behavior under splitting.
can be estimated:
sΨ ∼ 2
∣∣∣∣∣kΨ
(
t‖t⊥
∆
)2
1
EΨ − Eϕ
∣∣∣∣∣ ,
where kΨ ∼ ∆2/(t‖t⊥)2 〈Ψi| Hˆ2⊥ |Ψj〉 is a dimensionless
quantity. The numerical diagonalization of HˆX shows
that IL states with E symmetry do not occur until rel-
atively high energy into the excitonic series. On the
other hand, IL excitons with A symmetry occur rela-
tively early, and so do IP excitons. Assuming kΨ to
be roughly constant, this gives some qualitative under-
standing as to why, at least early in the excitonic series,
E states are less split than A states.
D. Analysis of the first exciton pairs
Let us now review the eigenstates of the AA′ bilayer,
as presented in Table II. For clarity, we discuss excitons
by pairs, and separate here the states which are mostly
in plane, and the mostly interlayer states. In Fig. 3 we
provide a scheme of the splitting of the bilayer states as
obtained from the model presented above.
1. In-plane pairs
We start with the lowest bound pair, (1, 2). Its excitons
are of E symmetry and stem from the splitting of the low-
est bound monolayer states. In the monolayer, the lowest
bound exciton is twice degenerate, and this is therefore
also the case of excitons 1 and 2. Analyzing the ampli-
tudes of the corresponding wavefunctions shows that the
even (dark) state is lowest in energy, as can be seen in
Fig. 4(a) and (b), and we estimate gΨ ≈ −15 meV < 0
from the magnitude of the ab initio splitting. The main
peak of the bilayer absorption spectrum therefore stems
from exciton 2, which is odd and thus bright. As noted
above, this pair is relatively weakly split, and with a bind-
ing energy energy of ∼ −1.6 eV it is well separated from
the other excitonic states of the system, which only ap-
pear about 0.4 eV higher. The states of the pair are less
bound than the corresponding monolayer exciton, which
has a binding energy of −1.9 eV:35 This is likely due to
the increased screening brought about by the presence of
the second layer.
Similarly, the pair (5, 7) results from the splitting of
the second state of E symmetry in the monolayer. There,
this doubly degenerate state is responsible for the second
peak in the absorption spectrum. As previously, this
state splits into a pair of doubly degenerate states of
symmetries Eg and Eu with the even state being lower
in energy. The odd state, 7, is bright and is responsible
for the second peak in the absorption spectrum of the
bilayer.
2. Interlayer pairs
It can be seen in Table II that IL states are captured
less accurately by the model than IP states. It is possible
that this difficulty originates from our use of a Keldysh-
type expression to model the interlayer potential: the
interlayer system is very inhomogeneous and has a finite
thickness which is not negligible compared to the charac-
teristic radii of the first few interlayer states. Neverthe-
less, we could recover the listed ab initio binding energies
within about 10%, and the qualitative agreement with
the ab initio wavefunctions is satisfying.
The lowest bound interlayer state is part of the (3, 8)
pair. The corresponding wavefunctions are shown in Fig.
4(c) and (d). This pair exhibits a strong splitting of
271 meV, and again, the even state is at lowest energy.
Both states are dark for incoming light polarized orthog-
onal to the stacking axis, but it may be noted that from
the selection rules mentioned above, state 8 would be
the first peak in the absorption spectrum for light polar-
ized parallel to the stacking axis. The (4, 6) pair exhbits
a lower, but still relatively large splitting of 161 meV.
Analysis of the TB wavefunctions reveals that, contrary
to the other pairs in table II, it is the odd state which is
lower in energy.
9E. Ab initio description and comparison with TB
model
If we look at the intensities of the lowest-bound Davy-
dov pair, shown in the top frames of Fig. 4(a) and (b), the
two states appear indistinguishable (they have the shape
of a lowest-bound 1s/E monolayer exciton35). However,
state S = 1 is optically dark, whereas state S = 2,
which lies 0.06 eV above, is bright. This suggests that
S = 1 should be even under inversion symmetry (dark)
and S = 2 should be odd (bright). Thus, the complete
symmetry analysis requires to visualize the phase of the
excitonic wave function.
Since these states are doubly degenerate, we start the
analysis by presenting a simpler case, the non-degenerate
(dark) state S = 3. Its intensity is shown in the top
frames of Fig. 4(c). This is an interlayer (IL) exciton:
if the hole is fixed in one layer (always above a nitrogen
atom, at position rh), the electron density is distributed
on the other (which is the only layer shown in the Figure,
labeled Layer 1). In the middle frames of Fig. 4(c) we
present a phase-intensity plot of the same exciton: the
values of the phase are shown in the areas with inten-
sity greater than 5%. The phase is remarkably constant
on each atom and, as expected, any two adjacent boron
sites are separated by a node of the wavefunction (the
phase difference is pi). In the bottom frame of Fig. 4(c)
we show the same plot, but now the hole is fixed at a
position r′h = I(rh), where I is the inversion symmetry
operator. The resulting electron density is now localized
on the opposite layer (Layer 2) with respect to the pre-
vious case. We can immediately see that the phase dis-
tribution does not change in the two cases: state S = 3
is even under inversion symmetry, and we can assign it
to the A1g representation of point group D3d of bilayer
hBN. In order to find its Davydov partner, we look for
an IL state with the same symmetry, but odd under in-
version (i.e. belonging to representation A2u). We find
that it is state S = 8, represented in Fig. 4(d) and listed
in Table II, with a considerable Davydov splitting of 0.27
eV.
We are now ready to go back to the doubly-degenerate
states S = 1 and S = 2. In order to fully represent
the phase information, it is necessary to rotate the two
complex wavefunctions in the degenerate subspace until
they are (almost) fully real or fully imaginary. In the
language of group theory this means that we describe
the E representation using a basis transforming as x and
y. For a more detailed description of the procedure, the
reader is referred to Appendix G.
In Fig. 4(a) and (b) we select one such wavefunction
for each state (panel (a) for S = 1 and (b) for S = 2), and
(in the ab initio case) we plot a linecut of the intensity
along the three boron atoms that are nearest neighbours
to the nitrogen above which the hole is fixed. These are
the sites where most of the intensity is found. The value
of the phase (which rotates along the linecut) is shown
in a color scale. In analogy with panels (c) and (d), the
corresponding wavefunctions under inversion symmetry
are plotted in the bottom frames of Fig. 4(a) and (b).
We also show sections of the phase-intensity plots for the
leading peak in the insets. We can clearly see how S = 1
is indeed even (Eg, optically forbidden) and S = 2 is odd
(Eu, optically active) under inversion symmetry.
VI. TRILAYER AND BEYOND: AB INITIO +
TIGHT-BINDING MODEL
As soon as the layer number becomes greater than two,
the layers become inequivalent both in terms of degree of
screening and of bonding/coordination along the stacking
direction. This leads to various interesting features that
we discuss in this Section.
A. General stacking properties
The variation of the band gaps in hBN as a function
of layer number is displayed in the top two frames of Fig.
5(a). The indirect gap (orange) and minimimum direct
gap (teal) are shown both in the DFT-LDA case (upper
frame) and after the GW correction (lower frame). In
bilayer, the hybridization between the pi∗ bands of the
two layers, which cross at the K point slightly shifting
the position of the direct band gap, has the largest effect
at the M point, where the energy of the bottom band is
lower than around K, giving rise to an indirect band gap.
The energy of the bottom band at M is lowered every time
the number of hybridized layers is increased, reducing the
gap. On the other hand, the value of the direct band gap
is only negligibly affected by layer stacking at the DFT
level.
For both gaps the GW correction to the DFT values
is huge (& 2 eV). As the screening environment evolves
from quasi-2D to 3D with layer stacking, the GW gaps
decrease, converging to the bulk value. In particular, in
the case of the minimum direct gap (relevant for optical
absorption), the DFT calculation is completely unable
to capture the increase in screening along the stacking
direction with every added layer, giving a constant value
of 4.56/4.53 eV from monolayer to bulk. After the GW
correction, the gap in bulk (at 6.24 eV) is lower than
the gaps in monolayer and pentalayer by 1 and 0.3 eV,
respectively.
The two bottom frames of Fig. 5(a) are concerned
with excitonic states. In the upper one, the binding en-
ergies of the lowest-bound Davydov multiplet are plotted
in green (dark excitons are in gray). In monolayer and
pentalayer, the binding energies are 1.93 and 1.32 eV, re-
spectively, as opposed to 0.7 eV in the bulk. By looking
at the absorption spectra, we can see that the effects due
to the reduction in binding energy and to the shrinking
GW tend to cancel: in fact, the absolute peak positions,
shown as red (bright) and gray (dark) circles in the lower
10
0
0.2
0.4
0.6
0.8
1
B1 B2 B3 B1
In
te
ns
it
y
(a
rb
.u
ni
ts
)
0
0.2
0.4
0.6
0.8
1
B10 B30 B20 B10
In
te
ns
it
y
(a
rb
.u
ni
ts
)
B2
B20
B1
Phase
(rad)
B10
0
0.2
0.4
0.6
0.8
1
B1 B2 B3 B1
In
te
ns
it
y
(a
rb
.u
ni
ts
)
0
0.2
0.4
0.6
0.8
1
B10 B30 B20 B10
−pi
−pi/2
0
pi/2
pi
B2
B20
S = 1 (dark) S = 2 (bright)
Ab initioAb initio
Tight-
binding
Tight-
binding
Full state
(intensity)
S
in
g
le
co
m
p
on
en
t
(p
h
as
e)
Ψ(r, rh)
Layer 1
Ψ(r, I(rh))
Layer 2
S = 3 (A1g)
Ab initioAb initio
Tight-
binding
Tight-
binding
Intensity
P
h
as
e
Ψ(r, rh)
Layer 1
Ψ(r, I(rh))
Layer 2
(a) (b)
(c) (d) S = 8 (A2u)
FIG. 4. Excitons in bilayer hBN under inversion symmetry. Tight-binding and ab initio results. Panel (a) / (b): excitonic
state S = 1 (even, dark) / S = 2 (odd, bright). Panel (c) / (d): excitonic state S = 3 (A1g) / S = 8 (A2u). For each panel, the
tight-binding excitonic wavefunctions are shown on the left column, the ab initio ones on the right column. In the top frames of
(a) and (b) the intensities of the full doubly degenerate states on the BN lattice (hole fixed on the central nitrogen) are shown.
Below, the choice of one component wavefunction in the degenerate subspace (see text and Appendix G for the procedure)
permits the representation of the phase of this excitonic state. In the middle and bottom frames the phase is plotted for the
electron distribution when the holes are fixed in two positions related by inversion symmetry I (layer 1 and layer 2). In the ab
initio case, the intensity is plotted along the triangle formed by the borons which are nearest-neighbours to the hole nitrogen
(B1 and B1′ = I(B1), B2 and B2′ = I(B2), and B3 and B3′ = I(B3): red triangle in the top frame). The phase, which rotates
around the path, is shown in color scale as in the other plots. The insets show a section of the phase-intensity plots on both
layers, relative to the boron with the largest intensity. In the top frames of (c) and (d) the intensities of the wavefunctions of
the non-degenerate states are portrayed (since these are interlayer excitons, the hole layer is not shown as the electron density
on it is very low). The phase-intensity plots are shown in the middle and bottom frames. For each exciton, two wavefunctions
connected by inversion symmetry (r′hole = I(rhole)) are depicted, showing their respective parity [(c): even, (d): odd].
frame, are almost constant, averaging around 5.3 eV. The
position of the bulk excitons is around 5.5 eV.
Figure 5(b) provides for the lowest-bound exciton
(1s/E) a scheme of the Davydov splitting from bilayer
to bulk. We make the following observations: (i) dark
and bright states alternate, and (ii) in tri- and penta-
layer we have a bright-dark couple at lower energy, while
the rest of the multiplet lies above. These latter states
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correspond to inner or “bulk-like” excitons (see next Sec-
tion), therefore they should be compared with the bulk
excitons. The bright-dark couple is made of surface ex-
citons that have no counterpart in the bulk crystal and
their relative intensity decreases to negligible values for
increasing number of layers (see Appendix F).
The bottom frame of Fig. 5(a) shows that the energy of
the bright inner peaks increases with layer number, which
leads to the bulk values. However, this increasing trend
might be related to the particular G0W0 approach. To
elucidate this point, we performed simulations on mono-
layer and bulk using a semi self-consistent GW scheme
(labeled G1/2W0), updating the band energies in G dur-
ing subsequent G0W0 runs until convergence. We obtain
an additional correction to the band gap and peak po-
sitions of monolayer and bulk by 0.34 and 0.22 eV, re-
spectively. We also used the LDA-optimized lattice con-
stant for the monolayer (2.479 A˚) instead of the bulk one
(2.496 A˚), which accounts for another 0.1 eV increase in
the peak energy. The final band gap for the monolayer
is 7.69 eV, and its main excitonic peak is now almost at
the same energy of the bulk one (5.76 eV, red crosses in
Fig. 5(a)). In conclusion, additional refinements in the
calculations (e.g fully self-consistent GW and using the
“true” experimental few-layer lattice constants) may lead
to an inversion of the trend and show peak energies that
are both higher and decreasing towards the bulk value.
B. Linear chain model
In the following we show the relation between exci-
ton symmetry and optical activity. The two lowest-lying
states are surface excitons (density localized on the outer
layers), while the remaining one(s) are inner excitons (lo-
calized on the internal layers).
1. The effective Hamiltonian
We start with an extension to multilayer systems (N ≥
3) of the general TB model described in Section V. We
want to produce an effective Hamiltonian to describe the
Davydov multiplets. It thus seems natural to proceed by
defining a Hamiltonian Hˆ‖ from HˆX by setting the inter-
layer hopping t⊥ equal to 0, and then build an eigenbasis
of Hˆ‖ with the properties of the basis B0 employed in the
case N = 2.
The crucial difference with the bilayer case stems from
the fact that the layers are not all related by symme-
try anymore, therefore they are no longer equivalent.
There are two physical reasons for this: first, as can
be seen in HˆX , transitions involving sites on the out-
ermost (N = 1 or N) layers have a lower kinetic / single-
particle contribution to their on-site energy when com-
pared to transitions involving only the inner layers. This
effect is proportional to t⊥2. As such, it is contained in
Hˆ⊥ = HˆX − Hˆ‖. Secondly, transitions involving sites
on the outer layers are subjected to a (gradually) lesser
screening than the ones involving sites in the inner layers:
the consequence of this is that the hole-electron interac-
tion potential is more binding for transitions involving
outer sites, again lowering the energy of such transitions.
This effect is tied to the hole-electron interaction Uˆ and
as such, is still contained in Hˆ‖. However, it is impor-
tant to note that global symmetries remain: inversion
symmetry when N is even and mirror symmetry when N
is odd.
In order to build a more symmetric basis, we define a
modified Hamiltonian H¯‖ where the screening variations
are averaged out (see Appendix E for more details). As a
result, H¯‖ describes the problem of N effective identical
hBN layers where electrons are forbidden to hop from
one layer to the other. It describes a system symmet-
ric when consecutive layers are exchanged. We use this
symmetry to build an eigenbasis B0 of H¯‖. In particu-
lar, the ground state eigensubspace of H¯‖ is spanned by
N copies of the (doubly degenerate) lowest-bound mono-
layer exciton. As in the N = 2 case, we treat these copies
as effectively non-degenerate states |1〉, |2〉, ..., |N〉 such
that |i〉 corresponds to the effective copy on the ith layer,
and we build an effective Hamiltonian Hˆeff in the sub-
space spanned by {|i〉}i∈J1;NK to describe their splitting.
The derivation of this effective Hamiltonian is given in
Appendix E. Assuming that the screening variations are
only significant for the outermost layers, we obtain, up
to a shift of the global energy scale:
Hˆeff = −|g|
 ∑
<i,j>
|i〉〈j|+X( |1〉〈1|+ |N〉〈N | )
, (11)
where |g| describes the strength of the coupling of the
states of neighbouring layers, X is a dimensionless quan-
tity characterizing the surface effect, and the sum is over
nearest neighbors layers. Physically, X is related to the
energy difference between surface and inner layers di-
vided by the interlayer coupling energy. This is just a
linear chain model with boundary effects.
It can be solved using standard methods. In the
present case a detailed solution has been given by
Puszkarski.48 The eigenvalues are given by En =
−2|g| cos(kn), where the kn are determined by the bound-
ary conditions. In the case of an ideal linear chain
(X = 0), the allowed wavenumbers would be given by
kn = npi/(N + 1). Here, X 6= 0 a priori, and they
are determined implicitly from the relation (cos(k) −
p(X)) sin(Nk) = r(X) sin(k) cos(Nk), with p(X) =
2X/(X2 + 1) and r(X) = (X2 − 1)/(X2 + 1). It can be
shown that for values of X larger than a certain thresh-
old (specifically X ≥ (N + 1)/(N − 1)), this equation
admits N − 2 real solutions in [0 ;pi[ and 2 purely imagi-
nary ones which correspond to surface states. One state
is even, and the other is odd with respect to parity un-
der inversion of the linear chain. As shown below, this
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FIG. 5. Panel (a): DFT band gaps (top), G0W0 band gaps (second to top), binding energies of the lowest-bound excitons
(second to bottom) and absolute excitonic peak positions (bottom) are shown as a function of the layer number. The orange
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Panel (b): scheme of the Davydov splitting in energy of the lowest-bound excitons for N -layer systems (N = 2, 3, 5,∞) starting
from the energy of N isolated monolayer excitons. Solid black (dashed gray) lines represent bright (dark) states. The energy
separation within the multiplets is in scale for all systems.
is the crucial symmetry that controls the brightness or
darkness of excitonic states in multilayer systems.
This behavior is clear in the X  1 regime, where we
can make the approximation that the two outer layers are
completely decoupled from the N − 2 inner layers. The
approximation is relevant, since ab initio results suggest
that this might indeed be the case for N -layer systems
(N > 3). The former layers will yield degenerate states
with energy −|g|X, while the latter will behave as an
ideal (X = 0) finite linear chain with N − 2 sites with
eigenenergies En = −2|g| cos(npi/(N − 1)). Then, the
coupling between outer and inner layers can be reintro-
duced as a perturbation. To first-order in 1/X we can
derive an effective Hamiltonian for the inner states in the
high-energy subspace spanned by {|i〉}i=2..N−1:
Hˆinner = −|g|
 ∑
<i,j>
|i〉〈j| − 1
X
[ |1〉〈1|+ |N〉〈N | ]
,
which for large X is nothing more than a linear chain
with weak boundary effects, that will slightly displace
the energy levels and modify the states.
Let us now consider the outer surface states. Since
we consider only first neighbour layer interactions, the
states |1〉 and |N〉 are not coupled by second-order per-
turbation theory if N > 3: we simply obtain a rigid
shift of the (degenerate) energies which become equal
to −|g|(X + 1/X). However, |1〉 and |N〉 interact indi-
rectly via the inner states, and their splitting is seen in
ab initio calculations. In order to describe this effect, we
introduce an effective coupling integral γ and an effec-
tive on-site energy Eb, so that the Hamiltonian in the
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{|1〉 , |N〉} subspace is given by:
Hˆouter = −|g|
[
Eb + γ
( |1〉〈N |+ |N〉〈1| )].
The eigenstates and eigenenergies for this two-level sys-
tem are given by:
|ΨO,±〉 = 1√
2
( |1〉 ± |N〉 ) , EO,+ = −|g|(Eb ± γ),
describing a splitting of the two surface states into an
even and odd state, with a splitting width of 2|g|γ. As
said above Eb ' (X + 1/X), and it is easily found that
γ ' 1/XN−2.
2. Optical activity
The optical activity of the excitonic states is con-
trolled by the matrix element 〈∅|pˆ|Ψ〉 where p is the
momentum and |∅〉 and |Ψ〉 are the vacuum state and
the exciton state, respectively. In general, for a state
|Ψ〉 = ∑R ΨR |R〉, we have:35
〈∅|pˆ|Ψ〉 = ime
√
M
~
∑
Rα,β
tRα,βΨRα,βR ,
where tRα,β = 〈m|Hˆel0 |m+R〉 for m ∈ Λh,α such that
m + R ∈ Λe,β is simply the tight-binding hopping inte-
gral, i.e. t‖ or t⊥ depending on whether R is in plane or
out of plane, respectively, or zero if R is not a boron to
nitrogen nearest neighbour vector of the crystal lattice.
In the case of the first Davydov n-uplet the wavefunction
can then be written |Ψ〉 = ∑Ni=1Ai |i〉, so that:
〈0|pˆ|Ψ〉 =
N∑
i=1
Ai 〈0|pˆ|i〉 =
N∑
i=1
Aidi,
where we have defined 〈0|pˆ|i〉 ≡ di.
In order to proceed, we point out two important sym-
metries of the linear chain. Since Hˆeff from Eq. (11) has
inversion symmetry, it follows that the components of its
eigenstates are related by AN−i+1 = sΨAi, where sψ is
the parity of the state |Ψ〉 with respect to the inversion
symmetry of the linear chain. Additionally, for systems
in the AA′ stacking, the in-plane vector quantities di on
each layer are related by dN−i+1 = −(−1)Ndi. We can
obtain a stronger relation using the fact that by defini-
tion, |1〉 , |2〉 , . . . , |N〉 ∈ B0, and therefore di+1 = −di
for all i ∈ J1, N − 1K, so that letting d = −d1, we get
di = (−1)id for all i ∈ J1, NK. We can then write:
〈0|pˆ|Ψ〉 = 1− sΨ(−1)
N
2
d
N∑
i=1
(−1)iAi,
thus providing a selection rule for in-plane states: (i) if
N is even, the even states are dark; (ii) if N is odd,
the odd states are dark. Here, the even/odd character
of a state refers to its parity sΨ under inversion of the
chain, or, equivalently, exchange of layers k and N −
k + 1 for all k. In physical systems this corresponds to
inversion symmetry for even N and to mirror symmetry
with respect to the central layer for odd N . The oscillator
strength fΨ of the bright states is then proportional to
| 〈0|pˆ|Ψ〉|2 ∝ |S(Ψ)|2, with S(Ψ) ≡∑Ni=1(−1)iAi(Ψ). It
can be shown that the quantities |S(Ψ)|2 follow the exact
sum rule
∑N
n=1 |S(Ψn)|2 = ‖|z〉‖2 = N , where |z〉 is the
vector of components zi = (−1)i.
C. Realistic systems
1. Comparison between ab initio and the linear chain model
The bilayer case can be treated in the linear chain for-
malism, obtaining a 2×2 Hamiltonian where the bound-
ary terms only amount to a global energy shift. We re-
cover the formalism of Section V C for the lowest bound
pair.
The trilayer is the first case where boundary effects
appear qualitatively in the splitting. The effective model,
in this case, reads:
Hˆeff = −|g|
X 1 01 0 1
0 1 X
 .
We only need to fit the parameter X to realistic val-
ues. Let Ei denote the energies of the three Davy-
dov states (i = 1, 2, 3). The form of Hˆeff shows that
the splitting ratio r = (E3 − E2)/(E2 − E1) depends
only on X. Ab initio gives the value for this ratio:
r = (60 meV)/(15 meV) = 4. By fitting X on r we
extract a value of X ≈ 2 (not yet in the high-X regime)
and we can compute the Ai coefficients for each state
from the TB perspective. A similar procedure can be fol-
lowed for the pentalayer, and we obtain X ≈ 7.1, which
is already in the X  1 regime. Indeed, the structure
of the absorption spectra of the hBN pentalayer in the
AA′ stacking is well described as the result of the two
separated systems. First, we have two states very close
in energy: these are the boundary states. The first one
is expected to be even and bright, since N is odd, and
the second one is odd and dark. Well above the first two
states in energy (0.1 eV according to ab initio results),
we find a group of three states, which correspond to the
inner states. Their splitting is nearly symmetric, as ex-
pected from the model of the inner states for large X.
The first one of these must be even, so is bright, the sec-
ond one odd thus dark, and the last one is even and thus
bright. We note here that, while it is not necessary to
know the exact value of |g| to obtain the multiplet states
from the linear chain model, we can still extract its value
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FIG. 6. Ab initio simulations: lowest-bound Davydov multiplets in (a) bilayer, (b) trilayer and (c) pentalayer hBN. Each
wavefunction is plotted for N fixed positions of the hole (N is the layer number) as explained in the text. The intensities shown
in blue (gray) belong to bright (dark) excitons. The energies of the splittings between and within surface and inner exciton
subsets are also given in meV. Bright (B) and dark (D) states are labeled in (c) for comparison with Figs. 1 and 8.
from the amplitude of the ab initio splittings, and we
find g2L ≈ −15 meV, g3L ≈ −22 meV, g5L ≈ −17 meV
and gbulk ≈ −15 meV respectively for the bilayer, triple-
layer, pentalayer and bulk cases (see Appendix F). This
indicates that the interlayer coupling seems not to de-
pend strongly on the number of layers.
In order to make comparisons with the ab initio results,
let us consider the excitonic wavefunction Ψ(r, rh) ≡
|Ψh〉 for a state in the lowest-bound Davydov multi-
plet, and the wavefunction |i〉 of the corresponding non-
interacting, effective monolayer exciton localized on layer
i. The subscript h ∈ J1, NK denotes the fixed position of
the hole in the considered layer. We notice that, if we
fix the hole in layer j, we have |Ψj |2 ≈ | 〈j|Ψh〉 |2 =
|Aj |2. In Fig. 6 we show a side view of the quantity∑N
i |Ψi|2 =
∑N
i |Ai|2 (i.e. an intensity plot for N differ-
ent hole positions, one on each layer) for bilayer, trilayer
and pentalayer hBN. The bright excitons are portrayed
in blue, the dark ones in gray. By comparing the figures
with the tight-binding predictions we find that they are
in very good qualitative agreement. The most important
feature for multilayers is that excitons at lower (higher)
energies are localized on the outer (inner) layers. The
dark excitons are found, as expected in the case of odd
layer number, to be odd with respect to the mirror sym-
metry of the TB linear chain (i.e. no intensity is allowed
on the central layer of tri- and pentalayer). Notice that
the leading peaks in the imaginary part of the dielectric
function – see Fig. III(g) and (h) – come from the exci-
tons that are mostly localized on the central layers and
are highest in energy.
The comparison between TB and ab initio can be
made quantitative by computing the volume integrals
|Ψi|2 ≈ |Ai|2 in the simulation supercell. The locations
of the points in the numerical data grid for |Ψi|2 must be
consistent with the mirror symmetry of the linear chain,
and the cell volume (grid density) must be “converged”
to suppress numerical noise. The agreement is in gen-
eral very good: the simple linear chain model is able to
reproduce the excitonic distributions on the various lay-
ers. Apart from two exceptions, the errors in the ATBi
coefficients are below 20% with respect to their ab ini-
tio counterparts. Larger discrepancies can appear when
small, yet diffuse charge-transfer contributions for some
Ψi are present: in this case the approximate equivalence
|Ψj〉 ≈ Aj |j〉 becomes less reliable. This is the case of the
bright surface exciton in the trilayer (Fig. 6(b)), which,
according to the linear chain model, is forbidden to have
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a component in the central layer (i.e. ATB2 = 0 and
ATB1 = A
TB
3 ), while in ab initio we find A
ai
2 /A
ai
1 ' 0.3.
This exciton remains nonetheless mainly localized on the
surface layers. The case of the pentalayer is summarized
in Fig. 7. The two bright excitons localized inside the
system (the third and fifth one in Figs. 6(c) and 7) are
predicted to be mostly localized on the central layer, ac-
cording to the linear chain model, with a |ATB3 /ATB2 |2
ratio of 2. This agrees very well with the higher-energy
state (which is the brightest and thus the most impor-
tant), where we find |Aai3 /Aai2 |2 = 1.8, while the lower
energy one has a ratio of 0.5 and the weight distribu-
tion among the layers is inverted. It is worth recalling
that in the pentalayer the screening along the stacking
direction is not constant, contrary to the tight-binding
assumption of an ideal linear chain to represent the in-
ner layers. However, the consequent underestimation in
the oscillator strength associated to this excitonic state
does not influence the general agreement, as its contribu-
tion to the optical structure of the system remains very
small in both the TB and ab initio cases.
2. Slab thickness and oscillator strength
We proceed to investigate the qualitative structure of
the absorption spectrum for multilayers in the high-X
regime. We can then compare quantitatively the oscilla-
tor strengths fΨ ∝ |S(Ψ)|2 from the linear chain model
with the values fλ obtained from ab initio calculations
(Eq. (4)). The outer layers will always provide a single
bright peak with |S(ΨO)|2 = 2. As for the m = 1..N − 2
inner states, which consist of an ideal linear chain, we
find:
|S(Ψm)|2 = 1 + (−1)
N+m
N − 1 tan
2
(
pim
2(N − 1)
)
, (12)
so that we get an alternance of bright and dark states.
In fact, even and odd states alternate so that if m is
odd, then |Ψm〉 is even and vice versa, and the states
are either bright or dark in accordance with the selec-
tion rules presented above. Figure 8 displays the re-
sulting absorption spectrum for increasing layer num-
ber (with X kept constant). The surface peak can be
seen on the left, while the inner peaks appear on the
right. The energies of the inner peaks are given by
Em = −2|g| cos
(
pim
N−1
)
for the values of m correspond-
ing to bright states, so that energy increases as a func-
tion of m. These peaks are concentrated in the interval
[−2 cos(pi/(N − 1))|g|, 2 cos(pi/(N − 1))|g|], and when X
is large enough appear as a group separated from the sur-
face states. For the bright states, |S(Ψm)|2 is a sharply
increasing function of m, so we see a series of increas-
ingly bright states as we go up in energy, with the fine
structure of the absorption spectrum being dominated
by the last bright state, labeled |Ψm∗〉. It is always the
state of highest energy in the multiplet, corresponding to
m∗ = N − 2. The position of this brightest inner peak
thus tends to the upper boundary of the energy interval,
2|g|, for large values of N . We can observe how the sur-
face peaks become less prominent relative to |Ψm∗〉 as N
is increased.
By looking at the absorption spectrum of the penta-
layer (Fig. 1h), we can now identify the first peak as com-
ing from the surface exciton, while the second one arises
from the last bright inner one. It is clear that, as the
number of layer is increased, the relative strength of the
surface peak with respect to the inner one will decrease.
Therefore, the oscillator strength ratio between the two
peaks provides information about the layer thickness and
becomes an interesting quantity to investigate. It is diffi-
cult to resolve experimentally each peak of this Davydov
multiplet, as the energy differences involved require far-
UV optical spectroscopy at very low temperatures, and
may be of the same order of magnitude as other intrinsic
effects (e.g. electron-electron and electron-phonon life-
times) that give a finite width to the peaks. However,
at large X, the energy difference between the peak orig-
inating from the outer layers and those coming from the
inner layers – these ones appearing as a single peak with-
out finer structure – might be resolved experimentally.
For example, in the pentalayer, the surface-inner split-
ting amounts to 0.15 eV and may thus be visible in ab-
sorption spectra measured with high resolution.
In this case, we find fO/fm∗ = 0.67 from the 1D model
in the X  1 limit, in excellent agreement with the ab
initio result of fλ=1/fλ=5 = 0.69. As mentioned at the
end of the last section, the agreement is not so good for
the state associated to the first inner peak, which deviates
from the 1D model (see Figs. 1h and 8a).
Within the linear chain model, for N → +∞ and large
X, it can be shown that the part of the absorption spec-
trum due to the lowest lying multiplet tends to a delta
function of normalized weigth N−2N at energy 2|g|, and a
surface peak of normalized weigth 2N . For reference, we
provide a direct treatment of bulk hBN in the AA′ stack-
ing in appendix F. More precisely, for large but finite N ,
the strength of the highest energy peak |S(Ψm∗)|2 where
m∗ = N − 2 is equal to:
|S(Ψm∗)|2 ≈ 8
pi2
(N − 1)
so that a fraction 8pi2
N−1
N ∼ 8pi2 ∼ 81% of the oscillator
strength of the multiplet is due to this single state. Note
however, that, as N increases, its energy tends towards
2|g| and more and more bright states appear arbitrarily
close to this energy. These states contribute to the other
∼ 19% of the oscillator strength to form the aforemen-
tioned delta function at energy 2|g| in the limitN → +∞.
On the other hand, the oscillator strength ratio fO/fm∗
bright surface state over brightest inner state decreases
as 1/(N − 1), so that as N increases towards the bulk
limit, the intensity of the peak originating from the outer
states gradually becomes negligible compared to that of
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FIG. 8. Sum of excitonic oscillator strengths according to the
linear chain model (Eq. (12)) for (a) pentalayer and (b) in-
creasing layer numbers N (in different colors). The peaks are
represented as lorentzians of fixed width, and X = 8  1 is
used. The energies are determined according to the cosine for-
mula given in the text, where the global energy scale |g| is set
to 15 meV. The intensities are normalized with respect to the
leading peak (on the right), so that the surface peak intensity
(on the left) is seen to decrease with layer number. In (a), the
vertical dashed lines correspond to the positions of bright (B)
and dark (D) states, which are labeled for comparison with
Figs. 1 and 6.
the brightest peak from the inner states, or more gener-
ally when compared to the sum of the bright inner peaks.
In fact, within the linear chain model, N can be implic-
itly calculated as a function of the ratio fm∗/fO and the
number of layers N through:
1
N − 1 cot
2
(
pi
2(N − 1)
)
=
fm∗
fO
(13)
In the large N limit, equation (13) reduces to:
N ≈ pi
2
4
fm∗
fO
+ 1 (14)
Using ab initio values for the pentalayer oscillator
strengths, equation 13 yields N ≈ 5.0, while its ap-
proximation, equation 14, yields N ≈ 4.6. Similar ar-
guments provide a relationship between N and the ratio
fin/fO, where fin ∝
∑
Inner
states
|S(Ψ)|2 is the total oscilla-
tor strength of the inner states
N ≈ 2
(
fin
fO
+ 1
)
. (15)
Using the ab initio oscillator strengths in the case of the
pentalayer, this formula yields reasonable agreement with
N ≈ 5.6.
In conclusion, our results show that the quantitative
accuracy of the 1D model rests on the assumptions made
to describe interlayer couplings and internal screening ef-
fects. Many fitting parameters might be required to prop-
erly describe more complex systems. On the other hand,
the model is able to shed light on qualitative trends in
the optical activity of multilayer systems, providing an
advanced baseline of interpretation without the cost of a
full ab initio calculation.
VII. CONCLUSIONS
We have provided a detailed explanation of the split-
ting of excitonic states in few-layer hexagonal boron ni-
tride. Surface effects lead to an energetic separation of
excitons localized on the inner layers and excitons local-
ized on the outer layers.
We have systematically studied the effect of layer num-
ber on the electronic and optical propertes of few-layer
hexagonal boron nitride sheets. We have presented full
GW and BSE calculations of monolayer, bilayer, trilayer,
pentalayer and bulk hBN. Concerning the electronic band
structure, we observe that due to enhanced screening
with increasing number of layers, the direct gap of hBN
decreases from 7.3 eV in single-layer hBN to 6.5 eV in
pentalayer and 6.25 eV in bulk hBN. At the same time,
the excitonic binding energy is reduced such that the
center of gravity of the lowest bound exciton remains
almost constant. Furthermore, we observe a Davydov
splitting of the excitons in a way similar to the split-
ting of phonon modes with increasing number of layers.
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We have analyzed the split excitonic states in terms of
energy, localization, symmetry, and optical activity. In
order to elucidate the physical mechanisms of the split-
ting, we have developed a tight-binding model that is able
to efficiently and quite accurately describe excitonic ef-
fects in multilayer systems. The “linear chain” model for
the interlayer interaction provides an analytic formula for
the energy splitting of excitonic states within a Davydov
multiplet. We hope that this work stimulates the ongo-
ing experimental investigations of boron nitride systems,
while also being helpful for theoretical studies of the ef-
fects of stacking on the optical properties of other layered
materials.
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Appendix A: Additional computational details
The convergence of the internal Yambo parameters was
carefully checked by regularly increasing each one until
differences in band energies (for GW) or excitonic peak
positions (for BSE) were less than 0.01 eV each time
(except for the pentalayer, where the threshold was in-
creased to 0.02 eV), which is the precision of the GW
method. As we are dealing with quasi-2D materials, spe-
cial attention was paid to the amount of vacuum space
introduced between repeated copies of the systems in the
vertical direction. Because of the long-range Coulomb
tail of the response functions that describe the screening,
the repeated copies will interact with each other even
with a very high separation distance (d = 40 A˚).7 By
using a cutoff of the Coulomb interaction in the verti-
cal direction,49 we were able to obtain converged results
with a separation distance d = 20 A˚. Another important
observation is that in this situation, the convergence of
the results with respect to both (i) the k-point sampling
and (ii) the number of included unoccupied states de-
pends on the size of the supercell.50 If h is the thickness
of the system and Lz = h+ d the supercell height, as we
increase the number of atomic layers Lz becomes larger,
and consequently we might need to use a denser k-point
mesh and to sum over more unoccupied states. Table
I summarizes the parameters to obtain converged GW
pi and pi∗ bands and converged (lowest-lying) excitonic
peaks.
In the GW case, the plasmon-pole approximation was
used for the computation of the electronic response
function.51 Its validity was checked, for the monolayer,
against the direct integration in frequency space, yield-
ing excellent agreement. Moreover, our GW bandgap
value (7.26 eV) for the hBN monolayer is in good agree-
ment with other results obtained with different many-
body codes (7.36 eV11 and 7.37 eV52). The numerical
shift of 0.1 eV is entirely due to the underlying DFT cal-
culation: the cited results can be obtained exactly by
switching to the optimized lattice constant for the mono-
layer. Our optical spectrum for the monolayer also agrees
with the one in Ref. [11].
An additional convergence check was performed on the
monolayer, by decreasing the convergence threshold by
almost an order of magnitude (using a 48 × 48 × 1 k-
point mesh, a vacuum separation of 30 A˚, and summing
up to 400 states). The results for GW band gap and
excitonic peak positions differ by about 0.03 eV (rigid
shift) from the ones obtained with the parameters listed
in Tab. I. We conclude therefore that our results are well
converged. Our reference calculations for the bulk system
are in agreement with previously established results.13,14
Appendix B: Transition energy region for
multi-layer hBN
Let us consider bilayer hBN. In Fig. 9(a), The tran-
sition energies ∆cv(k) = Ec(k) − Ev(k) obtained from
the disentangled GW valence and conduction bands are
shown in different colors. In order to obtain converged
ab initio results for the absorption spectra in multilayer
hBN, one might be tempted to only include in the cal-
culations the area around the K point or along the KM
region in the BZ (transitions below lines (A), (B) or (C)
in the figure). This seems justified by looking at Fig.
9(b), which shows the weights – i.e. the Fourier intensi-
ties
∑
cv Ψ
λ
cv(k) – of the electronic transitions in the BZ
for the lowest-bound bright exciton. However, it can be
seen from Fig. 9(c) that this would produce unconverged
spectra. The converged result is obtained by increasing
the energy window included in the calculation up to the
pi∗-σ∗ crossing ((E) lines in Fig. 9(a)-(b)).
Appendix C: Derivation of the tight-binding model
The wide band gap of hBN justifies the approxima-
tion in which the TB Hamiltonian is separated into an
effective low-energy part Hˆh acting on the holes and
an effective high-energy part Hˆe acting on the elec-
trons. We describe the space of states of the system
as a tensor product of hole and electron states, and
thus rewrite our kinetic/single-particle Hamiltonian as
Hˆ0 ≈ Ih ⊗ Hˆe − Hˆh ⊗ Ie. The effective Hamiltonians are
obtained from second order perturbation theory by con-
sidering the hopping terms t‖ and t⊥ as perturbations of
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FIG. 9. Transition energy region (TER) for absorption, in the
case of bilayer hBN. In (a), the transition energies obtained
from the disentangled pi and pi∗ bands are shown with differ-
ent colors in the relevant part of the BZ. The lowest σ → σ∗
transition is shown in black. The horizontal lines labeled from
A to E represent different TERs. They include (A) only the
K point, (B) the lowest transition along KM, (C) all transi-
tions along KM, (D) parts of the ΓM and ΓK directions, (E)
all energies of the relevant region. The excitonic weights in
k-space for the first bright exciton are shown in (b). Most
of the weight comes from the area around the K point. The
intersections between the irreducible wedge of the BZ (white
triangle) and the white dashed circles labeled A,E represent
the fraction of the BZ which is included in the BSE calcula-
tions in the two cases. The imaginary part of the dielectric
functions obtained using the five TERs from A to E are shown
in (c). It can be seen how only a very wide TER – in this case
the one labeled (E) – is able to reproduce the fully converged
result (gray shadow).
the system:
Hˆh ≈ −
∑
m∈Λh
(
∆ +
t2‖
2∆
N‖(m) + t
2
⊥
2∆
N⊥(m)
)
|α,m〉 〈α,m|
−
∑
<m,m′>‖
t2‖
2∆
|α,m〉 〈α,m′|−
∑
<m,m′>⊥
t‖t⊥
2∆
|α,m〉 〈α′,m′|
Hˆe ≈
∑
n∈Λe
(
∆ +
t2‖
2∆
N‖(n) + t
2
⊥
2∆
N⊥(n)
)
|β,n〉 〈β,n|
+
∑
<n,n′>‖
t2‖
2∆
|β,n〉 〈β,n′|+
∑
<n,n′>⊥
t‖t⊥
2∆
|β,n〉 〈β′,n′| ,
where < ·, · >‖ (< ·, · >⊥) denotes summation over in-
plane (out-of-plane) nearest neighbors of the same species
and N‖(·) (N⊥(·)) denotes the number of in-plane (out-
of-plane) nearest neighbors of the opposite species (boron
for nitrogen and nitrogen for boron). The integers N‖(·)
and N⊥(·) depend on the geometry of the system, and
thus on the stacking of the layers. In the case of the AA′
stacking, we get N‖(n) = 3 and:
N⊥(n) =
{
2 if n is in the inner layers
1 if n is in the outer layers
.
Let us now consider the excitonic basis and Hamil-
tonian defined in Eqs. (5) and (6), respectively. As
mentioned in Section IV, one of the main advantages of
the basis of direct-space excitations {|Rα,β〉} with well-
defined electron-hole vectors is that Coulomb matrix-
type elements are easily expressed in it. Indeed,to lowest
order, the direct interaction is diagonal:35
〈Rα,β | Uˆ |R′α′,β′〉 ≈ δRα,β ,R′α′,β′URα,β ,
where the quantities URα,β can be approximated by a
model electron hole potential V(α,β)(R). The simplest
model potential would be a simple screened Coulomb po-
tential, but it has already been pointed out6,9,10,35,53–56
that it is not suitable for the description of anisotropically
screened 2D systems. Here, we will make use of a mod-
ified Keldysh potential.10,47 Having obtained the matrix
elements of the electron-hole interaction, what remains to
be done is to calculate the matrix elements of Hˆ0 in the
|Rα,β〉 basis. This is readily done by inserting the defini-
tion of |Rα,β〉, and recalling that Hˆ0 = 1h⊗Hˆe−Hˆh⊗1e.
We find:
〈Rα,β | Hˆ0 |R′α′,β′〉 = δα,α
′
M
∑
n∈Λe,β
〈β,n| Hˆe |β′,n+R′ −R〉
−δβ,β′
M
∑
m∈Λh,α
〈α,m| Hˆh |α′,m+R−R′〉 .
Therefore, the matrix elements of the kinetic Hamilto-
nian are derived from those of the effective Hamiltonian.
Since these are stacking dependent, we will now specialize
to the AA′ case and use the previously derived expres-
sions. We thus get, for the diagonal elements:
〈Rα,β | Hˆ0 |Rα,β〉 = 2∆ + 3
t2‖
∆
+
B(α, β)
2
t2⊥
∆
,
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and for the non diagonal elements:
〈Rα,β | Hˆ0 |R′α′,β′〉 =
t2‖
∆ if R and R
′ are 1.n.n. and α = α′ and β = β′
t‖t⊥
∆ if R and R
′ are 1.n.n. and |α− α′|+ |β − β′| = 1
0 otherwise,
where the quantity B(α, β) is given, in the AA′ stacking
by:
B(α, β) =

2 if α, β ∈ {1, N}
3 if α ∈ {1, N} and β ∈ J2, N − 1K
3 if β ∈ {1, N} and α ∈ J2, N − 1K
4 if α, β ∈ J2, N − 1K
The quantity B(α, β) has a physical meaning: if we ex-
tend the notation N⊥(·) by noticing that all hole (elec-
tron) sites in a given layer α (β) have the same number of
electron (holes) out-of-plane nearest neighbors N (h)⊥ (α)
(N (e)⊥ (β)), we have that:
B(α, β) = N (h)⊥ (α) +N (e)⊥ (β).
In other words, B(α, β) counts the out-of-plane “coordi-
nation number” of the sites taking part in the excitation,
each out-of-plane nearest neighbor contributing an en-
ergy of
t2⊥
2∆ to the kinetic energy of the excitation. In
the case of in-plane bonds the number of in-plane near-
est neighbors is the same for all sites, since the layers all
have the same structure: each site has N‖ = 3 nearest
neighbors, leading to a B‖ = 3 + 3 = 6. Each in-plane
nearest neighbor contributes an energy of
t2‖
2∆ to the ki-
netic energy of the excitation, yielding a total contribu-
tion of 3
t2‖
∆ , as can be seen in the formulas above. The
fact that B(α, β) is not constant is a consequence of the
finite number of layers and therefore sites in the outer
layers have less nearest neighbors than sites in the inner
layers. As a result, excitations involving the outer layers
have less kinetic energy than excitations involving the in-
ner layers. This will have consequences on the splitting
of the excitonic states.
Appendix D: Lattice of direct space excitations
The Hamiltonian of Eq. (7) can be interpreted in ge-
ometrical terms. Each element of the basis {|Rα,β〉} is
associated to a point at position R denoted by (α, β) and
called excitation site, Rα,β . The set of excitation sites
is a set of discrete points in the geometric space, in the
same way as electronic sites in electronic tight-binding
models.
The set of excitation sites inherits a lattice structure
from the physical lattice of the hBN multilayer. Re-
call that the vectors R range over the possible electron-
hole vectors allowed in the physical lattice. In the single
layer case, the set of such vectors is a triangular lattice
with the origin chosen at the center of one triangle, and
then attaching to each excitation site the correspond-
ing amplitude 〈Rα,β |Ψ〉 of the excitonic state yields the
usual fixed-hole representation of excitonic states in di-
rect space. This is because, in the monolayer, all lattice
positions of the hole are equivalent. In multilayers, this
is no longer the case: while it is still true that all posi-
tions of the hole within a given layer are equivalent, the
layers are inequivalent, so one has to sweep the position
of the hole (nitrogen atoms) over all layers in order to
reconstruct the full symmetry of the wave function.
The lattice of excitations is constructed with a general
procedure: for each couple of layers (α, β), select one hole
position in layer α (the exact position chosen does not
matter, as all hole positions within that layer are equiva-
lent), and then consider all the electron hole vectors from
this position of the hole to the possible electron positions
(boron atoms) of layer β. We obtain in this way a set of
vectors Lα,β . Note that the sets Lα,β for different (α, β)
are not necessarily disjoint: a given hole-electron vector
can be realized in several pairs of layers, and so differ-
ent excitation sites might have the same position in the
lattice. This, along with notational convenience, is the
reason why excitation sites must be labeled by an (α, β)
index. We thus naturally define the excitation sublattices
as
Λα,β = {Rα,β | R ∈ Lα,β},
where Λα,β is obtained by taking all points of Lα,β and
labeling them with the indices (α, β). The whole lattice
of excitations is then nothing but the union of all ex-
citation sublattices Λα,β . The sublattices have physical
meaning: they are the set of direct space exitations with
the hole in layer α and the electron in layer β.
We can use the method described above to obtain the
excitation sublattices explicitly in the case of the AA′
stacking. Let T denote the triangular lattice defined by
the electron sites / boron centers in layer 1 and τ be
a first nearest neighbour nitrogen-boron vector in this
layer. Let also d be the interlayer distance, and ez be a
unit vector along the stacking direction. We find:
Λα,β =
{
Rα,β
∣∣∣∣ R ∈ T + (−1)α−1 1 + (−1)β−α2 τ
+ (β − α)dez
}
.
In particular, α = β corresponds to excitations confined
in one given layer (in-plane sublattcies). On the other
hand, sublattices with α 6= β correspond to excitations
with hole and the electron in different layers (interlayer
sublattices).
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Moreover sublattices are geometrically equivalent if
Λα,β ∼ Λα′,β′ ⇐⇒
(
Lα,β = Lα′,β′ or Lα,β = Iˆ(Lα′,β′)
)
,
where Iˆ denotes the inversion symmetry and ∼ marks
the equivalence relation and equivalent sublattices fulfill:
Λα,β ∼ Λα′,β′ ⇐⇒ |α− β| = |α′ − β′|.
Therefore, in a N -layer system there are only N equiv-
alent classes for the sublattices. The coupling between
sublattices is governed by the effective hopping term
T⊥ =
t‖t⊥
∆ . In addition, the potential terms Vα,β do
not vary strongly within one class and at zeroth-order
all sublattices decouple and the Hamiltonian is block di-
agonal, with each block corresponding to geometrically
equivalent sublattices. Conceptually, this means that we
can obtain a good approximation of the splitting behav-
ior of the N -layer system by studying one sublattices per
equivalence class and then use perturbation theory to
study the behavior of the full system, as governed by the
kinetic coupling.
The sublattices are useful to analyse the eigenstates of
the Hamiltonian and to provide approximate methods of
diagonalization. The kinetic Hamiltonian Hˆ0 describes
two types of hoppings: hoppings between nearest neigh-
bour excitations within the same sublattice, with hop-
ping amplitude T⊥ = t⊥
2
∆ , and hoppings between differ-
ent sublattices with amplitude T‖ =
t⊥t‖
∆ . These are only
possible if the index corresponding to the hole (α) or the
index corresponding to the electron (β), but not both,
change by exactly 1. This corresponds to the physical
situation where either the hole or the electron effectively
jumps from one nitrogen / boron (resp.) site in a layer to
a nitrogen / boron (resp.) site in a neighbouring layer.
Appendix E: Derivation of the multilayer effective
Hamiltonian
We derive the effective Hamiltonian Hˆeff for the de-
scription of the lowest-bound Davydov multiplet in N -
layer systems. All sublattices Λα,β with the same |β − α|
are geometrically equivalent as stated above. In the
absence of relevant screening variations, geometrically
equivalent sublattices have the same interaction poten-
tial V(α,β), which depends only on |β − α|.
We define a Hamiltonian H¯‖ where the functions V(α,β)
have been replaced by their averages V¯β−α. Corre-
spondingly, we have isolated the variations in screening
UˆZ = Hˆ‖ − H¯‖. By construction, H¯‖ describes the prob-
lem of a set of non-interacting sublattices with the same
β − α. Physically, it is a Hamiltonian for a collection of
effective identical monolayers whose electrons and holes
cannot hop between layers. In particular, two adjacent
layers are thus symmetric under their inversion. This
increased symmetry allows us to build an eigenbasis B0
of H¯‖ in the same way as it was done for the bilayer.
In particular, the ground state of H¯‖ is associated to a
2N dimensional eigensubspace spanned by N copies of
a monolayer ground state with modified screening. In
the end, we have thus decomposed the excitonic Hamil-
tonian:
HˆX = H¯‖ + Hˆ⊥ + UˆZ ,
so that the splitting effects are described by the operator
Hˆ1 = Hˆ⊥ + UˆZ , which we will treat as a perturbation
of the problem described by H¯‖. To this end, we require
the matrix elements of Hˆ⊥ and UˆZ in the basis B0 =
{|Ψi〉}i∈N. Since the matrix elements of these operators
are known in the basis of excitations Rα,β , their matrix
elements in B0 are obtained by expanding the elements
of B0 in the basis Rα,β :
|Ψi〉 =
∑
Rα,β
Ψi,Rα,β |Rα,β〉 .
For Hˆ⊥, in the case of the AA′ stacking, we obtain:
〈Ψi| Hˆ⊥ |Ψj〉 = δi,j B(αi, βi)
2
t‖2
∆
+ si,j
t⊥t‖
∆
,
where:
si,j =
∑
Rαi,βi
∑′
R′αj,βj
Ψ∗i,Rαi,βiΨj,R′αj,βj ,
with the primed sum extending over the set of the out-
of-plane nearest neighbors of Rαi,βi with non-zero hop-
ping elements; or, in other words, the sets of its near-
est neighbors Rαj ,βj such that |αj − αi|+ |βj − βi| = 1.
Note that, as a result, if |αj − αi| + |βj − βi| 6= 1, then
si,j = 0. For later convenience, we will say that sublat-
tices Λαi,βi and Λαj ,βj are connected when the condition
|αj − αi| + |βj − βi| = 1 is met. For UˆZ , in the case
of the AA′ stacking, since UˆZ is diagonal (because Uˆ is
diagonal), we obtain:
〈Ψi| UˆZ |Ψj〉 = ui,j ,
where:
ui,j =
∑
Rαi,βi
Ψ∗i,Rαi,βiΨj,Rαi,βi 〈Rαi,βi | UˆZ |Rαi,βi〉
which shows that, as expected, UˆZ does not couple states
from different sublattices, so that one may also write:
〈Ψi| UˆZ |Ψj〉 = δ(αj ,βi),(αj ,βj)ui,j . Notice in particular
that, as a result, ui,j and si,j cannot both be non-zero at
the same time.
We can now write the form of the effective Hamiltonian
for the splitting. We will consider here only the splitting
of the lowest-lying exciton, since it is expected to con-
tribute the most to the absorption spectra of hBN, and
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because its associated eigensubspace is well separated in
energy from the other states, which is a necessary con-
dition for accurate degenerate perturbation theory. Let
us thus use the same procedure as in the case of the bi-
layer: for each layer, we consider one effective copy of
the monolayer ground state exciton so that these states
are all images of each other by inversion symmetry of H¯.
We denote this set of N uncoupled states as {|i〉}i∈J1,NK
where i now labels the layer and varies from 1 to N . The
corresponding effective Hamiltonian, up to second order
is thus given by (the zeroth order part is shifted away):
〈i| Hˆeff |j〉 = 〈i| Hˆ1 |j〉+
∑
µ
〈i| Hˆ1 |µ〉 〈µ| Hˆ1 |j〉
ED − Eµ
where ED is the eigenenergy associated with the degener-
ate subspace formed by the first monolayer excitons and
{|µ〉} is the set of elements of B0 outside of that subspace.
The first order terms are readily obtained: since all
states in {|i〉}i∈J1,NK are on different sublattices that are
not connected to each other, Hˆ1 is diagonal in this basis,
hence:
Hˆ
(1)
eff =
N∑
i=1
(B(αi, βi)
2
t2⊥
∆
+ ui,i
)
|i〉〈i|
Since Hˆ1 = Hˆ⊥ + UˆZ , the second order terms result a
priori in three types of terms: quadratic terms in Hˆ⊥,
quadratic terms in UˆZ and cross terms. Since ui,j and
si,j are never both non-zero, however, the cross terms
vanish, and we are left only with the quadratic terms.
Again, since all elements of the set {|i〉}i∈J1,NK are from
different sublattices, the quadratic terms in UˆZ must be
diagonal. From the form of their matrix elements, the
quadratic terms in Hˆ⊥ can only be nonzero for a certain
pair (|i〉 , |j〉) if there exists some state |µ〉 such that the
sublattice of |µ〉 is connected to the sublattices of |i〉 and
|j〉, so that a coupling is only possible if |i− j| ≤ 1. As
a result, these terms are tridiagonal in {|i〉}i∈J1,NK.
For convenience, we introduce the notation Ci,j to de-
note the set of sublattices that are connected to both Λi,i
and Λj,j . Making now use of this allows us to express Hˆeff
in the form:
Hˆeff =
N∑
i=1
B(αi, βi)
2
t2⊥
∆
+ ui,i +
∑
µ∈Λi,i
|ui,µ|2
ED − Eµ +
(
t⊥t‖
∆
)2 ∑
µ∈Ci,i
|si,µ|2
ED − Eµ
 |i〉〈i|
+
∑
<i,j>
( t‖t⊥
∆
)2 ∑
µ∈Ci,j
si,µ
∗sµ,j
ED − Eµ
 |i〉〈j|
Let us now make use of the symmetries of the states in
B0: since its states are chosen according to the symmetry
under inversion of two adjacent layers, it follows that for
any sublattice Λ ∈ Ci,j with |i− j| ≤ 1, the quantity(
t‖t⊥
∆
)2∑
µ∈Λ
si,µ
∗sµ,j
ED−Eµ can only take two values. Indeed,
if i = j, then si,µ = sµ,j and the sum has some value
h
2 ≤ 0. If i 6= j, si,µ 6= sµ,j in general because the layers
i and j have reversed orientation. In this case, we call
g
2 the value of the sum. It follows that the value of a
sum of the form
(
t‖t⊥
∆
)2∑
µ∈Ci,j
si,µ
∗sµ,j
ED−Eµ is simply
h
2 or
g
2 times the number of sublattices in the set Ci,j . If i = j
and i ∈ J2, N − 1K there are four of them (Λi,i+1, Λi+1,i,
Λi−1,i and Λi,i−1), two of them if i = j and i = 1 or N
(i+ 1 or i− 1 is not in J1, NK then) and two if |i− j| = 1
(Λi,j and Λj,i).
Another simplifying remark can be made: the values
of the B(αi, βi) are known (see appendix C): 4 if i ∈J2, N − 1K and 2 if i = 1 or N . Thus, if we perform a
shift the energy scale by −2 t2⊥∆ − 2h, and give a name
to the quantities related to the variations in screening:
ui = ui,i +
∑
µ∈Λi,i
|ui,µ|2
ED−Eµ , this leaves us with:
Hˆeff = g
∑
<i,j>
|i〉〈j|+
(
− t
2
⊥
∆
+ |h|
)
(|1〉〈1|+ |N〉〈N |)
+
N∑
i=1
ui |i〉〈i| .
A priori, the sign of g is not known. However, from
the above Hamiltonian, we can see that g corresponds to
an interlayer coupling term: it is the multilayer analogue
of the bilayer quantity gΨ. From section V C, it is known
that gΨ ≤ 0 from the lowest bound Davydov pair of the
bilayer, and ab initio calculations of 3 and 5 layers sys-
tems (see section VI) indicate that g remains negative
in these cases, and seems to be independent of N . We
therefore take g < 0 for all N , and write g ≡ −|g| from
now on.
At this point, in order to obtain a simple model, we
can make the approximation that the variations of the
screening along the stacking direction can be effectively
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modeled by considering this variation only on the outer
layers 1 and N . In other words, we suppose that, up to
a shift of the energy scale, there is a real u such that:
ui ≈ (δi,1 + δi,N ) u,
so that the effective Hamiltonian reduces to the problem
of a linear chain with border effects:
Hˆeff = −|g|
∑
<i,j>
|i〉〈j|+
(
− t
2
⊥
∆
+ u+ |h|
)
(|1〉〈1|+ |N〉〈N |).
Defining now the dimensionless parameter X =
1
|g|
(
t2⊥
∆ − u− |h|
)
as the ratio between the border terms
and the hopping terms, we can rewrite the effective
Hamiltonian into the following form:
Hˆeff = −|g|
 ∑
<i,j>
|i〉〈j|+X( |1〉〈1|+ |N〉〈N | )
.
Appendix F: Bulk limit in the linear chain model
For completeness, we provide here the bulk case in the
linear chain formalism. In this case, the chain is infi-
nite, and we label the layers with relative integers. The
corresponding Hamiltonian is given by:
Hˆeff = −|g|
∑
<n,m>
|n〉〈m|
where there is no border term in X because there are
no borders. This infinite linear chain is well known: its
eigenvalues and eigenvectors can be labeled by some k ∈
[−pi, pi] and are given by:
|k〉 = 1√
N
∑
n∈Z
eikn |n〉 ; E(k) = −2|g| cos (k).
The real periodicity of bulk AA′ along the stacking di-
rection is two layers, so this exciton band structure must
be folded.
We are interested here only in direct excitons, so only
in states at the excitonic Γ point of this folded band
structure, which is to say |0〉 and |pi〉:
|0〉 = 1√
N
∑
n∈Z
|n〉 ; E(0) = −2|g|
|pi〉 = 1√
N
∑
n∈Z
(−1)n |n〉 ; E(pi) = 2|g|
So, as is known,26 we recover a splitting in an even (|0〉)
and an odd (|pi〉) state, with the even one being the lowest
in energy and a Davydov splitting of sbulk = 4|g|. In
bilayer AA′, it was found that |g| ≈ 15 meV, so we expect
the splitting in bulk to be about twice that of the bilayer,
at sbulk ≈ 60 meV, in very good agreement with the
ab-initio value of 58 meV. It is easily shown that, with
proper normalization, S(|k〉) = δk,pi so that |0〉 is dark
and |pi〉 is bright, as expected. Other states (k 6= 0 or pi)
are indirect, and therefore dark.
Appendix G: Phase plot of degenerate excitons from
ab initio
In the case of doubly-degenerate excitonic states, the
intensity reads |Ψ(r, rh)|2 = |ψa(r, rh)|2 + |ψb(r, rh)|2.
Here rh is the fixed position of the hole, while r is the
position of the electron. What is plotted is the sum of
the electron distributions of the two degenerate states ψa
and ψb, which are in general complex. In order to fully
represent the phase of the excitonic wavefunctions, and
to give information on the full symmetry of the excitons,
it is necessary to rotate states ψa and ψb in the degen-
erate subspace until they are both real. In Fig. 10, the
phase-intensity plots showing the symmetry with respect
to inversion of the lowest-bound Davydov pair in bilayer
hBN are shown (cfr. with Fig. 4(a) and (b)). The phase
is plotted for states (ψa ± ψb)/
√
2 in regions of space
where their intensity is relevant (i.e. |(ψa ± ψb)/
√
2|2 is
higher than 5% of its maximum value). With this repre-
sentation, both of the degenerate wavefunctions behave
in the same way with respect to inversion symmetry as
the full exciton.
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FIG. 10. Extended version of Fig. 4(a) and (b). State S = 1 is
shown in (a), S = 2 in (b). Intensities are on the left. The sec-
ond and third columns show top views of the phase-intensity
plots, emphasizing the parity with respect to inversion sym-
metry of wavefunctions (ψa + ψb)/
√
2 and (ψa − ψb)/
√
2 in
the degenerate subspace.
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