Streszczenie. W pracy przedstawiono nową metodę wyznaczania macierzy stanu. Zaproponowana metoda bazuje na teorii grafów skierowanych. Przedstawiono procedurę wyznaczania elementów macierzy stanu a następnie zilustrowano ją przykładem numerycznym.
Introduction
In the recent years many researchers were interested in positive linear systems [2] , [4] , [8] , [9] , [11] . In positive systems inputs, state variables and outputs take only non-negative values [3] . Positive linear systems are defined on cones and not on linear spaces. Therefore, the theory of positive systems is more complicated than standard systems. The realisation problem is a very difficult task. In many research studies we can find canonical form of the system, i.e. constant matrix form, which satisfies the system described by the transfer function. With the use of this form we are able to write only one realisation of the system. In general we have a lot of solutions. This means that we can find many sets of matrices which fit into system transfer function. The state of the art in positive systems theory is given in the monographs [4] , [9] , [11] . A new method of determination entries of the state matrices will be proposed. A procedure for computation of the state matrices will be given. The procedure will be illustrated with a numerical example.
This work has been organized as follows: Chapter 2 presents some notations and basic definitions of positive fractional systems and digraphs theory. In Chapter 3, we construct and discuss method for determination of the set of polynomial realisations which are based on digraphs theory. In Chapter 4, we illustrate method from Chapter 3 by numerical example. Finally, we give some concluding remarks, present open problems and bibliography positions.
Preliminaries and Problem Formulation

Fractional System
Consider the fractional discrete-time linear system, described by the equations [10] :
where x k ∈ R n , u k ∈ R m , y k ∈ R p are the state, input and output vectors respectively and A ∈ R n×n , B ∈ R n×m , C ∈ R p×n , D ∈ R p×m , α ∈ R.
Definition 1. The discrete-time function
where 0 < α, 1, α ∈ R and
is called the fractional α order difference of the function x k .
Using Definition 1 we may write equation in the form: For an arc (v 1 , v 2 ) the first vertex v 1 is its tail and the second vertex v 2 is its head.
Definition 3. The fractional system (4) is positive if and only if
A + αI n ∈ R n×n + , 0 < α < 1, B ∈ R n×m + , C ∈ R p×n + , D ∈ R p×m + . (5)
Digraphs
There exists X-arc from vertex v j to vertex v i if and only if the (i, j)-th entry of the matrix X is nonzero. There exists Y -arc from source s l to vertex v j if and only if the l-th entry of the matrix Y is nonzero. (6) is presented in Figure 1 .
Example 1. The system described by the following matrices
We present below some basic notions from graph theory which are used in the farther considerations [1] , [13] .
A walk in a digraphs D 2 is a finite sequence of arcs in which every two vertices v i and v j are adjacent or identical. For instance in Figure 1 there is the following walk:
A walk in which all of the arcs are distinct is called a path. For example in Figure 1 there is the following path:
The path that goes through all vertices is called a finite path. For example in Figure 1 there is the following finite path:
If the initial and the terminal vertices of the path are the same, then the path is called a cycle. For example in Figure 1 there are the following cycles:
More information about use digraph theory in positive system is given in [5] , [6] , [12] , [7] .
Problem Formulation
Formulation of the realisation problem for single-input single-output (SISO) positive fractional discrete time system is based on the following theorem.
Theorem 1. The transfer function of the fractional system (4) has the form:
where:
The proof of the Theorem 1 is given in [10] . Matrices A, B, C and D satisfying (5) are called a positive fractional realisation of a given transfer function described by the equation (6) . A realisation is called minimal if the dimension of the state matrix A is minimal among all realisations of T (z). Our task is the following: for a given transfer function (6) determine entries of matrix A of the fractional system (4) using digraph D (1) theory. The dimension of the state matrices must be the minimal among possible ones and cannot appear additional condition on the coefficients of the characteristic polynomial. The problem of finding all possible realisations of a given transfer function is of such complexity that it cannot be solved in a reasonable time even by brute-force GPGPU method.
Solution of The Problem
By multiplying the numerator and denominator of (6) by (z − c α ) −n we obtain:
where
and
is the characteristic polynomial. Proposed method finds state matrix A using decomposing characteristic polynomial (9) into a set of simple monomials.
In the first step we decompose polynomial (9) into a set of the simple monomials in the following way:
For each simple monomials (10) we create a digraph representation. Then we can determine all possible characteristic polynomial (9) realisations using all combinations of the digraph monomial representation. Finally, we combine received digraphs in one digraph which is corresponding to characteristic polynomial (9).
Theorem 2. There exists positive state matrices A of the fractional discrete time linear system (4) corresponding to the characteristic polynomial (9) if 1. the coefficients of the characteristic polynomial
d i 0, f or i = 0, 1, . . . n, d n = 1(11)
the obtained digraph does not appear additional cycles and disjoint union.
Proof. Condition 1. The first condition came from Definition 3 and must be satisfied if we consider positive systems. If coefficients of the characteristic polynomial are negative then in state matrix negative elements appear. Condition 2. Each monomial is represented by one cycle. If after combining all digraphs, which correspond to simple monomial, we obtain additional cycle this means that in polynomial additional simple monomial appears. If in digraph disjoint union appears this means that we do not have common parts for digraph corresponding to monomial and in polynomial additional simple monomial appears. In this situations we obtain a new polynomial which does not represent characteristic polynomial.
Using Theorem 2 we can construct DetermineStateMatrix() algorithm. Determine digraph D (1) for all monomial;
Algorithm 1 DetermineStateMatrix()
5:
MonomialRealisation(monomial);
6: end for 7: for monomial = 1 to cycles do 8: Determine digraph as a combination of the digraph monomial representation 9:
P olynomialRealisation(monomial);
10:
if P olynomialRealisation ! = cycles then 11: Digraph contains additional cycles or digraph contains disjoint union 12:
else if P olynomialRealisation == cycles then 14:
Digraph satisfies characteristic polynomial;
15:
Determine weights of the arcs in digraph;
16:
Write state matrix A;
17:
end if 19: end for
Numerical Example
Let be given the transfer function
Determine minimal state matrix which satisfies characteristic polynomial. By multiplying the numerator and denominator of (12) by (z − c α ) −2 we obtain transfer function in the form:
In the next step from transfer function (13) we determine matrix D in the form:
is characteristic polynomial.
To determine all monomial realisation of the polynomial (15) in the first step we must write boundary conditions:
• number of vertices -V N = 2;
• number of colors in digraph -CN = 1;
• number of cycles -cycles = 2.
In the first step, of the algorithm we determine set of the possible connections between all vertices. Digraph D (1) presented in Figure 2 .
In the next step we determine all the possible realisations of the monomial M 1 0 1 2 In the next step we determine all combinations of the digraph monomial representation and write matrix A: Figure 3 (a) and monomial M 2 from Figure 4 . Presented digraph ( Figure 5 ) contains only two cycles and does not contain disjoint union. From digraph we can write set of the equation (Table 1) . After solving them, we obtain weights coefficients and we can write matrix A in the following form: Table 1 Set of the equations for digraph presented in Figure 5 Power Digraph Polynomial
From digraph we can write set of the equation (Table 2) . After solving them, we obtain weights coefficients and we can write matrix A in the following form: Table 1 or Table 2 we can determine a lot of state matrices A which satisfy its characteristic polynomial (15).
Concluding Remarks
The paper includes a simple method based on digraph theory to determine minimal realisation of the characteristic polynomial of a positive one dimensional fractional system. By using this method, a fas algorithm for determining all possible realisations of the characteristic polynomial was constructed. The proposed algorithm is based on the digraphs theory. Currently, the method of determining a positive polynomial realisation using GPU units and digraphs methods is being implemented in the memory-efficient way. At the same time we are working on extension of the presented algorithm to solve reachability and realisation problems. Extending the proposed algorithm to dynamic systems of another class as well as searching for new areas of using multiprocessing calculations remains an open problem.
