In this paper we give a new and simple algorithm to put any multivariate polynomial into a normal determinant form in which each entry has the form i i i b x a  , and in each column the same variable appears. We also apply the algorithm to obtain a triangular determinant representation, a reduced determinant representation, and a uniform determinant representation of any multivariable polynomial. The algorithm could be useful for obtaining representations of dimensions smaller than those available up to now to solve numerical problems.
minimum possible matrix dimension. An application of this representation has been found in order to solve systems of multivariate polynomials [8, 1] . The problem of finding the minimal dimension of any given multivariate polynomial is still open, in this paper we give some examples that show the potential of the algorithm in order to find determinantal representation of small dimension.
In this paper we prove this main result:
Any multivariate polynomial with integer coefficients can be written as determinant of a matrix whose entries are binomials of the form We prove this result by presenting a simple algorithm that permits the costruction of such a matrix.
Starting from the previous normal determinal representation we define another determinantal representation that we define triangular determinant representation of the polynomial. We generalize these representations to multivariate polynomials with coeffients in a field. Then we show how to reduce a polynomial into uniform determinantal representation by using its trianguar determinantal form and we conjecture that the dimension of the obtained matrix is the minimum.
The paper is organized as follows:
In section 2 we give a fundamental result on integer matrices which is the core of the proposed algorithm to reduce any multivariate polinomials into normal determinantal representation.
In section 3 we define the chain-form and the improved chain-form of a multivariate polynomial which are used in the algorithm.
In section 4 we define the normal determinantal representation of a polynomial and the algorithm to reduce a multivariate polynomials with integer coefficients into normal determinantal representation is presented.
In section 5 we define the triangular determinantal representation of a polynomial and show how to obtain such a representation starting from the normal determinantal representation.
In section 6 we generalize the previous results and the agorithm to multivariate polynomials with coefficients in a field.
In section 7 we show how to reduce the dimension of the matrix and obtain a reduced determinantal representation starting from the triangular one.
In section 8 we show how to obtain a uniform determinantal representation starting from the reduced determinantal representation.
In section 9 we conclude with some open questions and a conjecture about the dimension of the matrix obtained for the reduced determinantal representation.
Some preliminary results
In this section we will recall some results that the author has already shown elsewhere [11] and play an important role in the algorithm that will be shown in what follows. The results will be presented in a slightly different form from the original work and will be proven for completeness.
If A is a square matrix we denote with A the determinant of A. .., , gcd 2 1 , to find an unimodular integer matrix M such that:
The matrix M is unimodular, it means that its determinant is +1 or -1, if the determinant of M is -1 we can always change the signs of the first column in order to obtain a matrix M with determinant 
.., , gcd 2 1 =1. If we suppose that a matrix A exists such that the previous (2) holds, then by multiplying the first row (or any other) of the matrix A by k, we obtain that (2) holds for in the last row the entries are: where b ij are integer values which will be found in what follows, the rest of the entries are:
By definition we have: hence the theorem will be proved if we are able to find an unimodular matrix U: as far as the last row is concerned, we have: 
by computing this product we obtain:
n n nn n n n n n n n n n nn n n n n n nn n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n n we can verify that the previous system is equivalent to requiring that: 
and the inverse of an unimodular matrix is unimodular as well, hence U T is unimodular, therefore U is unimodular as well. ■ Now we are ready to prove the following theorem that plays a fundamental role in our algorithm for representing a polynomial in determinantal form.
Theorem 3. In order to obtain the matrix A, defined as in Theorem 2, we first compute the matrix M, as described in the proof of Theorem 1, then the matrix A is given by the first n-1 rows of
Proof. We can find explicitly the matrix A :
first, considering the previous equation , we see that A is given by the first n-1 rows of the matrix U. From equation (5) we can write 1. We group the terms with the same degree and consider these groups by descendent order of degree. 2. Starting from the monomials of maximum degree we find , for each monomial j m , a chain with coefficient and such a term will not be taken into consideration in the next steps.
4. We consider the monomials of lower degree and go on like in step 2, without considering the mononials with coefficient different from 0 eventually found in step 3. 
Degree Groups Chains
Terms of the chain-form of   with coefficient and such a term will not be taken into consideration in the next step.
4. We consider the monomials of lower degree and go on like in step 2, without considering the mononials with coefficient different from 0 eventually found in step 3. In step2 we find that In step 2 we find that 1 2 x appears in C1+2 so we build a unique chain: 
+2
Hence we can write an improved chain-form of the considered polynomial as:
From step 2 it follows that, in general, an improved chain-form is shorter than the chain-form it derives from. In example 3.1 the chain-form contains 16 monomials, in example 3.2 the improved chain-form contains 11 monomials. Finding an improved chain-form of a given polynomial is usefull in order to reduce the dimension of the matrix used to find its determinantal representation.Notice that it is possible to find different chain-forms (or improved chain-forms) for a given polynomial, but this does not affect what follows.
4.Normal Determinantal Representation of a multivariate polynomial
We are ready to present an algorithm which permits to build a determinantal form of any multivariate polynomial. Given a polynomial   
Notice that the costant c in the polynomial gives rise to a c costant in the vector C and a monomial equal to 1 in the vector M; the reason will be clear in what follows.
Using the result proven in §2 we can find a matrix A of dimension (n-1)n, where n is the dimension of the vector C, such that : Therefore we have proved, by direct costruction, the following: We define this representation normal determinantal representation (NDR) of the polynomial. 
Triangular Determinantal Representation of a multivariate polynomial
In this section we will give an algorithm to put the normal determinantal representation of a polynomial with integer coefficients into another representation which we define triangular determinantal representation. We now describe an algorithm to put the polynomial P in TDR (triangular determinantal representation) starting from the matrix M.
Algorithm:
Step 1-Let's consider the matrix B, and start with i=1, starting from the row number i, we seek the entry of the row i which is different from 0 and is the minimum in absolute value, let's denote with m the position in the row of such entry; two situations are possibile:
1.1. if the entries of the considered row of B are all 0, it means that the row of N contains only costants and we move it to the bottom of N and shift the others of one position toward the top, then we go to step 1, in order to do these operations on N we can operate in the same way on both matrices A and B;
1.2. if the entries of the considered row of B are not all 0, then the miminum exists and we swap the columns that contains the minimum and the column number i, in other words we swap the columns i and m (for these operations too, we can swap the same columns in both matrices A and B);
we apply the generalized euclidean algorithm (Appendix 1) to the entries ji b of the column number i of the matrix B in which i j  . By using the generalized euclidean algorithm we find the gcd which will be in the position n in the column i. If necessary we swap the rows number i and number n in order to put the gcd on the diagonal of the matrix B. After having used the generalized euclidean algorithm, the entries ji b of the column number i , such that i j  , will be equal to 0. As it's known, all previous operations can be obtained by multiplying the matrix B by an unimodular matrix W such that: The operations have to be abbplied also on the matrix A, by multiplying this matrix by W. At the end of the algorithm the request 2 of the definition 4 is satisfied.
Step 2-For each entry 
that satisfies: and so on. Naturally, we have to apply on A the same operations we applied on B.
Step 3-If all the entries of the rows of B number k with i k  are 0, then the algorithm ends, otherwise we set i=i+1 and go to step 1.
When the algoritm ends we can eventually multiply the first column of the matrices A and B in order to obtain the right sign of the determinant (since it could have been changed in consequence of the column an d row permutations ). Finally we can find an unimodular matrix M such that if we consider the product
we obtain: 
; by using the described algorithm we can put it in the following determinantal representation in which the ij C can be real numbers. Then we apply the euclidean algorithm already explained in Theorem 1 to the costant rows in order to put the matrix in the form: The last matrix has the block form
where L and D are square matrices, the entries of L and L' are linear forms of the variables i x , 0 is a matrix of all zero entries and D is an upper triangular matrix. Therefore the determinant of such a matrix is given by
. If we denote with n the dimension of the matrix that gives the TDR of the polynomial P and set
, by multiplying the first row of the matrix L by d we obtain a new matrix of dimension n-k with determinant equal to the polynomial P. We define this representation of the polynomial reduced determinantal representation of P,or RDR. 
Conclusion
The algorithm we have introduced and applied in this paper is fast and simple; due also to the fact that only two matrices are needed (as explained in §5 ) to handle the matrix that gives the various different determinantal representations and only matrix operations are used. The examples proposed in the paper have been obtained with a C++ implementation of the algorithms explained. We defined some new kind of determinantal representations (normal, triangular and reduced determinantal representations) explained and obtained by a new algorithm. We think that the algorithm could be useful to reduce the dimension of the matrices used for solving numerical problems, as shown in [1] and [8] , and we gave some examples in §8. Some questions remain open:
-how to find the chain-form ( §3) with minimal dimension for a given polynomial?
-how to find the minimal reduced determinantal representation of a given polynomial?
-which is the relation between the lower dimension of the representation that it's possible to find with our algorithm and the lower bound of a uniform determinantal representation found in [1] ?
In our research we found that, given a polynomial, it is possible to find two reduced determinantal representations of different dimensions if we start from two improved chain-form of different dimensions, therefore it seems to exist a relation between the dimension of the chain-form of the polynomial and the dimension of its reduced determinantal representation.
We conjecture the following:
-the algorithm explained in §7 gives rise to the minimal reduced determinantal representation if the chain-form of the polynomial is minimal
