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Abstract
Numerical simulation methods provide powerful tools to study astrophysical pro-
cesses in cosmic structure formation. Further advancing their utility requires to
improve their accuracy and to account for more of the relevant physics. In this
thesis, we pursue this goal by developing novel numerical approaches for studying the
epoch of cosmic reionization and for simulating hydrodynamical flows with accurate
higher-order methods. We introduce a novel GPU-based radiative transfer code
designed to study cosmic reionization. Our implementation of radiative transfer uses
either a cone-based or a moment-based advection method and is able to accurately
follow the epoch of cosmic reionization in postprocessing. To validate our methods,
we consider a number of standard reionization test problems. We then apply our
implementation to the state-of-the-art Illustris simulation of galaxy formation. We
find that the stellar populations of the galaxies forming in Illustris are able to reionize
the universe at an epoch consistent with observations. In particular, our results
reproduce Lyman-↵ constraints for the reionization history and yield an optical depth
towards the surface of last scattering of ⌧ = 0.065, which is in reassuring agreement
with recent Planck observations. In our simulations, reionization proceeds ‘inside-out’
and predicts an evolving size distribution of ionized bubbles that is characterized
by ever larger maximum sizes of the bubbles with time, whereas the abundance of
small bubbles stays relatively constant over an extended period until reionization
is completed. The results obtained with both of our radiative transfer schemes are
rather similar, suggesting that the details of these methods are not a major source of
uncertainty.
We also present the implementation of a novel hydrodynamics solver based on a
discontinuous Galerkin method. To this end we design and add an adaptive mesh
refinement module to the hydrodynamical moving-mesh code AREPO. As a first
application of this new tool, we discuss simulations of driven subsonic turbulence.
There, we find an enlarged inertial range for our discontinuous Galerkin simulations
compared with finite volume methods for an equal number of degrees of freedom.
Furthermore, the overall compute time to solution at a prescribed accuracy is shorter
as well for the new discontinuous Galerkin code, demonstrating the potential of this
technique for future astrophysical applications.
Zusammenfassung
Numerische Simulationsmethoden sind ein ma¨chtiges Werkzeug bei der Erforschung
astrophysikalischer Prozesse in der kosmischen Strukturentstehung. Ihre Anwendung
wird hauptsa¨chlich limitiert durch die Genauigkeit der Simulation, deren Verbesse-
rung sowie die Beru¨cksichtigung weiterer physikalischer Prozesse der Schwerpunkt
dieser Arbeit ist. Unser Ziel ist es, neue numerische Verfahren zu entwickeln, die
es erlauben die Reionisationsepoche zu studieren und hydrodynamische Flu¨sse mit
Methoden ho¨herer Ordnung zu simulieren. Wir stellen eine neue GPU basierte Strah-
lungstransportanwendung vor, die entwickelt wurde, um die kosmische Reionisation
zu studieren. Unsere Implementierung ist in der Lage die Reionisationsepoche in der
Nachbearbeitung zu simulieren und verwendet dabei entweder eine Kegel-basierte
oder eine Moment-basierte Advektionsmethode. Um unsere Implementierung zu
validieren, zeigen wir standardisierte Testprobleme. Anschließend wenden wir unsere
Implementierung auf die moderne Illustris Simulation der Galaxienentstehung an.
Unsere Ergebnisse zeigen, dass die Sterne der in Illustris entstandenen Galaxien in der
Lage sind, das Universum zu einem Zeitpunkt zu reionisieren, der mit Beobachtungen
vertra¨glich ist. Wir sind in der Lage Lyman ↵ Messungen des Reionisationsverlaufs
zu reproduzieren und erhalten eine optische Tiefe zum kosmischen Mikrowellenhinter-
grund von ⌧ = 0.065, was in sehr gutem Einklang mit aktuellen Planck Messungen
ist. In unserem Modell findet Reionisation von innen nach außen statt. Es wird eine
u¨ber die Zeit wachsende Haufigkeitsverteilung von ionisierten Blasen vorausgesagt,
die durch eine ansteigende maximale Gro¨ße u¨ber die Zeit charakterisiert ist, wa¨hrend
die Anzahl kleiner Blasen dabei u¨ber einen langen Zeitraum konstant bleibt bis die
Reionisation vollendet ist. Die Ergebnisse, die wir mit unseren beiden Strahlungs-
transport Methoden erhalten sind sehr a¨hnlich, was den Schluss nahelegt, dass die
Details dieser Methoden keine bedeutende Quelle von Unsicherheiten sind.
Weiterhin fu¨hren wir eine neue Methode hydrodynamischer Berechnungen ein,
die auf diskontinuierlichen Galerkin Methoden beruht. Dafu¨r haben wir fu¨r den
hydrodynamischen moving mesh code AREPO ein adaptive mesh refinement Modul
entworfen und implementiert. Als eine erste Anwendung dieses neuen Werkzeuges
diskutieren wir Simulationen der getriebenen subsonischen Turbulenz. Hier sehen wir,
dass Simulationen mit unserer diskontinuierlichen Galerkin Methode einen gro¨ßere
inertialen Bereich haben als finiten Volumen Methoden bei gleicher Anzahl von Frei-
heitsgrade. Daru¨ber hinaus verku¨rzt unsere neue diskontinuierliche Galerkin Methode
die Laufzeit bis zur Lo¨sung bei gegebener Genauigkeit. Dies veranschaulicht die
Mo¨glichkeiten dieser neuen Technik fu¨r zuku¨nftige astrophysikalische Anwendungen.
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Ever since its existence, human mankind has been looking for a cosmological model,
describing the world and the Universe. Guided by many astronomical observations,
a lot of progress has been made over the last centuries in developing such a model
that is based on physical assumptions. Nowadays, the most widely favoured model is
the ⇤ cold dark matter (⇤CDM) universe, filled with an unknown kind of matter,
called ‘cold dark matter’, and an even more mysterious form of ‘dark energy’, which
in the simplest case takes the form of a cosmological constant ⇤.
The most favoured model for the very early Universe is the hot big bang scenario.
Due to a lack of observations at the earliest times, it is not known what caused the
big bang in first place, so this remains a highly speculative area in cosmology. It is
clear, however, that the Universe was initially in an extremely hot and dense state.
Right after the big bang, the Universe presumably went through an epoch of inflation,
during which the Universe expanded exponentially. Eventually, the field driving the
inflation decayed and left a quark-gluon plasma behind. The normally expected
equal abundance of matter and antimatter particles got violated in this phase by a
process called baryogenesis. This e↵ectively produced an extremely tiny imbalance
between baryons and anti-baryons, leading to the matter content of today’s Universe
after all antimatter annihilated but some normal matter was still left over.
It is customary to parametrize the expansion of the Universe since the big bang by
the cosmological scale factor a, which relates the scale of the Universe in the past to
its present day size. This scale factor a is directly related to the cosmological redshift
z in the observed spectra of distant sources, through z = 1/a   1. Both, redshift
and scale factor are interchangeably used as a measure of time, e↵ectively labelling
3
1 Introduction
certain epochs (i.e. time) with the corresponding size of the Universe. The present
day epoch is z = 0 and higher redshifts refer to earlier times.
During the rapid expansion of the early universe, the energy density decreases
further and further. This means that creation and annihilation reactions which had
been in thermodynamical equilibrium start to eventually freeze out. At a temperature
of around 160MeV, the quantum chromodynamics (QCD) phase transition took
place. As a result, quarks were no longer free, but started to form baryons. These
baryons could still react with other particles and were not stable. At around 2.7MeV,
the neutrino background froze out, followed shortly afterwards by electrons and
positrons at 1MeV. Protons and neutrons only freeze out at far lower temperatures
of 800 keV. Finally, at around 78 keV deuterium can form. Afterwards all light
elements up to Lithium are created.
Considerably later, the epoch of recombination happened, where neutral hydrogen
atoms are formed1. This occurs once the photons were not energetic enough anymore
to split neutral hydrogen into a proton and an electron. For this phase transition,
the temperature had to fall down to 0.3 eV, which happened at a redshift of about
z = 1100. Note that this is considerably lower than 13.6 eV, the ionization potential
of hydrogen. This is due to the high photon-to-baryon ratio and the large number of
photons in the tail of the Planck distribution, which is delaying recombination.
After recombination had been completed, photons started to travel (almost) freely.
This relic radiation is now observable as the cosmic microwave background (CMB)
radiation. Due to cosmic expansion, the initially hot CMB cooled down to only
2.7K today. The tiny temperature fluctuations of about 10 5 observed in the CMB
contain a wealth of information about our universe. Pioneering work in mapping
the CMB has been done by the COBE and WMAP satellite missions. The most
precise measurement of the CMB up till now was recently obtained by the PLANCK
satellite. Combined also with other cosmological data, this has led to quite tightly
constrained parameters of the ⇤CDM cosmology. The latest set of cosmological
constraints inferred from the Planck mission can be found in Planck Collaboration
et al. [2015b].
The initial density perturbations seen in the CDM are believed to originate in
quantum fluctuations which are stretched and enlarged during the inflationary phase.
Due to gravitational instability, the fluctuations act as seeds for cosmic structure
formation. Until about zeq = 3371 ± 23, the energy content of the Universe is
dominated by the radiative component. During this time, fluctuations on scales
larger than light could travel since the Big Bang – the so-called Hubble horizon –
were not causally connected and could grow as / a2. Once they entered the Hubble
horizon, their growth was stifled by the fast expansion of the Universe during the
radiation dominated era. This therefore suppresses modes which enter the Hubble
horizon during the radiation dominated era relative to those entering it only later in
the matter dominated era.
1The term ‘recombination’ is arguably a bit of a misnomer here as the atoms had never existed
earlier and hence cannot ‘reform’.
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1.2 Reionization
After recombination, the so called “dark ages” began [Rees, 2000] to ensue in the
universe. During this epoch, small dark matter perturbations collapsed into halos
for the first time. The formation of larger dark matter halos then happened in a
hierarchical way, with small perturbations collapsing first into small halos and then
forming ever larger objects through mergers. In su ciently massive dark matter
halos, gas could then fall in, radiatively cool, and form the first stars and galaxies.
The dark ages ended as the first stars form inside these galaxies and start to reionize
the neutral gas, eventually making the Universe transparent. In fact, we know that
this must have happened at some point because today’s Universe is highly ionized.
1.2 Reionization
With the emergence of the first luminous ultraviolet (UV) sources in the Universe,
a phase transition from a neutral to an ionized intergalactic medium (IGM) began.
This transition occurred most likely in a highly inhomogeneous manner, starting
around the first bright UV photon sources. At the same time, reionization left its
imprint in many quantities observable today, as we will discuss further below [for
reviews see Barkana and Loeb, 2001; Fan et al., 2006a; Loeb and Barkana, 2001;
Morales and Wyithe, 2010].
A so called Stro¨mgren sphere of ionized material forms around each UV source.
The progression of this first phase of reionization is mostly determined by how many
ionizing photons become available per baryon. This can be parametrized as
Nion = N fstarfesc, (1.1)
with N  being the number of photons per stellar baryon, fstar denoting the star
formation e ciency and fesc the escape fraction. Typical required values are 10000
to 50000 ionizing photons per stellar baryon, a star formation e ciency of about
fstar = 0.2  0.4 and an escape fraction of only a few percent up to fesc = 0.2 [Aubert
and Teyssier, 2010; Iliev et al., 2006a]. This ratio depends on the assumed IMF and
metallicity of the gas as well as how many photons can escape from the dense host
galaxies of the source.
This first phase of reionization is followed by a phase of percolation. During
this stage, individual HII spheres began to overlap. Once an overlap between two
Stro¨mgren spheres happened, baryons in the overlapping region are receiving ionizing
photons from multiple sources and the UV background turns to be much more
homogeneous. This enables the reionization of denser parts in the overlap region.
In this last phase of reionization, the residual neutral fraction is reduced down to
xHI ⇠ 10 5 in the IGM and reionization is completed.
A critical star formation rate required to reionize the universe is estimated in









assuming a Salpeter IMF at solar metallicity. However, cosmological simulations of
galaxy formation require a declining star formation history towards high redshift [see
e.g. Hernquist and Springel, 2003; Stinson et al., 2013], and this is also inferred from
observations [see e.g. Ellis et al., 2013].
A much debated issue in the literature has been whether reionization proceeds
first in dense regions and propagates then to lower densities (inside-out) [Chardin
et al., 2014; Ciardi et al., 2003; Iliev et al., 2006a, 2014; So et al., 2013; Zahn et al.,
2007], or the opposite is the case (outside - in) [Gnedin, 2000; Miralda-Escude´ et al.,
2000]. Another possible scenario suggests a late reionization of filaments (inside -
out - middle), which may especially be the case if high degrees of ionization are
considered [Finlator et al., 2009; So et al., 2013].
The two most abundant elements after primordial nucleosynthesis are hydrogen
and helium. Neutral hydrogen has an ionization edge of E⌫ = 13.6 eV. Neutral
helium is singly ionized roughly at a similar time as hydrogen due to its similar
ionization potential of E⌫ = 24.6 eV and comparable recombination cross section.
However, full helium reionization is believed to happen only as late as z ⇠ 3. This is
due to the much higher ionization potential of E⌫ = 54.4 eV of HeII, and its higher
recombination cross section. The soft UV spectrum of stellar sources is not able
to provide the required energetic UV photons, and thus full helium reionization is
delayed until hard enough UV photons from active galactic nuclei (AGN) become
available. The lateness of the reionization of helium makes this process potentially
easier to observe, but thus far its observational detection is still tentative. Note that
while hydrogen reionization heats the IGM to about 104K, helium reionization is
able to heat the universe to higher temperatures of about 2104K.
Reionization is expected to act as a negative feedback mechanism on its sources.
The photoionization heating associated with reionization can evaporate small halos
and hence recycle previously collapsed gas back into the intergalactic medium.
Additionally, the Jeans mass is increased after reionization, preventing small scale
halos from accreting baryons. This suppresses star formation in small halos and
might in turn react back on the progress of reionization, diminishing the number of
UV photons that become available from young stars.
1.2.1 Sources of ionizing photons
A lower limit for the ionizing UV luminosity of all sources can be derived from the
requirement to keep the universe ionized since z ⇠ 6 and the need to balance losses
from recombinations given the hydrogen density distribution. Miralda-Escude´ et al.













where the IGM clumping factor C = hn2Hi/hnHi2 is typically derived from simulations.
A promising class of sources for ionization are in principle AGN, which are partic-
ularly bright UV photon emitters. However, their low cumulative luminosity and low
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abundance at high redshift [Faucher-Gigue`re et al., 2009; Hopkins et al., 2007] make
it unlikely that quasars are the driving source of hydrogen reionization. Nevertheless,
their hard UV spectrum is believed to be essential for doubly ionizing helium at
around z ⇠ 3, which coincides also with the peak of quasar activity.
The most likely candidates for being the responsible UV sources for reionization
are small star-forming galaxies. The host halos of these stellar populations can be
subdivided into mini-halos and atomic cooling halos [Ahn et al., 2012; Paardekooper
et al., 2013]. Mini-halos have masses below ⇠ 108M  and a virial temperature
below ⇠ 104K. They can only cool and form stars through molecular hydrogen
cooling. However, molecular hydrogen is easily destroyed by reionization heating.
Thus, reionization provides a strong negative feedback on these small halos.
Atomic cooling halos on the other hand are dense enough for atomic hydrogen
cooling to become e↵ective, making them less a↵ected by reionization heating. The low
mass galaxies associated with these halos might not be able to complete reionization
alone, but they may significantly contribute to an early onset of reionization [Ahn
et al., 2012]. These small mass galaxies also have a high escape fraction [Wise et al.,
2014], which further increases their contribution to reionization. The very first stars,
the so-called population III stars, could have provided substantial amounts of ionizing
photons at even higher redshift, but their overall contribution to reionization is found
to be negligible in recent works [Paardekooper et al., 2013; Wise et al., 2014].
1.2.2 Simulating reionization
There is a tremendous interest in making predictions for future observations of the
epoch of reionization using computer simulations [for a review see Trac and Gnedin,
2011]. Most of these simulations focus on studying reionization in post processing
[e.g. Ahn et al., 2012; Aubert and Teyssier, 2010; Ciardi et al., 2003; Croft and Altay,
2008; Iliev et al., 2006b; McQuinn et al., 2007a; Sokasian et al., 2001; Trac et al.,
2008; Zahn et al., 2007]. Lately, a lot of progress has also been made on dynamically
coupling a radiative transfer solver with a cosmological hydrodynamic simulation of
galaxy formation [e.g. Gnedin, 2000, 2014; Gnedin and Kaurov, 2014; Norman et al.,
2013; Paardekooper et al., 2013; Pawlik et al., 2015; Petkova and Springel, 2011b; So
et al., 2014]. This allows in principle for a self-consistent inclusion of reionization
feedback processes on star formation and hydrodynamics. However, if a large volume
at a high spatial resolution is needed, dynamically coupled methods are still not
feasible due to their high computational cost.
Indeed, a volume of at least 100h 1Mpc is needed to obtain converged results
[Iliev et al., 2014] for cosmic reionization. Such large box sizes are needed for reasons
of cosmic variance and because the mean free path of photons can be tens of Mpc at
around z = 6  10 [Trac and Gnedin, 2011]. Ideally, a much larger box size of around
1000Mpc would be desirable in order to also contain a representative sample of rare
high mass objects. At the same time the resolution should be su cient to resolve
halos of 108M , which are very abundant and able to form at least some stars. Also
their gas clumping can be significant, making them important photon sinks.
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Aubert and Teyssier [2010]; Kohler et al. [2007] used a sub-resolution model to
include the recombination in unresolved clumps. These e↵ective clumping factors
can be inferred from small-scale simulations that directly resolve the sinks but
which contain only one or a few galaxies. Large-scale simulations on the other hand
typically use dark matter only models, and add stellar sources in postprocessing into
the formed halos. Another important aspect is the adoption of an escape fraction,
which models the escape of photons from their host galaxies or halos. Most previous
simulations have assumed a globally constant escape fraction. However, in Kuhlen
and Faucher-Gigue`re [2012] a variable escape fraction based on a measured high
redshift UV luminosity function was suggested, which we shall also use in our study.
1.2.3 Observing the Epoch of Reionization
CMB optical depth measurements
The CMB provides constraints on the Epoch of Reionization and the reionization
history through the temperature and polarization anisotropy power spectrum [see e.g.
Kaplinghat et al., 2003; Keating et al., 1998; Zaldarriaga, 1997]. After decoupling,
CMB photons can scatter o↵ from free electrons released during reionization. The




where ⌧ is the Thomson optical depth towards the surface of last scattering. This
damping is degenerate with the primordial power spectrum amplitude for scales
smaller then the horizon scale at last scattering. However, the polarization power
spectrum allows a breaking of this degeneracy. In the E-mode power spectrum a
new peak at large scales develops through reionization if the CMB radiation has a
quadrupole component. The measurement of the position of this peak, which is on
scales of > 10 , allows a determination of the reionization redshift when one assumes
an instantaneous transition from a neutral to an ionized medium.
The optical depth to the last scattering surface provides only an integral constraint
on the reionization history. Two secondary anisotropic e↵ects could allow more
insights on the homogeneity of reionization and how it proceeded: The kinetic
Sunyaev-Sel’dovich e↵ect (kSZ) and the Ostriker-Vishniac (OV) e↵ect. Unfortunately,
their impact on the CMB spectrum might be very hard to detect [Hu, 2000; Seshadri
and Subramanian, 1998].
For a long time, CMB observations by WMAP favoured a high value for the optical
depth of ⌧ = 0.088 ± 0.013, corresponding to zreion = 10.5 ± 1.1 [Hinshaw et al.,
2013]. This indication of an early epoch of reionization resulted in some tension with
reionization redshifts inferred from quasar absorption spectra observations. However,
the latest PLANCK results [Planck Collaboration et al., 2015a] have revised the
constraints to a lower optical depth of ⌧ = 0.066 ± 0.016 and now predict a later
reionization transition at zreion = 8.8
+1.7




Spectra of quasars with zsource > zreion provide another important observable to
constrain the redshift zreion of reionization. Lyman ↵ (Ly↵) photons from the
source are absorbed by neutral hydrogen in the IGM along the line of sight. The






with the oscillator strength f↵, the Ly↵ transition frequency  ↵ = 1216 A˚ and Hubble
constant H(z) [Gunn and Peterson, 1965]. The photons become redshifted as they
travel towards the observer and thus photons are shifted out of resonance with the
Ly-↵ transition. Afterwards, these photons can travel freely towards the observer.
Using this mechanism, the spectra of a distant quasar can be converted into a neutral
hydrogen density map along the line of sight, which is also referred to as the Ly-↵
forest. This measurement is very sensitive to neutral hydrogen and even a tiny
residual fraction of xHI ⇠ 10 4 is enough to lead to complete absorption in the Ly-↵
forrest. The absorbed Ly-↵ photons are reemitted, leading to a Ly-↵ halo around the
host galaxy [Loeb and Rybicki, 1999; Rybicki and Loeb, 1999], which may provide
further constraints.
A similar measurement is possible using the Ly-  and Ly-  transitions. Due to
the smaller optical depth of these transitions, they can still be used to infer the
ionization state in case the Ly-↵ transition is already saturated. The bright quasars
drive a Stro¨mgren sphere around themselves. Using the di↵erence of the redshift of
the quasar and the edge of the Gunn-Peterson through, the size of the Stro¨mgren
sphere can be inferred, and typical sizes of about ⇠ 5Mpc at z > 6 have been found
[Fan et al., 2006c; Walter et al., 2003; White et al., 2003; Wyithe and Loeb, 2004,
2005].
In Djorgovski et al. [2001] a dark gap in the spectrum of SDSS J1044 - 0125 with
⌧GP > 4.6 at z = 5.2  5.6 was discovered, but the first clear case of a Gunn-Perston
through was found in Becker et al. [2001]; Fan et al. [2001] at 5.95 < z < 6.15. In Fan
et al. [2006c], nineteen Sloan Digital Sky Survey (SDSS) quasars with redshifts z > 5.7
where studied. They found a rapid increase in the optical depth at around z > 5.5,
indicating that reionization must be complete at around the same time. Using Ly-↵
forest observations, the ionization state of the IGM and the UV background can be
estimated [Faucher-Gigue`re et al., 2009; Haardt and Madau, 2012; McDonald and
Miralda-Escude´, 2001; McDonald et al., 2000; Weinberg et al., 1997]. These authors
report a substantial drop in the UV background from z ⇠ 5 to z > 6. At z > 6 the
volume averaged neutral fraction is > 10 3.5, perhaps even as high as 0.1, but drops
to  10 4 at z < 5.5 [Cen, 2002; Fan et al., 2002, 2006c; Lidz et al., 2002].
21 cm observations
A very promising upcoming method to observe the Epoch of Reionization is given by
21 cm radio observations [see Furlanetto et al., 2006; Zaroubi, 2013, for a review].
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The energy di↵erence of the hyperfine structure splitting of the 1s ground state of
the neutral hydrogen atom is about 5.87µeV which corresponds to a wave length of
21 cm in the atom’s rest frame. The two states di↵er in the orientation of the electron
spin relative to the proton spin. The 21 cm line can be seen either in absorption or
in emission against the CMB. The di↵erential brightness temperature of the signal is
 T ⇡ TS   TCMB
1 + z





(1 + z)1/2mK, (1.5)
with optical depth ⌧ , overdensity   and ionization state xHI.
The signal depends on the ratio between spin temperature and CMB temperature.
This leads to the following four regimes [Ali et al., 2005; Barkana and Loeb, 2004;
Carilli et al., 2004]: Initially at z > 200 the spin and CMB temperature are in
equilibrium through Thomson scattering which results in no 21 cm signal. Due to
adiabatic expansion, the gas cools faster than the CMB, such that the 21 cm signal is
seen in absorption (30 ⇠ z < 200). Later, due to the low density the gas temperature
can no longer stay coupled to the spin temperature, allowing the spin temperature
approach the CMB temperature again (20 < z < 30). However, locally the spin and
gas temperature may still be coupled through Ly-↵ photons. Also, X-rays could
locally warm the IGM. This leads to a mix of regions without a signal, regions seen
in absorption and regions seen in emission, leading to a rich 21 cm signal.
Afterwards, additional physical processes leave their imprints on the 21 cm signal.
Quasars and stars start to ionize and heat the IGM. Shocks and X-ray radiation lead
to additional heating of the universe. Interestingly, a HII bubble itself would show no
significant signal, as the neutral region around the bubble would show an emission
signal due to the heated medium which is compensated by a cooler expanding shell
seen in absorption [Tozzi et al., 2000].
A great advantage of 21 cm measurements is the fact that regions with high
neutral densities can be directly imaged, including those which would be saturated
in Ly-↵ forrest observations. By observing the redshifted 21 cm signal in multiple
frequency bins, tomography is possible, yielding full 3D information instead of only
integral quantities like the optical depth inferred from CMB observations. This
would hence allow for a direct mapping of the HI density in redshift space and
straightforward comparisons to simulation predictions [Ciardi et al., 2003; Furlanetto
et al., 2004; Gnedin and Shaver, 2004; Mellema et al., 2006b; Mondal et al., 2015;
Zahn et al., 2007]. Furthermore, power spectra of the globally averaged di↵erential
brightness temperature  T can be computed as well. So far, this is still all an
observational frontier of the future, but several 21 cm observational programs are
already on the way or in an advanced planning stage. In particular, the signatures
of reionization may be observable with the LOFAR telescope array, which is already
operating. The future SKA should definitely be sensitive enough to provide detailed
3D maps of the Epoch of Reionization [see Iliev et al., 2015; Semelin and Iliev,
2015]. Reliably interpreting these upcoming observations and extracting their full
cosmological information content relies on the availability of accurate theoretical
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models for detailed comparisons. Providing such models through new numerical
methods is therefore the primary goal of this thesis.
1.3 Numerical methods for radiative transfer
Solving the radiative transfer equation numerically still poses a great challenge. An
accurate solution requires usually a high temporal resolution, due to the – compared
to other cosmologically relevant processes – fast speed of light. The collisionless
behaviour of light in a rarefied medium further complicates radiative transfer, as the
transfer method has to somehow track the angular dependency in the distribution
function of photons, which is a six dimensional distribution composed of three
spatial, two angular, and one frequency dimension (ignoring polarization). The need
to create sharp shadows around dense absorbers provides a further challenge for
radiative transfer methods. This demanding problem led to the development of
many approximate methods for radiative transfer which greatly di↵er in the adopted
tradeo↵ between accuracy and computational cost. Thus, whether a certain radiative
transfer method is suitable or not depends strongly on the specific problem. Existing
radiative transfer algorithms can be categorized broadly into three classes of methods,
which we will briefly describe in the following.
Monte Carlo Methods
A large class of methods are the so-called Monte Carlo based techniques [e.g. Altay
et al., 2008; Baek et al., 2009; Ciardi et al., 2001; Dullemond, 2011, 2012; Maselli
et al., 2003; Nayakshin et al., 2009; Pawlik and Schaye, 2008; Semelin et al., 2007].
These methods discretize the radiation field into independent photon packets and
follow them through the simulation until they are either absorbed or escape from
the simulation domain. Sources of photons replenish the photon packets. If in
addition to absorption by ionization photon scattering should be included, additional
modifications to the method are required to prevent a high computational cost that
would otherwise be caused by photons trapped in dense clouds. In the limit of a very
high number of photon packets, Monte Carlo methods produce very accurate results.
Unfortunately, they typically show a slow convergence rate of only
p
N , where N
is the number of photon packets used, negatively impacting their computational
e ciency.
Long and short characteristics methods
Another major class of methods are the long and short characteristics methods [e.g.
Abel and Wandelt, 2002; Abel et al., 1999; Ahn and Shapiro, 2007; Altay et al., 2008;
Alvarez et al., 2006; Baek et al., 2009; Cantalupo and Porciani, 2011; Cen, 2002;
Davis et al., 2012; Greif, 2014; Gritschneder et al., 2009; Hasegawa and Umemura,
2010; Kunasz and Auer, 1988; Maselli et al., 2003; McQuinn et al., 2007c; Mellema
et al., 1998, 2006a; Mihalas and Mihalas, 1984; Nakamoto et al., 2001; Razoumov
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and Cardall, 2005; Shapiro et al., 2004; Sokasian et al., 2001; Susa, 2006; Trac and
Cen, 2007; Whalen and Norman, 2006]. These methods cast many rays through the
simulation domain and discretize the radiative transfer equation along these rays.
The rays start at the sources and are coupled to other rays in regions where they
interact, ending up with a large coupled system of (linear) equations. If enough rays
are used and every photon source is well connected with the surrounding absorption
sites, the results can become very accurate. In such a ‘long characteristic methods’,
each ray spans the entire simulation domain. The down-side of the this type of
method is the fact that the number of rays needed scales with the number of sources.
If only a few dominant radiation sources are within the domain, this is not a critical
limitation and these methods are able to accurately track the radiation field around
the sources with high angular resolution. The e ciency of the method can be greatly
improved in so-called ‘short characteristics methods’, where only rays of limited
length that only couple cells in the neighbourhood of each other are used. The use
of short rays instead of long ones allows one to track many sources and still keep the
computational cost manageable.
Moment-based methods
The third large class of methods are the so-called moment-based methods [Aubert
and Teyssier, 2008; Davis et al., 2012; Finlator et al., 2009; Gnedin and Abel, 2001;
Petkova and Springel, 2009; Rosdahl et al., 2013]. In these approaches moments of
the radiative transfer equations are taken by integrating over the angular dependency
of the Boltzmann equation. The resulting hierarchy of equations is closed by making
additional assumptions, for example by conjecturing a relation between the local
radiation pressure tensor and the angle averaged intensity. The resulting time
evolution equations for the moments are then discretized and solved on a grid,
yielding a photon intensity field. The big advantage of these methods is their
independence on the number of sources. Every cell can be a photon source or sink
without significantly impacting the performance of the method. The methods of this
class di↵er primarily in whether only the zeroth, or the zeroth and first moments
of the Boltzmann equation are taken into account, and which closure relation is
adopted. The simplest version of a moment-based method is flux-limited di↵usion.
1.4 GPU computing
General-purpose computing on graphics processing units (GPGPU) is a modern
trend in high performance computing. Instead of using a traditional CPU only, all or
some computations are o✏oaded to a Graphics Processing Unit (GPU). These GPUs
can provide significant computational power, however, e ciently making use of it
requires a massive amount of highly parallel workload. The execution path taken
in each parallel thread has to be as similar as possible to the execution paths of
neighbouring threads. Otherwise, the diverging parts of the code will not be executed
in parallel anymore. This special kind of massive parallelism can only be achieved
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with specially tailored algorithms and numerical implementations. Additionally, the
amount of memory directly available on a GPU is rather small compared with what
is available nowadays as main memory to conventional CPUs.
If an algorithm can be formulated in a highly parallel way, a significant speed up
compared to a traditional CPU-only implementation can be achieved when using
GPUs. This makes GPGPU computing interesting for compute-intensive applications
like radiative transfer. A particularly interesting idea is to solve the radiative transfer
equation on the GPU, while the remaining parts of the simulation are solved on the
CPU. However, it is clear that developing such methods only pays o↵ if su ciently
large and demanding problems have to be solved. The scientific topic of the epoch
of reionization clearly falls into this category. We also note that more and more
of the largest supercomputers in the world obtain their huge compute power from
accelerator cards like GPUs. GPUs are leading in terms of energy e ciency as
well, which makes them an interesting key component for the exa-scale machines
(which can carry out 1018 floating point operations) anticipated at the end of this
decade. Thus, if these machines shall be used e ciently in the future for cosmological
simulations, GPGPU-aware applications will be a requirement.
1.5 Discontinuous Galerkin methods
In astrophysics, the two main methods traditionally in use for solving the Euler
equations are smoothed particle hydrodynamics (SPH) [Gingold and Monaghan, 1977;
Lucy, 1977] and mesh-based methods using a finite volume discretization. With the
arrival of massively parallel exa-scale machines, there is however plenty of motivation
to search for more accurate and more e cient methods for handling hydrodynamics.
If such a faster scheme can be found, additional computational performance becomes
available which can be used to obtain a more accurate solution.
Discontinuous Galerkin (DG) methods represent such a promising class of methods.
They are mesh-based and allow a straightforward extension to schemes with arbitrary
high order. Especially for applications involving comparatively smooth problems,
such as subsonic turbulence, these higher-order methods are very interesting and
promise to be very e cient. Instead of representing the state within a cell by its
mean value and constructing local reconstructions for higher order, polynomials of
up to a certain degree are used to describe the state within a cell. The coe cients
of these polynomials are evolved forward in time and retained after the end of a
timestep instead of being reconstructed from neighbouring values at every step. The
used stencils remain short independent of the order, and involve only the direct
neighbours, such that the compute to data-access ratio is more favourable. Thus, they
proved a viable and promising alternative for solving the hyperbolic Euler equations
in astrophysics, something that we demonstrate in detail in this thesis.
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1.6 Outline of this thesis
This thesis is structured as follows:
• In Chapter 2 we summarize the main physical processes and equations used in
this thesis. A very brief review of hydrodynamics, radiative transfer and the
relevant atomic processes is given.
• Chapter 3 presents the implementation of our radiative transfer solver. We
implement two approaches, a cone-based method and a moment-based method
with an M1 closure. To speed up the computations, we make use of GPUs.
• In Chapter 4 we present an application of our radiative transfer code by
studying reionization in the Illustris simulation. The results are based on
radiative transfer simulations in post processing. This Chapter has been
previously published in Bauer et al. [2015]
• In Chapter 5 we present the implementation of a flux limited di↵usion (FLD)
solver in AREPO. We show two test problems, assessing the correctness of our
implementation.
• In Chapter 6 we turn to the implementation of an adaptive mesh refinement
(AMR) method in the cosmological simulation code AREPO. This AMR mod-
ule allows detailed comparisons of the moving mesh-based hydro solver with
more traditional mesh-based methods. Furthermore it provides a test bed to
implement novel numerical methods without the need to find a discretization
on an irregular Voronoi mesh.
• The AMR module is used to implement a Discontinuous Galerkin (DG) hydro
solver in Chapter 7. The underlying ideas and equations of DG methods are
presented. Implementational details are given and advantages and disadvantages
of DG methods are briefly discussed.
• The DG implementation is applied to subsonic turbulence simulations in
Chapter 8. Here, we can show some of the numerical and computational
advantages of DG methods over traditional finite volume approaches.
• Finally, we conclude and summarize our main findings in Chapter 9. A brief
outlook of future work is given as well.
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Physical Processes and Equations
2.1 Basic cosmological equations
On the largest scales, the universe can be assumed to be isotropic and homogeneous.
The most general metric in such a universe is given by the Robertson Walker metric:
ds2 = c2dt2   a2  dr2 + r2  d✓2 + sin2 ✓d 2   , (2.1)
where c is the speed of light and the cosmological scale factor a describes the expansion
of the universe.
The Universe is assumed to be filled with ordinary matter, dark matter, and a so
called dark energy or cosmological constant. Initially, during the radiation dominated
epoch, the dominant component were photons. The total present day matter density
is ⇢m,0 = ⇢dm,0+ ⇢b,0, with dark matter density ⇢dm,0 and baryon density ⇢b,0. Other
components are the present day radiation density ⇢r,0 and the cosmological constant
or dark energy density ⇢⇤,0. Further components such as the neutrino density are
ignored in the following. The densities ⇢i can be expressed in terms of the critical
density ⇢0 = 3H20/8⇡G as ⌦i,0 = ⇢i,0/⇢crit,0 and
P
i⌦i,0 = 1. The most recent
constraints for those cosmological parameters are reported in Planck Collaboration
et al. [2015b].






⌦m,0 (1 + z)




with the present day Hubble constant H0 = H(0). The redshift z is related to the
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2.2 Gravity
The most important driver behind cosmological structure formation is gravity. The
state and evolution the dark matter particles can be described by specifying the
position xi and velocity ui of each particle. If, in addition, the forces F ij between
all pairs of particles are given, the equations of motion fully describe the evolution
of the entire system. However, the sheer number of particles involved makes this
approach not applicable to most practical problems. Especially simulations would be
only possible for tiny systems. Fortunately, the system can alternatively be described
in terms of a phase space distribution function f(x,u, t), describing the number
of particles in an infinitesimal phase space volume dxdu at position and velocity
(x,u). Because dark matter interacts only gravitationally, its time evolution can be












where the phase space density f(x,u, t) describes a velocity distribution over u at
every point x in space, at time t.
The gravitational field ' is obtained from the density distribution using the Poisson
equation
 ' = 4⇡G⇢(x, t) (2.5)
with gravitational constant G and total matter density ⇢(x, t). The density in turn
is given by the distribution function f after integrating out the velocity distribution.
Together, these equations form a system of integro-partial di↵erential equations
and are called the Poisson-Vlasov system. To solve it numerically, the distribution
function f can be sampled using N particles (which are just fiducial numerical entities
and not identical to the real particles/atoms of the physical system), which allows
for a numerical integration of the system using so-called N -body methods.
2.3 Equations of hydrodynamics
Similar as the dark matter system, the baryonic component can in principle be
modelled using a distribution function f . On cosmologically relevant time and
length scales, the fluid is however highly collisional and thus can be treated in a
fluid approximation. One can formally derive this by considering the time evolution





















2.3 Equations of hydrodynamics
2.3.1 Euler equations
By taking moments of Equation (2.6), conservation laws can be obtained. To do this,




mf(x,u, t) du, (2.7)





umf(x,u, t) du, (2.8)





(u  v)2mf(x,u, t) du. (2.9)








For an ideal gas, the pressure is given by




(u  v)i(u  v)jmf du, (2.11)
with an adiabatic index of   = 5/3.
By multiplying Equation (2.6) with 1, u, or u2 and integrating over du, the
conservation laws of mass, momentum and total energy can then be derived. Here,
no analytic expression for the collision term is needed, except for the assumption
that collisions are isotropic and do not create or destroy particles, and individually
conserve mass, momentum and energy.
These conservations laws for ideal hydrodynamics are called the Euler equations




+r · F(q) = 0, (2.12)
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and total specific energy e = ✏+ 12v
2. The flux tensor is given by
F(q) =
0@ ⇢v⇢v ⌦ v + P
(⇢e+ P )v
1A , F(q) = (F 1(q),F 2(q),F 3(q)) (2.14)
Note, that the equations in the di↵erential form only allow for continuously
di↵erentiable solutions. However, many astrophysical problems involve discontinuous
solutions, as they contain shocks and contact discontinuities. In this case, the integral





q(x, t) dV +
Z
@Vi
F (q(x, t))n dA = 0, (2.15)
with normal vector n. The di↵erential form of the Euler equations can be easily
derived from the integral form.
2.4 Radiative transfer
Even though radiation energy contributes only a tiny fraction of the total energy
density in the Universe today, radiative processes play an important role in many
aspects of theoretical astrophysics. The equations of radiative transfer describe
how the radiation field evolves over time. Similarly to the hydrodynamic fields, the
radiation field can be described by a phase space distribution function I⌫(x,n, t),
the so-called radiation intensity with units of erg s 1 cm 2Hz 1 ster 1. Here, the
unit direction vector n and scalar frequency ⌫ play the role of the fluid velocity v, as
photons are massless and always travel with the speed of light c. The bolometric





A related quantity is the radiative flux
F = I ⌦, (2.17)
with opening angle  ⌦ and units erg s 1 cm 2. If absorption around a source can be
ignored, the radiation intensity I is constant at any distance away from the source.
The radiation flux F however shows a ⇠ r 2 scaling with distance r.
2.4.1 Absorption and emission mechanisms
Radiation passing through a medium is usually subject to absorption, emission and
scattering processes. The amount of radiation intensity lost due to absorption or
gained by emission depends on the opacity of the medium. The loss of energy can be
modelled as
dE = ↵⌫(x,n, t)I⌫(x,n, t) dl dA d⌦ d⌫ dt, (2.18)
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along an infinitesimal volume of length dl and area dA.
The opacity has units of cm 1. It is often useful to define a specific opacity ⌫ as
↵⌫ = ⌫⇢. (2.19)
In its most general form, the opacity has a directional dependency, which is however
ignored here. The frequency dependence can be very strong, especially if absorption
by atomic or molecular transitions are important. The integral over the opacity along





The opposite e↵ect of absorption is emission, described by an emissivity ⌘:
dE = ⌘⌫(x,n, t) dl dA d⌦ d⌫ dt, (2.21)
which in its most general form has a dependency on position as well as direction. We
usually consider isotropic emission here and ignore any directional dependence. The
units of ⌘ are ergs cm 3 s 1Hz 1 ster 1.
Scattering can be viewed as a combination of an absorption and an immediate
re-emission event. The direction and energy of a photon usually changes during a
scattering event, and the di↵erence in energy and momentum are balanced by the
ambient medium. In many problems the absorption and re-emission is isotropic, but in
the most general anisotropic case, scattering needs to be modelled by a redistribution
function R(n0, ⌫ 0,n, ⌫), giving the probability of a photon (n0, ⌫ 0) being scattered
into (n, ⌫). An important example of scattering is Thomson scattering by CMB
photons on free electrons along their path to us, giving rise to the Sunyaev-Zel’dovich
e↵ect. In the following we will however not explicitly treat scattering processes as
they are comparatively unimportant for the reionization problem.
Note that the relations above hold true only in the rest frame of the medium.
A rapidly moving medium “sees” the radiation at a di↵erent frequency and thus
a di↵erent value of the opacity applies. But the radiation field can always be
transformed into the rest frame of the medium through a Lorentz transformation,
where the source and sink terms are easier to evaluate, and then transformed back
into the lab frame again. This approach or variants thereof have to be taken in
problems of relativistic radiation hydrodynamics. The fluid velocities involved in
cosmic reionization are however small enough to allow relativistic e↵ects to be ignored.
2.4.2 The radiative transfer equation
The transfer equation of radiation follows from the Boltzmann equation (2.6), assum-







I⌫(n, s) = ↵⌫(s) (S⌫(s)  I⌫(n, s)) , (2.22)
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where S⌫ = ⌘⌫/↵⌫ is the so-called source function. Scattering can be included by
adding the photon loss due to scattering along a ray to the opacity ↵⌫ and adding
the photon gain due to scattering to the source function S⌫ .
For a static configuration, the time derivative can be dropped and the radiative
transfer equation simplifies to
dI⌫(n, s)
ds
= ↵⌫(s) (S⌫(s)  I⌫(n, s)) , (2.23)









The initial value I⌫,0 decays exponentially. The emission along the path is accumulated
and attenuated by the remaining distance towards the point s.
2.4.3 Thermodynamic equilibrium
A radiation field in thermodynamic equilibrium with a medium has a radiation










with the Planck constant h, speed of light c and Boltzmann constant kB. In thermo-
dynamic equilibrium, emission and absorption must balance each other, thus using
Equation (2.22) and putting the left hand side to zeros, one obtains
⌘⌫ = ↵⌫B⌫(T ), (2.26)
which is Kirchho↵’s law of thermal radiation.
The relation is in a strict sense only valid for a global thermodynamic equilibrium.
If the gradients of the radiation field are small compared to the optical depth, the
system can be considered to be in a local thermodynamic equilibrium (LTE).
In a medium with a thermal source function S⌫ = B⌫ , according to Equation (2.23)
the radiative intensity changes until B⌫ = I⌫ . The decay length until this relation
field approaches B⌫ is given by the opacity ↵⌫ . For frequencies near an atomic
transition line, the intensity saturates after a very short distance. But even far away
of lines, the opacity is extremely small but non-zero, and will eventually saturate at
large distances. Thus, if the medium is optically thick enough, the radiation field
leaving the medium has a Planck spectrum.
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2.4.4 Moments of the transfer equation
Unlike the typical velocity distribution of a fluid, the photon distribution can be
highly anisotropic. This can make moment-based approaches very inaccurate in some





I⌫(x,n, t) d⌦ (2.27)
F ⌫ =
I





I⌫(x,n, t)n⌦ n d⌦ (2.29)
Analogously bolometric quantities E, F and P are defined by integrating out the
frequency dependence.
The time evolution equations for these moments are obtained by taking moments
of the radiative transfer Equation (2.22) and integrating over the angular dependence:
@E⌫(x, t)
@t
+rF ⌫(x, t) =
I






+r ·P⌫(x, t) = 1
c
I
↵⌫(x,n, t) (S⌫(x,n, t)  I⌫(x,n, t))n d⌦
(2.31)
To solve this system of equations, either another moment equation for the radiation
pressure tensor P⌫ , which in turn would include even higher moments, is needed, or
a closure relation is required. When we discuss our numerical implementation in the
next chapter we will introduce the so called M1 closure as one specific possibility for
this.
2.5 Atomic processes
The electrons of atoms can interact with light. In bound-bound processes the electron
changes from one bound energy level to another bound energy level of the atom. The
process can either be stimulated by photons or happen through a spontaneous decay
to a lower energy level. The transition probabilities are described by the Einstein
coe cients. The probability per unit volume for a transition from energy level i to j
stimulated by photons is given by
pij = BijniB⌫ , (2.32)
with the Einstein coe cient Bij for stimulated emission / absorption, the number
density ni of atoms with energy level i and spectral energy density B⌫ at frequency
⌫. If the energy Ej of level j is higher than the energy of level i, the process involves
the absorption of a photon with frequency ⌫ = (Ej   Ei)/h. In the opposite case
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a photon with the energy di↵erence (Ej   Ei) of the two energy levels is emitted.
An alternative way of decaying from level j back to level i is through spontaneous
emission of a photon. The probability for this process is
p0ji = Ajinj , (2.33)
where Aij is the Einstein coe cient for spontaneous emission.
In thermodynamical equilibrium, the number density of atoms in energy levels
i and j must be constant, thus the total probabilities for creation and destruction
must be equal:
BijniB⌫ = Ajinj +BjinjB⌫ . (2.34)













with statistical weights gi and gj .
Combining equations (2.25), (2.34) and (2.35), it can be shown that the following




giBij , gjBji = giBij (2.36)
2.5.1 Photoionization and recombination
Photoionization and recombination are similar to excitation of atoms by photons,
except that the state j is an unbound state. A photon is only able to ionize an atom
if the photon energy is larger than the binding energy of the electron. The excess
energy is put into kinetic energy of the released electron. The rate of ionization





The ionization cross section can be determined by quantum electrodynamics (QED)
computations. The cross section depends on the charge of the atom and the energy
level from which the electron is removed. For hydrogen like atoms, ionization typically














with fine structure constant ↵, Bohr radius a0 and the charge of the residual ionized














with  r(v) being the recombination cross section for an electron of velocity v and the
statistical weights gi and gi+1 of the atom in the i and i+1 times ionized states. The
frequency ⌫ and free electron velocity v are related by energy conservation through
1
2mv
2 = (⌫   ⌫n)h, with ⌫n corresponding to the energy of level n.
In local thermodynamical equilibrium, the electron velocities are distributed ac-
cording to the Maxwell-Boltzmann distribution f(v, T ) with the electron temperature
T . The recombination cross section to the energy level n is the velocity average of










 r(v, n)vf(v, T ) dv (2.40)
is the so called Case A recombination coe cient. The recombination directly to the
ground state will emit another ionizing photon, and if the medium is su ciently
optically thick this photon is immediately absorbed by another atom. Thus, the
locally averaged ionization state of the medium is unchanged. It is therefore useful
to consider the Case B recombination rate ↵B, which considers only recombination
events not leading to the emission of an ionizing photon, i.e. ↵B = ↵A   ↵1. This
approximation is the so called “on the spot approximation” (OTSA).
The energy di↵erence between the ionizing photon and the energy needed to free





h(⌫   ⌫0)nHIn (⌫) (⌫) d⌫, (2.41)
only considering ionization from the ground state here. The opposite process of
recombination is a cooling process to the medium. At low temperatures, the ionization-
recombination process results in a net gain in thermal energy for the medium, as the
recombination rate is higher for low velocity electrons.
2.5.2 Collisional ionization
An alternative way of ionizing an atom is by a collision with another particle. Of
particular relevance are collisions with free electrons. Similar to the recombination




 c(v)vf(v, T ) dv. (2.42)
The velocity dependent collisional ionization cross section can be obtained from QED
calculations. This process implies a net cooling of the gas, as thermal energy is
removed to unbind electrons from atoms.
23
2 Physical Processes and Equations
2.5.3 Collisional excitation
A similar cooling process is given by collisional excitation, where an atom is put into
an excited state by a collision with another particle. The atom can then decay back
into its ground state through the emission of a photon.
2.5.4 Bremsstrahlung
Bremsstrahlung radiation is a free-free process. When an electron collides with a
proton, the electron is deflected and photons are emitted. The emissivity due to
bremsstrahlung radiation is described by
✏↵(⌫) = nine
Z
P (v, ⌫)f(v, T ) dv (2.43)
with radiative power P (v, ⌫). An expression for P (v, ⌫) can be obtained from




An approximate form of the cooling rate is given by




ergs s 1 cm 3, (2.45)
with T8 = T/108 and assuming np = ne.
2.5.5 Compton scattering
Compton scattering is the inelastic scattering process of free electrons with photons.
In the case of normal Compton scattering, energy is transferred from the photon to
the electron. In the case of inverse Compton scattering, energy is transferred to the










If the temperature Te of the electrons is larger than the temperature of the radiation
field T  , energy is transferred to the radiation field. The rate of energy transfer in






An astrophysical important process is cooling due to Compton scattering o↵ CMB
photons whose temperature at redshift z given by T  = 2.73(1 + z)K.
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A GPU Based Radiative Transfer Solver
for Simulating the Epoch of Reionization
3.1 Introduction
Ideally a radiative transfer method solves (an approximation of) the Boltzmann
equation for the photon distribution function I(x,n, ⌫, t). The function I describes
the number density of photons of frequency ⌫ moving in the direction of the normal













with source and sink terms due to emission and absorption by ionization and re-
combination events. Instead of solving the full multi frequency equation, we will
approximate the photon field as monochromatic. In this approximation one e↵ective
frequency bin of hydrogen ionizing UV photons is used. This approximation can
be easily generalized to helium reionization by using three e↵ective frequency bins
instead. The frequency dependent ionization and recombination rates in the source
and sink terms are replaced by frequency integrated averages weighted by the spectral
energy distribution of photons in the bin. Equation (3.1) ignores the redshifting
e↵ect of photons. This approximation is equivalent to the assumption that photons
travel only a short distance compared to cosmological scales before they are absorbed.
In the context of reionization simulations, this is a well justified approximation.
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3.2 Radiative transfer
The high dimensionality of I(x,n, ⌫, t) and the short time scales imposed by the
speed of light make solving the left hand side of Equation (3.1) computationally
expensive. Thus, numerous approximate numerical methods have been proposed
in the literature. Our implementation is based on two di↵erent approaches: A
cone-based advection scheme [Petkova and Springel, 2011a] and a moment-based
method with an M1 closure for the Eddington tensor [Aubert and Teyssier, 2008;
Rosdahl et al., 2013]. In the following we will describe both methods subsequently.
3.2.1 Cone-based advection method
This method was first proposed in Petkova and Springel [2011a]. The distribution
function I is grouped in momentum space into cones of equal opening angle and
one or more frequency bins. For each cone field, the left hand side of Equation (3.1)
provides an independent advection equation. The centres of the cones are adopted
as the central angular directions of a HEALPIX tessellation [Go´rski et al., 2005] of
the sky. This is used largely for computational convenience; we make use of no other
properties of the HEALPIX tessellation other than their equal solid angle coverage of
the unit sphere. Any other tessellation with this property would also work equally in
the context of our method.
The HEALPIX method provides tessellations at di↵erent, nested refinement levels
n, with Npix = 12⇥ 4n cones each. Thus, in total we have to independently advect
Npix photon fields, Il(x). We define the total photon field Itot as Itot =
P
Il. For




+ cr · (nlIl) = 0. (3.2)
This equation represents an ordinary linear advection equation with an e↵ective
advection direction nl. This type of equation can be straightforwardly solved with a
finite volume scheme.
The question remaining is how to choose nl. Obviously, nl has to point in the
direction of the l-th cone at all time. At the same time, the full opening angle of
the cone has to be illuminated. If nl was always chosen as the centre of the l-th
HEALPIX cone and kept always fixed in the direction, the light cone emerging from
a point source would eventually not be entirely filled. Instead, distinct outgoing




|rf  | , (3.3)
28
3.2 Radiative transfer
instead and additionally limiting n0l to lie within the l-th cone. Therefore, a projection
of n0l into the cone is performed if the angle between the cone centre n0 and n
0
l is
larger than half the opening angle of the cone:





We note that the HEALPIX cones do not have a round spherical shape but are
polygonal tiles. In principle, a projection back to the boundary of the HEALPIX
cones would be possible. However, this would be computationally expensive without
o↵ering much gain, as we anyway want to make sure that there is enough overlap
between di↵erent tessellation tiles to not produce any noticeable gridding structures in
the angular light distribution. In fact, in order to guarantee such a seamless coverage
of the unit sphere, we typically use a slightly larger opening angle of  0max ⇡ 1.5 max,
which reduces the achieved angular resolution only slightly. Hence, if n0l falls outside
the cone, it is projected back on the boundary of the cone by:
n0l,proj = sin( max)m+ cos( max)n0 (3.6)
with






3.2.2 A moment-based method with an M1 closure
We have also implemented an alternative advection method to solve the left hand side
of Equation (3.1), based on the first two moments. This second advection method
enables us to asses the accuracy of the cone-based advection method and at the same
time provides a computationally faster alternative. As a closure relation, we use the
so-called M1 closure for the Eddington tensor.
The zeroth moment equation can be derived by taking Equation (3.1) and inte-
grating over the angle n. By multiplying Equation (3.1) with n, the first moment
equation is obtained instead. This leads to the following system of equations:
@N
@t
+r · F = 0, (3.9)
@F
@t
+ c2r ·P = 0, (3.10)
with N denoting the photon density and F the radiation flux vector.
For solving these equations we either need to introduce higher order moments
or adopt a closure equation for the radiation pressure P. The literature discusses
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di↵erent possible choices for the closure. One of the simplest approaches is to choose
P as an isotropic pressure and to assume that F is only slowly varying with time,
allowing time derivatives to be ignored. This gives rise to the so-called flux limited
di↵usion methods. These methods require an additional limiter of the flux to prevent
superluminal di↵usion of photons in a optically thin regions.
A more sophisticated approach that is suitable for the reionization problem is the
optically thin variable Eddington tensor approximation (OTVET) [Gnedin and Abel,
2001], which takes the distribution of the sources into account when estimating the
local radiation pressure. One of the most accurate closures is given by the more
general variable Eddington tensor (VET) method, which uses a time independent
and relatively coarse short-characteristics method to compute the local Eddington
tensor everywhere [Davis et al., 2012].
Here, we use the M1 method, which estimates the Eddington tensor based on local























The field f describes how strongly pointed the flux is by comparing the actual flux
F with the maximally allowed free streaming flux cN . The two limiting cases are
radiation di↵usion with f = 0 on one hand and free streaming with f = 1 on the
other hand. The factor ⇠ interpolates smoothly between these two cases and can
take values in the range of 1/3 to 1. In case of the lower limit, P only contains the
left part and is purely isotropic. In the other limiting case, the isotropic part of P
vanishes and a pure streaming term remains in Equation (3.11).
In practice, the results of M1 can be of surprisingly good accuracy. Nevertheless,
the simplifications adopted here impose some limitations on the situations that can be
represented well with the M1 method. For example, if one considers two intersecting
light beams, an obvious shortcoming of the method emerges: By taking moments
of the radiative transfer equation and integrating over the directional dependence
of the photon distribution I, the collisionless photon field is essentially treated like
a collisional fluid. At the intersection points this leads to an unphysical isotropic
scattering of photons. However, in practical applications these special situations are
rare and are often of little relevance. Ultimately, whether or not this is really the
case is not clear a priori and can only be decided by comparing the results obtained
with di↵erent methods against each other.
3.2.3 Ionization network
Next, we focus on the sink term on the right hand side of Equation (3.1) and the
ionization network. The ionization state of hydrogen is influenced by absorption
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of ionizing photons and recombination with free electrons. Additionally, collisional











HII    (T )n2HxHIxHII   c nHxn  , (3.14)
with   denoting the frequency averaged ionization cross section, nH the hydrogen
number density and xHI the neutral hydrogen fraction. The case A recombination
rate ↵A, the case B recombination rate ↵B, and the collisional ionization rate   are
taken as fitting functions from Hui and Gnedin [1997]. The case B recombination
rate considers only recombination events which do not result in the emission of an
ionizing photon, while the case A recombination rate considers all recombination
events.
In addition we have to keep track of the thermal energy state, which is modified
by photoionization heating and various cooling terms:
du
dt
= H  C = ⇤, (3.15)
with the heating rate
H = ✏ c nHxHIn  (3.16)
and the average thermal energy gain per photoionization event ✏  . The cooling rate
C(T ) is composed of the following processes: collisional ionization (⇣), collisional
excitation ( ), recombination cooling (⌘), bremsstrahlung (✓) and Compton cooling
o↵ CMB photons (!). The total cooling rate C is given by:
C = (⇣(T ) +  (T ))nexnH (3.17)
+ (✓(T ) + ⌘(T ))ne(1  x)nH
+ !(T )ne
During a recombination event, either an ionizing photon or multiple non-ionizing
photons can be emitted. The emission of ionizing photons due to recombination
is essentially an additional photon source term for the frequency bin of ionizing
photons. For example, ray tracing codes can only well resolve a limited number of
photon sources. For these methods a continuous source field due to recombination
would pose a potential problem. A solution often used is the so called “on the spot
approximation”, which assumes an instantaneous nearby ionization event, which
immediately consumes those ionizing photons. Thus, recombination events with the
emission of an ionizing photon can be ignored and do not change the local ionization
state. This can be modelled by replacing the case A recombination rate ↵A with the
case B recombination rate ↵B in Equation (3.14), removing the source term from
Equation (3.13). Both of our advection methods are able to handle source fields from
recombination radiation and thus our implementation can be used both with and
without OTSA.
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3.3 Numerical discretization
3.3.1 Photon advection for the cone-based method
The advection Equation (3.2) is solved using a finite volume approach. All Npix
photon fields are discretized on a homogeneous Cartesian mesh, which is advantageous
for solving the radiative transfer equations using GPUs. The reason for this choice






integrating over the volume of the discrete cell with centre xi and with Nl,i being the
photon density in the l-th bin in the i-th cell. Analogously, we define Ntot,i =
P
Nl,i
as the total photon field used in the computation of the advection direction nl,i.






Nl,inl,i dA = 0. (3.19)
The volume integral of the second term was transformed into a surface integral using
Gauss’s theorem. The surface integral can be split into a contribution from each of
the 6 surfaces of a cell. The integrant is assumed to be constant along each surface
element. This results in a numerical flux Fl,i = cNl,inl,inA with surface normal
vector nA and advection direction nl,i over each interface between neighbouring
cells. The time derivative is discretized using a first order accurate finite di↵erence




  Fl,x+   Fl,x  +  Fl,y+   Fl,y  +  Fl,z+   Fl,z    ,
(3.20)
with surface positions x , x+, y , y+, z  and z+. This equation is solved by
directionally splitting the update step into three parts, solving the advection in one
direction at a time only. This reduces the three dimensional problem into a set of
independent one dimensional problems:
N 0n+1l,i = N
n+1
l,i + t
 Fl,i+1/2   Fl,i 1/2  . (3.21)
The missing piece is how to obtain an approximation for the flux Fl,i±1/2 between
adjacent cells. To obtain the advection direction at the interface position, we simply
average rNtot using the values of the left and right side of the interface. The gradient
is computed by finite di↵erencing Ntot. The averaged value of the gradient is used for
limiting the direction vector to the l-th cone and to compute the advection direction
ni±1/2. Using an upwind approach, Fi 1/2 is then given by
Fl,i 1/2 =
(





with surface normal vector nA. A similar expression is used for Fl,i+1/2. The obtained
fluxes Fl,i±1/2 are formally only first order accurate. However, the flux computations
and time integration can be extended to a second order accurate MUSCL-Hancock
scheme by extrapolating the central values Nl,i to the interface using a linear gradient
estimation and temporal extrapolation.
3.3.2 Photon advection for the M1 method
The set of equations (3.9) and (3.10) can be combined into one vector equation with
state vector q = (N,F ) and flux tensor F = (F ,P):
@q
@t
+r · F(q) = 0. (3.23)
Like for the cone-based advection method, the three dimensional problem is casted
into a set of discrete one dimensional advection problems where the full 3D problem






 Fi 1/2   Fi+1/2  , (3.24)
with Fi±1/2 being the flux through the left and right interface along one of the direc-
tions. We use the Global Lax Friedrich (GLF) function to obtain an approximation
of Fi±1/2:







3.3.3 Solving the sti↵ thermochemical network
The non-equilibrium thermochemical network described by equations (3.13), (3.14)
and (3.15) forms a coupled set of sti↵ ordinary di↵erential equations local at each
cell. The state within a cell is U = (n  , u, xHI). To guarantee stability and avoid
invalid values for U an implicit solver is desired. However, due to the non-linearity
of the system of equations, a full implicit solver would not be very computationally
e cient. Instead, we closely follow the approach taken by Rosdahl et al. [2013] and
solve the system of equations in three steps. Instead of a direct update, only one
component of U is updated at a time. The values used for the other components
are either the already updated values when available or the backward in time values.
We first update the photon number n  , then the internal energy u, and finally the
ionization state xHI:
Photon number update
In case of the cone-based advection scheme the photon number density is given by
n  =
P
lNl,i/Vi. The implicit photon number update step is done as follows:
nn+1    nn 
 t
= C   nn+1  D. (3.26)
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If the OTSA is not applied, C is non zero and given by the di↵erence between the
number of case A and case B recombination events:
C =
 
↵A   ↵B nHxnHI(1  xnHI). (3.27)




In the equations above, the old value at the end of the previous time step is used for
xHI.
Internal energy update




= H(un+1)  C(un+1) = ⇤(un+1). (3.29)
By Taylor expanding the heating and cooling rate ⇤ around un, one obtains the
following update step for u:






















An expression for @⇤@ log T can be computed analytically by considering Equation (3.16)
and (3.17). The derivatives of the cooling and heating rates are evaluated at T =
T (un). Thus, the update step is formally only semi-implicit in u. The coe cients of
the cooling rates are precomputed and tabulated in log T space and are interpolated
using the nearest two available values.
Updating the ionization state





1  J t . (3.32)
This expression is obtained by Taylor-expanding the right hand side of Equation (3.14).









































where X is the hydrogen fraction. Again, this update step is only semi-implicit in
xHI due to the use of xnHII.
An implicit scheme guarantees only stability but not necessarily accuracy. Thus,
the full step from tn to tn+1 can be subsampled by multiple smaller timesteps if
needed. After each partial update step, we check whether the updated quantity
changed by at most 10%. If the relative change is larger, the complete step is rejected
and is repeated instead with steps of only half the size. If instead the maximum
change in any quantity is less then 5%, the size of the next step is increased by a
factor of two. This concludes the description of our thermochemical solver.
3.3.4 Time integration
The advection of the radiation field and the chemical network are coupled together
by means of operator splitting. The multi dimensional advection operator itself
is build out of one dimensional advection operators using a Strang-like directional
splitting. Thus, a time step starts by first advecting the radiation fields in the x, in
the y and then in the z-direction for half a timestep. Afterwards, source and sink
terms are added by applying a half step of the source term, followed by a full step of
the thermochemical network, again followed by a half step of the source term. The
timestep is completed by half advection steps, but this time in reverse order, i.e. first
advecting in the z-direction then in the y and x-directions. This then completes a
full timestep.
3.4 Implementational details
From a technical point of view, GPUs are similar to machines with a wide vector
unit. However, an application programmer is not required to formulate the algorithm
in tedious vector instructions, but instead can specify the algorithms in a way which
is more similar to multi threaded programming. These threads come in bundles
of typically 32 threads, which is called a warp. The threads in the same warp can
either execute the same instruction as the other threads in the warp in parallel and
on di↵erent data, or do nothing during a clock cycle. In order to obtain maximum
computational performance, we thus have to formulate every operation such that
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it can be applied to 32 elements at the same time. To make things even more
challenging, random or non-consecutive memory access by these 32 threads should
be avoided. If the memory access pattern of threads in a warp is not contiguous and
aligned, the memory access speed is substantially reduced and more memory access
operations are required to retrieve the data for each thread. These requirements and
limitations led to certain design decisions in the implementation of our radiative
transfer code, which we now discuss in detail:
3.4.1 Domain decomposition and parallelization
To support a better parallelization, we split our computational domain into sub-cubes
with a side length of 32⇥ n. Each compute kernel invocation handles one of these
sub-cubes. These sub-cubes are combined to rectangular sub-domains. Each of
these sub-domains is handled by one MPI task. Around each of these sub-cubes
a layer of boundary information from the neighbouring sub-cubes is gathered. In
order to e ciently transfer this boundary data from the GPU to the CPU side and
communicate it via MPI, it has to be contiguous in memory. For a three dimensional
cube, this is only the case in one direction. For the other two directions the data is
gathered into an exchange bu↵er before it is transferred and communicated. The
data transfer from the GPU back into host memory and vice versa can be handled
asynchronously. The GPU can continue computing on one of the other sub-cubes
while data is exchanged with the host or other MPI tasks. The organization of the
domains into rectangular sub-domains enables a simple and regular communication
pattern. Each MPI task has to exchange data with its direct neighbours only and
expensive all-to-all communication patterns can be avoided.
Only during the advection step boundary information of the neighbouring sub-
cubes is needed. In case of the cone-based advection method, for each photon field
boundary information is needed in the current advection direction. However, to
compute the advection direction n, boundary information in all three directions for
the total photon field Ntot is needed as well. As no three dimensional gradient has
to be computed in case of the M1 advection method, only boundary information in
the current advection direction is needed.
3.4.2 GPU parallelization
GPUs provide several types of memory associated with di↵erent access latencies
and data access speed. The so called “shared memory” is rather small in size, but
provides fast low latency access. At the beginning of an advection step, one line
of data in the current advection direction is copied from the 3d array into shared
memory. This copy process is fastest in the x-direction and slightly slower in the
y-direction because the data is no longer contiguous in memory. Due to cache misses,
the situation is even worse in the z-direction. Each thread is now assigned to a cell
in the line. Next, each thread computes the flux Fl,i+1/2 through the interfaces to
the right of its cell. After all threads have computed their flux, each thread applies
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Figure 3.1: Test 1 – Time evolution of the Stro¨mgren radius req of the ionized region around the point
source. The radius is in units of the Stro¨mgren radius rS and the time in units of the recombination
time trec. We define the size of the ionized region as the radius at which the ionization fraction equals
xHII = 0.5. Both advection methods are almost indistinguishable from each other. As a reference we
show the analytic approximation using Equation (3.42).
the flux to its own cell and afterwards to the neighbouring cell to the right. Then, all
threads can move on to the next line. In case of the cone-based advection method,
for each line, all photon fields are updated before the algorithm moves on to the next
line. In case of the M1 method, N and F are updated at the same time. Each line
has n⇥ 32 + 1 interfaces, however only n⇥ 32 fluxes are computed. The missing flux
is obtained from the neighbouring sub-cube and applied after the advection step.
The implementation of the thermochemical network solver needs only data of the
local cell without any neighbour information. However, depending on the state U ,
the execution path taken for updating the state can be very di↵erent for neighbouring
cells. This leads to slight losses in performance due to thread divergence.
3.5 Test problems
In the following, we show results for standard test problems for ionization radiative
transfer codes taken from the radiative transfer comparison project [Iliev et al.,
2006a]. This enables us to asses the correctness and quality of the results obtained
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Figure 3.2: Test 1 – The radial profile of ionized and neutral fraction. The radius is shown in units of
the Stro¨mgren radius rS. The profiles are obtained at the final time t = 4trec. For comparison we show
the solution of Equation (3.38) as well. The size of the ionized region, where xHII = 0.5, is expected to
be r = 1.058rS. Both of our simulation results produce a smaller ionized region then expected. The
agreement of both advection methods with each other however is good. The M1 method shows a slightly
steeper profile at around r = 1 than the cone-based method.
by our implementations. For each test we show results for both of our numerical
advection methods.
3.5.1 Isothermal Stro¨mgren sphere
The Stro¨mgren sphere test consists of a single point source of ionizing radiation
located in the centre of the simulation domain which is filled with neutral hydrogen.
The ionizing radiation will drive an expanding sphere of ionized hydrogen. The
equilibrium radius of that sphere is determined by a balance between the ionizing
luminosity of the source and recombination within the ionized Stro¨mgren sphere.
Assuming a sharp transition from an ionized to a neutral medium and equating the







In the following we will define the actual Stro¨mgren radius req as the radius at which
the ionization profile reaches x = 0.5. In reality, the transition from an ionized
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Figure 3.3: Test 1 – Slices through the mid plane of the simulations at t = 4trec. The figure shows the
logarithm of the neutral fraction. Both advection methods can reproduce a round Stro¨mgren sphere. The
splitting of the photon field into individual cone fields produces no visible artifacts.
to a neutral medium will be rather smooth rather than abrupt, which alters the
radius of the Stro¨mgren sphere slightly compared to the estimate obtained from
Equation (3.37). The correct equilibrium ionization profile p(r) is given by solving
p(r)nHL 
4⇡r2






for p(r) [see Pawlik and Schaye, 2008]. This equation can be solved numerically and
req can be determined.
An approximation of the time evolution of the radius of the Stro¨mgren sphere rI(t)









This equation can be written with dimensionless variables ⇠ = rI/rS and ⌧ = t/trec.
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Our computational domain has a side length of L = 14 kpc. The source has
an ionizing luminosity of N˙  = 5 ⇥ 1048 photons s 1 and is located at the centre
of the computational domain. In this test, the ambient hydrogen medium has a
number density of nH = 10 3 cm 3 and the temperature is kept fixed at T = 104K.
The hydrogen ionization cross section is assumed to be   = 6.30 ⇥ 10 18 cm2 and
a recombination rate of ↵B = 2.59 ⇥ 10 13 cm3 s 1 is adopted. For the given
choice of parameters this results in rS = 5.4 kpc and an equilibrium radius of about
req = 1.058rS. The recombination timescale is trec = 122.35Myr. We follow the
simulation for more than 4 trec until t = 500Myr.
In Figure 3.1, we show the time evolution of the radius of the Stro¨mgren sphere.
As a reference we show the expected analytic solution as well. Both of our radiation
advection methods are in good agreement with each other and with results obtained
by other methods. As discussed before, the final radius is slightly larger than rS.
Additionally, Figure 3.2 shows the final ionization profile at t = 4 trec and the expected
solution according to Equation (3.38).
In order to better assess the influence of the two implemented advection methods,
Figure 3.3 shows thin slices through the middle of the Stro¨mgren sphere, displaying
the neutral fraction. The separation of the radiation field into individual cones does
not introduce any artifacts or discontinuities at cone boundaries. Both methods are
able to produce approximately equally good results and yield a nice round Stro¨mgren
sphere. Due to the high degree of symmetry of the problem at hand, the ability of the
cone-based advection method to better resolve the angular dependance of the solution
is not apparent in this test problem. By always producing a flux vector pointing
radially outwards from the source (which is evidently correct), the M1 advection
method can handle this test problem very well.
3.5.2 Non-isothermal Stro¨mgren sphere
This test problem uses the same setup as in the isothermal case, except now the
temperature evolution of the surrounding medium a↵ected by the UV photons is
included as well. Initially, the temperature of the ambient medium is set to T = 100K.
In Figure 3.4 and 3.5, we compare both advection methods using slices through
the neutral fraction and temperature fields in the mid-plane of the Stro¨mgren sphere.
Both methods are again able to reproduce a round and artifact free solution of the
test problem.
Due to the decline of the recombination rate with increasing temperature the non-
isothermal case produces a slightly larger Stro¨mgren sphere than in the isothermal
case. This can be clearly seen in Figures 3.6 and 3.7. Even though the initial evolution
is rather similar to the isothermal case, the final Stro¨mgren radius rs is considerably
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Figure 3.4: Test 2 – The same as Figure 3.3, for the non-isothermal case. The neutral hydrogen fractions
are similar, however the Stro¨mgren sphere reaches a slightly larger final radius.






















Figure 3.5: Test 2 – Slices through the middle of the Stro¨mgren sphere for the non-isothermal case,
showing the temperature at the final time t = 4trec.
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Figure 3.6: Test 2 – The time evolution of the Stro¨mgren radius req. This figure is the same as Figure 3.1,
but including ionization heating and cooling processes. The sphere reaches a substantially larger final
radius than in the isothermal case. Both of our advection methods agree very well due to the high degree
of symmetry of the problem.
















Figure 3.7: Test 2 – The same as Figure 3.2, except for the non-isothermal case. The final ionization
profile is considerably larger than in the isothermal case with both advection methods. The isothermal






























Figure 3.8: Test 3 – The upper panel shows the time evolution of the ionization front position along
an axis through the centre xc of the dense cold cloud in direction of the radiation flux in units of the
Stro¨mgren length of the cloud rS. The time axis is in units of the recombination time trec. The lower
panel shows the velocity of the approaching ionization front in units of twice the sound speed cs.
larger than in the isothermal case. This is also apparent in the radial profile at the
final time t = 4 trec, where we show the isothermal solution for comparison as well.
3.5.3 Trapping of an ionization front by a cold dense clump
In this test, a cold dense spherical clump with radius rclump is placed into a hot
ambient medium. A plane parallel ionizing radiation field approaching from the
y-direction tries to evaporate the dense clump.
By balancing the number of ionizing photons with recombination events along a
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Figure 3.9: Test 3 – Thin slices through the mid plane of our box at z = 1/2L of the neutral fraction xHI
and temperature T at t = 1Myr and t = 15Myr. Over time, a large part of the cloud is photo ionized
until the ionization front comes to rest roughly in the middle of the cloud. The cone-based method is
able to produce a sharp shadow behind the dense clump if the angular resolution is high enough. In
the case of the M1 advection method, most of the shadowed area is lost due to photons di↵using and



























Figure 3.10: Test 3 – Profiles of the ionization state xHI and xHII and temperature T along an axis
through the centre of the cloud parallel to the radiation flux at t = 15Myr. The x axis is in units of the
size of the simulation domain L.






If LS > 1, the clump should be able to trap the approaching ionization front.
The computational domain has a side length of L = 6.6 kpc. The ambient medium
has a hydrogen number density of na = 2⇥ 10 4 cm 3 and a temperature of Ta,0 =
8000K.The cold dense clump is located at ~x = (5, 3.3, 3.3) kpc, has a radius of
rclump = 0.8 kpc and a hydrogen number density of nc = 200⇥ na = 0.04 cm 3 inside
the clump. The temperature inside the clump is Tc,0 = 40K. The radiation has a black
body radiation field with T = 105K and an ionizing flux of F = 106 s 1 cm 2. The
recombination time scale is trec = 3.06Myr. The simulation is run until t = 15Myr.
We perform one run using the M1 advection method and four runs using our cone-
based method. In case of the cone-based method, we inject only photons into the
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Figure 3.11: Test 3 – Average temperature and neutral fraction in the cold dense cloud over time t. The
timespan ranges from the beginning of our simulation until 15Myr afterwards. As soon as the ionization
front hits the cloud, it gets heated up and after about one recombination time trec it reaches a final
temperature of a few ⇥104K. The steady state ionization state averaged throughout the cloud is about
xHI = 0.2 for the run with the highest angular resolution using the cone-based method.
cone field pointing into the direction of the plane parallel radiation field. To study the
impact of di↵erent angular resolution levels, we alter the opening angle of these cones.
We consider the cases of an e↵ective opening angle of  max = 4⇡/12, 4⇡/
p
240, 4⇡/240,




and thus the clump is expected to trap the approaching ionization front half way
through the clump. Directly behind the clump a sharp shadow is supposed to form.
Slices through the mid plane of the clump at t = 1Myr and t = 15Myr are shown
in Figure 3.9. The M1 method is able to form a slightly shadowed region behind the
clump. However, the medium does not remain completely neutral in the shadowed
region. This finding is broadly consistent with the result obtained in Rosdahl et al.
[2013] for the RamsesRT GLF run, which is similar to our implementation. If we
use only the coarsest angular resolution, the clump is completely ionized by the
approaching ionization front. Due to the round shape of the clump, the optical depth
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experienced by the photons is lower along the axis away from the centre of the clump.
Thus, the large opening angle is able to scatter light into the centre of the cloud.
However, with increasing angular resolution, the cone-based method is able to form
a shadow behind the dense clump. The remaining neutral faction within the clump
rises as well with angular resolution.
This finding is shown in a more quantitative way in Figure 3.10, where we show
profiles of the neutral fraction and temperature through the clump along the central
axis. The profiles confirm our qualitative finding obtained from Figure 3.9. The
cone-based method with the lowest angular resolution is not even able to keep parts
of the clump neutral. The M1 and low resolution cone-based methods have di culties
forming a shadow and reionize the ambient medium behind the clump to a faction
of 10 3 – 10 1. However, if the angular resolution of the cone-based method is
further increased, the shadow is being resolved and the ionizing front stops at around
x/L ⇠ 0.8.
The neutral fraction averaged over the entire clump is shown in Figure 3.11 and
shows a similar trend with increasing angular resolution. In Figure 3.8 the position
of the ionization front is shown relative to the centre of the dense clump. The lower
panel shows the corresponding velocity of the ionization front in units of twice the
sound speed cs(T = 104K) = 2.35⇥ 106 cm/s of the ambient medium. Initially the
ionization front propagates highly supersonically through the rarefied medium. As
soon as the front hits the clump the front is severely slowed down.
3.5.4 Cosmological box
The last test we consider is reionization within a small cosmological box with stellar
sources of ionizing photons placed at the centre of the most massive halos. We use the
same static density field as in Iliev et al. [2006a]. The side length is L = 0.5h 1 cMpc
at a resolution of 1283 cells. The outer boundaries are transmissive to photons.
The density field is obtained from a cosmological N-body simulation including gas
dynamics performed using the PM+TVD code. The source population is given by the
16 most massive halos of the simulation. The static density field is taken at a redshift
of z = 7. We assume an initial temperature of T0 = 100K throughout the entire
box. The sources are modelled as black body sources with an e↵ective temperature





with f = 250 ionizing photons per baryon and M denoting the total halo mass. The
cosmological parameters are given by ⌦0 = 0.27, ⌦b = 0.043, and h = 0.7. The
sources are emitting ionizing radiation over a lifetime of ts = 3Myr. All sources start
to emit ionizing photons at the same time at the beginning of the simulation, which
is evolved for a period of t = 0.4Myr. Here, we considered the M1 method and the
cone-based method with Npix = 12 (cone 1) and Npix = 48 cones (cone 2). In all
tests the OTSA is assumed.
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Figure 3.12: Test 4 – The upper panel shows the volume averaged ionization state in the box. The
lower panel shows the ratio between mass and volume averaged ionization fraction. The three di↵erent
choices for the advection method do not a↵ect the reionization history. Initially xM/xV > 1, meaning the
ionized regions are denser than the average density in the box. After t = 0.4Myr the ionization fraction
reaches about xHII = 0.7.
In Figures 3.15 and 3.16 we show thin slices through the middle of our box at
z = 1/2L for the neutral fraction xHI and temperature T . We show results for
the three discussed advection methods at three output times. Generally, all three
methods agree well with each other. The morphological di↵erences between the
cone-based methods at di↵erent angular resolution are minor. For example, the high
angular resolution enables a better representation of a thin neutral filament in the
lower right corner at the final output time, but this is arguably a detail. The M1
advection method on the other hand has more trouble representing the same feature.
The global ionization state of the test simulation is rather una↵ected by the choice
of our advection method. The reionization histories in Figure 3.12 are essentially
indistinguishable from each other. The global ionization state is only influenced by
how many photons are available to drive reionization. Even though the recombination


















Figure 3.13: Test 4 – Temperature histogram at t = 0.1Myr (dashed lines), 0.25Myr (dotted lines)
and 0.4Myr (solid lines). Initially, only a small fraction of all cells have a temperature of T = 4⇥ 104K,
but over time the distribution shifts towards higher temperatures. Note that a considerable fraction of all
cells remain at the initial temperatures of about T = 100K, because not the whole box is reionized in
this test.
morphological di↵erences are not able to alter the globally averaged ionization state
much.
Figures 3.13 and 3.14 show histograms of the temperature and neutral fraction at
three output times indicated by the line style. Even at the final time, a considerable
fraction of all cells remains neutral and roughly at the initial temperature T0. Thus
reionization is not completed everywhere throughout the duration of the test problem.
In this measure, the M1 method shows some small di↵erences compared with the
cone-based advection method. These di↵erences are largest at early times.
3.6 Discussion
In the last chapter we have used a number of test problems to validate our imple-
mentations. The cone-based method leads to considerably improved results over
the M1 method if a su ciently high angular resolution is used, which is however
computationally more expensive. In the following, we will assess the performance
characteristics of our radiative transfer implementation. Furthermore, we discuss how
our GPU-based implementation can be dynamically coupled to a full cosmological
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Figure 3.14: Test 4 – The same as Figure 3.13 but for the neutral fraction xHI. Over time the initially
neutral medium becomes ionized. However, throughout this test, a considerable fraction of all cells
remain neutral.
hydrodynamics simulation code in the future. The performance impact on an Illustris
type simulation [Vogelsberger et al., 2014a] is considered as well.
3.6.1 Performance characteristics
Our two advection methods have very di↵erent requirements in terms of memory
usage and computational work load. For the M1 method we need to store 4 values for
the radiation field per resolution element. In addition we need 3 more fields to store
the density, thermal energy and ionization state. On the other hand, the cone-based
advection method requires 12Npix + 1 = 12⇥ 4n + 1 values per resolution element to
describe the cone fields Nl,i and the sum of them Ntot. In principle, the last one could
be avoided, but this would increase the computation time, as the sum over the cone
fields is required multiple times. For realistically achievable resolution levels of n = 0,
1, or 2 the memory requirements are about 2.3, 7.4 or 28 times higher than for the M1
method. These high memory requirements seem to make the cone-based advection
method uninteresting, especially if the typically much lower available memory per
GPU ratio is considered. However, in case of a large scale cosmological simulation,
it is not necessarily required to simulate the radiative transfer on the same spatial
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Figure 3.15: Test 4 – Thin slices through the middle of the computational domain at z = 1/2L. The
figure shows the neutral fraction xHI at three di↵erent output times for three advection methods. The
cone-based methods show a rather similar morphology, while the morphology produced by the M1 closure
is more di↵erent.
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Figure 3.16: Test 4 – The same as in Figure 3.15, but temperature maps are shown here.
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The higher memory requirements of the cone-based advection method correspond
to a higher computational work load as well, as more data has to be processed. On
the other hand, this makes GPU acceleration an interesting option. The GPU can
take care of the radiative transfer, while the CPU handles the remaining parts of the
simulation.
3.6.2 On the fly radiative transfer in a large cosmological simulations
Our current implementation is able to simulate reionization in post processing only.
Any feedback e↵ect on the gas through photoionization heating or a changed ionization
state is thus ignored. Current cosmological simulations typically assume a globally
tabulated UV background. Instead, it would be desirable to dynamically couple a
reionization radiative transfer simulation to a large scale cosmological simulation.
Ideally, in such a scheme our GPU-based implementation for radiative transfer could
utilizes the GPUs while at the same time the CPUs advance the other parts of the
simulation forward in time.
As a worked example, we consider the Illustris simulation, which took about
735888 CPU hours to evolve the simulation from redshift z = 21.8 up to z = 5,
using 8192 CPUs in parallel. This is a reasonable redshift range to consider for
a self-consistent hydrogen reionization simulation. A post processing simulation
of reionization covering the same timespan using 64 GPUs and the M1 advection
method on a grid with 10243 resolution elements took about 11701 GPU hours in
total. A resolution level of about 20483 resolution elements would be desirable for
the radiative transfer. Assuming linear scaling and about 8 available CPUs per GPU
would result in a comparable runtime for the radiative transfer and the remaining
part of the cosmological simulation during the stated redshift interval. Even if the
computations on the GPU and CPU cannot be run in parallel, the increase in total
simulation time would be only be about a factor of 2. However, at least parts of
the computations can be carried out simultaneously. Additionally, hydrodynamics
requires much smaller timesteps at late time, while the timesteps for the radiative
transfer actually increase due to cosmic expansion if the resolution is kept fixed.
While the parallelization pattern described above allows for a very good scalability
we note that this might not be the case up to arbitrary high numbers of CPU or GPU
cores. In any case, it appears that the computational costs of the two calculational
parts are quite well matched to make such a fully coupled cosmological simulation of




Hydrogen Reionization in the Illustris
Universe
This chapter is based on Bauer et al. [2015]
4.1 Introduction
The cosmic microwave background radiation was released when the Universe recom-
bined at a redshift of z ⇠ 1100, leaving behind only a tiny residual free electron
fraction. Yet in the present Universe, it is well established that the intergalactic
medium is highly ionized, as is inferred from the absence of Gunn and Peterson
[1965] troughs in the absorption spectra of nearby quasars. Hence there must have
been an ‘epoch of reionization’ (EoR) sometime in between, where photons emitted
by stars and possibly quasars ionized the intergalactic hydrogen again [for reviews
see Barkana and Loeb, 2001; Fan et al., 2006a; Morales and Wyithe, 2010]. This
is believed to first happen to hydrogen at z ⇠ 7   10, with helium being ionized
considerably later at z ⇠ 3 [McQuinn et al., 2009; Schaye et al., 2000] by the harder
radiation of quasars.
Observations of distant quasars show unambiguously that reionization was complete
not much later than z = 6 [Fan et al., 2006b]. Observations of Lyman-↵ emitters
indicate rapid changes in their abundance at somewhat higher redshift [e.g. Caruana
et al., 2014; Kashikawa et al., 2011; Ouchi et al., 2010]. Together with the relatively
high optical depth to scattering on free electrons inferred from CMB observations
[Bennett et al., 2013; Planck Collaboration et al., 2014] and the discovery of early
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Figure 4.1: Projected slices of thickness 7.1 cMpc through the binned gas and temperature fields of the
106.5 cMpc wide Illustris simulation at redshift z = 7, just before the externally applied UV background
raises the temperature of the di↵use gas (the unit ‘cMpc’ stands for comoving Mpc). The left panel
shows the gas density field, with overlaid circles giving the locations of galaxies identified at this time by
the group finder algorithm SUBFIND [Springel et al., 2001]. The right panel gives the corresponding
mass-weighted temperature field; the heated regions around the galaxies are caused by shocks associated
with virialization and feedback-driven outflows. In turn, the high temperature there leads to collisional
ionization of the gas.
galaxies at z ⇠ 7 and higher [Bouwens et al., 2011; Oesch et al., 2014; Pentericci
et al., 2011], this suggests that reionization likely started considerably earlier than
z ⇠ 7. The duration of the transition process, and the nature of the source population
ultimately responsible for reionization, remain however subject of much observational
and theoretical research.
A particularly exciting prospect is that an observational breakthrough in this field
may be imminent, in particular through a direct mapping of the EoR with 21-cm
observations [see Zaroubi, 2013, for a recent review]. This has not yet been achieved,
but impressive progress towards this goal has recently been made [e.g. Dillon et al.,
2014; Parsons et al., 2014], and future instruments such as the Square Kilometre
Array (SKA) or the James Webb Space Telescope (JWST) promise to revolutionize
our understanding of the early universe, and of reionization in particular.
Numerous theoretical models for cosmic reionization have been constructed, often
based on semi-analytic models of the reionization process or simple radiative transfer
postprocessing of dark matter simulation outputs. Furlanetto et al. [2004] developed
an excursion set approach to reionization that has seen widespread use in analytic
and semi-numerical models of reionization [e.g. Alvarez and Abel, 2007; Battaglia
et al., 2013; Mesinger et al., 2011; Zahn et al., 2011]. Many di↵erent numerical
algorithms for direct radiative transfer simulations have also been developed over the
years, in most cases however based on static density fields derived from dark matter
only simulations or from simplified hydrodynamic simulations [e.g. Ahn et al., 2012;
Aubert and Teyssier, 2010; Ciardi et al., 2003; Croft and Altay, 2008; Iliev et al.,
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2006b; McQuinn et al., 2007b; Sokasian et al., 2001; Trac et al., 2008; Zahn et al.,
2007].
Recently, full radiation hydrodynamics simulations that follow cosmic reionization
and structure formation simultaneously and self-consistently have become possible.
These calculations can in principle account for radiative feedback processes on forming
galaxies, for example from inhomogeneous photoionization heating. Pioneering work
of this type has been presented by Gnedin [2000], but only in recent years it has
become possible to study approximately representative cosmological volumes in this
way [e.g. Paardekooper et al., 2013; Petkova and Springel, 2011b].
Some of the most advanced studies of this kind include the simulations recently
presented by Norman et al. [2013] and So et al. [2014], who use full radiative
hydrodynamics simulations of cosmic structure formation on a uniform grid. A fixed
spatial grid resolution does however not allow a proper resolution of internal galaxy
structure, which compromises the ability of the simulations to reliably predict the
build up of stellar mass. To remedy this problem, Gnedin [2014] and Gnedin and
Kaurov [2014] employ adaptive mesh refinement techniques and simulate galaxy
formation in cosmological volumes with high spatial and mass resolution. Similar
work has recently been presented by Pawlik et al. [2015], based on hydrodynamical
SPH simulations coupled self-consistently to the radiative transfer scheme TRAPHIC
[Pawlik and Schaye, 2008]. However neither group evolves the simulations significantly
past the EoR (let alone to z = 0) due to the high computational cost involved, so it is
not yet clear whether these simulation models would also yield a plausible present-day
galaxy population.
This body of theoretical works has made it clear that the source population
primarily responsible for reionization is most likely star-forming small galaxies at
high redshift. While so-called Pop-III stars may boost the high redshift photon
production rate, the overall contribution of these “first star” sources is likely only
of secondary importance [Paardekooper et al., 2013; Wise et al., 2014]. Similarly,
another potential source of ionizing photons, active galactic nuclei, are not expected
to be critical at high redshift due to their large mean separation [Faucher-Gigue`re
et al., 2009; Hopkins et al., 2007] and still fairly limited cumulative luminosity.
Instead, it is often argued that small proto-galaxies, with stellar masses just around
104M  or even lower may dominate the ionizing budget [Paardekooper et al., 2013].
Ahn et al. [2012] showed that these mini halos alone can not complete reionization,
but significantly contribute towards an earlier onset of reionization and thus enhance
the optical depth towards the last scattering surface. These small halo mass systems
are further assisted by suggestions that the escape fraction may strongly rise towards
small halo masses, as inferred by Wise et al. [2014] based on radiative hydrodynamics
simulation of faint high redshift galaxies. Using this finding in a semi-analytic model
for reionization, Wise et al. [2014] have also demonstrated that the first galaxies may
plausibly constitute the reionizing sources, yielding an optical depth consistent with
Planck Collaboration et al. [2014] without exceeding the UV emissivity constraints
by the Ly-↵ forest.
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It is interesting however to note that the cosmic star formation history inferred
from observations is predicted to rapidly decline towards high redshift [e.g. Ellis
et al., 2013]. This is also expected [Hernquist and Springel, 2003] and desirable on
theoretical grounds [Scannapieco et al., 2012], because simulation models of galaxy
formation need to resort to an extremely e cient suppression of high-redshift star
formation in order to successfully describe present-day galaxy properties [e.g. Stinson
et al., 2013]. A very low level of high redshift star formation is however quite the
opposite of what seems necessary to explain early reionization and the comparatively
high optical depth inferred from CMB experiments. This tension makes it di cult
to attribute reionization entirely to young galaxies with more or less ordinary stellar
populations. In ⇤CDM models with low normalization  8, or in alternative warm dark
matter cosmologies, this problem is further excerberated [Yoshida et al., 2003a,b],
whereas in certain non-standard dark energy models that shift structure growth to
earlier times, for example ‘early dark energy’ [Grossi and Springel, 2009; Wetterich,
2004], it may be alleviated.
Recently, cosmological hydrodynamic simulations of galaxy formation such as
the Illustris [Vogelsberger et al., 2014a] or Eagle [Schaye et al., 2015] projects have
advanced to a state where they produce realistic galaxy populations simultaneously
at z = 0 and at high redshifts, throughout a representative cosmological volume.
This is achieved with coarse sub-resolution treatments of energetic feedback processes
that regulate star formation, preventing it from exceeding the required low overall
e ciency. Ideally the process of reionization should be coupled dynamically to such
a galaxy formation model. However, running several such reionization simulations
for di↵erent escape fraction parameterizations at the resolution and size of Illustris
would be computationally very expensive. Thus we have here reverted to study
reionization in post processing only.
An important manifestation of feedback are galactic winds and outflows that
substantially modify the distribution of the di↵use gas in the circumgalactic medium
(CGM) and the intergalactic medium. This in turn also influences the gas clumping
and the recombination in models of cosmic reionization. It thus becomes particularly
interesting to test whether detailed models of galaxy growth such as Illustris are in
principle also capable of delivering a successful description of cosmic reionization,
and if so, what assumptions are required to achieve such a success.
This is exactly the goal of this paper. We use a sequence of snapshots with high
time resolution of the high-resolution Illustris simulation and combine them with a
radiative transfer scheme that is capable of accurately evolving ionizing radiation
for an arbitrary number of sources. We are particularly interested in the question of
whether the star formation history predicted by Illustris can reionize the universe
early enough to be consistent with observational constraints, and how the reionization
transition proceeds in detail in this scenario. Because we have implemented two
di↵erent radiative transfer methods, we can also evaluate how well they intercompare,
thereby providing an estimate for systematic uncertainties related to these radiative
transfer methods. We also explicitly test the impact and accuracy of the often




4.2.1 The Illustris simulation
Recently, Vogelsberger et al. [2014a] introduced the Illustris simulation suite, an
ambitious attempt to follow cosmological hydrodynamics and the feedback processes
associated with galaxy formation in a sizeable region of the universe. The highest
resolution simulation of the project employed 2⇥ 18203 particles and cells in a box
106.5Mpc across, yielding a mass resolution of 1.26⇥ 106M  in the baryons, and
6.26⇥ 106M  in the dark matter. The cosmology adopted is given by ⌦m = 0.2726,
⌦⇤ = 0.7274, ⌦b = 0.0456,  8 = 0.809, ns = 0.963, and H0 = 70.4 km s 1Mpc 1,
which is consistent with the most recent determinations from WMAP9 and Planck.
The simulations employed the moving-mesh code AREPO [Springel, 2010], which is
well-suited to applications in cosmic structure formation.
The physics model employed by Illustris includes radiative cooling, metal en-
richment based on 9 elements, star formation, stellar evolution and mass return,
supernova feedback by means of a kinetic wind feedback, and black hole growth
and associated feedback processes in a quasar- and radio-mode. We refer to Vo-
gelsberger et al. [2013] and Torrey et al. [2014] for a description of the full details
and basic tests of the model. A number of di↵erent studies have analysed structure
formation in Illustris, making it clear that many basic properties of the observed
galaxy populations are approximately reproduced by the simulation model. This in
particular includes constraints on the stellar mass function at di↵erent epochs [Genel
et al., 2014; Vogelsberger et al., 2014b], the morphologies and spectra of galaxies
[Torrey et al., 2015], the colours of satellite systems [Sales et al., 2015], the stellar
halos of galaxies [Pillepich et al., 2014], the nature of high redshift, compact galaxies
[Wellons et al., 2014], the galaxy-galaxy merger rate [Rodriguez-Gomez et al., 2015],
the kinematics and metal abundance of damped Lyman-alpha absorbers [Bird et al.,
2015], or the evolution of the black hole mass density and quasar luminosity function
[Sijacki et al., 2014]. The galaxy formation predictions by Illustris are hence in broad
agreement with observations, which adds additional motivation to ask whether they
at the same time yield a plausible reionization history.
A self-consistent treatment of the UV background using radiative transfer was
however not included in Illustris, as this is still beyond reach in such large cosmological
simulations that are evolved to low redshift. Instead, an external, spatially uniform
and time-dependent UV background was imposed based on the model of Faucher-
Gigue`re et al. [2009], and dense gas is self-shielded from UV background radiation
using a prescription derived from Rahmati et al. [2013]. A coarse treatment of an
AGN proximity e↵ect was included where accreting AGN modify the ionization
balance of gas in their environment [Vogelsberger et al., 2013]. In this work, we
therefore aim to study reionization through postprocessing of the Illustris simulation,
making use of the significant number of output dumps [more than 128, with an output
spacing as in the Aquarius project, Springel et al., 2008] stored for the calculation.
This allows us to take the temporal information about the growth of cosmic structures
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into account, avoiding the simplification of a static density field often adopted in past
work. Another advantage of Illustris is the reasonably large box size of 106.5Mpc.
While a still larger volume would clearly be desirable, studies of cosmic variance of
reionization have suggested that ⇠ 100h 1Mpc corresponds to the minimum box size
required to obtain a reliable mean reionization history [Iliev et al., 2014; Mesinger
and Furlanetto, 2007]. The volume available in Illustris falls slightly short here, but
is approximately still su cient for hydrogen reionization. Studying HeII reionization
with Illustris would be more problematic however due to the incomplete sampling of
bright and rare quasars.
4.2.2 Reionization in post processing
In this work, we study the progress of cosmic reionization by following the time-
resolved evolution of the density field and the source population of the Illustris
simulation in postprocessing. The unstructured Voronoi mesh that stores the baryon
distribution in the simulation outputs needs to be rebinned onto a regular Cartesian
mesh to allow use of our GPU-based code. To this end, we assign the mass of each
Voronoi cell onto the density grid using a spline-kernel assignment. This yields a
less noisy and smoother density field than obtained, e.g., by using a clouds-in-cells
(CIC) or nearest-grid-point (NGP) assignment kernel [Hockney and Eastwood, 1981].
The actual density field used in our reionization calculation is then continuously
updated by linearly interpolating in time between the two nearest binned density
grids available in log a space, where a = 1/(1 + z) is the cosmological scale factor.
The Illustris outputs are spaced roughly 65 Myrs apart at the relevant redshift z ⇠ 6,
allowing us to bin the density field in total 35 times between redshift z = 21.8 and
z = 4.9. Using a set of small subboxes cut out from Illustris and stored with much
higher time-resolution we have checked that the sparser time resolution of the main
outputs is still reasonably accurate. It shifts the completion of reionization towards
slightly earlier times, but the uncertainty in our results is still dominated by the
parametrization of the escape fraction. Initially we start with a uniform temperature
field with T = 100K and then follow the temperature evolution using Equation (3.15),
ignoring the intrinsic temperature evolution of the underlying Illustris simulation.
We note that in this paper we consider hydrogen reionization only.
4.2.3 Escape fraction
Of all ionizing photons emitted by stars, only a fraction fesc reaches the IGM, while
the other photons are absorbed by the denser interstellar medium (ISM) or by dust.
In principal, the escape fraction depends on individual halo properties like halo
mass or dust content. Unfortunately, only little is known about the real values of
the escape fractions, especially at high redshifts, making this parameter one of the
primary uncertainties in studying the EoR. However, theoretical models have started
to constrain the escape fraction, albeit with large systematic uncertainties. For
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Overview of radiative transfer simulation models
Name Resolution f0  advection method
V1 X CONE 2563 . . . 5123 0.04 4 cone-based method
V5 X CONE 2563 . . . 5123 0.04 3.6 cone-based method
C2 X CONE 2563 . . . 5123 0.2 0 cone-based method
V1 X M1 2563 . . . 10243 0.04 4 M1 method
V5 X M1 2563 . . . 10243 0.04 3.6 M1 method
C2 X M1 2563 . . . 10243 0.2 0 M1 method
Table 4.1: Overview of the di↵erent radiation transfer calculations performed for this study. We carried
out runs with a resolution ranging from 2563 up to 10243 cells, which is indicated by replacing the
placeholder ‘X’ with the number of cells per dimension in the actual run name. We compare di↵erent
escape fraction parameterizations, characterized by f0 and . The three di↵erent choices we adopted for
this are labeled ‘V1’, ‘V5’ and ‘C2’ in the simulation names. Finally, for each of the models we compare
two di↵erent advection schemes for the radiation, one based on the M1 closure relation, the other on an
explicit discretization of the solid angle (‘cone-based’).
example, the simulations of Wise et al. [2014] suggest a sharp increase of the escape
fraction towards smaller masses, reaching 50% at halo masses of 107M .
The simplest model is evidently to adopt a globally constant escape fraction that
is the same for all galaxies at a given epoch. This is what we shall assume here,
because one may well argue that in light of the many other uncertainties adopting
a more complicated model would not be justified [see also the discussion in Pawlik
et al., 2015]. As a default choice for the constant escape fraction model we have
considered fesc = 0.2 (C2 model). This almost certainly constitutes an overestimate
for low redshift galaxies, but is perhaps not overly optimistic at high redshift.
Besides such a globally constant escape fraction, we also consider an evolution
of the fesc value with time. To this end, we use the model of Kuhlen and Faucher-










Our default choices for the parameters f0 and  are f0 = 0.04 and  = 4, implying a
rise of the escape fraction with redshift (V1 model). We have also calculated results
for a variety of other fiducial parameter choices as well. For an overview see Table 4.1.
We stress again that the escape fraction is essentially a free parameter in our
treatment. Its interpretation is complicated by the fact that the absorbing ISM is
not totally absent in our reionization simulations. It is just severely under-resolved,
and thus some part of the boost in recombination rates due to a highly clumped
environment is missing. However, photons are still consumed for (repeatedly) ionizing
the material in these high density regions. Unresolved small galaxies and thus missing
UV photons might be compensated by a slightly larger escape fraction than otherwise
would be needed.
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Figure 4.2: The rise of the total comoving star formation and black hole accretion rate densities (solid
lines) as a function of redshift in the Illustris simulation. We see that the black hole accretion drops more
rapidly towards very high redshift than the star formation rate, making it an insignificant contributor
to the first phases of cosmic reionization. The dashed line gives a simple estimate for the required star
formation rate to keep the Universe ionized if the clumping factor is C = 5 with a constant escape
fraction of fesc = 0.2 and a Chabrier IMF is assumed [Pawlik et al., 2015]. (see also Section 4.4.6). The
fact that the star formation rate does cross this line at z ⇠ 7  8 indicates that reionization could happen
roughly at this epoch provided the actual clumping in Illustris is not very di↵erent.
4.2.4 Source modelling
The main source of ionizing photons considered in our model are ordinary stellar
populations in young stars, which arguably appear to be the most likely source
responsible for reionization. In this work we are mainly interested in testing this
hypothesis based on directly adopting the stellar populations forming in the Illustris
simulation. Their ionizing luminosities as a function of stellar age and metallicity
are taken from STARBURST-99 [Leitherer et al., 1999]. Figure 4.1 gives a visual
impression of the binned gas density field in Illustris at z = 7, and of the clustered
galaxy population that represents our source population. Because the local ionization
rate can change on much shorter timescales than the density, we bin the luminosity
field with much finer time resolution than the density field. In our default set-up, we
binned it 200 times during the duration of the reionization simulation including the
actual birth time of the stellar sources. The actual luminosity used in the simulation
to integrate the source terms is then again interpolated in log a space from this large
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Figure 4.3: Time evolution of the total ionizing luminosity resulting for our di↵erent escape fraction
models. The model with a constant escape fraction (blue lines) tracks the shape of the cosmic star
formation history. Our default models with a redshift dependent escape fraction are given by the green
and red lines. For comparison, we also include the ionizing luminosity implied by the quasars included in
our simulation (dashed black line), adopting a simple conversion of quasar accretion rate to ionization
radiation output. This demonstrates that the quasar contribution picks up too late to cause the initial
hydrogen reionization, but it may play a role in keeping the universe ionized at later times, as well as for
completing late-time helium reionization.
grid of luminosity density fields. The ionizing luminosity of a single stellar source is
always distributed in a photon conserving way to the radiation grids. The assignment
of the luminosity is done using a CIC interpolation scheme.
As a global overview, Figure 4.2 shows the time evolution of the star formation
rate density and the black hole accretion rate density in the main Illustris simulation.
These are the sources we mainly have at our disposal from this simulation. Additional
sources, especially at early times, could be primordial Pop-III stars. Their relative
importance for the build-up of high-redshift galaxies is still a matter of debate, but
their overall contribution for ionizing the universe is likely subdominant, hence we
only consider the ordinary stellar populations followed by Illustris.
The ionizing sources we have at our disposal from the main Illustris simulation
are related to the star formation rate and black hole accretion rate densities. The
corresponding time evolution of the net ionizing luminosity density is shown in
Figure 4.3, together with di↵erent scenarios for the escaping luminosity according
to our escape fraction models. The blue line shows our constant escape fraction
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model (C2 model), while the green line is our default model for a time-varying escape
fraction (V1 model). The red line (V5 model) represents a variable escape fraction
model with a di↵erent value for the exponent  than in the V1 model. These models
rapidly rise for some time, but at around a redshift of z ' 8, the escaping radiation
actually reaches a maximum and then starts to slowly decline again. Here the strong
decrease of the escape fraction from 1 to 0.04 marginally over-compensates the further
increase of the star formation density and the raw ionizing luminosity. We note that
the maximum coincides with the epoch where we expect most of the hydrogen to be
reionized.
An alternative source of ionizing radiation is in principle provided by AGNs. We
assume a bolometric AGN luminosity described by
LAGNbol = (1  ✏f) ✏˜rM˙BHc2, (4.2)
with a radiative e ciency of ✏r = 0.2 and an energy fraction of (1  ✏f) = 0.95
available for radiation. The luminosity is converted into a rate of ionizing photons
assuming a parameterized AGN SED [Korista et al., 1997] equal to











+ a⌫↵x , (4.3)
with a suppression of the UV component at a temperature of TBB = 106K, a UV
component slope of ↵UV =  0.5 and an X-ray component slope of ↵X =  1. To
obtain an approximation for the maximum contribution to reionization, we assume an
escape fraction of fesc,AGN = 1. For comparison, we show the AGN ionizing luminosity
as a dashed black line in Figure 4.3. The AGN contribution only becomes relevant
at around z = 6, but by then most of the hydrogen must already be ionized, making
it unlikely that AGNs are significantly contributing to the initial EoR transition.
However, they might play a role in keeping the universe ionized at a later time, and
almost certainly are important for completing helium reionization at lower redshift,
thanks also to their harder spectrum. As we only study hydrogen reionization, in
the following only stellar emission is considered as sources of ionizing photons.
4.3 Simulation results
An overview of the various reionization simulations carried out in this work is given
in Table 4.1. To examine resolution dependences, we computed several of our models
with grid resolutions of up to 10243 cells. We considered two di↵erent models with
a time-variable escape fraction and contrasted them with one model with a fixed
escape fraction. In order to asses the impact of di↵erent radiative transfer methods
we performed most of our simulations both with our default cone-based approach as
well as with the moment-based method with M1 closure.
The progress of reionization in di↵erent environments is visually shown in Figure 4.4,
where we compare two regions around very massive halos with a more average
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environment around a typical medium-sized halo, and an underdense region. The
di↵erent projections show the four regions at six di↵erent output times. Reionization
starts inside the most massive halos first, and then quickly ionizes the surrounding
regions. Compared to such a high-density environment, the onset of reionization is
considerably delayed around a medium mass halo. More drastically, the underdense
region only begins to be reionized once the denser regions have almost completed
their reionization transition. The visual impression is thus qualitatively consistent
with an inside-out reionization scenario in which halos in high-density regions are
a↵ected first and lower density voids are reionized rather late, for the most part after
overdense gas been reionized [Razoumov et al., 2002]. This contrasts with suggestions
that low density regions are reionized quite early and only then the reionization
fronts progress to ionize filaments and gas in halos [Gnedin, 2000].
4.3.1 Reionization history
In the upper panel of Figure 4.5, we show the volume weighted ionization fraction
1   xV as a function of time for three of our high-resolution radiative transfer
calculations. We see a rapid, exponential rise at high redshift, and an approach to
unity at around z ' 6  8. The end of reionization and the rapid phase transition to
a reionized universe is better visible in displaying the neutral fraction xV, which is
also included in the figure. For comparison, we also show observational constraints
derived by Fan et al. [2006b] from quasar absorption lines (symbols with error bars).
Especially our model V1 1024 M1 reproduces the suggested end of reionization in
this data quite well, although the residual neutral fraction comes out slightly low.
In the lower panel of Figure 4.5, we consider the evolution of the ratio between
mass- and volume-weighted ionization fractions, (1  xM) / (1  xV). This quantity
is the average density of the ionized hydrogen compared to the average hydrogen














This ratio stays at or above unity for all time, which can be interpreted as a signature
of an inside-out character of reionization [Iliev et al., 2006b]. Overdense environments
around our sources ionize first, so that the ionized volume is always overdense on
average. Interestingly, the evolution of the mean overdensity of ionized regions with
time also di↵ers for our di↵erent escape fraction models. The run assuming a constant
escape fraction model starts reionization later but then progresses somewhat more
rapidly. This model maintains the highest value of (1  xM) / (1  xV) for most
of the simulated timespan. Here reionization is particularly biased to overdense
regions and is stuck there for a comparatively long time, until the final reionization
transition occurs on a short timescale and the IGM at mean density is ionized as well.
Interestingly, even though the variable escape fraction models show some variety
in the time of the onset of reionization and the remaining neutral fraction, the
evolution of (1  xM) / (1  xV) is still rather similar among these models. They
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Figure 4.4: Progression of reionization as seen in the neutral hydrogen fraction in slices through selected
sub-volumes in Illustris, each with a side-length of 21.3 cMpc. Each column shows the time evolution
of a di↵erent, randomly selected environment in our V1 1024 M1 model; the two columns on the left
correspond to an average density higher than the mean, the other columns have medium and low mean
































Figure 4.5: The ionization history for di↵erent escape fraction parameterizations. The upper panel
shows the evolution of the volume weighted ionization fraction (solid lines rising to low redshift) and the
neutral hydrogen fraction (lines dropping towards low redshift), as a function of redshift. For comparison,
observational constraints by Fan et al. [2006b] are shown as symbols with error bars. The lower panel
shows the ratio between mass- and volume-weighted ionization fractions (1  xx) / (1  xV) for the
di↵erent models.
begin reionization earlier and thus generally have low mean overdensities of the
ionized volume at any given time.
That the character of the reionization process is best described as an inside out
transition can be seen in more detail in Figure 4.6, where the time evolution of the
average neutral fraction is shown for regions of a fixed given overdensity. Highly
overdense regions start to become ionized quite early on, assisted by collisional
ionization in virialized halos. As a result, the reionization process for high density
regions is also considerably less sudden than for lower density gas. After reionization
is essentially completed, the behaviour however reverses; now overdense regions show
on average a final ionization degree that is considerably lower than for lower density
regions. This can be understood as a result of the higher recombination rate in the
denser regions, shifting the equilibrium value of the ionized fraction in a given UV
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Figure 4.6: Time evolution of the neutral hydrogen fraction at given gas overdensities. Each of the lines
shows the result for a small density range around a nominal comoving density threshold, as labeled, for
our model V1 1024 M1. We see that the ionization of dense gas begins earlier, but this gas also ends up
with a higher residual neutral fraction once reionization is completed.
background. Generally speaking, we find that denser regions start to ionize earlier
but keep a higher neutral fraction than underdense regions.
Reionization is clearly not an instantaneous transition but requires a certain
amount of time. It is hence interesting to characterize the epoch of reionization
not only with a single redshift but also to ask how long the duration to a reionized
universe takes. To this end we define the duration  z as the interval in redshift
space during which the volume-weighted neutral fraction drops from 80% to 20%.
Our fiducial model V1 1024 M1 leads to an extent of  z = 2.28 for the epoch of
reionization, corresponding to a timespan of  t = 251.2Myr for this period. The
V5 1024 M1 model shows a slightly longer duration of reionization with z = 2.61 and
 t = 341.3Myr. Reionization lasts only over a span of  z = 1.13 or  t = 190.0Myr
in our C2 1024 M1 model. Thus our models with a variable escape fraction show a
more extended epoch of reionization compared to the model with a constant escape
fraction. In the models with a variable escape fraction, the ionizing luminosity
is initially higher, but once most of the ionizing luminosity has become available,
the variable escape fraction gradually begins to limit the amount of escaping UV
radiation, resulting in a more prolonged epoch of reionization.
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Figure 4.7: Mean reionization redshifts of the immediate surroundings of galaxies as a function of their
z = 6 stellar masses for our highest resolution run of the V1 and V5 models. The symbols give the means
in each mass bin, with the error bars showing the statistical error of the mean. The solid lines illustrate
the ±1  variance in each mass bin.
One can also ask whether galaxies of di↵erent stellar mass are all ionized at the
same time, or whether there are significant systematic trends of the mean reionization
epoch as a function of galaxy size. To this end, we have considered the sample of
all z = 6 galaxies in Illustris and then checked at what redshift the average ionized
fraction in a sphere of radius 150 kpc around them (taking their z = 6 positions)
reached 50% for the first time. The results of this analysis are shown in Figure 4.7,
binned as a function of stellar mass. There is a clear trend for an earlier reionization
around more massive galaxies. Interestingly, the spread in the reionization times
slightly increases towards smaller stellar masses, indicating that dwarf galaxies are
expected to show larger diversity in their reionization histories. Also, these low mass
galaxies are more sensitive to the adopted parametrization of the escape fraction and
tend to reionize later in our V 5 model.
4.3.2 UV background
In Figure 4.8, we consider the time evolution of the volume averaged photoionization
rate for models calculated with di↵erent escape fractions and grid resolutions, and
compare to di↵erent models in the literature for the evolution of the cosmic UV
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Figure 4.8: Average photoionization rate   as function of redshift for models calculated with di↵erent
escape fractions and grid resolutions. For comparison, we also include two widely used theoretical models
for the UV background evolution: FG09 [Faucher-Gigue`re et al., 2009, we show the updated version
from Dec. 2011] and HM12 [Haardt and Madau, 2012]. The V5 1024 M1 model is in particularly good
agreement with FG09, at least for z < 10.
background [Faucher-Gigue`re et al., 2009; Haardt and Madau, 2012]. At high redshift,
the background builds up exponentially with redshift, similar to the growth of the
volume weighted ionization fraction, with an overall amplitude that varies with the
escape fraction model. Our variable escape fraction models and our fixed escape
fraction model bracket the scenario of HM12. Interestingly, our scenario V5 1024 M1
follows the model of Faucher-Gigue`re et al. [2009] very closely, except that after
reionization is completed, our calculations tend to overshot the model predictions.
We note that a very similar behaviour is also seen in the recent radiative transfer
simulations of Pawlik et al. [2015], where this e↵ect is even more pronounced. A
more realistic variable escape fraction model than the rather simple parametrization
employed might help resolving this issue.
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Figure 4.9: Cumulative optical depth for Thompson scattering on free electrons, integrated out to
the redshift specified on the horizontal axis. Solid lines include electrons from doubly ionized helium
(assuming that they contribute for z < 3), while dotted lines assume hydrogen and one helium electron
only. The horizontal line with ±1  uncertainty region (shaded) marks the newest 2015 constraints
⌧ = 0.066± 0.016 by the Planck Collaboration et al. [2015a]. Out fiducial model V1 1024 M1 is in very
good agreement with optical depth inferred from these precision measurements of the CMB. Our other
models lie slightly lower, however their value is still consistent. Interestingly, the previous determination
by Planck based on their first 2013 data analysis had given a considerably higher value for ⌧ . The tension
with this result is now resolved.
4.3.3 Optical depth ⌧
Starting with the onset of reionization, CMB photons will Thomson scatter o↵ the
free electrons again. This e↵ect can be quantified by measuring the cumulative
optical depth ⌧ seen by CMB photons along their path towards us. This optical








where  th is the Thomson cross section, and ne the number density of free electrons.
In this work, we only consider hydrogen reionization for simplicity. Given that the
first ionization potential of helium is very close to the ionization potential of hydrogen,
71
4 Hydrogen Reionization in the Illustris Universe








(1  xM)nH ⇡ 1.079 (1  xM)nH, (4.6)
where X = 0.76 is the hydrogen mass fraction. At late times, helium reionization
will eventually be completed, increasing the optical depth slightly compared to the
above estimate. Adopting the common assumption that helium becomes doubly
ionized at z = 3 [e.g. Iliev et al., 2005], the free electron density increases by
 ne = (1   X)/(4X) (1  xM)nH ' 0.079 (1  xM)nH compared to the estimate







dz = 0.0011, (4.7)
which is a very small correction given the other uncertainties.
The optical depth ⌧ for a specific reionization history can be converted into
an e↵ective reionization redshift zreion assuming a fiducial scenario in which the
reionization transition is instantaneous at this epoch. The latest WMAP9 results
find a best-fit value of ⌧ = 0.088 ± 0.013, corresponding to zreion = 10.5 ± 1.1
[Hinshaw et al., 2013], quite a bit lower than the value of ⌧ = 0.17± 0.08 WMAP1
had initially estimated. The results of the PLANCK mission in its 2013 data release
[Planck Collaboration et al., 2014] favour a very similar, slightly larger value for
the optical depth, ⌧ = 0.089± 0.032, corresponding to an even earlier reionization
redshift of zreion = 10.8. However, the latest PLANCK data release of 2015 [Planck
Collaboration et al., 2015a] prefers a much lower optical depth of ⌧ = 0.066± 0.016
and a corresponding redshift of reionization of zreion = 8.8
+1.7
 1.4. A similar low optical
depth of ⌧ = 0.063± 0.013 has been found in Finkelstein et al. [2014] based on a UV
luminosity function derived from Hubble Ultra Deep Field and Hubble Frontier Field
data.
In Figure 4.9, we show the optical depth of our reionization simulations as a function
of the integration redshift z for three of our models. The most recent 2015 constraint
from PLANCK is shown as a horizontal line, together with the ±1  uncertainty region
(shaded). Our models with a variable escape fraction are comfortably compatible
within the error bars with the 2015 Planck results. Our fiducial model V1 1024 M1
predicts an optical depth of ⌧ = 0.065 which is in very good agreement with the
most recent Planck 2015 data. However all of our other models prefer the low
side of the range determined by Planck. Still, it is very promising that the former
tension between galaxy formation simulations and optical depth inferred from CMB
measurements seems nearly resolved with the 2015 Planck data. A similar finding
has been reported in Robertson et al. [2015] based on Hubble observations of distant
galaxies. Allowing for additional high redshift star formation could easily close the
small remaining gap if needed, but we note that constraints from galaxy formation


















Figure 4.10: Distribution of the characteristics radius of ionized regions at four di↵erent redshifts, in our
fiducial model V1 1024 M1. The integral over the distributions is normalized to unity for each of the
measurements, and a horizontal line corresponds to equal volume fraction per logarithmic size interval.
Initially, small bubbles dominate but over time the distribution shifts to ever larger bubbles until only one
large region dominates.
for the stellar mass function of small galaxies, at late and early times alike [Genel
et al., 2014; Vogelsberger et al., 2014b]. Resolving these problems seems to call for
reduced high redshift star formation and not the opposite, highlighting the di culty
to reconcile high optical depths values from CMB experiments with detailed galaxy
formation models.
4.3.4 Bubble size statistics
Mapping the epoch of reionization more directly than possible thus far, for example
through 21cm imaging, is an exciting observational prospect. Once this becomes
possible with future radio telescopes such as the SKA, quantitative measures of the
geometry of the ionized regions, such as their topology, promise to be a powerful
probe of theoretical models for reionization. Radiation transfer models like those
calculated herein are the method of choice to make the required detailed predictions
about how these morphological measures evolve in time. To illustrate this, we here
compute a few basic statistical measures that quantify the number and size of ionized
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Figure 4.11: The same information as in Figure 4.10, except with a di↵erent normalization. Here the
integral is normalized by the constant comoving box volume so that the area under the distributions
gives the total ionized volume fraction. This is informative because the relative constancy of the size
distributions for small bubble sizes suggests that the growing bubbles are replenished by new small bubbles
just at the right rate to achieve this balance. Interestingly, the volume occupied by small bubbles stays
hence roughly the same for the whole duration of reionization, even slightly beyond bubble percolation
where a dominating single large ionized region forms.
regions as a function of time, which may also serve as a useful comparison against
other theoretical reionization models.
We start by tagging cells as ionized if their ionization fraction exceeds 1 xM > 0.5.
Based on the resulting grid of binary values, ionized regions are then identified using a
friends-of-friends algorithm that links adjacent ionized cells [Chardin et al., 2012; Iliev
et al., 2006b]. We let cells belong to the same group if they share at least one corner,
or in other words, if any of the 26 neighbours of an ionized cell is also ionized, both
cells are put into the same group. For each ionized island identified in this way, we
compute an e↵ective radius as r = [3/ (4⇡V )]1/3, where V is the cumulative volume
of the cells making up the group. Finally, we consider the distribution function fV
of the ionized volume fraction contained in regions of a given bubble radius.
In Figure 4.10, we show the resulting distribution function when the convention of
Zahn et al. [2007] is followed and the distribution is normalized such thatZ
fV r dlog r = 1, (4.8)
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i.e. we only consider the ionized volume of the box. The results show that at early
times, when only a small fraction of the volume is ionized, the ionized volume is
comprised of disjoint regions of characteristic size r ' 2 cMpc. While reionization
progresses, ever larger bubbles appear, with a flat distribution as a function of size,
i.e. roughly the same amount of ionized volume is contained per logarithmic interval
in bubble size, up to bubble sizes of order r ' 20 cMpc. Eventually, the bubbles
start to percolate and one dominating region containing a substantial fraction of the
simulation volume is formed (z = 8.2). There is then still a population of smaller
ionized regions left, with a constant volume fraction per unit log r over a dynamic
range of about ⇠ 5 in size.
An alternative normalization for the size distribution is used in Gnedin and Kaurov
[2014], who consider the whole box thus that integrating over fV gives the ionized
volume fraction:Z
f 0V r dlog r = 1  xV. (4.9)
It is instructive to plot the corresponding distributions also with this normalization,
which is shown in Figure 4.11. Now the area under the distribution function grows
with redshift, reflecting the increase of the ionized volume fraction. Interestingly,
we see in this representation that the bubble size distribution is fairly constant
with time, especially for the small bubble sizes. Even though these bubbles grow
individually in size with time, the fact that the abundance of bubbles of a given size
stays approximately constant in time (once the first bubbles of this size have formed),
suggests that small bubbles are reformed just at the right rate to compensate for the
loss of bubbles of a given size due to the growth or coalescence of bubbles.
4.3.5 Distribution function of neutral volume fraction
In Figure 4.12, we show the distribution function f(xV) = dV/dxV of the volume
fraction that is found at a given neutral fraction. We compare our two di↵erent vari-
able reionization scenarios, in the form of V1 1024 M1 (top panel) and V5 1024 M1
(bottom panel), and give results for di↵erent redshifts in each case. Note that we plot
xV f(xV) on the vertical axis versus the log of xV, i.e. the area under the curves is
proportional to the volume fraction at the corresponding range of neutral fractions.
Progress in reionization is associated with a large increase in the volume fraction
found at low neutral fractions, as is of course expected. Interestingly, the di↵erential
distribution of volume at a given neutral fraction is however fairly broad while
reionization is not completed, with a peak at a characteristic neutral fraction that
shifts progressively to lower values. For example, at redshifts z ' 11, most of the
volume is either still neutral or at a neutral fraction of xV ⇠ 10 3. At around redshift
z ⇠ 7, the characteristic neutral fraction where most of the volume is found has
dropped to xV ⇠ 10 4. Finally, post reionization, the two models start to di↵er more
prominently. Here V1 1024 M1 shows a low neutral fraction of xV ⇠ 10 5 or lower
for most of its volume, which corresponds also to the strong rise in the predicted UV
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Figure 4.12: Degree of ionization level PDFs at di↵erent redshifts. The top panel shows the results for
the V1 1024 M1 model, whereas the bottom panel is for the V5 1024 M1 model. Compare to Figure 4.8,
where the V1 run shows a strong upturn in the UV flux, which is here expressed as a shift of ionized cells
down to nHI = 10 5 at around z = 5.3, which does not happen in the V5 run.
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background seen in this model in Figure 4.8. In contrast, the model V5 1024 M1,
which shows good agreement with the UV background model of Faucher-Gigue`re
et al. [2009] at this epoch, yields a markedly di↵erent distribution of the neutral
fraction, with most of the volume having neutral fractions around xV ' 5⇥ 10 5.
4.4 Caveats and discussion
The accuracy and reliability of our results is influenced by many numerical aspects as
well as physical uncertainties. In the following we discuss a number of these aspects,
focusing primarily on those pertaining to the radiative transfer modelling itself. We
note however that there are in principle additional uncertainties related, for example,
to the treatment of star formation and the associated feedback processes in the
underlying Illustris simulation, or to the cosmological background model that we
use. These are arguably subdominant compared to the uncertainties related to the
reionization calculation itself (such as escape fraction, radiative transfer solver, etc.),
and in any case are beyond the scope of this paper [a discussion of the uncertainties
in the galaxy formation model can be found in Vogelsberger et al., 2014b].
4.4.1 Reionization feedback
Due to the fact that we simulate reionization only in post-processing, any back reaction
onto the gas due to photoionization heating and potentially radiation pressure is
not taken into account self-consistently. The Illustris simulation assumes a uniform
global UV background, hence the average back reaction on star formation due to
photo-ionization is approximately accounted for, but any local modulation of the
corresponding e↵ects is of course ignored. This limitation could only be overcome
by dynamically coupling the radiative transfer solver to a hydrodynamical code
and doing full radiation-hydrodynamics simulations of galaxy formation. Recently,
impressive progress has been made in this direction [Gnedin, 2014; Gnedin and
Kaurov, 2014; Pawlik et al., 2015], but the achieved cosmological volumes are still
severely limited due to the demanding computational cost of radiative transfer, and
in general, these calculations have not been evolved to redshift z = 0, thus it is
unclear whether they are successfully reproducing the observed galaxy population.
Besides photo-heating, the ionizing radiation of young stars could also exert
significant feedback e↵ects through radiation pressure, particularly in dusty gas
where infrared radiation may be trapped [Agertz et al., 2013; Hopkins et al., 2012;
Murray et al., 2010]. However, the e↵ectiveness of this mechanism is debated,
with a number of recent studies arguing that photo-heating is likely the dominant
feedback channel on the scale of galaxies, with radiation pressure being comparatively
unimportant [Rosdahl et al., 2015; Sales et al., 2014]. We thus consider the omission
of radiation pressure e↵ects in our reionization calculations to be comparatively
unimportant.
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4.4.2 Moment-based vs cone-based RT method
Our radiative transfer implementation supports two di↵erent transport methods,
allowing us to compare them against each other with no changes in any other aspect
of the modelling. In the case of the cone-based method, we have to store and process
48 radiation intensity fields, one for each advection direction. On the other hand, the
moment-based M1 scheme only requires 4 fields, one for the photon number density
and 3 for the flux vector. This di↵erence makes the cone-based advection scheme
much more expensive in terms of computational cost as well as in terms of (GPU)
memory requirements.
If we compare the ionization histories predicted by these di↵erent radiative transfer
methods in terms of the ionized volume fraction, no appreciable di↵erences are
detected. In fact, the agreement of the evolution of the ionized volume fractions is so
good that we refrain from showing the corresponding comparison in a dedicated plot.
But this consistency is perhaps not too surprising. The ionization history mainly
depends on the source population that injects ionizing photons, as well as on the
density evolution of the gas, as the latter sensitively determines the recombination
rate. Given that the photon injection rates and the density structure are exactly
equal in our comparison, and given the fact that both radiative transfer algorithms
are manifestly photon conserving, any di↵erence between the cone-based and the
M1-closure methods can only be induced by di↵erences in the photon transport
directions. These are apparently subtle enough that they do not matter much for
global statistics of the reionization transition.
However, despite this good agreement in global averages, the two methods still
show di↵erences in the detailed morphology of the ionized bubbles when examined
in detail. In Figure 4.13, we compare the morphology of the ionized regions around
a typical galaxy at redshifts z = 8 and z = 8.5. While there is clearly a great
deal of similarity, the detailed locations of the ionization fronts di↵er substantially,
highlighting that the radiative transfer solvers do not behave identically after all.
This is also borne out by a higher order quantitative comparison of the neutral
hydrogen fraction fields predicted by the two methods. This can for example be done
by computing the mass-weighted standard deviation of the di↵erence between the
neutral hydrogen densities obtained by our two radiative transfer schemes:
v = var (⇢ (xM1   xCONE)) / h⇢i . (4.10)
For our V1 0512 models, we find that this quantity rises with decreasing redshift
until a maximum of v = 0.2 is reached at z = 7.5. Afterwards, the full volume
is quickly reionized and the variance of the di↵erence field rapidly declines again.
We note that the cone-based method should be the more accurate approach in this
comparison, as it can avoid certain inaccuracies of the M1 approach, in particular
when the ionization bubbles of two or more sources overlap.
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Figure 4.13: Visual comparison of our two di↵erent radiation advection methods at two instances in time.
All panels show a thin slice through the box with a side length of 21.3 cMpc. The top row compares the
neutral hydrogen fraction at z = 8.5 for the cone-based method (left) and the moment-based method
with M1 closure (right). Similarly, the bottom row shows this comparison for redshift z = 8.
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Figure 4.14: Impact of the reduced speed of light approximation on the evolution of the neutral and
ionized volume fractions. Reducing the speed of light by a factor of 10 (blue line) or 100 (red line)
relative to our default calculation with a physical speed of light (green line) causes a later reionization of
the universe.
4.4.3 How accurate is the reduced speed of light approximation?
As long as the medium is dense enough, the propagation speed of the ionization fronts
is determined by the rate at which new ionizing photons arrive at the edge of neutral
gas, and not how fast they get there. This motivates the idea of the so-called reduced
speed of light approximation [Aubert and Teyssier, 2008; Gnedin and Abel, 2001], in
which the physical value of c is artificially reduced. The computational advantage of
a reduced speed of light is that a much larger Courant time step is allowed in schemes
where photon transport is followed with explicit time integration. Rosdahl et al.
[2013] report that the reduced speed of light approximation describes the solution
of Stro¨mgren sphere well after an e↵ective crossing time tcross = rS/c, where rS is
the radius of the corresponding Stro¨mgren sphere and c the (reduced) speed of light.
Before tcross = rS/c, however, the numerical solution necessarily always falls behind
the correct one. Considering the relevant time scales that have to be resolved in
cosmic reionization, this yields a criterium for the maximum allowed reduction of
the speed of light. The conclusion of Rosdahl et al. [2013] is that there is not much
room for applying the reduced speed of light approximation if accurate reionization
simulations of the IGM are desired.
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Figure 4.15: Clumping factor of the gas computed in di↵erent ways. The upper solid line shows the
intrinsic clumping factor of all non star-forming gas (with density below the star formation threshold),
based on the Voronoi tessellation of the Illustris simulation volume. The dotted line gives the intrinsic
clumping factor of all the gas in the simulation. For comparison, we also show the clumping factor of all
the non star-forming gas when this is obtained for di↵erent mesh resolutions after mapping the simulation
volume to a grid with fixed spatial resolution.
It is interesting to use our independent radiative transfer code to check this
assessment. In Figure 4.14, we show the impact of the reduced speed of light on the
obtained reionization history, based on a reduction of the physical speed of light by
factors of 10 or 100, respectively. Consistently with the findings of Rosdahl et al.
[2013], the reduction of the speed of light leads to a significant delay in the resulting
epoch of reionization, amounting to  z ⇠ 1  1.5 for the factor of 10 reduction, and
much larger for a factor if 100. The size of this error unfortunately implies that
this numerical trick can induce unacceptably large distortions in the reionization
predictions, hence we have refrained from using it throughout the study.
4.4.4 Clumping factors
The degree of gas clumping is a critical factor in models of reionization, as it directly
determines the recombination rate and hence the amount of photons required to
reionize the universe and to keep it ionized. Full hydrodynamical simulations of
galaxy formation are a particularly powerful tool to realistically predict the non-linear
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Figure 4.16: Gas clumping factors measured for gas below a certain characteristic gas overdensity. The
top panel shows C20, with the solid black line giving the result for the actual Voronoi tessellation used in
the Illustris simulation for the hydrodynamical calculations. The other solid lines give the corresponding
result for the binned density field when grids with resolution from 2563 to 10243 are used, as labeled.
The lower panel gives the same results for C100, where instead a density threshold of 100 times the mean
baryonic density is adopted. For reference, we also show fitting models by Finlator et al. [2012, F12]
and [Pawlik et al., 2009, P09], which give the clumping factor of ionized gas or gas below a overdensity
threshold of 100 (their z ⇠ 7.5 reionization case), respectively.
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density structure of the gas, and hence to quantify the gas clumping. In Figure 4.15,






where the averages are volume averages for the full simulation box. The black
lines represent the clumping factor obtained directly from the Voronoi cells of the
underlying Illustris simulation, which is hence accounting for all structure resolved
by the more than 6 billion cells of the simulation. We give results for the complete
density field (dotted line) as well as for cells constrained to not lie on the e↵ective
equation of state of star forming gas (solid black line). The former result includes
the collapsed gas that corresponds to the ISM and is star-forming, whereas in the
latter this phase is excluded. The clumping factor is obviously much higher when
this star-forming gas is included, but as the sub-grid model used by Illustris glosses
over the true multi-phase nature of the ISM, the resulting clumping factor for all
the gas is still an underestimate. However, we are here really only interested in the
non-starforming gas, because the recombinations and absorptions inside the star
forming regions are collectively accounted for by the escape fraction, which in part
may be viewed as parameterizing our ignorance of the detailed gas structure on ISM
scales.
The solid red, green and blue lines in Figure 4.15 show the clumping factor of
all gas after binning it on radiation transfer grids with di↵erent resolution. Clearly,
even for the 10243 grid we loose almost a factor of two in the total clumping due
to the smoothing of this grid. However, as cosmic reionization is a volume filling
process and the densest gas occupies only a tiny fraction of the value, it makes more
sense to refer the escape fraction to a somewhat lower density threshold than the
star-formation threshold. We are hence really interested in the clumping factor of
gas up to some limited overdensity value, for example up to 20 or 100 times the
mean baryonic density. Since both of these fiducial values have been used in the
literature, we show in Figure 4.16 our results for C20 and C100 (in the top and bottom
panels, respectively), where only gas cells which have a density of at most 20⇥ ⇢b
or 100⇥ ⇢b have been included, respectively, with ⇢b = ⌦b⇢crit denoting the mean
baryon density. As before, we show results for the underlying Voronoi tessellation as
well as reionization grids between 2563 to 10243 resolutions. Note that in these plots
a linear scale for the clumping factor has been used.
Our high resolution radiative transfer grid under-predicts the C20 clumping a bit
due to the smoothing e↵ects of the binning, but the e↵ect is minor. The situation
is a bit worse if one also wants to get the correct clumping factor for gas up to an
overdensity of 100. Here some of this additional clumping is not resolved by the
10243 grid, as the results in the bottom panel of Figure 4.16 show. Given the trend
with increasing resolution, using a 20483 grid instead (which we unfortunately cannot
carry out due to memory constraints on the GPU system we have presently access
to) should however be able to fully recover the C100 clumping of this gas. As we
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discuss in more detail below, this resolution problem for the C100 quantity a↵ects
cosmic reionization however only mildly and is hence comparatively benign.
It is interesting to compare our clumping factors with those inferred from other
works. Finlator et al. [2012] has pointed out that di↵erent definitions of the clumping
factor can produce substantial di↵erences in the results. It is thus important to
base any such comparison on the same definition, which sometimes corresponds to
considering the clumping of all the gas below a certain density threshold (to separate
collapsed and di↵use gas), or to restricting the evaluation of the clumping factor to
ionized gas. Note that the latter depends both on the detailed reionization model
and the gas distribution. To get a sense of how well the gas distributions compare,
it is thus arguably best to compare the total gas clumping factor. For the Illustris
simulation at z = 8, we measure for the clumping of the non-starforming gas 10.2,
slightly higher than the value reported by Finlator et al. [2012]. However, our value is
significantly higher than the total gas clumping factor of C ⇠ 3 at z = 8 reported by
Jeeson-Daniel et al. [2014], which makes it considerably easier to achieve reionization
in their model. When the baryon density is restricted to lie below an overdensity of
100, we find a clumping factor of about 4 at z = 8, somewhat larger than what was
found in Pawlik et al. [2009] for their models reionizing at or before z = 9, but a bit
lower than their model reionizing at z = 7.5. For a yet lower overdensity threshold
of 20, Wise et al. [2014] report a value of 6.5, which is above our measurement of
' 2.4 for C20 at redshift z = 8. This likely reflects the higher mass resolution of their
simulation, which has a boxsize of just 1Mpc, but it could also be a↵ected by the
di↵erent feedback models in the two simulations.
4.4.5 Spatial resolution and convergence
Because the recombination rate depends nonlinearly on the density in a cell, the
smoothing of density fluctuations (for example as a result of binning) causes an
underestimate of recombination events and hence biases reionization towards higher
redshift. Our results for the clumping factor indicate that our radiative transfer
calculations clearly su↵er from this e↵ect to some degree. However, it is not obvious
whether the size of the bias is quantitatively significant in the end, because the
clumping of the volume-filling gas (which has comparatively low overdensity) is
captured well by our high-resolution grid. If reionization would mostly occur ‘outside-
in’, with low density regions ionized early, one may hope that this is already su cient
for allowing converged predictions of the reionization redshift even if density peaks
are washed out. However, given that our results have confirmed that dense regions
tend to be ionized earlier, this may largely be wishful thinking.
Indeed, this is borne out by our convergence tests for the reionization history of
models V1 and V5 shown in Figure 4.17. Evidently, as the resolution of the grid
for the radiative transfer simulation is increased, reionization happens progressively
somewhat later, as a result of the smaller degree of suppression of the true underlying
clumpiness of the gas. This prevents us from achieving a formal numerical convergence
for our reionization histories. We note however that full radiation hydrodynamics
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Figure 4.17: Convergence study for the neutral and ionized volume fractions for our reionization
simulations based on the M1 method. The green and red lines are for the two di↵erent variable escape
fraction models we considered. There are significant residual trends with resolution due to the smoothing
e↵ects a coarse grid has on the clumpy gas distribution. As a result, the highest resolution simulation
tends to reionize slightly later than predicted by calculations at lower resolution.
simulations will counter this drift by physically inducing a reduction of the clumpiness
of the gas [Pawlik et al., 2009], due to the photo-heating and the resulting pressure
smoothing. This e↵ect is not included in our simulations prior to redshift z = 6,
when reionization happens due to the externally imposed UV background. We thus
expect that our 10243 and 5123 grids may well bracket the true behaviour of the
clumping in a self-consistent simulation with full radiation hydrodynamics. This
then also means that a 20483 calculation without taking this e↵ect into account may
well produce a less accurate result than the 10243 grid we used.
4.4.6 Comparison with a global reionization model
Instead of doing a full 3D radiative transfer calculation, the global evolution of
the volume-weighted ionization fraction can be estimated with a simple model that
considers only the global balance of the average ionization and recombination rates
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Figure 4.18: Comparison of di↵erent approaches for calculating the redshift evolution of the volume
filling factor Q of ionized regions. The blue line assumes an evolution of the gas clumping factor according
to the non star-forming gas of the Illustris simulation. The red line instead uses the e↵ective clumping
factor of the binned density field used for the reionization simulations. Finally, the evolution of the
volume-weighted ionization fraction for our self-consistent radiative transfer simulation (V1 1024 M1) is
shown in green. We see that the latter produces a more extended reionization history, whereas the simple
semi-analytic treatments yield an artificially rapid reionization transition.










where trec is given by trec = [(1 + 2 )nH↵BC]
 1 = 509.73 a3C(a)Gyr. Strictly speaking,
C is here the clumping factor of ionized gas only. This di↵erential equation thus
describes the average growth of the ionized volume in terms of the rate at which
ionizing photons become available minus the rate at which ionized gas is lost due to
recombinations, ignoring second-order e↵ects like local density fluctuations, correla-
tions between sources, and so on. A model of this kind has been used, among others,
by Springel and Hernquist [2003], Paardekooper et al. [2013], and Wise et al. [2014],
for simple reionization models.
It is interesting to check how such a model compares to the full radiative transfer
treatment. To this end we use the clumping factor of non-starforming gas, which is
di↵erent especially at earlier times, as denser gas ionizes first. The resulting time
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evolution of Q is shown in Figure 4.18. The solid lines are obtained by solving
Equation (4.12), while our fiducial reionization simulation (V1 1024 M1) is shown
as a green line, for comparison. It is reassuring that the global reionization model
reproduces the same trend as our full 3D simulation. However, the full radiative
transfer simulation predicts a much more extended epoch of reionization, highlighting
the limitations of the global model. But given that such a simplified global treatment
is of course not expected to reproduce finer e↵ects such as patchiness of the epoch of
reionization, the agreement is still reasonably good, allowing in particular a rough
estimate of the redshift of reionization, defining this as Q(zreion) = 0.5, good to about
 z ⇠ 1. This is remarkable given the huge simplifications made in Equation (4.12).
4.5 Conclusions
In this work, we considered only hydrogen reionization and focussed on ordinary high-
redshift star formation as the primary source of ionizing photons. Other populations
may in principal contribute to reionization, in particular primordial population-III
stars, AGN, or exotic sources such as annihilating dark matter. While Pop-III stars
may be important for the onset of reionization, most estimates for their relative
contribution to global star formation suggest that neglecting them for reionization
is justified. Still, accounting for them in future models would be clearly desirable,
if only for completeness. Our neglect of AGN radiation for hydrogen reionization
is however quite well justified because their ionizing luminosity is overwhelmed by
star formation at high redshift. AGN become important at intermediate redshifts,
however, where they likely play an important role in HeII reionization.
Even with these simplifying assumptions, calculating the ionizing flux that becomes
available for reionization is a↵ected by a substantial number of uncertainties. This
includes the stellar population synthesis model we have used, and in particular, the
adopted stellar initial mass function, where we used a Chabrier IMF and assumed
that there are no significant IMF variations as a function of environment. Another
major uncertainty lies in the escape fraction, which is physically uncertain and is in
large part a phenomenological parameter in our models, absorbing uncertainties due
to the treatment of dense gas and the limited spatial resolution. Finally, there are also
numerical limitations related to the radiative transfer solver, the finite angular and
spatial resolution employed in the radiative transfer, and the lack of self-consistently
accounting for local feedback e↵ects by the radiation field.
Fortunately some of these uncertainties can be greatly reduced by matching key
observables such as the total optical depth for electron scattering or the amplitude
of the metagalactic ionizing UV background after completion of reionization [e.g.
Faucher-Gigue`re et al., 2008a,b]. Our radiative transfer models for Illustris then
basically test whether cosmic reionization does occur for reasonable assumptions
about the escape fraction, based on a galaxy population that yields a successful
description of a slew of other observational data both at high and low redshift. To
the extent this works, it provides reassurance for the cosmological consistency of
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our galaxy formation and reionization models, and it shows that they are physically
meaningful. Importantly, they can hence be used to learn more about the reionization
transition itself. Our main findings can be summarized as follows:
1. The star formation history predicted by the Illustris simulation combined
with its high-resolution gas density field allows cosmic reionization with an
optical depth of ⌧ = 0.065, consistent with the latest Planck 2015 results as
well as constraints from high-redshift quasars. This relies on ordinary stellar
populations only, but requires optimistic assumptions for a high escape fraction
at high redshift.
2. Previous tensions between the high optical depth favoured by CMB results
and the low level of high redshift star formation required by successful galaxy
formation models are thus essentially resolved with Planck 2015.
3. Using a suitable variable escape fraction model, we can approximately reproduce
the expected UV background after reionization is completed, but most of our
models tend to then overshoot the ionization rate and yield a slightly lower
neutral fraction than inferred from quasar absorption lines. A fine-tuned model
may plausibly yield an improved match.
4. Reionization proceeds inside out in our model, with overdense regions being
ionized earlier on average than lower density regions.
5. The size distribution of ionized regions shows a remarkable constancy with time
for small bubble sizes, suggesting that during reionization new small bubbles
are formed roughly at the rate at which they are removed by size growth or
coalescence with other regions. The characteristic size of bubbles grows with
time, but there is a fairly flat distribution of sizes between r ⇠ 2 cMpc and
r ⇠ 20 cMpc with about equal volume fraction per logarithmic size interval just
before reionization is completed.
6. The duration of the reionization transition varies with the escape fraction
model, and we find transition times for a drop of the neutral fraction from 80%
to 20% between 190 Myr and 340 Myr, depending on the model.
7. The distribution of volume with respect to neutral fraction is quite broad but
shows a peak that progresses to ever smaller neutral fraction with time. For
models that successfully match the UV background constraints after reioniza-
tion, the characteristic neutral fraction is 5⇥ 10 5, with the lowest amount of
volume found at neutral fractions of 2⇥ 10 2.
In future work based on our methodology it would be particularly interesting to
study HeII reionization. Due to the two ionization levels of helium with di↵erent
ionization thresholds, the computational cost rises by at least a factor of about
three, as more spectral bins have to be tracked instead of just one for hydrogen.
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Additionally, a much longer physical time down to z ⇠ 3 has to be followed. This
would still be possible in postprocessing with a future Illustris type simulation with a
larger box size, containing an evolving AGN population including contributions from
the brightest objects. Simulating this much physical time is extremely challenging for
direct radiation-hydrodynamics simulations, much more so than hydrogen reionization
simulations that can be stopped at z ' 6. This makes postprocessing approaches the




Flux Limited Di↵usion in AREPO
5.1 Flux limited di↵usion
Radiation hydrodynamics (RHD) is the combination of the Euler equations coupled
to transport equations for the radiation field. Coupling radiation and hydrodynamics
constitutes a challenging problem. The radiation time scales are typically much
shorter then the hydrodynamic time scales. Additionally, optically thin and thick
regions have to be handled at the same time. The RHD equations can therefore
usually only be solved in an approximate way.
A rather crude but still e↵ective approximation is given by the so-called flux limited
di↵usion method, which we consider below. The di↵usion approximation is valid
in optically thick regions, but in general fails in optically thin regions where the
radiation flow is freely streaming. However, in many problems the errors arising in
optically thin regions remain subdominant, making radiation di↵usion methods a
competitive approach.
In radiation hydrodynamics, the Euler Equations (2.12) are extended by source
terms that account for the interaction of radiation with matter. Here, we integrate
over the frequency dependence of the moment equations (2.30) and (2.31), which
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gives the so-called grey radiative transfer approximation. This leaves gives us with
the following system of equations:
@⇢
@t
+r(⇢v) = 0 (5.1)
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↵⌫(x,n, t) [B⌫(x, T )  I⌫(x,n, t)]n d⌦. (5.7)
These equations for the source terms are only valid in the rest frame of the fluid.
However, Equations (5.1) - (5.5) require the source terms in the laboratory frame,
which can be obtained by evaluating Equations (5.6) and (5.7) in the fluid rest frame
and applying a Lorentz boost to the laboratory frame.




with flux limiter function  (R) and Rosseland mean opacity ↵R. In Levermore and












Other functions for  (R) are discussed in the literature as well. A common key
property is their behaviour in the limit of optically thick and thin media. If R! 0,
i.e. in an optically thick medium, the flux limiter behaves as  ! 1/3 and the flux
reproduces the correct di↵usion limit. In the opposite case of an optically thin
medium  !  (1/R)n, with normal vector n, it reproduces the streaming limit.
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⌫ [@B⌫(T )/@T ]R1
0 d⌫ [@B⌫(T )/@T ]
, (5.13)
where ↵P is the Planck mean opacity, ↵E is the energy mean opacity, ↵F gives the
flux mean opacity, and ↵R denotes the Rosseland mean opacity. If the radiation field
is close to a Planck spectrum, ↵E = ↵P, and in the case of high opacities, the flux
limited di↵usion approximation relates the flux to F =   [@B⌫(T )/@T ]rT/↵, thus
↵R = ↵F.
Note that in FLD the radiation momentum update Equation (5.5) is dropped.
While the conservation of total energy is still exact through the matching energy
source terms of Equations (5.3) and (5.4), momentum is now only implicitly conserved,
as there is no explicit conservation law for photon momentum anymore.
The full form of the radiative transfer equations including source terms accurate
up to first order in v/c is given in Krumholz et al. [2007]:
@
@t
































with R2 =  +  2R2.
5.2 Numerical implementation and implicit formulation
We solve Equations (5.14) and (5.15) by means of operator splitting. First, the terms
from the Euler equation and the radiation advection term  r ((3 R2)/2vE) are







and the thermal coupling term ±↵0P (4⇡B(T )  cE) are
solved implicitly. Finally, the remaining source terms are solved explicitly.
The temperature T and the internal energy e are related through the specific heat
cv =
@e
@T . For an ideal gas, cv is constant and thus e = cvT . The frequency integrated
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Planck function is given by 4⇡B(T ) = caRT 4 with the radiation constant aR, which
turns equations (5.14) and (5.15) into a non-linear system making a direct implicit
solver very di cult.
The terms of equations (5.14) and (5.15) which are solved implicitly can be written
as
0 = ⇢cv(T
0   T ) K(E, T ) (5.16)
0 = (E0   E) + trDrE +K(E, T ), (5.17)
with the coupling term
K(E, T ) = a
⇥
B(T ?) +B0(T ?)(T   T ?)  E⇤ , a =  tc⇢↵P, (5.18)
where the Planck function has been Taylor-expanded around an intermediate tem-
perature state T ?. Equation (5.16) is equivalent to
  1(T   T ?) = ⇢cv(T 0   T ?)  a(B(T ?)  E), (5.19)
with a “pseudo time step” size
  1 = ⇢cv + aB0(T ?). (5.20)
Using Equation (5.17) and inserting Equation (5.19), the update of the photon energy
E leads to the following linear matrix equation⇥  trDr+ (1 + a)  a2B0 ⇤E = E0 + a(B +B0 (⇢cv(T 0   T ?)  aB)),
(5.21)
where the right hand side is a vector independent of E. The only o↵-diagonal elements
of the matrix [. . .] are due to the di↵usion operator rDr. Initially, the intermediate
temperature is set to T ? = T 0. Using equations (5.19) and (5.21), new values for
(T,E) are computed. If the result is converged, the update step ends here, otherwise
T ? is reset to the current value of T , and (T,E) are updated again until convergence
is reached.
5.2.1 Discretization of the di↵usion operator
A discretized version of the di↵usion operator rDr on an arbitrary mesh is obtained























Dij(Ej   Ei), (5.25)
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with Aij denoting the area of the interface between cells i and j, rij giving the
distance vector of the cells, and nij the face normal vector. The average of the
di↵usion coe cient Dij is given by Dij = c (Rij)/↵ij , where ↵ij = 2↵i↵j/(↵i+↵j) is
the geometrically averaged di↵usion coe cient. We use backward in time arithmetic
averages for Eij and |rE|ij in Rij = |rE|ij/↵ijEij .
5.2.2 Matrix solver
The matrix [. . .] given in Equation (5.21) is a sparse matrix, because the o↵-diagonal
elements are only non-zero for neighbouring cells. Many e cient methods are known
to numerically solve a sparse matrix problem. We choose a so-called multigrid method.
Instead of implementing our own matrix solver, we make use of the implementation
provided by the HYPRE library [Falgout et al., 2006].
A multigrid method is an iterative sparse matrix solver, working on a hierarchy
of meshes. The error of an initial guess of the solution vector on a given mesh can
be reduced by applying a smoothing operator. A possible choice for a smoothing
operator is for example given by the Jacobi iteration. An improved solution vector
can then be obtained by iteratively updating the solution vector. While such a
smoothing operator improves the solution with each iteration, unfortunately only
small scale errors are improved quickly. To achieve global convergence and a damping
of large scale errors, many iterations would be required. This problem is solved in
multigrid approaches by mapping the residuum to a coarser mesh, recursively calling
the solver for the coarser mesh and afterwards using the solution on the coarser
mesh to improve the solution on the finer mesh. The damping of small scale errors
on the coarser mesh corresponds to the damping of larger scale errors on the finer
mesh, which is the reason why multigrid methods are so e↵ective. These steps can
be recursively repeated until the mesh is coarse enough to enable a direct solution of
the remaining matrix equation. Usually just one or a few of these multigrid cycles
are then su cient to reach convergence.
Due to the non-constant di↵usion coe cients in our problem, we use a so-called
semi coarsening multigrid method. Instead of coarsening the grid in all dimensions
at the same time per recursion step, the grid is only coarsened in one dimension.
This leads to grids with rectangular cells. Once only one or a few cells remain in
that dimension, the procedure is repeated for the remaining dimensions.
5.3 Marshak test
The Marshak test consists of an inflowing radiation flux into a background medium
with uniform density kept at rest. The radiation field is inflowing in +z direction
with radiative flux F inc. The medium has a temperature dependent heat capacity
of cV = ↵T 3, which means e = 1/4 T 4, i.e. the specific internal energy becomes
proportional to the emissivity of the medium with proportionality constant  . The
initial temperature is set to T = 0 throughout the medium. We define ✏ = 4aR/ 
which simplifies the emission term to S = c↵✏e. Instead of integrating the temperature
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T , we choose to integrate the specific internal energy e for this test problem. This
modifies equations (5.19) and (5.21) to
e = e?⇢ (e0   e?)  a (✏e?   E), (5.26)⇥  trDr+ (1 + a)  a2✏ ⇤E = E0 + a(✏e? + ✏ (⇢(e0   e?)  a✏e?)), (5.27)
with a =  tc↵ and   1 = (⇢+ a✏). In the following, we will use ⇢ = 1, ↵ = 1cm 1,
✏ = 0.5 and F = c/4nz. The simulation domain is 16 cm long in the z-direction and
resolved by 1024 cells. This problem primarily tests the di↵usion solver rather than
the full non-linear solver including the T 4 dependency of the source term.
5.3.1 Marshak boundary condition
We require boundary conditions for the left and right end of the simulation domain.
At z = 0 a Marshak boundary condition is enforced. Given an incoming flux F inc,
this leads to the following boundary condition at the leftmost interface:
cE(0, t)  2nF (0, t) = 4nF inc, (5.28)
with surface normal vector n pointing into the positive z-direction.
In the following, we will replace vector quantities by the scalar component pointing
in the +z direction. The boundary condition evaluated using discrete values can be
written as
cE 1/2 + 2F 1/2 = 4Finc. (5.29)
The total flux F 1/2 at the boundary is discretized as




with the cell centred radiation energy E0 and boundary value E 1/2. Combining









which is put into the finite volume discretization of the di↵usion operator matrix. In
summary, for cells next to the boundary this leads to a contribution to the diagonal
element of the di↵usion matrix and a source term on the right hand side.
5.3.2 Results
We compare our numerical results to an analytic solution obtained in Su and Olson
[1996]. To be able to do a direct comparison we introduce the dimensionless radiation
energy density E˜ = c4
E
Finc
and thermal energy density e˜ = c4
aRT 4
Finc
= ✏eFinc . Figures 5.1
and 5.2 show the dimensionless radiation and thermal energy densities in comparison
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Figure 5.1: The figure shows the dimensionless radiation energy density at five output times. The dashed
lines show the reference solution taken from Su and Olson [1996]. After t = 0.01 the agreement of our
solutions with the expected results is very good.
to the expected solution. At early times around t = 0.001 the agreement with the
exact solution is not perfect. Initially, the numerical solution progresses faster than
expected into the medium. At later times the agreement is however very good. A
similar e↵ect was found in Krumholz et al. [2007]. In fact, the degree of accuracy
is similar in both quantities considered here. We also found that using a higher
numerical resolution the initial disagreement can be further reduced. This test hence
mainly confirms the accuracy and stability of our di↵usion solver in a simple test
problem. However, the thermal coupling is simpler than in the full RHD problem due
to the linear scaling of the emissivity with specific thermal energy. This motivates us
to also consider more demanding test problems.
5.4 Levitation test
This test consists of a stable isothermal atmosphere which is irradiated from the
bottom. The setup hence resembles a Rayleigh-Taylor instability test. Such a
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Figure 5.2: The same as Figure 5.1, but for the dimensionless specific internal energy. Again, after
t = 0.01 the agreement with the dashed reference solutions with our results is very good.
situation is encountered for example in an environment of rapidly forming stars as in
a ultra luminous infrared galaxies. The specific test considered here was first studied
in Krumholz and Thompson [2012]. The same setup was also studied in Davis et al.
[2014] using a more accurate VET radiative transfer method. Interestingly, these
authors reported considerable di↵erences between both radiative transfer methods.
The radiation field obtained with the VET method managed to continuously lift
some gas upwards through radiation pressure, whereas the FLD simulations showed
a fallback of the gas and a turbulent end state. In Rosdahl et al. [2015], another
radiative transfer scheme based on the M1 closure was introduced. Overall, their
method produced a result more similar to FLD, even though some aspects of the
outcome also resembled the VET method. A particularly interesting aspect of this
test is hence that di↵erent radiative transfer approximations produce qualitatively





Gas and dust are assumed to be strongly coupled and the Planck and Rosseland













The parametrization is compatible with Semenov et al. [2003] and strictly valid
only for T < 150K, assuming the temperature of the radiation field and gas field
are roughly equal. The gravitational field is pointing downwards with gravitational
acceleration g. The inflowing radiation field has a net flux of F?, which corresponds to
a temperature T? = (F?/aRc)1/4. This allows the definition of a characteristic sound
speed c2? = kT?/µmH, scale height h? = c
2
?/g, and sound crossing time t? = h?/c?.
In Krumholz and Thompson [2012] the temperature and mean molecular mass were
chosen as T? = 82K and µ = 2.33. This results in a flux of F? = 2.54⇥ 1013 L kpc2.
The Rosseland mean opacity at T? is ↵R,? = 2.13 cm2g 1. Instead of specifying the
gravitational acceleration g and surface density ⌃ directly, it is more convenient to





⌧? = ↵R,?⌃. (5.35)
Our simulations are using a 2D Cartesian grid in the (x, z) plane. Initially, we set
the radiation field to E = aT 4? everywhere. The density is given by
⇢ = (1 +A sin(2⇡x/ ))
(
⇢? exp( z/h?), exp( z/h?) > 10 10
10 10⇢?, exp( z/h?)  10 10
, (5.36)
with ⇢? = ⌃?/h?. Through A and   an initial perturbation is added, for which we
use A = 0.25 and   = 256h? in all runs. Additionally, we have added small random
fluctuations in some of our runs. The initial temperature is set to T = T?, and the
gas velocity to v = 0.
We impose reflective boundary conditions for the fluid at the lower boundary and
transmissive boundaries at the upper end. The transmissive boundaries are realized
by forcing the density, temperature and velocity of the topmost row of cells to a fixed
value of ⇢ = 10 13⇢?, T = 103T? and v = 0. For the radiation field, we impose a von
Neumann boundary at the bottom and a Dirichlet boundary at the top end with
E = aT 4? . The boundaries in the x-direction are periodic for both, the radiation field
and the gas flow.
The gravitational field is constant throughout the domain and pointing in the  z
direction. Table 5.1 summarizes our runs and states the numerical resolution as well
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Overview of Levitation tests
Label ⌧? fE,? (Lx ⇥ Lz)/h? Nx ⇥Nz
F0.02 TAU10.0 10.0 0.02 512⇥ 256 1024⇥ 512
F0.5 TAU3.0 3.0 0.5 512⇥ 1024 1024⇥ 2048
F0.5 TAU10.0 10.0 0.5 512⇥ 2048 1024⇥ 4096
Table 5.1: Overview of our Levitation test runs. The first run F0.02 TAU10.0 is in the stable regime,
where the radiation is not able to lift the gas considerably. The two other runs F0.5 TAU3.0 and
F05 TAU10.0 are in the unstable regime, where the radiation field can initially drive an outflow, which
quickly becomes unstable and starts to fall back.
as the used box sizes. These runs are a subset of those studied in Krumholz and
Thompson [2012]. The run F0.02 TAU10.0 represents the stable case, in which the
radiation force is not able to drive a strong upward outflow. The other two runs,
F0.5 TAU3.0 and F0.5 TAU10.0, have parameters in the more interesting unstable
regime, where in principle such an outflow is possible.
5.4.2 Results
Stable regime
We will first analyse the F0.02 TAU10.0 run. Due to the low Eddington ratio of only
fE,? = 0.02, the simulation should not show any outflow. Figure 5.3 shows the gas
density at four instances in time. The corresponding radiation temperature is shown
in Figure 5.4. The initial low Eddington ratio should not allow any significant lift
of the gas. However, the high opacity of ⌧? = 10 leads to trapping of the radiation,
which results in a temperature increase, which in turn leads to a strong rise of the
opacity through the / T 2 dependency of the opacity. Thus, the density profile is
lifted slightly. Due to the higher opacity in the denser regions of the sine profile, the
lift is stronger there. This leads to a distortion of the initial density perturbation.
However, after some time, due to the decrease in density caused by the upwards
motion, the atmosphere falls back and settles in a steady state.
This is shown in a more quantitative way in Figures 5.5 and 5.6. We define the
mass-weighted velocity dispersion in the x and z-directions as
 x,z =
✓R










and the total velocity dispersion as   = ( 2x +  
2
z). The velocity dispersion reaches
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r/r?
Figure 5.3: Density slices of the F0.02 TAU10.0 simulation at four instances in time. The initial
exponential density profile is driven upwards by the inflowing radiation, but quickly starts to fall back as





1.0 1.5 2.0 2.5 3.0 3.5 4.0
T/T?
Figure 5.4: The same as Figure 5.3, but for the radiation temperature of the F0.02 TAU10.0 run.
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Figure 5.5: The velocity dispersion over sound speed for the F0.02 TAU10.0 run over time. The solid
line shows the full velocity dispersion, while the dashed line shows the x-component and the dotted line
shows the z-component of the velocity dispersion.
declines to about 0.3 cS. The horizontal velocity dispersion only slowly starts rising,
while the vertical velocity dispersion changes much more quickly. This is not surpris-
ing, as the driving radiation force is mainly in the upward z-direction and horizontal
motions only develop due to the sinusoidal density profile.
The mean Eddington ratio characterizes the balance between uplifting radiation
forces and downdriving gravitational forces. The mean radiation force is
hfrad,zi =
Z











The Eddington ration shows a quick initial rise, but then falls back to fE = 0.2 and
remains there until the end of the simulation, which is in agreement with the lack of
any outflow visible in the density slices.
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Figure 5.6: The Eddington ratio over time for the F0.02 TAU10.0 run. The grey dotted line marks
fE = 1, which is roughly required to drive an outflow. For this run the Eddington ratio stays below that
value at all times.
Unstable regime
Now we focus on the runs in the unstable regime. Both have a larger initial Eddington
ratio of fe,? = 0.5. They only di↵er in the initial optical depth ⌧?. The density and
radiation temperature slices are shown in Figures 5.7 and 5.8 for the ⌧? = 3 run and
in Figures 5.9 and 5.10 for the ⌧? = 10 run, respectively. In both runs, the radiation
field initially manages to drive an upward motion. The heating of the gas leads to an
increased opacity, which is responsible for the strong initial upward motion. However,
at about t/t? = 16 (⌧? = 3 run) and t/t? = 11.6 (⌧? = 10 run), the density field starts
to form buckles. At around the same time, radiation manages to escape through
cavities and the temperature drops significantly. This in turn drastically reduces the
upwards driving force. The gas develops a Rayleigh-Taylor instability and the down
falling buckles seed turbulent motions.
This can be more clearly seen in Figure 5.11, showing the velocity dispersion of
both runs. The final velocity dispersion is highly supersonic and reaches about 10 cS.
Figure 5.12 clearly shows the drop in the uplifting force. Even though the Eddington
ratio approaches unity, no large-scale outflow is established. Only a small fraction of
the gas manages to reach the upper boundary. This finding is in agreement with the
results obtained by Krumholz and Thompson [2012]. However, Davis et al. [2014]
103
5 Flux Limited Di↵usion in AREPO
t = 0.00 t = 4.00 t = 8.00 t = 12.00
t = 16.00 t = 20.00 t = 24.00 t = 28.00
t = 32.00 t = 36.00 t = 40.00 t = 44.00
t = 48.00 t = 52.00 t = 56.00 t = 60.00
10 4 10 3 10 2 10 1
r/r?
Figure 5.7: Density slices at 16 instances in time for the F0.5 TAU3.0 run. The inflowing radiation
initially drives an upward motion. After some time the flow becomes turbulent and starts to fall back.
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t = 0.00 t = 4.00 t = 8.00 t = 12.00
t = 16.00 t = 20.00 t = 24.00 t = 28.00
t = 32.00 t = 36.00 t = 40.00 t = 44.00
t = 48.00 t = 52.00 t = 56.00 t = 60.00
1.0 1.5 2.0 2.5 3.0 3.5 4.0
T/T?
Figure 5.8: The same as in Figure 5.7, but for the radiation temperature.
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t = 0.00 t = 2.90 t = 5.80 t = 8.70 t = 11.60
t = 14.50 t = 17.40 t = 20.30 t = 23.20 t = 26.10
t = 29.00 t = 31.90 t = 34.80 t = 37.70 t = 40.60
10 4 10 3 10 2 10 1
r/r?
Figure 5.9: Density slices at 15 instances in time for the F0.5 TAU10.0 run. Initially, the gas starts to
rise due to the incoming radiation. The high density regions start to buckle and the radiation field is no
longer able to provide support against gravity, resulting in a back flow.
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t = 0.00 t = 2.90 t = 5.80 t = 8.70 t = 11.60
t = 14.50 t = 17.40 t = 20.30 t = 23.20 t = 26.10
t = 29.00 t = 31.90 t = 34.80 t = 37.70 t = 40.60
1.0 1.5 2.0 2.5 3.0 3.5 4.0
T/T?
Figure 5.10: The same as in Figure 5.9, but for the radiation temperature.
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Figure 5.11: The velocity dispersion over sound speed for the F0.5 TAU3.0 and F0.5 TAU10.0 runs over
time. The solid lines shows the full velocity dispersion, while the dashed line shows the x-component and
the dotted line shows the z-component of the velocity dispersion.
report di↵erent results based on their VET method. For the same set of simulation
parameters, they find an outflow and attribute the qualitative di↵erence to the
radiative transfer method and the inability of the FLD method to correctly describe
the radiation flux in optically thin regions, possibly leading to a loss of radiation
and an overly strong reduction of the uplifting force. Whether or not this claim is
correct can unfortunately not easily be decided. Given the complexity of radiation
hydrodynamics codes, an independent verification by another VET code will be
necessary to shed more light on this interesting discrepancy between the di↵erent
methods.
5.5 Discussion
We presented an implementation of flux limited di↵usion in AREPO. Even though we
have shown tests on Cartesian meshes only, a generalization of our implementation to
an arbitrary Voronoi mesh is straightforward as the di↵usion operator can be readily
evaluated over the faces of a Voronoi cell. The remaining parts of the matrix equation
are identical. The geometric multigrid solver would however have to be replaced by
an algebraic multigrid solver. An algebraic multigrid solver makes no assumptions
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Figure 5.12: The Eddington ratio over time for the F0.5 TAU3.0 and F0.5 TAU10.0 runs. The initial
high Eddington ratio drops significantly and stays at around unity. However, no significant outflow is
found.
about the underlying mesh connectivity in deriving coarse grained meshes. Thus, a
matrix with an arbitrary sparse pattern can be solved. The HYPRE library provides
such an algebraic multigrid solver as well, which would then need to be employed
instead of the geometric multigrid solver used thus far.
Furthermore, we have shown that our implementation is able to reproduce the
non-trivial Marshak and Levitation test cases. Our results in the Levitation test agree
well with those of Krumholz and Thompson [2012] and Rosdahl et al. [2015]. However,
given the conflicting results by Davis et al. [2012] this also means that they may be
a↵ected by systematic inaccuracies of FLD. While flux limited di↵usion provides a
simple and fast approximation for radiation hydrodynamics, this also emphasizes









An AMR Module for Arepo
6.1 Introduction
The moving mesh code AREPO discretizes the Euler equations on a moving Voronoi
mesh. Each Voronoi cell is constructed around a so called mesh generating point.
The Voronoi mesh is defined such that every cell contains the volume closer to its
mesh generating point than to any other mesh generating point. The ability to use an
almost arbitrary set of points to construct a Voronoi mesh has the big advantage of
a very flexible mesh than can be nearly perfectly adopted to the problem of interest.
This is especially helpful if a huge density contrast has to be simulated and no
geometric symmetries can be exploited, as encountered for example in cosmological
simulations. Here, dense regions can be conveniently resolved with more mesh
generating points, resulting in an adaptive resolution. Additionally, Voronoi cells
have generally a roundish shape without preference for any spatial direction. The
advantage over schemes like SPH, which also easily adapts to huge density contrasts,
is that the mesh can also be refined on arbitrary other quantities, and not just on
the mass enclosed within a cell. However, a significant disadvantage of a Voronoi
tessellation lies in the complicated grid construction routines and the associated
computational overhead.
Most other mesh codes used in astrophysics employ structured meshes that can
be combined with an adaptive mesh refinement strategy. Often, they use a regular
Cartesian mesh and split a cell of edge length  x into 2d smaller cells of size  x/2,
where d is the number of space dimensions. The resulting mesh is a more regular
mesh composed of cubic cells. The regularity makes the mesh management routines
a lot simpler and considerably reduces the computational cost. Many performance
optimizations are easier to achieve on an AMR mesh than on an unstructured Voronoi
mesh. Deriving discretized versions of di↵erential operators for a regular grid is easier
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as well, making exploring new physical processes, which require discretized versions
of new equations, a lot easier and faster than on a Voronoi mesh.
Two general classes of methods for organizing the mesh are discussed in the
literature: Tree-based [see e.g. Kravtsov et al., 1997; Teyssier, 2002] and block
structured [see e.g. Bryan et al., 2014; Fryxell et al., 2000; Mignone et al., 2012]
AMR methods. The block structured methods do not refine single cells, but instead
larger regions are resolved by a finer grid encompassing many cells. This makes
these codes a bit less adaptive. However, each patch can be stored continuously in
memory, allowing for a better cache optimization. An alternative approach is to allow
arbitrary cell refinements as in the tree-based methods. A tree like data structure is
then used to manage the mesh. However, also here the mesh has to fulfill certain
level jump conditions for stability reasons, which we will discuss below.
Implementing an alternative AMR mesh into the code AREPO is interesting for
mainly two reasons. First, it allows a more direct comparison of results obtained
with the moving-mesh Voronoi method against results obtained with a traditional
AMR code. In particular, these comparisons can extend also to complex applications
like galaxy formation where many additional physics available in AREPO needs to be
used. Second, it provides a toolbox to quickly implement new numerical methods
like flux limited di↵usion or discontinuous Galerkin hydrodynamics approaches as
discussed in Chapters 5 and 7.
Ideally, the AMR module should reuse as many parts of the AREPO code as
possible to simplify the method comparisons. The Voronoi mesh construction already
needs a tree like data structure for a fast neighbour search. Thus, implementing a
tree-based AMR code is a natural choice. As many data structures filled out by the
Voronoi mesh construction are reused. As a result, most other parts, which do not
depend on the type of mesh used, need no adjustment.
6.2 AMR mesh generation
The main task of the mesh generation module is to generate a list of all active
interfaces between cells containing their area, and to provide a mechanism to split or
merge cells into smaller or larger ones.
A tree like data structure consists of two entity types: Internal nodes and leaf
nodes. An internal node has up to 2d child nodes. In order to obtain a volume filling
AMR tessellation, we always require full occupancy of all 2d children in an internal
node, otherwise gaps would occur. In our case leaf nodes are associated with the
AMR cells. Each internal and leaf node knows its parent node.
The root node is spanning the entire simulation domain. Each child of a node
with volume V has a volume of V/2d and fills one of the octants1. Each node has an
associated level l, with l = 0 denoting the root node. An example of an AMR mesh
in 1D is shown in Figure 6.1. The tree is distributed among the MPI tasks. Each
1or quadrant in 2D, for brevity we will only discuss the 3D case here
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Figure 6.1: Example of an AMR tree in 1D. The top node represents the root node spanning the entire
box. Internal tree nodes are shown in black and AMR cells or leaf nodes in green. The corresponding
mesh is shown at the bottom. Orange arrows show neighbour relations.
process has a top tree, which is the same on all tasks. The part of the tree containing
the local domain is stored along with a ghost layer for neighbouring domains.
Along with each node a list of the 2d direct neighbours in the d directions is stored.
Neighbours in diagonal directions are not explicitly stored, but they can be easily
obtained through neighbour of neighbour relations. For stability reasons, the level
among neighbouring cells might jump at most by ±1 in any direction including the
diagonal directions. Thus, a cell of level l can either have four cells at level l+ 1, one
cell at the same level l, or a cell at level l   1 as a neighbour. The neighbour node
of an internal or leaf node at level l can either be an internal node or leaf node at
the same level or a leaf node at level l   1. A cell with split neighbour cells has an
internal node as a neighbour in that direction.
Fluxes are computed between cells, always using the smaller interface. A a cell
can thus receive contributions from up to four other cells in any given direction.
A node stores the averaged hydro state of all leaf nodes below that node as well.
These averaged quantities are required to provide necessary boundary information at
interfaces with a level jump. These averaged quantities can be easily computed in a
recursive algorithm by first computing the averaged state of all children and then
computing the averaged state of a node.
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1
2 3 3
Figure 6.2: Example of the generation of the refinement map: The following steps are performed for
each level, level by level: 1. The cell is flagged for refinement by a refinement criterion. 2. The parent
node containing a flagged node is flagged as well. 3. If an octant is filled by an internal node or a flagged
cell, the neighbouring internal nodes or cells are flagged as well in order to guarantee that the level jump
condition is met. The new cells are shown as dashed lines in in the bottom mesh.
6.3 Refinement and derefinement
To allow adaptivity, the mesh is dynamically refined and derefined after each time
step where necessary. These refinement operations have to obey the level jump rule.
If the split of a cell would violate the level jump condition, this is resolved by refining
additional cells in the surrounding region. Note that this approach can trigger a
cascade of refinement operations.
First, a so called refinement map is generated. This refinement map contains the
information which cells should be split and which nodes are kept. The following
operation is done on cells and internal nodes level by level, starting from the highest
level (smallest cells) to construct the refinement map: Each cell or internal node is
first checked whether it should be split according to a physical refinement criterium.
If so, a flag is set for that cell or internal node. If a node is flagged, this has the
meaning of keeping the cells below that node. Furthermore, a node is marked if one
of its children is marked. Note that we only allow one level of derefinement at a
time. Thus, if a node has another node as a child it is flagged as well, preventing a
derefinement of more than 2d cells into a larger one at a time.
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Now we need to ensure the level jump condition. For a cell at level l, we need
to check the neighbours in all 26 directions. If they are a cell, they are either at
the same level l, or at a smaller level l   1. We do not need to check the other case
of a node at level l with cells on level l + 1, as we go through the mesh level by
level starting from the level with the smallest cells. Any violation of the level jump
condition induced by this node and its cells would already have been detected and
repaired. Along the inner directions towards the centre of an internal node, the level
jump condition is always fulfilled. Fulfilling the level jump condition towards the
outer direction requires the parent node to have either a cell at level l   1, which is
the same level as the parent node, or an internal node as a neighbour. This condition
is equivalent to requiring that the grandparent node at level l   2 has a node as a
neighbour in that direction. Thus, it is more convenient to enforce the level jump
condition on the level l   2 of the grandparent: If a child of a node is either an
internal node or a flagged cell (which will turn into a node after refinement), we need
to check all surrounding neighbours and flag them as well, turning cells on level l  2
into cells with level l   1. Afterwards, the routine repeats on the next level.
To generate a more stable mesh, we additionally apply an optional mesh smoothing:
This means that an additional bu↵er region of refined cells around cells refined based
on a physical condition is generated. This is done by executing the refinement map
routine multiple times. In these extra runs, refinement of a cell is triggered if a
neighbouring cell or node is flagged for refinement. After the refinement map has
been built, flagged cells will be split and un-flagged nodes will be merged to a single
cell.
6.4 Gradient estimation
The reconstruction step of the finite volume flux computation requires a local gradient
estimator. Such a gradient estimator can be obtained using finite di↵erence operators.
We use a symmetric first order accurate estimator for the derivative. A derivative









where hi is the length of the AMR cell and f(xi) the value at the discrete position
xi. The full gradient is determined by applying the finite di↵erence formula in all
directions.
At a level jump, boundary information is required. On each internal node we store
averaged data of all cells below that internal node. If the neighbouring cells are on
a finer level, the value stored on the internal node is used instead. In the opposite
case of a larger neighbour cell, the central value of the larger cell is interpolated to
the position of a corresponding neighbour cell on the same level. This requires a
computation of the gradient estimates level by level, starting at the coarsest root
level.
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6.5 Finite volume method





q(x, t) dV =
Z
@Vi
F (q(x, t)) dA, (6.2)
with the state (vector) q, infinitesimal surface normal dA, and flux tensor F. The
left integral goes over the control volume Vi, while the integral on the right side
extends over the surface of that volume. The control volume Vi is given by the AMR






q(x, tn) dV. (6.3)
The discretized update step for Q is then
Q(xi, t












with timestep size  t, surface area Aij and surface normal vector nij . The sum
extends over all surfaces elements of the i-th cell with corresponding neighbour cell
j. The intercell flux F is evaluated using time and spatially extrapolated states
q¯L(xij , t
n+1/2) and q¯R(xij , t
n+1/2) at the interface. Here q¯L is the extrapolated value
from the left based on the i-th cell, while q¯R is the extrapolated value from the right
for the j-th cell. The spatial extrapolation is done using the local gradient estimate,
qL/R(xij , t
n) = q(xi/j , t
n) + xL/Rrq, (6.5)
with  xL/R being the vector connecting the centre of the cell with the centre of the
interface. The time extrapolation is done by applying a forward Euler step to the
state vector using the di↵erential Euler equations:
q¯L/R(xij , t
n+1) = qL/R(xij , t
n)  tF(qi/j) ·rqi/j . (6.6)
The flux function F(q¯L, q¯R,n) is given by the solution of the corresponding
Riemann problem. The Riemann problem assumes constant left and right states q¯L
and q¯R at the interface with surface normal vector n. Various approximate Riemann
solvers are discussed in the literature. We use an exact Riemann solver here, which
calculates the exact analytical solution.
6.5.1 Slope limiting
In smooth parts of the flow, our scheme is formally second order accurate. However,
at strong gradients or discontinuities spurious oscillations then invariably appear.
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This follows from Godunov’s theorem which states that any linear scheme free from
generating new extrema can only be of first order accuracy. The goal is then to
construct a high resolution scheme, which is of second order accuracy in smooth parts,
but can still resolve sharp discontinuities without introducing spurious oscillations.
This is only possible for non-linear schemes.








|qj   qi| , (6.7)
and a scheme is said to be total variation diminishing (TVD) if
TV(qj)  TV(qi) 8j   i. (6.8)
It can be shown that TVD is an essential property needed to prove convergence
of a non-linear scheme. In the case of a scalar linear advection equation, various
criteria for TVD schemes can be derived and proven. The situation is a bit less
clear for non-linear partial di↵erential equations like the Euler equations. Here, it is
common practice to simply employ methods adapted from linear advection equations.
Results obtained with these methods for non-linear schemes are usually found to be
oscillation free in practice, even though formal proofs are often unavailable.
One possibility is to replace the estimated gradients (rq) by so-called slope limited
gradients
(rq)0 =  (r)(rq), (6.9)
with a slope limiter  (r) and r = (qi   qi 1)/(qi+1   qi). The slope limiter  has to
remain inside a so called TVD region described by
 (r) = 0 for r  0, (6.10)










The slope limiter is applied for each component of q and for each direction inde-
pendently. For comparison, we have implemented several slope limiter functions  
discussed in the literature in our code:
• A Superbee type limiter:
 (r) =
8>>>><>>>>:
0 if r  0
2r if 0  r  1/2
1 if 1/2  r  1
min (r, R(r), 2) if r > 1
(6.14)
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• A van Leer type limiter:
 (r) =
(






if r   0 (6.15)
• A van Albada type limiter:
 (r) =
(






, R(r)) if r   0
(6.16)
• A Minbee type limiter:
 (r) =
8><>:
0 if r  0
r if 0  r  1
min (1, R(r)) if r   1
(6.17)
An alternative approach to limit the slope was proposed in Springel [2010]:




(qmaxi   qi)/ qij for qij > 0
(qmini   qi)/ qij for qij < 0
1 for qij = 0,
, (6.19)
 qij = (rq)i xij , qmaxi = max(qj) and qmini = min(qj).
6.6 Test problems
In the following, we show four test problems to asses the performance and correctness
of our AMR implementation. In particular, we will study the impact of mesh
smoothing and the choice of slope limiter in various test cases.
6.6.1 Shock tube
The shock tube tests consists of constant left and right initial states, separated by
a diaphragm at x = 0.3 in a 1D box. The left state is given by ⇢L = 1, vL = 0.75
and PL = 1. The right state is given by ⇢R = 0.125, vL = 0 and PL = 0.1. For the
test we use an adiabatic index of   = 1.4. The simulation is evolved until t = 0.2. A
static mesh with 512 cells in the x-direction is used to resolve the box of size 1.
Figure 6.3 shows the profiles of the density ⇢, velocity v, pressure P and specific
internal energy u. From left to right, a rarefaction wave, a contact discontinuity and a
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Figure 6.3: Solution of the shock wave test at t = 0.2. From left to right, a rarefaction fan, a contact
discontinuity and a shock wave is visible. All tested slope limiters are more or less indistinguishable from
each other. The limiter of Springel [2010] is a bit less restrictive, but shows slight oscillations, especially
visible in the internal energy u at the contact discontinuity.
shock wave are visible. All tested slope limiter produce results almost indistinguishable
from each other. The shock wave is sharply resolved in all cases, but also a little
bit smeared out compared with the analytical solution. Also, the rarefaction fan is
well resolved in all cases. The most di cult wave is the contact discontinuity. In
all cases the wave is smeared out more than the shock wave, but still well resolved.
The limiter proposed in Springel [2010] produces a sharper result in the density ⇢,
however still slightly smearing the contact wave. This comes at a price of slight
oscillations, which are especially visible in the lower panel that shows the internal
energy u.
6.6.2 Kelvin-Helmholtz instability
The Kelvin-Helmholtz instability test involves a contact discontinuity subject to a
shearing flow. In a two dimensional periodic box of size 1 we set up a middle layer,
ranging from 0.25 < y < 0.75, with a density of ⇢ = 2 and a surrounding region
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Figure 6.4: The figure shows the Kelvin-Helmholtz instability at t = 0, at t = 1 and at t = 2. The run
uses AMR and mesh smoothing is applied twice. The initial conditions are seeded with an initial velocity
perturbation to trigger the fluid instability. Over time billows start to form and grow.
with ⇢ = 1. The pressure is constant throughout the box with P = 2.5 and   = 5/3.
The middle layer moves with vx = 0.5 to the right, whereas the outer region moves
with the same speed to the left. Initially, we start with a constant mass resolution
corresponding to a resolution of  x = 1/128 in the outer layer and  x = 1/256 in
the middle layer. The simulation is followed up to t = 2. The AMR mesh is refined
to keep the mass within a cell roughly constant. We compare runs with AMR and
mesh smoothing, AMR without mesh smoothing, and a static grid without AMR,
against each other.
In Figure 6.4, we show the initial conditions and snapshots at t = 1 and t = 2 for
a run using AMR and mesh smoothing. The initial instability seeds small billows,
which grow over time. The impact of resolving the high density region in the middle
with four times as many cells as the outer regions can be assessed in Figure 6.5. All
panels show the output at the final time t = 2. The left most panel is identical to
the final result shown in Figure 6.4. The middle panel applies AMR, but no mesh
smoothing. The rightmost panel shows a run on a Cartesian mesh without AMR and
resolves the complete box with the highest resolution used in the run with AMR, i.e.
with 256⇥256 cells in total. The Cartesian mesh run shows the most detailed billows.
Especially the low density regions of the vortices show more detailed structure than
in the AMR runs, which is due to the higher resolution available in these regions in
the Cartesian mesh run and due to the fall back to first order convergence at level
jumps. However, the overall structure is mostly una↵ected by using AMR. Also, the
di↵erences between using mesh smoothing and not using mesh smoothing are rather
minor for this test. The AMR level map at the final time is shown in Figure 6.6.
The high resolution region follows the high density region of the billows.
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Figure 6.5: The figure compares the results obtained at t = 2 in a run with mesh smoothing applied
twice, a run with AMR and no mesh smoothing and a Cartesian mesh without using AMR at a resolution
of 256⇥ 256 cells.
Figure 6.6: The figure shows a map of the final AMR level at t = 2. The run in the left panel applies
mesh smoothing twice, while the middle panel shows a run without any mesh smoothing. The right panel
shows the corresponding level of the Cartesian run without AMR.
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Figure 6.7: A high resolution version of the Kelvin-Helmholtz instability on a 1024⇥ 1024 static grid
without AMR. Both panels show the density at t = 2. The run shown in the left panel is using a Superbee
slope limiter, while the right panel shows a run with the limiter proposed in Springel [2010].
To asses the di↵erence induced by the choice of slope limiters, we compare a
Superbee like limiter with the limiter discussed in Springel [2010]. In Figure 6.7 we
show the final output at t = 2 for a run with 1024⇥ 1024 cells. The overall shape is
similar for both slope limiters. The Superbee limiter in the left panel smoothes out
the solution slightly more. Especially secondary Kelvin Helmholtz instabilities in the
“finger” like structures following the billows are more suppressed by the Superbee
limiter. The limiter of Springel [2010] also allows for a richer structure in the vortices
of the primary billows.
6.6.3 Sedov-Taylor blast wave
The Sedov-Taylor blast wave test simulates an explosion due to a large energy
injection in a single point. Initially we start from a Cartesian mesh with 1282 cells. A
total energy of E = 1 is injected over the four central cells. The background density
is ⇢ = 1 at a pressure of P = 10 4, and we use an adiabatic index of   = 5/3.
Due to the energy injection, an outgoing blast wave develops. Figure 6.8 shows the
density of the simulation at nine instances in time. Initially the region behind the
blast wave has a diamond like shaped. This is an artifact due to the rectangular mesh:
Information can only flow directly along coordinate axis. A flow in a diagonal direction
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Figure 6.8: The time evolution of a 2D Sedov-Taylor blast wave. Initially the shape of the blast wave is
non spherical due to artifacts introduced by the AMR mesh allowing fluxes only along the coordinate
axis. However, rather quickly a round outgoing blast wave is established. At late times the blast wave
interacts with itself, due to the periodic boundaries.
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Figure 6.9: A radial profile through the Sedov Taylor blast wave at t = 0.1. The green line shows the
analytical solution while the blue line is the output of our simulation at t = 0.1. The position of the
shock wave agrees well with the analytical expectation. However, the maximum density reached in the
simulation is lower then the analytical expectation.
takes two steps, as two interfaces are involved. This e↵ect is most pronounced behind
the blast wave, due to the low density and thus lower resolution. At around t = 0.21,
the blast wave interacts with itself, due to the periodic boundaries. This leads to
a further density enhancement directly at the boundary by two interacting shock
waves.
Figure 6.9 shows a radial density profile of the simulation at t = 0.1. For comparison
we show the analytically expected solution of the setup. The position of the blast
wave is well matched. However, the peak density reached in the blast wave is lower.
The maximum density reached is about ⇢ = 3.3 compared to the expected value of
⇢ = 4 The blast wave is a bit more extended as well. This problem can be resolved
by using higher resolution.
6.6.4 Rayleigh-Taylor instability
The setup consists of a fluid with density ⇢ = 2 in the upper half of the box atop of
a fluid with ⇢ = 1 in the lower half. We choose a simulation domain of size Lx = 0.5
and Ly = 2, with periodic boundary conditions in the x-direction and reflective
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Figure 6.10: Time evolution of the Rayleigh-Taylor instability over time. The panels show the evolution
of the density from t = 0 up to t = 20. The rightmost panel in the bottom row shows a map of the
refinement levels at t = 20.
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boundary conditions in the y-direction. An external gravitational field pointing
downwards with g =  0.1 is imposed. The pressure is chosen to balance gravity by
P (y) = P0 + g(y   0.75)⇢, (6.20)
where P0 = 2.5 and an adiabatic index of   = 1.4 is assumed. The hydrostatic
equilibrium is slightly disturbed by adding a small velocity perturbation in the
y-direction:
vy(x, y) = w0 [1  cos(4⇡x)] [1  cos(4⇡y/3)] , (6.21)
with w0 = 0.0025. The resolution of the box is 256⇥ 1024 cells.
The initially small perturbation in the y-component of the velocity starts to lift
some of the fluid upwards resulting in the time evolution shown in Figure 6.10. Due
to the lower pressure higher up in the box, the fluid element continues to rise further,
until a fluid instability starts to form. At the interface between the denser and lighter
fluid vortices form and material eventually falls back. The rightmost panel in the
lower row of Figure 6.10 shows the AMR refinement map at the final time t = 20.
This panel nicely shows the adaptivity of the AMR mesh to the fluid density.
6.7 Summary
We have described and tested an extension of the moving-mesh code AREPO with a
classic tree-based AMR module based on Cartesian grids. Our extension makes only
the minimum amount of changes in AREPO required such that the AMR mesh can
be used as an alternative to the moving-mesh in applications of the code. This allows
for detailed comparisons of the performance of the moving-mesh technique relative to
that of classic AMR using the same base code, thereby eliminating other sources of
spurious di↵erences that can otherwise creep in when completely independent codes
are compared. Furthermore, the AMR mesh can now be used in applications where
a moving-mesh o↵ers no significant advantages. Its relative simplicity compared
with an unstructured Voronoi mesh makes it also suitable as a development platform






Discontinuous Galerkin methods were first introduced in Reed and Hill [1973] and
later extended to non-linear problems [Cockburn et al., 1989, 1990; Cockburn and
Shu, 1989, 1991, 1998]. First, they have been applied in engineering problems [see
e.g. Cockburn et al., 2011; Gallego-Valencia et al., 2014], but very recently also to
astrophysical problems [Mocz et al., 2014; Zanotti et al., 2015]. In this chapter we
outline the equations and main ideas behind DG and introduce our implementation
for the AMR module of AREPO.
In principle, finite volume schemes can be extended to high order methods. Most
implementations use a simple linear data reconstruction resulting in a second order
scheme. The next higher order method uses a parabolic data reconstruction, as
implemented in piecewise parabolic schemes [Colella and Woodward, 1984]. While a
linear reconstruction needs only the direct neighbours of each cell, a further layer
is needed for a parabolic reconstruction. Thus, with the increase of the order of a
scheme, the required stencil will grow as well. Especially in a parallelized code, this
a↵ects the scalability, as the ghost region around the local domain has to grow as
well for a deeper stencil, resulting in a larger data exchange among di↵erent MPI
processes and higher memory need.
In contrast, DG methods only need information about their direct neighbours,
independent of the order of the scheme. Furthermore, the computational workload is
not only spent on computing fluxes between cells, but has an internal contribution
from each cell as well. The latter part is much easier to parallelize in a hybrid
parallelization code. Additionally, DG provides a framework to derive discretized
equations up to an arbitrary convergence order. These features make DG methods a
compelling approach for future exa-scale machines. Building higher order methods
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with a classical finite volume approach is a rather di cult task in comparison, which
might explain why only second and third order finite volume methods are used in
practice.
In the following we will first describe how the solution is described using a set of
basis functions. Then, we explain how initial conditions can be derived and how they
are evolved forward in time. Finally, we consider a DG extension to AMR meshes
and discuss suitable slope limiters.
7.2 Field representation using basis functions
Instead of describing the solution with averaged values q within each cell, in DG the
solution is represented by polynomials of degree k. This polynomial representation is
continuous inside a cell, but discontinuous across cells, hence the name discontinuous
Galerkin method. Inside a cell K, the state is described by a function qK(x, t). This
function is only defined on the volume of cell K. In the following, we will write
qK as the polynomial representation of the state inside cell K. The polynomials
of degree k form a vector space, and the state qK within a cell can be represented
using weights wKl , where l denotes the component of the weights vector. Each wl
contains an entry for each of the five conserved hydrodynamic quantities. Using a set
of suitable orthogonal basis functions  Kl (x) the state in a cell can be expressed as






Note how the time and space dependence on the right hand side is split up into two
functions. This will provide the key ingredient for discretizing the continuos partial
di↵erential equations into a set of coupled ordinary di↵erential equations.
The vector space of all polynomials up to degree k has the dimension N(k). The
l-th component of the vector can be obtained through a projection of the state q






q(x, t) Kl (x) dV, (7.2)
with |K| being the volume of cell K and wKl = (w⇢,l,wp,l, we,l) being the l-th
component of the weight vector of the density, momentum density and total energy
density. The integrals can be either solved analytically or numerically using Gauss
quadrature rules. By wi,l we refer to a single component of the l-th weight vector, i.e.
w0,0 and w0,1 are the zeroth and first weight of the density, which correspond to the
mean density and a quantity proportional to the gradient inside a cell, respectively.
7.2.1 Basis functions
We use a tensor product of Legendre polynomials as basis functions  Kl . To more
easily accommodate an AMR mesh with variable cell sizes, the cells are rescaled such
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x  xK  , (7.3)
with xK being the centre of cell K.
The full set of basis functions can be written as
{ l(⇠)}N(k)l=1 =
n
P˜u(⇠1)P˜v(⇠2)P˜w(⇠3)|u, v, w 2 N0 ^ u+ v + w  k
o
, (7.4)
where P˜u are scaled Legendre polynomials of degree u. The sum of the degrees
of the individual basis functions has to be equal or smaller than the degree k of












(k + 1)(k + 2)(k + 3). (7.5)
Legendre polynomials









+ n(n+ 1)Pn(⇠) = 0, n 2 N0. (7.6)
The solutions Pn(⇠) are polynomials of degree up to n. The first six polynomials are:
P0(⇠) = 1 (7.7)
















(63⇠5   70⇠3 + 15⇠) (7.12)
and can be obtained through the recursion relation
(n+ 1)Pn+1(⇠) = (2n+ 1)⇠Pn(⇠)  nPn 1(⇠). (7.13)
The scaling is chosen as
P˜ (⇠)l =
p
2l + 1P (⇠)l. (7.14)




0 if i 6= j
2 if i = j.
(7.15)
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7.3 Initial conditions
To obtain the initial conditions, we have to find weight vectors wKl at t = 0
corresponding to the initial conditions q(x, 0). The polynomial representation of a
scalar quantity described by the weight vector is






The di↵erence between the prescribed actual initial condition and the polynomial
representation should be minimal, which can be achieved by varying the weight





qKi (x, 0)  qi(x, 0) dV, (7.17)






q(x, 0) Kl (x) dV. (7.18)






q(⇠, 0) l(⇠) d⇠. (7.19)
In principal, the integral can be computed analytically for known analytical initial








using (k + 1)3 sampling points xq and corresponding quadrature weights !q. Note
that for polynomial initial conditions of up to degree k the Gauss quadrature rule is
exact.
7.4 Time evolution equations
The solution is discretized using time dependent weight vectors wKl (t). The time










7.4 Time evolution equations
To obtain an evolution equation for the l-th weight, the Euler equation is multiplied












 Kl dV = 0. (7.22)
Integrating the second term by parts leads to a volume integral over the interior of




















l n↵ dA = 0. (7.23)
We will now discuss the three terms in turn, starting with the first one. Inserting
the definition of qK and using the orthogonality relation of the basis functions









We transform the next term into the ⇠-coordinate system. The term involves a













































The flux vector F ↵ can be easily evaluated at the (k+1)3 quadrature points ⇠q using
the polynomial representation qK(⇠q, t). An analytical expression can be obtained
for the derivatives of the basis functions.
Finally, the last term is a surface integral over the cell boundary. Again, we
transform the equation into the ⇠-coordinate system and apply a Gauss quadrature

























F  qKL (⇠a,q, t), qKR (⇠a,q, t)  l(⇠q)!a,q. (7.26)
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Each of the interface elements a is sampled using (k + 1)2 quadrature points ⇠a,q.
The numerical flux F between the discontinuous states at both sides of the interface
is computed using an exact or approximative HLLC Riemann solver. Note that only
this term couples the individual cells with each other.
Equations (7.25) and (7.26) can be combined into a function RKl
 
w1, . . . ,wN(k)
 
.
Combining this with Equation (7.24) gives the following system of coupled ordinary









Equation (7.27) is solved using a strong stability preserving (SSP) Runge-Kutta
integrator [Gottlieb et al., 2001]. We define y =
 
w1, . . . ,wN(k)
 




+R(y) = 0. (7.28)
A third order SSP Runge-Kutta scheme is given by
y(0) = yn (7.29)





















yn+1 = y(3). (7.33)
with initial value yn, final value yn+1, intermediate states y(0),y(1),y(2), and time
step size  tn.
7.4.2 Time-step calculation














with Courant factor C and sound speed cK . The minimum over all cells is determined
and taken as the global maximum allowed time step. Note the (2k+1) 1 dependence
of the time step, which leads to a reduction of the timestep for high order schemes.
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7.4.3 External force fields
The coupling of an external force field to the Euler equations can be straightforwardly














Multiplication with the basis functions  Kl (x) and integration over the cell volume

















7.5 DG with adaptive mesh refinement
The extension of DG to an AMR mesh requires a mapping of the weights wKl to
corresponding weights wA...Hl of smaller sub cells if a cell is refined. A corresponding
mapping is required for derefining a cell, i.e. for merging these weights into a single
cell. We note that finite volume methods with AMR fall back to first order accuracy
at a level jump. This problem is not present in DG methods, making them an
interesting method to be coupled with AMR.
7.5.1 Refinement
In the case of refining a cell, the weights of a sub cell A are given by minimizing the









This again is achieved by computing the following projection integral over the space
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 j(⇠1, ⇠2, ⇠3) d⇠. (7.42)
For each sub cell A, . . . ,H a corresponding projection matrix is defined.
In the following, we will define the vector wˆi = (wi,0, . . . , wi,N(k)) for the weights
of a single hydrodynamical quantity i. Using this notation the projection can be




No information is lost by refining a cell. The degrees of freedom of the sub cells are
su cient to represent the polynomial of the original cell K.
7.5.2 Derefinement
In case of derefining the sub cells A, . . . , H into a single cell K, a similar term has to














dV + . . .
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(7.44)
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. (7.45)
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The usual AMR refinement criteria such as keeping the mass in a cell constant within
a given factor can be applied to DG as well. A more interesting and computationally
challenging refinement criterion is to refine steep gradients. The refinement criterion
has to be implemented in a way which avoids runaway refinement of a resolved










4,0 are the changes in density over a cell divided by
p
3.
The target slope is set by the parameter wt and the factor ↵ controls the gradual
refinement, introduced to avoid oscillation between a refined and derefined state.









If this criterium is met, node L is kept and the cells below that node are not derefined
into a single cell. Otherwise the cells are derefined.
7.6 Slope limiting
As for finite volume methods, the polynomial representation within a cell can lead
to over- or undershooting at cell boundaries. This happens especially in the case
of higher order schemes. To prevent growing oscillations, a slope limiter is applied.
This slope limiter diminishes or erases the weights corresponding to the higher order
polynomials. The art of a good slope limiter is to be only active when needed. If the
limiting is done at unnecessary places, the advantages of a higher order scheme are
lost. However, if the limiter is not restrictive enough, spurious oscillations are not
su ciently damped.
7.6.1 Component-wise limiter
This simple limiter limits each hydrodynamical quantity i separately. The linear
change over a cell in each direction (wK{2,3,4},i) is compared against gradient estimates
based on the mean values in the cell K and its neighbouring cells WK , EK , NK , SK ,






(wK1,i   wWK1,i ),
 p
3






(wK1,i   wSK1,i ),
 p
3






(wK1,i   wBK1,i ),
 p
3
(wTK1,i   wK1,i)). (7.51)
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The minmod function is defined as
minmod(a, b, c) =
(
smin(|a|, |b|, |c|) s = sign(a) = sign(b) = sign(c)
0 otherwise.
(7.52)
If the weights w˜K{2,3,4},i are equal to w
K
{2,3,4},i, the state of cell K is left unchanged,
otherwise all the weights associated with the linear polynomials are set to w˜K{2,3,4},i
and all higher moments are set to zero. In this case, the state within a cell is given
by















The parameter   is chosen in the range of [0.5, 1], where the choice of   = 0.5
corresponds to a TVD scheme. If a larger value is chosen, the scheme is less
restrictive, but more prone to spurious oscillations.
In the case of AMR, direct neighbour cells on the same level may not be available
in all 6 directions. In this case, virtual cells at the same level are constructed using
the projection operators defined for refining or derefining cells.
Alternatively the limiting can be done in characteristic variables, where the slopes
wK{2,3,4},i and mean values w1,i are transformed into characteristic variables using the
flux tensor F(q) of the mean cell value q. To further reduce the limiting to only
discontinuities, a total variation bounded (TVB) limiter can be obtained by replacing
the minmod function with
minmodB(a, b, c) =
(
a if |a| M( xK)2
minmod(a, b, c) otherwise,
(7.54)
with a parameter M [Cockburn and Shu, 1998]. This modification further improves
the convergence properties of the scheme.
7.6.2 Positivity limiter
At all times, the density ⇢, pressure P and energy e should remain positive throughout
the entire computational domain. However, due to higher moments this might be
violated in some parts of the solution. This will turn into a problem for the DG
solver, if the positivity property is violated at a quadrature point inside the cell or
an interface. To avoid this problem, a so-called positivity limiter is used [Zhang and
Shu, 2010]. This limiter strictly guarantees positivity only on a set of discrete points
within a cell, but if they are spaced densely enough, the solution can be expected to
remain positive everywhere. To guarantee positivity, a strong stability preserving
Runge-Kutta scheme and positivity preserving Riemann solver is needed in addition.
The set of points where positivity is enforced has to include the cell interfaces,
because fluxes are computed there. A possible choice of integration points, which
include the integration edges, are the Gauss-Lobatto-Legendre (GLL) points. In the
following, we will be using tensorial products of GLL and Gauss points, where one
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coordinate is chosen from the set of GLL points and the remaining two are taken
from the set of Gauss points:
Sx = {(⇠ˆr, ⇠s, ⇠t) : 1  r  m, 1  s  k + 1, 1  t  k + 1} (7.55)
Sy = {(⇠r, ⇠ˆs, ⇠t) : 1  r  k + 1, 1  s  m, 1  t  k + 1}
Sz = {(⇠r, ⇠s, ⇠ˆt) : 1  r  k + 1, 1  s  k + 1, 1  t  m} (7.56)
The full set of integration points is S = Sx [ Sy [ Sz, which includes all points where
fluxes are evaluated in the integration step.




We define a reduction factor ✓K1 as
✓K1 = min
⇢     ⇢¯K   ✏⇢¯K   ⇢Kmin
     , 1  , (7.58)
with the mean density in the cell ⇢¯K (the 0-th density weight) and the minimum
target density ✏. All high order weights of the density are reduced by this factor
wKj,1  ✓K1 wKj,1, j = 2, ..., N(k). (7.59)







1 if PK(⇠)   ✏
⌧⇤ such that P (qK(⇠) + ⌧⇤(qK(⇠)  q¯K)) = ✏.
(7.61)
The equation for ⌧ can not be solved analytically and has to be solved numerically.
The equation is solved using a Newton-Raphson method. Now, the higher order
weights of all quantities are reduced by ✓2
wKj,i  ✓K2 wKj,i, j = 2, ..., N(k), i = 1, ..., 5. (7.62)
Additionally the timestep has to be modified slightly to


















with the first GLL weight wˆ1. For a second order DG scheme the weights are wˆ1 = 1
and wˆ1 = 1/3 for a third and fourth order method.
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7.7 Discussion
We summarized the ideas and equations behind a discontinues Galerkin hydrody-
namics implementation on top of an AMR mesh. Detailed results of test problems of
our implementation can be found in Schaal et al. [2015]. In the following, we will
summarize the main advantages and characteristics of a DG method:
• In addition to flux computations on the interface between neighbouring cells,
internal fluxes are computed. The ratio of internal to interface flux computations
rises with increasing order. These computations are easier to map to novel
massive parallel compute architectures.
• The computation to memory access and computation to communication ratios
are more favourable compared with traditional finite volume methods.
• The stencils involve only direct neighbours, even for higher order methods.
• DG provides a framework to derive higher order methods. It is in principle
clear how to derive a numerical scheme of arbitrary order.
These advantages make DG methods an interesting approach for discretizing the
Euler equations. However, at shocks, the standard method falls back to first order
accuracy. If the problem at hand is dominated by shocks and discontinuities, this
might be a major drawback. Otherwise, for smooth flow problems, DG shows clear
advantages. In the following chapter we will focus on simulating subsonic turbulence




Subsonic Turbulence Simulations using
Discontinuous Galerkin Hydrodynamics
8.1 Introduction
Supersonic turbulence in the interstellar medium may well play a key role for regulat-
ing star formation [Klessen et al., 2000; Mac Low and Klessen, 2004]. Cosmological
structure formation is believed to be another area where supersonic turbulence plays
an important role, for example providing additional pressure in support for clusters
of galaxies [Schuecker et al., 2004]. Also, subsonic turbulence is thought to be
ubiquitously present the intracluster medium and in part in the intergalactic medium
as well.
The representation of the sub-cell solution using polynomials in DG is especially
e↵ective if smooth problems are considered. In such a case, the discontinuities between
adjacent cells are minimal and the representation within a cell is very accurate. This
makes subsonic turbulence simulations a very interesting first application of our new
DG implementation.
As shown in Bauer and Springel [2012], subsonic turbulence can pose a hard
problem for some of the simulation methods used in computational astrophysics.
Standard SPH in particular struggles to reproduce results as accurate as finite volume
codes, and a far higher computational e↵ort would be required to obtain an equally
large inertial range as obtained with a finite volume method. However, we should
point out that many improvements on standard SPH have been proposed in recent
years [see e.g. Abel, 2011; Heß and Springel, 2010; Hopkins, 2013, 2014; Price, 2008;
Read and Hayfield, 2012; Read et al., 2010; Wadsley et al., 2008], which may also
have helped to improve the performance of SPH in simulations of turbulence.
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In this chapter, we aim to examine how well our newly developed DG methods fair
in simulating turbulent flows. In particular, we want to see whether an improvement
in accuracy and computational e ciency compared with standard second-order finite
volume methods is realized.
8.2 Simulational setup
We shall consider an e↵ectively isothermal gas in which we drive subsonic turbulence
through a forcing on large scales. The imposed isothermality prevents the buildup of
internal energy and pressure through the turbulent cascade over time. Technically,
we simulate an ideal gas but reset slight deviations from isothermality back to to the
imposed temperature level after every timestep, allowing us to directly measure the
dissipated internal energy.
We consider a 3D simulational domain of size L = 1. In the following, we will
compare runs with a finite volume scheme and runs using our new DG hydro solver
on a fixed Cartesian mesh. In the case of DG simulations we vary the resolution as
well as the convergence order of the code. A summary of all of our runs is given in
Table 8.1.
Note that we always state the convergence order, i.e. O = k + 1 instead of k for
our DG runs. At a fixed convergence order of 3, we vary the resolution from 323 up
to 2563, and at a fixed resolution of 1283 we change the convergence order from 1
up to 4. This allows us to asses the impact of both parameters against each other.
The number of basis functions is N(0) = 1 for a first order method, N(1) = 4 for a
second order method, N(2) = 10 for a third order, and N(3) = 20 for a forth order
method. In Table 8.1 we also state the approximate number of degrees of freedom
per dimension to better compare the impact of increasing the order versus increasing
the resolution level.
8.2.1 Turbulent driving
We use the same driving method as in Bauer and Springel [2012], which is based on
Federrath et al. [2008, 2009]; Federrath et al. [2010]; Schmidt et al. [2006] and Price
and Federrath [2010]. We generate a turbulent acceleration field in Fourier space
containing power in a small range of modes with kmin = 6.27 and kmax = 12.57. The
amplitude of the modes is described by a paraboloid centred around (kmin + kmax)/2.
The phases are drawn from an Ornstein–Uhlenbeck (OU) process. This random
process is given by
✓t = f ✓t  t +  
p
(1  f2) zn, (8.1)
with random variable zn and decay factor f , given by f = exp(  t/ts), with
correlation length ts. The phases are updated after a time interval of  t. The
variance of the process is set by  . The expected mean value of the sequence
is zero, h✓ti = 0, and the correlations between random numbers over time are
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Overview over our turbulence simulations
Label Numerical method Conv. order O Resolution (d.o.f./cell)1/3
FV X 1 finite volume 1 323 . . . 5123 1
FV X 2 finite volume 2 323 . . . 5123 1
DG X 1 discontinuous Galerkin 1 1283 1
DG X 2 discontinuous Galerkin 2 1283 1.59
DG X 3 discontinuous Galerkin 3 323 . . . 2563 2.15
DG X 4 discontinuous Galerkin 4 1283 2.71
Table 8.1: Summary of the turbulence simulations discussed in this chapter. The X in the name is a
placeholder for the resolution level. As a reference solution we consider ordinary finite volume simulations
with up to 5123 resolution elements. In case of DG, we vary the resolution from 323 up to 2563 for
the third order code, as well as the convergence order from 1 up to 4 at a resolution of 1283 cells. To
better asses the impact of a higher order method, we state the number of degrees of freedom per cell per
dimension. The number of degrees of freedom per cell are 1, 4, 10 and 20 (from 1 order up to 4 order) in
the case of DG.
h✓t ✓t+ ti =  2f . This guarantees a smooth, but frequent change of the turbulent
driving field.
We want a purely solenoidal driving field, because we are interested in smooth
subsonic turbulence in this study. A compressive part would only excite sound waves,
which would eventually steepen to shocks if the driving is strong enough. These







The acceleration field is incorporated as an external source term in the DG
equations. The formalism is similar to adding an external gravitational field. We

















thus we have to evaluate the driving field for (k + 1)3 inner quadrature points ⇠ for
each Runge-Kutta stage. An additional evaluation at the cell centre is required to
compute the allowed time step size. The evaluation is done with a discrete Fourier
sum over the few non-zero modes of the driving field. If the update frequency of the
driving field is smaller than the typical timestep size, storing the acceleration field
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Figure 8.1: A thin slice through the middle of our best resolved DG simulation at third order showing
the density field. The field uses the sub-cell information given by the high order DG weights. Every cell is
sub-sampled four times.
for each inner quadrature point can speed up the computations. In case of the finite
volume runs, we add the driving field through two half step kick operators at the
beginning and end of a time step, like for ordinary gravity.
The overall amplitude of the acceleration field is rescaled such that a given Mach
number is reached. Our target Mach number is M ⇠ 0.2. The decay time scale




Mc = 2.5 in our case. The
acceleration field is updated 10 times per decay time scale,  t = 0.1ts = 0.25.
8.2.2 Dissipation measurement
We use an adiabatic index of   = 1.01 instead of the isothermal index   = 1. The
slight deviation from   = 1 allows us to measure the dissipated energy while the
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dynamics of the fluid is essentially isothermal. After each timestep, the expected







with sound speed c and reference density ⇢0 = 1. This specific internal energy is
enforced at all quadrature points within a cell. Thus, the weights associated with





































+ ⇢(⇠q, t)✏(⇠q, t)
!
 l(⇠q)!q. (8.5)
Afterwards, the average internal energy density in the cell can be recomputed as







The dissipated energy is given by the di↵erence between the average internal energy
before and after adjusting the weights of the total energy density. Afterwards the
positivity limiter is applied to guarantee non-negative values in our DG simulations.
8.2.3 Power spectrum measurement
The power spectrum of a scalar or vector field w(x) is proportional to the Fourier
transformed of the two point correlation function:






Cw(l) exp( ikl) d3l (8.8)
= |wˆ(k)|2 , (8.9)
where wˆ is the Fourier transform of w1. Here, we are only interested in the 1D power
spectrum, thus we average Ew(k) over spherical shells:
Ew(k) = 4⇡k
2hEw(k)i, (8.10)
1We are using the convention of normalizing the Fourier transform symmetrically with (2⇡) 3/2.
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FV 128 2 DG 128 2 DG 128 3 DG 128 4














Figure 8.2: Thin slices through the density and velocity field at t = 30. We compare the finite volume
simulations against DG simulations of order 2 up to 4. Already 2nd order DG shows features which are
finer than in the 2nd order finite volume run. The higher moments available in 3rd and 4th order DG
allows a representation of finer features without increasing the spatial resolution. The thin lines of zero
velocity are much more pronounced in case of DG than in the finite volume case.
where k = |k|. The overall normalization of the Fourier transformation is chosen











with wˆijk being the discrete Fourier transformation of the discretized continuous field
w.
Usually we show kE(k) instead of E(k) directly in log-log plots. This means
a horizontal line in a log-log plot represents equal energy per decade and makes
interpreting the area under a curve easier.
8.3 Results
In Figure 8.2 we show a first visual overview of our simulation results at a resolution
of 1283 cells. The panels show the state at the final output time t = 30 for the
magnitude of the velocity and the density in a thin slice through the middle of the box.
Each cell is subsampled four times for this plot using the full sub-cell information
present for each DG or finite volume cell. In the case of the finite volume scheme, we
used the estimated gradients in sub-sampling the cells.
The finite volume and DG results are similar at second order accuracy. However,
already the second order DG run visually shows more small scale structure than the
finite volume run. By increasing the order of accuracy and therefore allowing for
more degrees of freedom within a cell, DG is able to represent considerably more
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Figure 8.3: Time evolution of the root mean square Mach numberM. The runs with a higher than first
order convergence order agree well with each other and manage to establish a Mach number of about
M ⇠ 0.2 at t = 12 after an initial phase. However, the first order finite volume and DG runs do not
manage to reach the same Mach number and fall substantially short of achieving a comparable kinetic
energy throughout the entire run time.
structure at the same number of cells. Interestingly, the velocity field has regions of
(almost) zero velocity. These thin stripes can be well represented in DG. The finite
volume run shows the same features, but they are not as pronounced. Additionally,
Figure 8.1 shows a thin density slice for our highest resolution DG run DG 256 3.
The high resolution and third order accuracy allows for more small scale details than
in any other of our simulations.
8.3.1 Mach number evolution
All of our runs with a convergence order larger or equal to second order reach an
average Mach number of M ⇠ 0.21 after t = 12. The detailed history of the Mach
number varies a bit from run to run. The di↵erences between the di↵erent DG runs
and finite volume runs are however insignificant. The same holds true for the other
runs not shown in Figure 8.3. Interestingly, both, the first order finite volume and
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FV 128 2 dis
FV 128 2 inj
DG 128 2 dis
DG 128 2 inj
DG 128 3 dis
DG 128 3 inj
DG 128 4 dis
DG 128 4 inj
Figure 8.4: The dashed lines show the injected energy, while the solid lines give the dissipated energy
over time. Dissipation becomes only relevant after an initial start-up phase. Thereafter, a quasi-stationary
state establishes.
DG runs fall substantially behind and can only reach a steady state Mach number
of about M ⇠ 0.17. The low numerical accuracy leads to a too high numerical
dissipation rate in this case, preventing a fully established turbulent cascade. A
similar problem was found in Bauer and Springel [2012] for simulations with standard
SPH. Besides problematic convergence properties of SPH, the high artificial viscosity
and noisy character of standard SPH were identified as the main reasons for its
problems in properly following subsonic turbulence. These problem could be alleviated
significantly by using a time dependent artificial viscosity parameterization, but the
noise inherent in SPH’s gradient estimates still limited the accuracy of the results.
8.3.2 Injected and dissipated energy
The globally injected and dissipated energy in our turbulence simulations is shown
in Figure 8.4 over time. The rate of energy injection through the driving forces stays




















Figure 8.5: Comparison of the velocity power spectra of our second order finite volume runs against our
third order DG runs. Interestingly, the spectra of the DG runs match with the ones obtained from the
finite volume runs at a quarter of the resolution. Thus, in total, DG obtains similar results using only
about half as many degrees of freedom per dimension as finite volume schemes.
At this point the variations between individual runs start to grow as well. Initially,
the dissipation is negligible, but at around t = 8 dissipation suddenly kicks in at a
high rate, but then quickly transitions to a lower level at around t = 12 which is
then stable until the end of our runs, indicating that a quasi-stationary state has
been reached. The di↵erence between both curves – the kinetic energy – remains
rather constant after t = 12. Thus, in the following we only use outputs after t = 12
for our analysis.
8.3.3 Velocity power spectra
In Figures 8.5 and 8.6 we show velocity power spectra of our runs. First, we focus on a
resolution study of our third order DG and second order finite volume runs in Figure
8.5. In case of the finite volume runs, we show the power spectra up to the Nyquist
frequency kn = 2⇡N/2L, with N being the number of cells per dimension. For our
DG runs we show the full power spectrum instead, obtained from the grid used in
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the Fourier transformation up to kg = 2⇡4N/2L = 4kn. The finite volume runs have
a second peak not shown here at modes above kn, induced by noise resulting from
the discontinuities across cell boundaries. The third and higher order DG methods
show a still declining power spectrum at kn and only at even higher modes close to
kg start to show a noise induced rise. This is due to the available sub-cell information
encoded in the DG weights.
All runs show an inertial range at scales smaller than the driving range on large
scales. The inertial range is followed by a numerical dissipation bottleneck. This
bottleneck is similar to the experimentally observed physical bottleneck e↵ect. The
energy flowing down to smaller scales can not be dissipated fast enough at the
resolution scale and piles up there before it is eventually transformed to heat. The
bottleneck feature moves to ever smaller scales as the numerical resolution is increased.
Especially our highest resolution DG runDG 256 3 shows a rather large inertial range.
However, the slope of the inertial range is slightly steeper than the expected k 5/3
Kolmogorov scaling. We think a Mach number ofM ⇠ 0.21 and the associated density
fluctuations are maybe already too high for a purely Kolmogorov-like turbulence
cascade, which is only expected for incompressible gas.
Interestingly, the power spectra of our finite volume runs match those of our third
order DG simulations, except that the finite volume scheme requires four times higher
spatial resolution per dimension. Considering the 10 degrees of freedom per cell for
third order DG, the e↵ective number of degrees of freedom is still lower by a factor
of 6.4 in the case of DG, which corresponds to a factor of 1.86 per dimension. This
underlines the power of higher order numerical methods, especially if comparatively
smooth problems such as subsonic turbulence are studied.
In Figure 8.6 we compare the impact of the numerical convergence order on the
power spectrum of our DG runs. As a comparison we include a second order finite
volume run as well. All runs have a numerical resolution of 1283. Already the second
order DG method shows a bit more extended inertial range than the second order
finite volume run. But the second order DG method already uses four degrees of
freedom per cell. Increasing the convergence order alone improves the inertial range
considerably. The change in going from second to third order is a bit larger than the
change from third to forth order.
8.3.4 Density PDFs
In Figure 8.7 we show the probability density function (PDF) of the density field for
some of our runs. The PDF is averaged from t = 12 up to t = 30 and sub-sampled
43 times for each cell. We take the estimated density gradients into account for the
finite volume runs. The finite volume run shows the smallest range of realized density
values at the sampling points. Slightly more sampling points pile up at the extreme
density values. This is due to the slope limited gradients used here, preventing
more extreme density values. The DG runs show a more extended range of density
values, with the range increasing with convergence order, because the higher order

















Figure 8.6: Velocity power spectrum for our DG runs at di↵erent convergence order at a resolution of
1283 cells. Already second order DG shows a large inertial range and a dissipation bottleneck at small
scales.
within a cell. If only the mean values within the cells are considered, the PDFs are
all rather similar to each other and not so di↵erent from the finite volume run shown.
8.4 Discussion
In Section 8.3.3, we already found that the DG results are as good as finite volume
results but need only a bit more than half as many degrees of freedom. Finite volume
methods have formally only one degree of freedom per cell, however, the gradients still
need to be stored for every cell, which further increases their memory requirements
and computational work load.
But on the other hand, DG has to solve (k + 1)2 Riemann problems per interface
instead of just one and requires (k + 1)3 cell internal flux evaluations per cell. The
later are cheaper than solving Riemann problems on the interfaces, as the flux can
be directly evaluated. Furthermore, we use an approximate Riemann solver in our
DG runs instead of the exact solver used in the finite volume runs. This is justified,
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Figure 8.7: The density PDF for our runs at a resolution of 1283 cells. The PDF is obtained by
subsampling each cell 43 times. In the finite volume case, we take the estimated density gradients into
account. For DG, we use the full polynomial information present in each cell. The shaded area represents
the standard deviation over time. Interestingly, finite volume schemes show a sharp drop o↵ at the low
and high density ends which is absent in this form in the DG calculations.
as DG generally leads to a smaller jump at the interface than in finite volume, due
to the better representation of the state within a cell.
The ultimate question for comparing numerical methods, is the computational
e ciency, i.e. what is the best numerical accuracy which can be obtained for a given
invested total runtime. A fair comparison involving the run time is complicated.
The runs used in this study were performed on di↵erent machines and the number
of CPUs used had to be altered, as the memory requirement change by several
orders of magnitude between our smallest and largest run. The comparison is even
further complicated by the fact that both implementations of our hydro solver are
optimized to di↵erent levels, which can distort simple comparisons of the run times.
Nevertheless, a straightforward comparison of the total CPU time used can give a




Both the finite volume method at second order accuracy and the DG scheme at
third order accuracy show very good weak scaling when increasing the resolution for
the range of resolutions studied here. If we compare the run time for roughly equal
power spectra, we find that the DG 032 3 run is about 1.14 times faster than the
corresponding FV 128 2 run. This factor increases if we increase the resolutions: The
DG 064 3 is already 1.34 times faster than the FV 256 2 run. The DG 128 3 run is
1.53 times faster than the FV 512 2 run, which comes close to the factor 1.86 more
degrees of freedom needed in the finite volume run to achieve the same accuracy.
Thus, DG does not only need less degrees of freedom to obtain the same accuracy
but also considerably less run time. This combination makes DG a very interesting
method for solving the Euler equations and reinforces its potential as an attractive










9.1.1 Radiative transfer and reionization
We presented a novel radiative transfer implementation using GPUs. The correctness
of the results obtained with both of our advection implementations – a cone-based
advection method and a moment-based approach using an M1 closure – was demon-
strated. Our implementation passed the standard reionization radiative transfer tests
outlined in Iliev et al. [2006a]. The di↵erences in accuracy between our cone-based
and moment-based advection methods were not found to be significant in problems
relevant for reionization. Thus, we used the moment-based method for our largest
production runs, because of its lower computational and memory requirements. Using
GPUs we could considerably speed up the radiative transfer computations.
We note that an accurate determination of the speed up achieved with GPUs
compared to a traditional CPU code is very di cult. A CPU-only version should in
principle use the full chip and all available hardware acceleration features, such as
vectorization, to allow for a fair comparison. To obtain a rough estimate, we replaced
all CUDA kernel invocations with OpenMP augmented loops, yielding a multithreaded
CPU version. All further optimizations were left to the compiler. This still gives only
a rough estimate, as more e↵ort went into optimizing the GPU version. In doing
this, we obtained a speedup of about 4 compared to an OpenMP optimized version of
our code.
Our radiative transfer implementation was used to study hydrogen reionization in
the Illustris universe in post processing. The AGN population rises too late to cause
hydrogen reionization, therefore we only considered stellar sources of UV photons
originating from stars in our analysis. In contrast, for helium, the harder spectra
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of AGNs would contribute considerably towards full helium reionization at a later
epoch. Another source of UV radiation not considered in our study are so-called
Population-III stars. An important choice had to be made for the parametrization
of the fraction of photons escaping from galaxies and being able to reionize the
IGM. We considered two models for this quite uncertain factor – a globally constant
escape fraction, and a global, but time-variable escape fraction as suggested in the
literature. Using the time dependent escape fraction we could reproduce numerous
key observables of cosmic reionization.
We were able to show that it is plausible that the stellar populations forming in
the Illustris Universe alone cause hydrogen reionization. In particular, our results
reproduce the ionization history inferred from Ly-↵ data. Also, the UV background
is reproduced well in our variable escape fraction model, though it appears slightly
overproduced at the end. This could be mitigated by further fine-tuning of the used
parameters, which was not attempted as part of this work. We found an optical depth
towards the last scattering surface of ⌧ = 0.065, which is in very good agreement
with the latest Planck data. Interestingly, the duration of reionization depends on
the escape fraction model used; the transition from an 80% neutral to a 20% neutral
IGM took between 190Myr and 340Myr in our simulations. The size distribution of
small bubbles stays constant for a long time, meaning that small bubbles are created
roughly at the same rate at which they grow into larger ones. The distribution
of ionization fractions shows a peak, which moves to smaller scales as reionization
progresses. After reionization is completed, the peak is at a neutral fraction of about
5⇥ 10 5.
9.1.2 Discontinuous Galerkin hydrodynamics
A promising, comparatively young approach to solve the Euler equations are so-
called discontinuous Galerkin methods. Currently, their use in astrophysics is still
in its infancy, but this may well change in light of rising demands for accuracy and
computational e ciency. Formulating a discontinuous Galerkin solver for a moving
Voronoi mesh is still an area of open research and presently an unsolved problem.
Thus, we decided to implement the DG method using a structured AMR mesh. This
is facilitated by an AMR module we developed for the AREPO code, which provides
an alternative mesh usable instead of a Voronoi mesh in this code. This also allows
more direct comparisons of results obtained with the moving-mesh hydro solver
against traditional AMR techniques. It also provides an environment to implement
novel numerical methods without the need to develop auxiliary code infrastructure
(such as I/O, time-stepping, search trees, etc.) from scratch.
We have given a brief overview over the concepts and equations behind DG, and
tested the method on a number of simple problems. A more extensive compilation of
results obtained with our implementation for the most common astrophysical test
problems can be found in Schaal et al. [2015]. We then used our new DG solver to
simulate subsonic turbulence as a first scientific application. Here, the advantages
of DG became clearly visible. As expected, the higher order methods yield a larger
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inertial range for subsonic turbulent cascades at a lower number of degrees of freedom
than corresponding finite volume schemes. Also, the total runtime is considerable
shorter with DG than with a conventional finite volume method. Naturally, the
smooth nature of subsonic turbulence is favourable for DG in this problem, so these
advantages are not necessarily equally large in other applications. If the simulation
is dominated by shocks, both methods might be more similar and the advantages of
DG could be reduced substantially.
9.2 Outlook
A future extension of our radiative transfer code could be the inclusion of helium
reionization. This would require the advection of three independent radiation fields
instead of just one, due to the two ionization edges of helium. Additionally, simulations
of a larger box including a representative population of rare AGNs should be run until
z ⇠ 3. This would still be computationally feasible using todays supercomputers.
An interesting and demanding future development could be the dynamic coupling
of the radiative transfer solver with the cosmological simulation model. Ideally, the
radiative transfer solver would be running on the GPUs, while the other computations
are handled by the CPUs. To be e cient, both computations have to run at the
same time and overlap, requiring moderate adjustments to our present code.
Cosmological simulations of structure formation have evolved significantly since
the first generations of dark matter only simulations. Nowadays, baryonic physics
is included as well, and numerous approximate treatments of galaxy formation
physics are incorporated. Recently, simulations have started to include magneto-
hydrodynamics on a regular basis. In future simulations, radiation hydrodynamics
and other advanced ingredients such as cosmic ray physics will be included as well.
Thus, there is a great need for e cient, yet su ciently accurate methods for treating
radiative transfer that can be dynamically coupled to hydrodynamics.
A good radiative transfer scheme must resolve the angular dependence of the
distribution of radiation intensity. This becomes clear by considering the conflicting
results of Davis et al. [2014]; Krumholz and Thompson [2012]; Rosdahl et al. [2015]
for a radiation pressure driven outflow problem. The M1 method lies between the flux
limited di↵usion method and the more accurate VET approach, but it still does not
reproduce the VET results in this problem. Assuming the latter are indeed correct,
this implies that more angular information has to be retained in a radiative transfer
scheme for more reliable results. Thus, an adaption of our cone-based method to
radiation hydrodynamics including radiation pressure and thermal coupling would
be another interesting future development, allowing us to independently check the
reported VET results for the outflow problem. Other developments along this
line of thought are the TRAPHIC [Pawlik and Schaye, 2008] and the SIMPLEX2
[Paardekooper et al., 2010] algorithms, and it would be interesting as well to compare
them in more detail to our methodology.
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9 Conclusion and Outlook
The DG implementation on an AMR mesh within AREPO we introduced here
might as well provide the basis of a powerful radiative transfer solver. For example,
Guermond et al. [2014] introduced an equilibrium discontinuous Galerkin radiative
transfer solver, discretizing the radiation field into N angular directions. Adapting
their approach to a time-dependent cosmological radiative transfer problem might be
very promising. Ultimately, a DG-like discretization using a moving Voronoi mesh is
also highly desirable, provided this is mathematically tractable in an e cient way.
The inclusion of high-order self-gravity and galaxy formation physics source terms in
DG are other obvious future developments. The coming years will show whether DG
can challenge and partially replace finite volume methods as a viable and practical
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