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Abstract
Enstrophy is an averagedmeasure of fluid vorticity. This quantity is
particularly important in rotating geophysical flows. We investigate the
dynamical evolution of enstrophy for large-scale quasi-geostrophic flows
under random wind forcing. We obtain upper bounds on the enstrophy,
as well as results establishing its Ho¨lder continuity and describing the
small-time asymptotics.
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1 Introduction
Randomness is ubiquitous in fluid systems. Macroscopic partial differen-
tial equation models for fluid flows contain such randomness as stochastic
forcing, uncertain parameters, random sources, and random boundary con-
ditions.
There has been active recent research on stochastic approaches to geo-
physical flows [19, 18, 14, 24, 4] and numerical simulations of stochastically
forced geophysical flows [25, 26, 5, 6, 27]. It is generally understood that
random fluctuations can have delicate impact on geophysical fluid dynamics
[19, 14, 25, 26, 10].
A class of large-scale geophysical flows under random forcing are modeled
by the quasi-geostrophic equation [19]:
∆ψt + J(ψ,∆ψ) + βψx = ν∆
2ψ − r∆ψ + W˙ , (1)
where ψ(x, y, t) is the stream function (ψx := ∂xψ), β ≥ 0 is the meridional
gradient of the Coriolis parameter, ν > 0 is the viscous dissipation constant,
r > 0 is the Ekman dissipation constant, and W (x, y, t) is a space-time
Wiener process to be defined below on a probability space (Ω,A,P). More-
over, J(f, g) = fxgy − fygx denotes the Jacobian operator. The generalized
time derivative W˙ models the noisy wind forcing.
Introducing ω(x, y, t) = ∆ψ(x, y, t), equation (1) can be rewritten in the
form
ωt + J(ψ, ω) + βψx = ν∆ω − rω + W˙ , (2)
where (x, y) ∈ D and D ⊂ R2 denotes a bounded domain with sufficiently
smooth boundary. The boundary conditions are no normal flow (ψ = 0 on
∂D) and free-slip (ω = 0 on ∂D) as in Pedlosky [22, p. 34] or in Dymnikov
and Kazantsev [11]:
ψ = ω = 0 on ∂D . (3)
An appropriate initial condition ω(0) is also imposed.
The mean enstrophy for a fluid flow is half the squared mean-square
norm of the vorticity [21, 23], i.e., we have
Ens(t) =
1
2
· E
∫
D
|ω(x, y, t)|2d(x, y) .
The enstrophy Ens(t) is an averaged measure of fluid vorticity ω(t). In
this paper, we discuss the time evolution of the enstrophy. We present
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results which establish upper bounds on the enstrophy, as well as results on
Ho¨lder continuity and small-time asymptotics for Ens(t). These results are
contained in Sections 3, 4, and 5, respectively. The mathematical framework
for our discussion is described in Section 2.
2 Mathematical Framework
As it stands, the stochastic quasi-geostrophic equation (2) still has to be
given a mathematically precise meaning. This can be accomplished using
the framework of stochastic partial differential equations, as described for
example in [7]. In our situation, we formally rewrite (2) in the Ito formula-
tion
dω = (ν∆ω − rω − βψx − J(ψ, ω))dt + dW . (4)
In the following we use the abbreviations L2 = L2(D), L∞ = L∞(D), Hk0 =
Hk0 (D), H
k = Hk(D), 0 < k < ∞, for the standard Sobolev spaces. Let
< ·, · > and ‖ · ‖ denote the standard scalar product and norm in L2,
respectively. Moreover, the norms for Hk0 and L
∞ are denoted by ‖·‖Hk and
‖·‖∞, respectively. Due to the Poincare´ inequality [13, p. 164], the expression
‖∆ · ‖ is an equivalent norm for H20 . It is well-known that the operator
A = ν∆ : L2 → L2 with domain D(A) = H2 ∩ H10 is self-adjoint. Note
that A generates an analytic semigroup S(t) on L2 ([20]). The spectrum
of A consists of eigenvalues 0 > λ1 > λ2 ≥ λ3 ≥ . . . with corresponding
normalized eigenfunctions ϕ1, ϕ2, . . .. The set of these eigenfunctions is
complete in L2. For example, for the square domain D = (0, 1) × (0, 1) the
eigenvalues are given by −ν(m2 + n2)pi2 for m,n ∈ N, and the associated
eigenfunctions are suitable multiples of sin(mpix) sin(npiy).
Now we can define an appropriate class of Wiener processes W . Let
βk, k ∈ N, denote a family of independent real-valued standard Brownian
motions. Furthermore, choose positive constants µk, k ∈ N, such that
∞∑
k=1
µ2k
|λk|1−θ
<∞ (5)
for some 0 < θ < 1. Then we consider the Wiener process W defined by
W (t) :=
∞∑
k=1
µk · βk(t) · ϕk , t ≥ 0 . (6)
Note that we explicitly allow Wiener processesW whose covariance operator
is not of trace-class, i.e., for which
∑∞
k=1 µ
2
k =∞.
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For the domain D we basically assume that the eigenfunctions ϕk of A
satisfy
ϕk ∈ C0(D¯), |ϕk(x, y)| ≤ C, (7)
|∇ϕk(x, y)| ≤ C
√
|λk|,
for all (x, y) ∈ D and k ∈ N, where C > 0 denotes a constant which depends
only on D. Domains D which satisfy these conditions include rectangular
domains, as well as equilateral triangles. Unfortunately, there are many
domains for which they are violated. See for example [1]. However, in this
paper it is conjectured that in (7) one generally should expect an upper
bound which is logarithmic in |λk|. Even though our results remain valid in
this situation, we will assume the above stronger condition.
Under the above assumptions, Theorem 5.2.9 in [8] guarantees that the
stochastic convolution
WA(t) =
∫ t
0
S(t− s)dW (s) , t > 0 , (8)
has a continuous version with values in C0(D), the Banach space of contin-
uous functions satisfying zero Dirichlet boundary conditions on D. To be
more precise, WA has a version which is even Ho¨lder continuous with some
small exponent, which depends on the asymptotic behavior of the coeffi-
cients µk.
If we define the nonlinear operator F by F (ω) = −rω − βψx − J(ψ, ω),
then (4) can be rewritten as the abstract evolution equation together with
initial condition
dω = (Aω + F (ω))dt+ dW , (9)
ω(0) = ω0.
For technical reasons we translate the operator A by a suitable multiple
of the identity. Consider a constant α ≥ 0 which will be chosen later on,
usually sufficiently large. Defining Aα := A − αI, we get the initial value
problem
dω = (Aαω + F (ω) + αω)dt+ dW ,
ω(0) = ω0
or in mild (integral) form
ω(t) = Sα(t)ω0 +
∫ t
0
Sα(t− s) (F (ω(s)) + αω(s)) ds+WAα(t) , (10)
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where the analytic semigroup Sα is given by Sα(t) = e
−tα ·S(t) for t > 0 and
the stochastic convolution WAα(t) is defined as in (8) with the semigroup S
replaced by Sα. Finally, let U := ω −WAα . Then U is the weak solution of
∂tU = AU + F (U + V ) + αV ,
U(0) = ω0,
where we use the abbreviation V :=WAα . Notice that both U and V depend
on α.
3 Enstrophy Estimate: Upper Bounds
We begin by establishing upper bounds on the time evolution of the enstro-
phy Ens(t) = E‖ω(t)‖2/2. Improving the a-priori estimate of [4, Section 3]
we obtain
1
2
·
d
dt
‖U(t)‖2 ≤ ‖∇U(t)‖2 · (ε− ν)
+ ‖U(t)‖2 · ((ε− r + c1β) + C · ‖V ‖∞ · (1 + Cε · ‖V ‖∞))
+ Cε ·
(
r + β + α2
)
· ‖V ‖2∞ + C · ‖V ‖
3
∞ + Cε · ‖V ‖
4
∞, (11)
where C denotes a generic constant which depends only on D, and whose
specific value may change from line to line. Similarly, Cε denotes a generic
constant which depends only on D and ε, where ε > 0 is some arbitrarily
small number. The constant c1 denotes the optimal constant in the Poincare
inequality ‖U‖ ≤ c1‖∇U‖ for mean zero functions U . For ε < ν the im-
proved a-priori estimate immediately yields the following lemma.
Lemma 1 For any γ > −ν · c−21 − r+ c1 · β there exist constants depending
only on γ, D, β, and r which are all denoted by C such that
d
dt
‖U(t)‖2 ≤ A(t)‖U(t)‖2 +B(t), t ≥ 0 (12)
with
A(t) = 2γ + C ·
(
‖V ‖∞ + ‖V ‖
2
∞
)
,
B(t) = C ·
((
1 + α2
)
· ‖V ‖2∞ + ‖V ‖
4
∞
)
> 0. (13)
Together with Theorem I.6.1 in [17] this yields
‖U(t)‖2 ≤ ‖ω0‖
2 · e
∫ t
0
A(s)ds +
∫ t
0
B(s)e
∫ t
s
A(τ)dτds, t ≥ 0. (14)
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Suppose for simplicity that ω0 and W are stochastically independent.
It is possible to drop this assumption in this section, but in this case we
additionally need E‖ω0‖
2+δ <∞ for some small δ > 0.
The critical term for taking the expectation in (14) is the squared L∞-
norm of V = WAα in the exponent, which is in general not finite. To
complicate matters further, the L∞-norm in the exponent cannot easily be
dealt with, since we do not have a Hilbert space structure.
For our situation we will improve on some ideas of [15]. Using Fernique’s
Theorem [7, Theorem 2.6] we get that P(t‖V (τ)‖2∞ > r
2) ≤ 1/(1+ e1+32λr
2
)
implies E(eλt‖V (τ)‖
2
∞) ≤ e16λr
2
+ e2/(e2 − 1) for any t, τ, r, λ > 0. Hence, by
Jensen’s inequality
E
(
eλ
∫ t
0
‖V (τ)‖2∞dτ
)
≤
1
t
·
∫ t
0
E
(
eλt‖V (τ)‖
2
∞
)
dτ ≤ Cλ,
provided P(t‖V (τ)‖2∞ > 1) ≤ 1/(1 + e
1+32λ) for any τ ≤ t. The latter
inequality follows immediately from Chebychev’s inequality, provided we
have
t · E‖V (τ)‖2∞ ≤
1
1 + e1+32λ
(15)
for any τ ≤ t. The following lemma is proven similarly as [7, Theorem 5.20].
Lemma 2 For any p ≥ 1 and any sufficiently small θ > 0 there exists a
constant C which depends only on p, θ, and D such that for any τ ≥ 0
E‖V (τ)‖2p∞ ≤ C ·
(
∞∑
k=1
µ2k
α− λk
· |λk|
θ
)p
︸ ︷︷ ︸
=:ϕ(α)p
. (16)
We remark that the assumption (7) on the eigenfunctions is essential for
the proof of this lemma. Notice also that the series in (16) is finite according
to (5). Lemma 2 implies that (15) is satisfied for any t ≤ C/ϕ(α). It is now
straightforward to verify that
Eem
∫ t
s
A(τ)dτ ≤ C · em(t−s)2γ
for any s ≤ t ≤ C/ϕ(α) and m = 1, 2, where γ and A(t) were defined in
Lemma 1. Moreover, Lemma 2 implies for B(t) in (13)
(
EB(t)2
)1/2
≤ C ·
((
1 + α2
)
· ϕ(α) + ϕ(α)2
)
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for any t > 0. We finally obtain from (14) that
E‖U(t)‖2 ≤ E
(
‖ω0‖
2 · e
∫ t
0
A(s)ds +
∫ t
0
B(s)e
∫ t
s
A(τ)dτds
)
≤ E‖ω0‖
2 · Ee
∫ t
0
A(s)ds +
∫ t
0
(
EB(s)2
)1/2 (
Ee2
∫ t
s
A(τ)dτ
)1/2
ds
≤ C · E‖ω0‖
2 · e2γt
+C ·
((
1 + α2
)
· ϕ(α) + ϕ(α)2
)
·
∫ t
0
e2γτdτ (17)
for any t ≤ C/ϕ(α). Using E‖ω‖2 ≤ 2E‖U‖2 + 2E‖V ‖2, this immediately
implies the following theorem on upper bounds for the enstrophy.
Theorem 1 (Upper Bound) Suppose that ω0 and W are stochastically
independent and that E‖ω0‖
2 <∞. Moreover, let γ > −ν · c−21 − r + c1 · β.
Then Ens ∈ L∞([0, T ]) for any T > 0. More precisely,
Ens(t) ≤ C · E‖ω0‖
2 · e2γt + C · ϕ(α)
+ C ·
((
1 + α2
)
· ϕ(α) + ϕ(α)2
)
·
∫ t
0
e2γτdτ
for any t ≤ C/ϕ(α), with constants C independent of t, α, and ω0.
Remark 1 It can be shown that for any choice of p ≥ 1 similar bounds hold
for E supτ∈[0,t] ‖U(τ)‖
2p, provided both E‖ω0‖
2p <∞ and t ≤ C/ϕ(α).
Moreover, all bounds on E‖U(t)‖2p or E supτ∈[0,t] ‖U(τ)‖
2p immediately
imply analogous bounds on Ens(t) or E supτ∈[0,t] ‖ω(τ)‖
2p. For this one has
to employ estimates for E supτ∈[0,t] ‖WAα(τ)‖
2p which can be obtained for
example as in [16, Corollary 2.3].
In order to obtain a bound for t → ∞, we note that for α → ∞ one
obviously has ϕ(α) → 0. However, the rate of convergence is essential. To
this end, we distinguish two cases. If we suppose that
∑∞
k=1 µ
2
k · |λk|
θ <∞
for some θ > 0, then the estimate ϕ(α) ≤
∑∞
k=1 µ
2
k · |λk|
θ/α is immediate —
and choosing α proportional to t in Theorem 1 furnishes
Ens(t) ≤ C ·
(
E‖ω0‖
2 · e2γt + t ·
∫ t
0
e2γτdτ + 1
)
for all t ≥ 0 .
If on the other hand
∑∞
k=1 µ
2
k ·|λk|
θ =∞, we additionally assume µ2k ≤ Ck
−µ
for some µ ∈ (θ, 1], with arbitrarily small θ defined in Lemma 2. (For µ > 1
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we can always find some small θ such that the first case applies.) Using the
fact that |λk| ∼ Ck for k →∞ (cf. [12]) we obtain
ϕ(α) ≤ C ·
∞∑
k=1
k−µ
ck + α
· kθ ≤ C ·
∫ ∞
0
kθ−µ
ck + α
dk
= C · αθ−µ ·
∫ ∞
0
τ θ−µ
cτ + 1
dτ .
Choosing αµ−θ proportional to t in Theorem 1, we derive
Ens(t) ≤ C ·
(
E‖ω0‖
2 · e2γt + t2/(µ−θ)−1 ·
∫ t
0
e2γτdτ + 1
)
for all t ≥ 0 .
Notice that 2/(µ − θ)− 1 > 1. We have proved the following result.
Theorem 2 (Global Upper Bound) Assume again that ω0 and W are
stochastically independent, that E‖ω0‖
2 <∞, and let γ > −ν ·c−21 −r+c1 ·β.
Then the following holds.
(a) If µ2k ≤ Ck
−µ for some µ ∈ (0, 1], we can find a µ˜ ∈ (0, µ) such that
Ens(t) ≤ C ·
(
E‖ω0‖
2 · e2γt + t(2−µ˜)/µ˜ ·
∫ t
0
e2γτdτ + 1
)
for all t ≥ 0 .
(b) If
∑∞
k=1 µ
2
k · |λk|
θ <∞ for some θ > 0 then
Ens(t) ≤ C ·
(
E‖ω0‖
2 · e2γt + t ·
∫ t
0
e2γτdτ + 1
)
for all t ≥ 0 .
The constants C are independent of t and ω0, but they can depend on θ, γ,
µ, µ˜, the domain D, or the coefficients in (1).
Remark 2 If −ν · c−21 − r+ c1 · β ≥ 0, then necessarily γ > 0. In this case
we obtain an exponentially growing upper bound for Ens(t) with growth rate
slightly larger than −ν · c−21 − r + c1 · β.
If on the other hand −ν · c−21 − r+ c1 · β < 0, then we can choose γ < 0.
This furnishes a polynomial upper bound which grows at least linearly in
time. The precise growth exponent is determined by the regularity of the
noise.
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Remark 3 As we already stated in the beginning of this section, one can
remove the condition of stochastic independence of ω0 and W in the previous
theorem, if one additionally assumes E‖ω0‖
2+δ <∞ for some small δ.
Our above results hold for a large class of noise processes, in particular
also for more irregular Wiener processes W whose covariance operator is
not of trace-class. If, however, one assumes that the Wiener process is of
trace-class, i.e., if Tr(Q) =
∑∞
k=1 µ
2
k <∞, then the results can be improved
significantly by employing Ito’s formula. One advantage of this approach is
that it avoids the conditions on the eigenfunction in (7). Therefore, we will
briefly outline the main ideas.
By applying Ito’s formula [7, Section 4.5] to the squared L2-norm of the
vorticity ω(t), it can easily be verified that
E‖ω(t)‖2 = 2E
∫ t
0
< Aω(τ) + F (ω(τ)), ω(τ) > dτ +Tr(Q) · t ,
where Tr(Q) =
∑∞
k=1 µ
2
k denotes the trace of the covariance operator Q
of W . Using calculations analogous to the ones leading to the a-priori esti-
mate in Lemma 1, we formally obtain
∂tE‖ω(t)‖
2 = 2E < Aω(τ) + F (ω(τ)), ω(τ) > +Tr(Q)
≤ 2γ · E‖ω(t)‖2 +Tr(Q) ,
where γ > −ν · c−21 − r+ c1 ·β as in Lemma 1. Hence, for any t ≥ 0 we have
Ens(t) ≤ Ens(0) · e2γ·t +Tr(Q) ·
e2γ·t − 1
4γ
. (18)
Especially if one can choose a growth exponent γ < 0, this significantly
improves the estimates of Theorem 2, since in this case the right-hand side
of (18) approaches −Tr(Q)/(4γ) for t→∞.
4 Enstrophy Estimate: Ho¨lder Continuity
In this section we establish regularity properties of the enstrophy as a func-
tion of time. More precisely, we will prove that Ens(t) = E‖ω(t)‖2/2 is
Ho¨lder continuous. To this end, we need the following lemma from [4].
Lemma 3 Define a nonlinear mapping F : C([0, T ];H10 )→ C([0, T ];L
2) by
(F(ω))(t) :=
∫ t
0
S(t− s)F (ω(s))ds , for t ∈ [0, T ] ,
9
where ω ∈ C([0, T ];H10 ), and A and F are as in (9). Then F is continuous,
and it can be extended to a continuous mapping from the space C([0, T ];L2)
to C([0, T ];L2). Furthermore, the image of the extended mapping F is con-
tained in C([0, T ],Ha(D)) for 0 ≤ a < 1/2.
In fact, it is shown in [4] that for arbitrary positive constants a ∈ [0, 1/4)
and ρ ∈ (0, 1/4) satisfying 0 < ρ+ a < 1/4 the estimate∥∥∥∥(−A)a
∫ t
0
S(t− s)F (ω(s))ds
∥∥∥∥
≤
rc+ βc
1− a
· t1−a · sup
0≤s≤t
‖ω(s)‖
+
(
8c
1− 4ρ− 4a
· t
1
4
−ρ−a +
4c
1− 2ρ− 2a
· t
1
2
−ρ−a
)
· sup
0≤s≤t
‖ω(s)‖2
holds. Especially for a = 0 we obtain
‖F(ω)(t)‖ =
∥∥∥∥
∫ t
0
S(t− s)F (ω(s))ds
∥∥∥∥
≤ (rc+ βc) · t · sup
0≤s≤t
‖ω(s)‖
+
(
8c
1− 4ρ
· t
1
4
−ρ +
4c
1− 2ρ
· t
1
2
−ρ
)
· sup
0≤s≤t
‖ω(s)‖2,
for every 0 < ρ < 1/4. Together with Theorem 1 and Remark 1 these
bounds immediately furnish the following result.
Lemma 4 Suppose that ω0 and W are stochastically independent and that
for some p ≥ 1 we have E‖ω0‖
2p < ∞. Moreover, let T > 0 be arbitrary,
and let a ∈ [0, 1/4) and ρ ∈ (0, 1/4) be such that 0 < ρ + a < 1/4. Then
there exists a constant C such that
E‖(−A)aF(ω)(t)‖p ≤ C · tp·(
1
4
−ρ−a) for all t ∈ [0, T ] .
The following theorem states our main result on the regularity of the
enstrophy. It will be proved in the remainder of this section.
Theorem 3 (Ho¨lder Continuity) Suppose that ω0 and W are stochasti-
cally independent and that E‖ω0‖
4 <∞. Then the enstrophy Ens(·) defined
by Ens(t) = E‖ω(t)‖2/2 is Ho¨lder continuous with arbitrary exponent less
than 1/4 on every compact interval in (0,∞).
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Remark 4 Note that in general we cannot expect the solution ω to be Ho¨lder
continuous with arbitrary exponent less than 1/4, since WA is in general less
regular. As one can see from (10) with α = 0, one cannot expect ω to be
more regular than WA.
To prove the above theorem establishing the Ho¨lder continuity of the
enstrophy, we first define
G(ω)(t) := S(t)ω0 + F(ω)(t). (19)
According to (10) for α = 0, we therefore have ω(t) = G(ω)(t) + WA(t).
Consider a fixed interval J = [ε, T ] ⊂ (0,∞). For t ∈ J and h with t+h ∈ J
the identity (10) then implies
E‖ω(t+ h)‖2 − E‖ω(t)‖2
= E‖G(ω)(t+ h) +WA(t+ h)‖
2 − E‖G(ω)(t) +WA(t)‖
2
= E‖G(ω)(t+ h)‖2 − E‖G(ω)(t)‖2
+2E < G(ω)(t+ h),WA(t+ h) > −2E < G(ω)(t),WA(t) >
+E‖WA(t+ h)‖
2 − E‖WA(t)‖
2
=: D1 + 2D2 +D3
For simplicity we assume h > 0 in the following. The case h < 0 can be
treated analogously.
We begin by estimating D3. Due to [2] one has E‖WA(·)‖
2 ∈ C∞(0,∞).
Hence, |D3| ≤ C · h for some constant C > 0.
In order to estimate D2, we define the shift-operator τt by τtω = ω(t+ ·)
for t > 0. Then the definitions of G and F in (19) and Lemma 3, respectively,
furnish
G(ω)(t + h) = S(h)G(ω)(t) + F(τtω)(h) . (20)
Since {ω(s)}s∈[0,t] is stochastically independent of {W (s)}s∈[t,t+h] we get
E < G(ω)(t + h),WA(t+ h) >
= E < S(h)G(ω)(t),
∫ t
0
S(t+ h− s)dW (s) >
+E < F(τtω)(h),WA(t+ h) >
= E < S(h)G(ω)(t), S(h)WA(t) > +E < F(τtω)(h),WA(t+ h) >
and together with the self-adjointness of S(h) we finally arrive at
D2 = E < (S(2h) − I)G(ω)(t),WA(t) >
+ E < F(τtω)(h),WA(t+ h) > . (21)
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The boundedness of E‖WA(t)‖
2 on J and Lemma 4 now yield
|E < F(τtω)(h),WA(t+ h) > | ≤
(
E‖F(τtω)(h)‖
2
) 1
2 ·
(
E‖WA(t+ h)‖
2
) 1
2
≤ C · h
1
4
−ρ.
As for the first term in (21), notice that
‖(S(h) − I)v‖ ≤
∫ h
0
‖(−A)S(s)v‖ds ≤ C · ha · ‖(−A)av‖ (22)
for any v ∈ D((−A)a), with a constant C which depends on a ∈ [0, 1). Thus,
|E < (S(2h) − I)G(ω)(t),WA(t) > |
≤ C · h
1
4
−ρ ·
(
E
∥∥∥(−A) 14−ρF(ω)(t)∥∥∥2 + E ∥∥∥(−A) 14−ρS(t)ω0∥∥∥2)12
for any ρ ∈ (0, 1/4). Together with ‖(−A)
1
4
−ρS(t)ω0‖ ≤ C · ε
ρ− 1
4 · ‖ω0‖ and
Lemma 4 we eventually obtain
|D2| ≤ C · h
1
4
−ρ . (23)
Finally we turn our attention to D1. Its definition and (20) imply
D1 = E‖G(ω)(t+ h)‖
2 − E‖G(ω)(t)‖2
= E < G(ω)(t + h)− G(ω)(t),G(ω)(t + h) + G(ω)(t)︸ ︷︷ ︸
=:DG
>
= E < (S(h) − I)G(ω)(t),DG > +E < F(τtω)(h),DG > .
As in the discussion leading to (23), we obtain for any a˜ ∈ [0, 1/4)
|E < (S(h) − I)G(ω)(t),DG > |
≤ C · h2a˜ · E
(∥∥(−A)a˜G(ω)(t)∥∥ · ∥∥(−A)a˜DG∥∥) ≤ C · h2a˜ . (24)
Using again Lemma 4 we further derive
|E < F(τtω)(h),DG > | ≤ C ·
(
E‖F(τtω)(h)‖
2
) 1
2 ·
(
E‖‖DG‖
2
) 1
2
≤ C · h
1
4
−ρ . (25)
Combining (24) for fixed a˜ near 1/4 with (25) furnishes |D1| ≤ C · h
1
4
−ρ,
and we finally obtain
|Ens(t+ h)− Ens(t)| ≤ C · h
1
4
−ρ
for arbitrary ρ ∈ (0, 1/4). This completes the proof of Theorem 3.
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5 Enstrophy Estimate: Asymptotics
In Section 3 we established upper bounds on the growth of the enstrophy
Ens(t) = E‖ω(t)‖2/2. Unfortunately, these bounds fail to accurately de-
scribe the dynamics of Ens(t) as t→ 0. For example, the bound derived in
Theorem 1 will generally not even converge to Ens(0) as t→ 0. Therefore,
this section is devoted to investigating the small-time asymptotics of the
enstrophy. Similar to [2, 3] this will be accomplished by relating Ens(t) to
the stochastic convolution.
In order to bound the growth of E‖WA(t)‖
2, we assume that the co-
efficients µk in (6) are bounded by µ
2
k ≤ cµ · k
−δ for some δ ∈ (0, 1) and
some positive constant cµ > 0. In this situation we obtain similar to [2,
Theorem 5.4] the estimate
E‖WA(t)‖
2 ≤ C0 · t
δ (26)
for arbitrary t ∈ [0, T ], where C0 denotes a positive constant which depends
on T . Using the mild integral form (10) we further get
‖ω(t)− ω0 −WA(t)‖ ≤ ‖(S(t) − I)ω0‖+ ‖F(ω)(t)‖ .
If we now assume that E‖ω0‖
4 < ∞, then an application of Lemma 4 fur-
nishes
E‖ω(t)− ω0 −WA(t)‖
2 ≤ 2E‖(S(t)− I)ω0‖
2 + 2E‖F(ω)(t)‖2
≤ 2E‖(S(t)− I)ω0‖
2 + C · t
1
2
−2ρ
≤ C · t2γ · E‖(−A)γω0‖
2 + C · t
1
2
−2ρ (27)
for fixed ρ ∈ (0, 1/4) and γ ∈ [0, 1). Thus, the additional assumption
E‖(−A)γω0‖
2 <∞ for some small γ ∈ [0, 1) implies
E‖ω(t)− ω0 −WA(t)‖
2 ≤ C · t2γ .
Hence,
(
E‖ω(t)‖2
) 1
2
≤
(
E‖ω0‖
2
) 1
2 +
(
E‖WA(t)‖
2
) 1
2 +
(
E‖ω(t)− ω0 −WA(t)‖
2
) 1
2
=
(
E‖ω0‖
2
) 1
2 +O
(
tγ + t
δ
2
)
.
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Similarly one obtains(
E‖ω(t)‖2
) 1
2
≥
(
E‖ω0‖
2
) 1
2 −
(
E‖WA(t)‖
2
) 1
2 −
(
E‖ω(t)− ω0 −WA(t)‖
2
) 1
2
=
(
E‖ω0‖
2
) 1
2 +O
(
tγ + t
δ
2
)
,
and together these estimates show that E‖ω(t)‖2 = E‖ω0‖
2 +O(tγ + tδ/2).
If on the other hand we have ω0 = 0, then (27) implies
E‖ω(t)−WA(t)‖
2 ≤ t
1
2
−2ρ ,
which analogously results in E‖ω(t)‖2 = E‖WA(t)‖
2 + O(t
1
4
−ρ+δ/2). Using
the definition of Ens, this furnishes the following result on the small-time
asymptotics of the enstrophy.
Theorem 4 (Asymptotics) Assume that E‖(−A)γω0‖
2 < ∞ for some
small constant γ > 0 and that E‖ω0‖
4 <∞. Furthermore, suppose that (26)
holds for some small δ > 0. Then
Ens(t) =
1
2
· E‖ω0‖
2 +O
(
tγ + t
δ
2
)
.
If in addition we have ω0 = 0 and let ρ ∈ (0, 1/4) be arbitrary, then
Ens(t) =
1
2
· E‖WA(t)‖
2 +O
(
t
1+2δ
4
−ρ
)
.
Notice that in the case ω0 = 0 the second term on the right-hand side is
of higher order than E‖WA(t)‖
2/2 only under additional assumptions. For
this we need δ < 1/2−2ρ, as well as a suitable lower bound on the growth of
the first term E‖WA(t)‖
2/2 for small values of t. The latter can be achieved
by imposing a lower bound on the growth of the coefficients µk. For details
we refer the reader to [2].
6 Summary
The enstrophy Ens(t) = E‖ω(t)‖2/2 is an averaged measure of fluid vorticity
ω(t). We have investigated the enstrophy evolution of large-scale quasi-
geostrophic flows under random wind forcing. Thereby we have obtained
results on upper bounds (Theorems 1 and 2), Ho¨lder continuity (Theorem
3), as well as small-time asymptotics (Theorem 4) for the enstrophy.
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