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INTRODUCTION
Physically based rendering [Pharr et al. 2016] in principle consists of summing up the contributions of light transport paths that connect the camera with the light sources. Due to averaging samples of path space, initial noise is intrinsic to simulating light transport this way. Importance sampling is among the rst methods to reduce noise early up. Still, many popular techniques [Pharr et al. 2016; Veach 1997] are limited, as they cannot consider visibility.
Storing an approximation of the incident radiance [Greger et al. 1998; Lafortune and Willems 1995; Vorba et al. 2014] , however, allows one to guide light transport paths to where the radiance is originating.
As the equations governing reinforcement learning and light transport simulation are related integral equations [Dahm and Keller 2017] , the incident radiance can be learned during rendering. In fact, given a learning rate 2 (0, 1], updating the incident radiance
is identical to the Q-learning algorithm for reinforcement learning [Watkins and Dayan 1992] . Matching notions in computer graphics and reinforcement learning, light sources L e are reward, a location x in space corresponds to a state, shooting a ray from x into direction is an action resulting in the next state := h(x, ), which is the closest point of intersection of that ray, and the bidirectional scaering distribution function f s amounts to what is the discount times the action policy. Besides, i is the angle between the surface Figure 2 : To learn where the radiance originates, points are uniformly distributed over the scene surface (le image), the incident radiance is stored in discretized hemispheres (right image), and updated during image synthesis.
normal and the direction i on the hemisphere S 2 + in . Finally, normalizing the incident radiance Q L over the hemisphere in a point x results in a probability distribution function that corresponds to the policy to choose the next action, i.e. the direction to scaer.
ALGORITHM
Extending a path tracer by reinforcement learning requires a representation of the incident radiance Q L . Among the many choices to represent incident radiance, we uniformly sample the scene surface (see the le image in Fig. 2) , placing a discretized hemisphere in each sampled point (see the right image in Fig. 2) , where the strata are initialized with a small positive constant. Given a query point x, the closest hemisphere with admissible deviation in normal is selected.
Paths are traced from a virtual camera through the pixels of the screen. First, upon an intersection with the scene geometry, the light transport path is continued into a direction sampled proportionally to incident radiance Q L . Second, the value of Q L (x, ) is updated according to Eqn. 1, where the integral is evaluated as a weighted sum over the strata of Q L in the hitpoint . Note that using Q L itself instead of path tracing is dierent from previous approaches and dramatically improves the local convergence of the importance function approximating Q L . Scaering and ray tracing are repeated until a light source is hit. Finally, the contribution of this complete light transport path is added to the pixel pierced by the initial camera ray.
RESULTS
For the comparison in Fig. 1 , the same number of paths has been used for all three competing methods. In each iteration, for path tracing with and without reinforcement learning one path has been started per pixel, while for the Metropolis variant the number of Markov chains equals the number of pixels of the image. Rendering the image at 1280x720 pixels, each iteration takes 41ms for path tracing, 49ms for Metropolis light transport [Kelemen et al. 2002; Veach and Guibas 1997] , and 51ms for the algorithm with reinforcement learned importance sampling.
Guiding paths towards where the radiance originates requires to compute cumulative distribution functions for hemispheres. ese computations are performed in between iterations. Discretizing the hemisphere into 8x8 patches, storing the approximation of Q L (see Fig. 2 ) requires about 2MB. is cost is more than amortized by the improved image quality.
CONCLUSION
e new consistent algorithm [Dahm and Keller 2017] uses reinforcement learning to progressively learn where light comes from. Hence, the number of light transport paths with non-zero contribution can be dramatically increased, while the average path length is shortened, which improves eciency. Within a xed budget of paths, images are much less noisy, while noise remains much more uniform as compared to Metropolis sampling as shown in Fig. 1 , which in addition makes the new algorithm much more amenable to noise ltering. Note, however, that the new scheme could as well be combined with Metropolis sampling.
