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SPECIAL REPRESENTATIONS OF WEYL
GROUPS: A POSITIVITY PROPERTY
G. Lusztig
Introduction
LetW be an irreducible Weyl group with length function l :W −→ N and let S =
{s ∈W ; l(s) = 1}. Let IrrW be a set of representatives for the isomorphism classes
of irreducible representations of W (over C). In [L1] a certain subset of IrrW was
defined. The representations in this subset were later called special representations;
they play a key role in the classification of unipotent representations of a reductive
group over a finite field Fq for which W is the Weyl group. (The definition of
special representations is reviewed in 3.1.)
It will be convenient to replace irreducible representations of W with the cor-
responding simple modules of the asymptotic Hecke algebra J (see [L6, 18.3])
associated to W via the canonical isomorphism ψ : C[W ]
∼
−→ J (see 3.1); let E∞
be the simple J-module corresponding to E ∈ IrrW under ψ.
In this paper we show that a special representation E of W is characterized by
the following positivity property of E∞: there exists a C-basis of E∞ such that
any element tu in the standard basis of J acts in this basis through a matrix with
all entries in R≥0.
The fact that for a special representation E, E∞ has the positivity property
above was pointed out (in the case where W is of classical type) in [L9]. In this
paper I will recall the argument of [L9] (see 3.3) and I give two other proofs which
apply for any W . One of these proofs (see 4.4) is based on the interpretation [L3],
[BFO], of J (or its part attached to a fixed two-sided cell) in terms of G-equivariant
vector bundles on X ×X where X is a finite set with an action of a finite group
G. Another proof (see Section 2) is based on the use of Perron’s theorem for
matrices with all entries in R>0. (Previously, Perron’s theorem has been in used
in the context of canonical bases in quantum groups in the study [L5] of total
positivity and, very recently, in the context of the canonical basis [KL1] of C[W ],
in [KM]; in both cases the positivity properties of the appropriate canonical bases
were used). We also show that the Hecke algebra representation corresponding to
a special representation E can be realized essentially by a W -graph (in the sense
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of [KL1]) in which all labels are natural numbers. Some of our results admit also
an extension to the case of affine Weyl groups (see Section 5).
1. Statement of the main theorem
1.1. Let v be an indeterminate and let A = Z[v, v−1]. Let H be the Hecke algebra
ofW that is, the associativeA-algebra with 1 with an A-basis {Tw;w ∈W} (where
T1 = 1) and with multiplication such that TwTw′ = Tww′ if l(ww
′) = l(w) + l(w′)
and (Ts+1)(Ts−v
2) = 0 if s ∈ S. Let {cw;w ∈W} be the A-basis of H denoted by
{C′w;w ∈W} in [KL1] (with q = v
2); see also [L6, 5.2]. For example, if s ∈ S, we
have cs = v
−1Ts+ v
−1. The left cells and two-sided cells of W are the equivalence
classes for the relations ∼L and ∼LR on W defined in [KL1], see also [L6, 8.1];
we shall write ∼ instead of ∼L. For x, y in W we have cxcy =
∑
z∈W hx,y,zcz
where hx,y,z ∈ N[v, v
−1]. As in [L6, 13.6], for z ∈ W we define a(z) ∈ N by
hx,y,z ∈ v
a(z)Z[v−1] for all x, y in W and hx,y,z /∈ v
a(z)−1Z[v−1] for some x, y
in W . (For example, a(1) = 0 and a(s) = 1 if s ∈ S.) For x, y, z in W we
have hx,y,z = γx,y,z−1v
a(z) mod va(z)−1Z[v−1] where γx,y,z−1 ∈ N is well defined.
Let J be the C-vector space with basis {tw;w ∈ W}. For x, y in W we set
txty =
∑
z∈W γx,y,z−1tz ∈ J. This defines a structure of associative C-algebra
on J with unit element of the form
∑
d∈D td where D is a certain subset of the
set of involutions in W , see [L6, 18.3]. For any subset X of W let JX be the
subspace of J with basis {tw;w ∈ X}; let J
+
X be the set of elements of the form∑
w∈X fwtw ∈ JX with fw ∈ R>0 for all w ∈ X . We have J = ⊕cJc where c
runs over the two-sided cells of W . Each Jc is a subalgebra of J with unit element∑
d∈Dc
td where Dc = c ∩ D; moreover, JcJc′ = 0 if c 6= c
′.
Until the end of Section 4 we fix a two-sided cell c.
Let L be the set of left cells that are contained in c. We have
c = ⊔Γ∈LΓ = ⊔Γ,Γ′ in L(Γ ∩ Γ
′−1);
moreover, Γ ∩ Γ′−1 6= ∅ for any Γ,Γ′ in L. It follows that
Jc = ⊕Γ∈LJΓ = ⊕Γ,Γ′ in LJΓ∩Γ′−1 ;
moreover, JΓ∩Γ′−1 6= 0. Note that for Γ ∈ L, JΓ is a left ideal of Jc.
A line L in JΓ∩Γ′−1 is said to be positive if L
+ := L ∩ J+
Γ∩Γ′−1
6= ∅; in this
case, L+ consists of all R>0-multiples of a single nonzero vector. We now state
our main result.
Theorem 1.2. (a) Let Γ ∈ L. There is a unique left ideal MΓ of Jc such that
property (♥) below holds:
(♥) MΓ = ⊕Γ′∈LMΓ,Γ′ where for any Γ
′ ∈ L, MΓ,Γ′ := MΓ ∩ JΓ∩Γ′−1 is a
positive line.
(b) Let Γ ∈ L,Γ′ ∈ L, u ∈ c. We have u ∈ Γ˜∩Γ˜′−1 for well-defined Γ˜, Γ˜′ in L. If
Γ˜ 6= Γ′, then tuMΓ,Γ′ = 0. If Γ˜ = Γ
′, then tuMΓ,Γ′ =MΓ,Γ˜′ and tuM
+
Γ,Γ′ =M
+
Γ,Γ˜′
.
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(c) The Jc-module MΓ in (a) is simple. Its isomorphism class is independent
of Γ ∈ L.
(d) The subspace I = ⊕Γ∈LMΓ of Jc is a simple two-sided ideal of Jc.
(e) Let Γ,Γ′, Γ˜, Γ˜′ be in L. If Γ 6= Γ˜′ then MΓ,Γ′MΓ˜,Γ˜′ = 0. If Γ = Γ˜
′, then mul-
tiplication in Jc defines an isomorphism MΓ,Γ′ ⊗MΓ˜,Γ
∼
−→MΓ˜,Γ′ and a surjective
map M+Γ,Γ′ ×M
+
Γ˜,Γ
−→M+
Γ˜,Γ′
.
(f) Let Γ,Γ′ be in L. The antiautomorphism θ : Jc −→ Jc given by tx 7→ tx−1
for all x ∈ c maps MΓ,Γ′ onto MΓ′,Γ and M
+
Γ,Γ′ onto M
+
Γ′,Γ.
The proof is given in Section 2.
1.3. As a consequence of Theorem 1.2, the simple Jc-moduleMΓ admits a C-basis
{e˜Γ′ ; Γ
′ ∈ L} with the following property:
(i) If u ∈ c and Γ′ ∈ L, then tue˜Γ′ is an R≥0-linear combination of elements
e˜Γ′′ with Γ
′′ ∈ L; more precisely, if u ∈ Γ˜ ∩ Γ˜′−1 with Γ˜, Γ˜′ in L, then
tue˜Γ′ = λu,Γ′,Γ˜′ e˜Γ˜′
with λu,Γ′,Γ˜′ ∈ R>0 if Γ˜ = Γ
′ and λu,Γ′,Γ˜′ = 0 if Γ˜ 6= Γ
′.
Indeed, we can take for e˜Γ′ any element of M
+
Γ,Γ′ and we use 1.2(b).
1.4. Let ≤ be the standard partial order on W . By [KL1], to any y 6= w in W
one can attach a number µ(y, w) ∈ Z such that for any s ∈ S and any w ∈W with
sw > w we have cscw =
∑
y∈W ;sy<y µ(y, w)cy. By [KL2] we have µ(y, w) ∈ N.
1.5. Let H = C(v) ⊗A H where we use the obvious imbedding A −→ C(v); we
denote 1⊗cw again by cw. Let J = C(v)⊗CJ where we use the obvious imbedding
C −→ C(v). We have a homomorphism of C(v)-algebras (with 1) Ψ : H −→ J given
by
Ψ(cx) =
∑
d∈D,z∈W,d∼z
hx,d,ztz
for all x ∈ W , see [L6, 18.9]. (Note that Ψ is in fact the composition of a homo-
morphism in loc.cit. with an automorphism of H.)
1.6. For any Γ ∈ L let SΓ be the set of all t ∈ S such that rt < r for some (or
equivalently any) r ∈ Γ.
We fix Γ ∈ L. Let {e˜Γ′ ; Γ
′ ∈ L} be a C-basis of MΓ as in 1.3; we use the
notation of 1.3. We shall view C(v)⊗MΓ as an H-module via Ψ. Let s ∈ S and
let Γ′ ∈ L; let δ be the unique element in Γ′ ∩ D. We show:
(a) If s ∈ SΓ′ , then Ψ(Ts)e˜Γ′ = v
2e˜Γ′ .
(b) If s /∈ SΓ′ , then
Ψ(Ts)e˜Γ′ = −e˜Γ′ +
∑
Γ˜∈L;s∈S
Γ˜
fΓ˜,Γ′v
−1e˜Γ˜
where
fΓ˜,Γ′ =
∑
u∈Γ′∩Γ˜−1
µ(u, δ)λu,Γ′,Γ˜ ∈ R≥0.
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By definition, we have
Ψ(cs)e˜Γ′ =
∑
d∈D,u∈c,d∼u
hs,d,utue˜Γ′ =
∑
Γ˜∈L
∑
d∈D,u∈Γ′∩Γ˜−1,d∈Γ′
hs,d,uλu,Γ′,Γ˜e˜Γ˜.
Since in the last sum we have d ∈ Γ′ we see that we can assume that d = δ. Thus
we have
Ψ(cs)e˜Γ′ =
∑
Γ˜∈L
∑
u∈Γ′∩Γ˜−1
hs,δ,uλu,Γ′,Γ˜e˜Γ˜.
If sδ < δ (that is, s ∈ SΓ′) we have cscδ = (v+ v
−1)cδ hence hs,δ,u is (v+ v
−1) for
u = δ and is 0 for u 6= δ; hence in this case
Ψ(cs)e˜Γ′ = (v + v
−1)e˜Γ′ ;
(we use that λδ,Γ′,Γ′ = 1.)
We now assume that sδ > δ (that is, s /∈ SΓ′). In this case, hs,δ,u is µu,δ if
su < u and is 0 if su > u (see 1.4); hence
Ψ(cs)e˜Γ′ =
∑
Γ˜∈L
∑
u∈Γ′∩Γ˜−1;su<u
µ(u, δ)λu,Γ′,Γ˜e˜Γ˜
=
∑
Γ˜∈L;s∈S
Γ˜
∑
u∈Γ′∩Γ˜−1
µ(u, δ)λu,Γ′,Γ˜e˜Γ˜.
Now (a),(b) follow.
Note that (a),(b) show that in the H-module C(v)⊗MΓ the generators Ts act
with respect to the basis {e˜Γ′ ; Γ
′ ∈ L} essentially by formulas which are those in
a W -graph (in the sense of [KL1]) in which all labels are in R≥0.
1.7. In Section 4 we will give another proof of the existence part of 1.2(a) which
also shows that e˜Γ′ in 1.3 can be chosen so that
(i) each e˜Γ′ is a Z>0-linear combination of elements in {tx; x ∈ Γ ∩ Γ
′−1},
(ii) λu,Γ′,Γ′
1
∈ Z≥0 (notation of 1.3).
In particular, with this choice of e˜Γ′ , the constants fΓ˜,Γ′ in the ”W -graph formulas”
in 1.6 are in Z≥0.
2. Proof of Theorem 1.2
2.1. From [L6,§15] we see that, for x, y, u in W we have:
(a) γx,y,u = γy,u,x = γu,x,y,
(b) γx,y,u 6= 0 =⇒ x ∼ y
−1, y ∼ u−1, u ∼ x−1.
By [L6, 18.4(a)]:
(c) for y, z in W we have y ∼ z if and only if tytz−1 6= 0.
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2.2. Let Γ,Γ′, Γ˜, Γ˜′ be in L. From 2.1(b) we deduce:
(a) If Γ 6= Γ˜′, then JΓ∩Γ′−1JΓ˜∩Γ˜′−1 = 0,
(b) JΓ∩Γ′−1JΓ˜∩Γ−1 ⊂ JΓ˜∩Γ′−1 .
We show:
(c) If u ∈ Γ ∩ Γ′−1, then tuJ
+
Γ˜∩Γ−1
⊂ J+
Γ˜∩Γ′−1
.
Let ξ =
∑
y∈Γ˜∩Γ−1 fyty ∈ JΓ˜∩Γ−1 with fy ∈ R>0 for all y. We must show that
tuξ ∈ J
+
Γ˜∩Γ′−1
; it is enough to show that for any z ∈ Γ˜∩Γ′−1 there exists y ∈ Γ˜∩Γ−1
such that γu,y,z−1 6= 0 or that there exists y ∈ W such that γz−1,u,y 6= 0 (see
2.1(a)); such y is automatically in Γ˜ ∩ Γ−1. Hence it is enough to show that for
any z ∈ Γ˜ ∩ Γ′−1 we have tz−1tu 6= 0. This holds since z
−1 ∼ u−1 (see 2.1(c)).
From (c) we deduce
(d) J+
Γ∩Γ′−1
J+
Γ˜∩Γ−1
⊂ J+
Γ˜∩Γ′−1
.
2.3. Let Γ ∈ L. For any Γ′ ∈ L we define a C-linear map TΓ′ : JΓ∩Γ′−1 −→ JΓ∩Γ′−1
by
TΓ′(tx) =
∑
y∈Γ∩Γ−1
txty =
∑
y∈Γ∩Γ−1,z∈Γ
γx,y,z−1tz.
We show:
(a) the matrix representing TΓ′ with respect to the basis {tw;w ∈ Γ ∩ Γ
′−1} has
all entries in R>0.
An equivalent statement is: for any x, z in Γ∩Γ′−1, the sum
∑
y∈Γ∩Γ−1 γx,y,z−1 is
> 0. Since γx,y,z−1 ∈ N for all y, it is enough to show that for some y ∈ Γ ∩ Γ
−1
we have γx,y,z−1 6= 0 or equivalently (see 2.1(a)) that for some y ∈ W we have
γz−1,x,y 6= 0 (we then have automatically y ∈ Γ∩Γ
−1). Thus, it is enough to show
that tz−1tx 6= 0. This follows from 2.1(c) since z
−1 ∼ x−1.
Applying Perron’s theorem [Pe] to the matrix in (a) we see that there is a unique
TΓ′ -stable positive line LΓ,Γ′ in JΓ∩Γ′−1 (the ”Perron line”).
Now let u ∈ c; we have, u ∈ Γ˜ ∩ Γ˜′−1 with Γ˜, Γ˜′ in L. From 2.2(a), 2.2(d), we
deduce
(b) If Γ˜ 6= Γ′, then tuJΓ∩Γ′−1 = 0 hence tuLΓ,Γ′ = 0;
(c) if Γ˜ = Γ′, then tuL
+
Γ,Γ′ ⊂ J
+
Γ∩Γ˜′−1
, hence tuLΓ,Γ′ is a positive line in JΓ∩Γ˜′−1 .
In the setup of (c), we have tu(TΓ′(ξ)) = TΓ˜′(tuξ) for any ξ ∈ JΓ∩Γ′−1 . It follows
that tuLΓ,Γ′ is a TΓ˜′ -stable line in JΓ∩Γ˜′−1 . Thus,
(d) if Γ˜ = Γ′, then tuLΓ,Γ′ = LΓ,Γ˜′ .
We setMΓ = ⊕Γ′∈LLΓ,Γ′ . From (b),(d) we see thatMΓ is a Jc-submodule of JΓ.
We now see that the existence part of 1.2(a) is proved: we can take MΓ =MΓ.
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2.4. Let Γ ∈ L and let MΓ be any Jc-submodule of JΓ for which property (♥) in
1.2(a) holds. We show that 1.2(b) holds for MΓ. Let u ∈ Γ˜ ∩ Γ˜
′−1 be as in 1.2(b)
and let Γ′ ∈ L. If Γ˜ 6= Γ′, then tuJΓ∩Γ′−1 = 0 hence tuMΓ,Γ′ = 0. Now assume
that Γ˜ = Γ′. By 2.2(c), left multiplication by tu maps J
+
Γ∩Γ′−1
into J+
Γ∩Γ˜′−1
hence
it maps any positive line in JΓ∩Γ′−1 onto a positive line in JΓ∩Γ˜′−1 . In particular,
it maps MΓ,Γ′ onto a line in JΓ∩Γ˜′−1 , which, being also contained in MΓ, must be
equal to MΓ,Γ˜′ ; moreover, it maps M
+
Γ,Γ′ into J
+
Γ∩Γ˜′−1
hence onto M+
Γ,Γ˜′
. Thus,
1.2(b) holds for MΓ.
We now choose a basis {e˜Γ′ ; Γ
′ ∈ L} ofMΓ such that e˜Γ′ ∈M
+
Γ,Γ′ for any Γ
′ ∈ L;
then for any u ∈ c, the matrix of the tu-action on MΓ in this basis has entries in
R≥0. Thus,
(a) tr(tu,MΓ) ∈ R≥0 for all u ∈ c.
We show:
(b)the C-linear map ν : Jc −→ EndC(MΓ) given by the Jc-module structure on
MΓ is surjective.
It is enough to show that for any Γ′, Γ˜′ in L there exists u ∈ c such that ν(tu)
carries the lineMΓ,Γ′ onto the lineMΓ,Γ˜′ and carries the lineMΓ,Γ′′ (where Γ
′′ ∈ L,
Γ′′ 6= Γ′) to zero. Note that any u ∈ Γ′ ∩ Γ˜′−1 has the required properties. This
proves (b).
It follows that the Jc-module MΓ is simple. We show:
(c) Assume that M ′ is any simple Jc-module such that tr(tu,M
′) ∈ R≥0 for all
u ∈ c. Then M ′ is isomorphic to MΓ.
Assume that this is not so. We use the orthogonality formula
∑
u∈c
tr(tu,MΓ)tr(tu−1 ,M
′) = 0,
which is a special case of [L6, 19.2(e)] (taking into account [L6, 20.1(b)] and using
that u 7→ u−1 maps c into c). Since each term in the last sum is in R≥0, it follows
that each term in the last sum is 0. In particular, we have tr(td,MΓ)tr(td,M
′) = 0
for any d ∈ Dc. We show that for any d ∈ Dc we have tr(td,MΓ) ∈ R>0. Using the
basis of MΓ employed in the proof of (a), it is enough to show that some diagonal
entry of the matrix of the td-action in this basis is 6= 0 (all entries are in R≥0). We
have d ∈ Γ′ for a unique Γ′ ∈ L; then tdM
+
Γ,Γ′ = M
+
Γ,Γ′ and the desired property
holds.
From tr(td,MΓ)tr(td,M
′) = 0 and tr(td,MΓ) ∈ R>0 we deduce that tr(td,M
′) =
0 for any d ∈ Dc. Since
∑
d∈Dc
td is the unit element 1c of Jc, it follows that
tr(1c,M
′) = 0. This is a contradiction. This proves (c).
Let I be the simple ideal of Jc such that IMΓ 6= 0. It is a C-vector space of
dimension N2 where N is the number of elements in L. If Γ˜ ∈ L, then MΓ˜ is a
simple Jc-module such that tr(tu,MΓ˜) ∈ R≥0 for all u ∈ c (we use (a) with MΓ
replaced by MΓ˜); hence, by (c), we haveMΓ˜
∼=MΓ as Jc-modules. In particular,
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the isomorphism class of MΓ˜ is independent of Γ˜. We see that the (necessarily
direct) sum
∑
Γ˜∈LMΓ˜ is contained in I and has dimension N
2 hence it is equal
to I; we also see that MΓ ⊂ I and, taking intersections with JΓ, we see that
MΓ ⊂ MΓ, hence MΓ = MΓ (since dimMΓ = dimMΓ = N). We now see that
the uniqueness part of 1.2(a) is proved. Note that 1.2(b),1.2(c),1.2(d) are also
proved and we have I = I.
2.5. We prove 1.2(e). In the setup of (e), if Γ 6= Γ˜′ then, using 2.2(a), we have
MΓ,Γ′MΓ˜,Γ˜′ = 0. Assume now that Γ = Γ˜
′. Using 2.2(d), we see that M+Γ,Γ′M
+
Γ˜,Γ
is contained in J+
Γ˜∩Γ′−1
; it is also contained in I (since I is closed under multiplica-
tion), hence it is contained in I ∩ J+
Γ˜∩Γ′−1
= M+
Γ˜,Γ′
. Thus, multiplication restricts
to a map M+Γ,Γ′ ×M
+
Γ˜,Γ
−→ M+
Γ˜,Γ′
. This map is necessarily surjective since M+
Γ˜,Γ′
is a single orbit of R>0 under scalar multiplication. This implies that the linear
map between lines MΓ,Γ′ ⊗MΓ˜,Γ −→MΓ˜,Γ′ is an isomorphism. This proves 1.2(e).
2.6. We prove 1.2(f). Any element ξ ∈ Jc defines a linear map
t(θ(ξ)) :M∗Γ −→M
∗
Γ
where M∗Γ denotes the dual space and
t denotes the transpose. This defines
a Jc-module structure on M
∗
Γ such that for any x ∈ c we have tr(tx,M
∗
Γ) =
tr(tx−1 ,MΓ). By the argument in [L6, 20.13(a)], tr(tx−1 ,MΓ) is the complex con-
jugate of tr(tx,MΓ). But the last trace is a real number, so that tr(tx,M
∗
Γ) =
tr(tx,MΓ). It follows that M
∗
Γ
∼= MΓ as Jc-modules. From the definitions, the
simple two-sided ideal I′ of Jc such that I
′M∗Γ 6= 0 satisfies I
′ = θ(I). It follows
that θ(I) = I. Since I = ⊕Γ˜,Γ˜′ in LMΓ˜,Γ˜′ and θ(JΓ,Γ′) = JΓ′,Γ, it follows that
θ(MΓ,Γ′) ⊂ JΓ′,Γ ∩ ⊕Γ˜,Γ˜′ in LMΓ˜,Γ˜′ =MΓ′,Γ.
Since θ is a vector space isomorphism, it follows that θ(MΓ,Γ′) =MΓ′,Γ. Note that
θ(J+Γ,Γ′) = J
+
Γ′,Γ; hence
θ(M+Γ,Γ′) ⊂ J
+
Γ′,Γ ∩MΓ′,Γ = M
+
Γ′,Γ.
This forces the equality θ(M+Γ,Γ′) = M
+
Γ′,Γ (since M
+
Γ′,Γ is a single orbit of R>0
under scalar multiplication). This proves 1.2(f). Theorem 1.2 is proved.
2.7. After an earlier version of this paper was posted, P. Etingof told me that
the line MΓ,Γ′ in 1.2 is the same as the line associated in [EGNO, 3.4.4] to the
right JΓ∩Γ−1 -module JΓ∩Γ′−1 (viewed as a based module over a based ring) that
is, the unique positive line L in JΓ∩Γ′−1 such that L is a right JΓ∩Γ−1 -submodule.
(The discussion in loc.cit. concerns left (instead of right) indecomposable based
modules over a fusion ring.) Indeed, from the definitions we see that L must be
the same as LΓ,Γ′ in 2.3, hence the same as MΓ,Γ′ .
3. Special representations
3.1. When H is tensored with C (using the ring homomorphism A −→ C, v 7→ 1),
then it becomes C[W ], the group algebra ofW . (For w ∈W we have 1⊗Tw = w ∈
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C[W ]; we denote 1 ⊗ cw again by cw.) We have a homomorphism of C-algebras
(with 1) ψ : C[W ] −→ J given by
ψ(cx) =
∑
d∈D,z∈W,d∼z
hx,d,z|v=1tz
for all x ∈ W , see [L6, 18.9]; this is an isomorphism, see [L6, 20.1]. For example, if
W = {1, s} is of type A1 we have ψ(c1) = t1+ts, ψ(cs) = 2ts; hence ψ(1) = t1+ts,
ψ(s) = −t1 + ts.
For each E ∈ IrrW let E∞ be the simple J-module corresponding to E under
ψ and let cE be the unique two-sided cell of W such that JcEE 6= 0. (Note
that E = E∞ as C-vector spaces.) Let Irr
cW = {E ∈ IrrW ; cE = c} and let
a′ = a(xw0) for any x ∈ c, where w0 is the longest element of W .
For any k ∈ N let Sk be the k-th symmetric power of the reflection representa-
tion of W , viewed as a representation of W in an obvious way. For E ∈ IrrW let
bE be the smallest integer k ≥ 0 such that E is a constituent of S
k. Now for any
E ∈ IrrcW we have bE ≥ a
′ and there is a unique E ∈ IrrcW such that bE = a
′;
this E is denoted by Ec and is called the special representation associated to c.
(This is a reformulation of the definition of special representations given in [L1].)
Theorem 3.2. In the setup of Theorem 1.2, for any Γ ∈ L, we have MΓ ∼= E
c
∞
as Jc-modules.
We give two proofs; one is contained in 3.3,3.4,3.5. The other is given in 3.4,3.6.
3.3. In this subsection we assume that W is of type A,B or D.
Let Γ ∈ L. For any Γ′ ∈ L we set
ǫΓ′ =
∑
z∈Γ∩Γ′−1
tz ∈ J
+
Γ∩Γ′−1
.
By [L9, 4.8(b)], {ǫΓ′ ; Γ
′ ∈ L} is a C-basis of the unique J-submodule of JΓ iso-
morphic to Ec∞. By the uniqueness part of 1.2(a) this J-submodule of JΓ (viewed
as a Jc-module) must be the same as MΓ in 1.2(a). We see that in this case, MΓ
is isomorphic to Ec∞ and MΓ,Γ′ is the line spanned by ǫΓ′ . In particular, 3.2 holds
in our case.
3.4. In this subsection we assume that c is such that IrrcW consists of exactly
2 irreducible representations. In this case, W is of type E7 (resp. E8) and the
2 irreducible representations in IrrcW have degree 512 (resp. 4096). Let Γ ∈ L
and let d ∈ D ∩ Γ. The C-linear map r : JΓ −→ JΓ given by left multiplication
by (−1)l(d)ψ(w0) is in fact J-linear (since w0 is central in W ) and r(tx) = tx∗
for any x ∈ Γ, where x 7→ x∗ is a certain fixed point free involution of Γ, see
[L7]. Then J1Γ = {ξ ∈ JΓ; r(ξ) = ξ} is a simple Jc-submodule of JΓ with C-basis
{tx + tx∗ ; x ∈ Γ1} where Γ1 is a set of representatives for the orbits of x 7→ x
∗
on Γ. Note that, if x ∈ Γ, then {x, x∗} is the intersection of Γ with the inverse
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of a left cell Γ′ ∈ L; hence tx + tx∗ ∈ J
+
Γ∩Γ′−1
. By the uniqueness part of 1.2(a),
we must have MΓ = J
1
Γ and that for any Γ
′ ∈ L, MΓ,Γ′ is the line spanned by∑
x∈Γ∩Γ′−1 tx.
Now let E ∈ IrrcW be such that E∞ = J
1
Γ. From the definitions we have
tr((−1)l(d)w0, E) = |Γ1| = dimE. Hence, if ǫ = ±1 is the scalar by which w0
acts on E, then (−1)l(d)ǫ = 1. We have l(d) = a(d) mod 2; hence ǫ = (−1)a(d).
But this equality characterizes the special representation in IrrcW (the special
representation satisfies it, the nonspecial representation doesn’t satisfy it). We see
that MΓ = J
1
Γ
∼= Ec∞. In particular, 3.2 holds in our case.
3.5. In this subsection we assume that W is of exceptional type, but that c is not
as in 3.4. In this case, Ec is the only representation in IrrcW of dimension equal to
|L|; sinceMΓ (in 1.2(a)) has dimension equal to |L|, it follows thatMΓ = J
1
Γ
∼= Ec∞.
In particular, 3.2 holds in our case. This completes the proof of Theorem 3.2.
3.6. In this subsection we give a second proof of Theorem 3.2 assuming that c is
not as in 3.4. Let a = a(w) for any w ∈ c. Let Γ ∈ L. Let X =
∑
w∈W v
−l(w)Tw ∈
H. We can view C(v) ⊗ JΓ and C(v) ⊗MΓ as H-modules via Ψ in 1.5. By [L9,
4.6], for any x ∈ Γ we have
Xtx = v
a
∑
z∈c
tztx mod
∑
i<a
viJΓ.
By an argument as in the proof of 2.2(c), we see that
∑
z∈c tztx ∈ J
+
Γ . It follows
that if Γ′ ∈ L and ξ ∈MΓ,Γ′ then
Xξ = vaξ′ mod
∑
i<a
viJΓ
where ξ′ ∈ J+Γ . In particular, we have Xξ 6= 0. Thus, X(C(v)⊗MΓ) 6= 0. Using
this and Theorem 4.2 in [L9] we deduce that the simple H-module C(v) ⊗MΓ is
a constituent of the ”involution module” M in [L9, 0.1] (with Q(u) replaced by
C(v)). According to [L8] if a simple H-module appears in C(v) ⊗ JΓ′ for every
Γ′ ∈ L and it appears in M , then that H-module corresponds to Ec. We deduce
that MΓ ∼= E
c
∞. This completes the second proof of Theorem 3.2, assuming that
c is not as in 3.4.
4. Equivariant vector bundles
4.1. In this section we fix a reductive, not necessarily connected algebraic group G
over C acting on a finite set X . Let G\X be the set of G-orbits on X . Representa-
tions of reductive groups over C are always assumed to be of finite dimension over
C and algebraic. For x ∈ X let Gx = {g ∈ G; gx = x}. Now G acts diagonally on
X ×X and we can consider the Grothendieck group KG(X ×X) of G-equivariant
complex vector bundles (G-eq.v.b.) on X ×X . This is an (associative) ring with
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1 under convolution, denoted by ∗ (see [L3, 2.2], [L4, 10.2]). For a G-eq.v.b. V on
X ×X we denote by Vx,y the fibre of V at (x, y) ∈ X ×X . Let B be the set of
pairs (Ω, ρ) where Ω is a G-orbit Ω in X×X and ρ is an irreducible representation
of GΩ (the isotropy group of a point (x, y) ∈ Ω). For any (Ω, ρ) ∈ B we denote by
V Ω,ρ the G-eq.v.b. on X ×X such that VΩ,ρ|X×X−Ω = 0 and the action of GΩ on
V Ω,ρx,y is equivalent to ρ. Now {V
Ω,ρ; (Ω, ρ) ∈ B} is a Z-basis of KG(X ×X). Let
KG(X ×X) = C⊗KG(X ×X), viewed as a C-algebra.
4.2. In this subsection we assume that G is finite. Let ω, ω′ be in G\X . Let V ω,ω
′
be the G-eq.v.b. on X ×X such that V ω,ω
′
a,b = C[G] if (a, b) ∈ ω×ω
′, V ω,ω
′
a,b = 0 if
(a, b) /∈ ω × ω′. (Here C[G] is the left regular representation of G.) The G-action
g : V ω,ω
′
a,b −→ V
ω,ω′
ga,gb is left translation by g on C[G] (if (a, b) ∈ ω × ω
′) and is 0 if
(a, b) /∈ ω × ω′. We show:
(a) Let (Om, ρ) ∈ B; we have Ω ⊂ ω1 × ω
′
1 where ω1, ω
′
1 are in G\X. Then
U ′ := V Ω,ρ ∗ V ω,ω
′
is isomorphic to a direct sum of copies of the single G-eq.v.b.
V ω1,ω
′
. More precisely, if ω′1 6= ω, we have U
′ = 0; if ω′1 = ω, we have U
′ =
V
⊕(dim ρ|Ω||ω1|
−1)
ω1,ω′
.
For (a, b) ∈ X ×X we have
U ′a,b = ⊕z∈ω;(a,z)∈ΩV
Ω,ρ
a,z ⊗C[G] if b ∈ ω
′,
U ′a,b = 0 if b /∈ ω
′.
Thus the support of U ′ is contained in ω1×ω
′ and U ′ = 0 unless ω′1 = ω. We now
assume that ω′1 = ω and (a, b) ∈ ω1×ω
′. Then U ′a,b = ⊕z;(a,z)∈ΩV
Ω,ρ
a,z ⊗C[G]. We
have dimU ′a,b = d|G||Ω|/|ω1|. We show:
(b) as a Ga ∩Gb-module, U
′
a,b is a multiple of the regular representation.
Let σ1, . . . , σk be the various Ga ∩ Gb-orbits contained in ω
′. We have U ′a,b =
⊕ki=1Ri, where Ri = ⊕z∈σiV
Ω,ρ
a,z ⊗C[G]. We pick zi ∈ σi. Now
Ri = ind
Ga∩Gb
Ga∩Gb∩Gzi
(A⊗B)
where
A = res
Ga∩Gzi
Ga∩Gb∩Gzi
(V Ω,ρa,zi ), B = res
Gzi∩Gb
Ga∩Gb∩Gzi
(C[G]).
It is enough to show that Ri is a multiple of the regular representation of Ga∩Gb.
Since Ri is induced, it is enough to show that A ⊗ B is a multiple of the regular
representation of Ga ∩Gb ∩Gzi . It is also enough to show that B is a multiple of
the regular representation of Ga ∩Gb ∩Gzi . This follows from the fact that C[G]
is a multiple of the regular representation of Gzi ∩ Gb. This proves (b). Now (a)
follows.
Note that in KG(X ×X) we have
(c) V ω,ω
′
=
∑
(Ω,ρ)∈B;Ω⊂ω×ω′
dim ρ|Ω|V Ω,ρ.
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4.3. We now drop the assumption (in 4.2) that G is finite. Let KˆG(X × X)
be the C-vector space consisting of formal (possibly infinite) linear combinations∑
(Ω,ρ)∈B fΩ,ρV
Ωρ where fΩ,ρ ∈ C. The left KG(X × X)-module structure on
KG(X ×X) given by left multiplication extends naturally to a left KG(X ×X)-
module structure on KˆG(X × X). If ω, ω
′ are as in G\X then we can define
V ω,ω
′
∈ KˆG(X ×X) by the sum 4.2(c) (which is now a possibly infinite sum); we
set V¯ ω,ω
′
= |ω|−1V ω,ω
′
so that
(a) V¯ ω,ω
′
=
∑
(Ω,ρ)∈B;Ω⊂ω×ω′
dim ρ|Ω||ω|−1V Ω,ρ.
Now formula 4.2(a) extends to the present case as follows. Let (Om, ρ) ∈ B; we
have Ω ⊂ ω1 × ω
′
1 where ω1, ω
′
1 are G-orbits in X . Then
(b) V Ω,ρV ω,ω
′
= NV ω1,ω
′
where N ∈ Z is 0 if ω′1 6= ω and N = dim ρ|Ω||ω1|
−1 if ω′1 = ω. Hence
(c) V Ω,ρV¯ ω,ω
′
= N ′V¯ ω1,ω
′
where N ′ ∈ Z is 0 if ω′1 6= ω and N
′ = dim ρ|Ω||ω|−1 if ω′1 = ω.
Let ω′ ∈ G\X . Let R˜ω′ be the subspace of KˆH(X × X) consisting of formal
(possibly infinite) linear combinations
∑
(Ω,ρ)∈B;pr2Ω=ω′
fΩ,ρV
Ω,ρ with fΩ,ρ ∈ C.
Here pr2 : X ×X −→ X is the second projection. Note that R˜ω′ is a KG(X ×X)-
submodule of KˆH(X ×X).
Let Rω′ be the subspace of KˆG(X × X) with basis formed by the elements
V¯ ω,ω
′
for various ω ∈ G\X . Using (c) we see that Rω′ is a (simple) KG(X ×X)-
submodule of KˆG(X × X); we have Rω′ ⊂ R˜ω′ . Using (c) we see also that if
ω′′ ∈ G\X then V¯ ω,ω
′
7→ V¯ ω,ω
′′
defines an isomorphism of KG(X ×X)-modules
Rω′
∼
−→ Rω′′ . Hence the isomorphism class of the KG(X × X)-module Rω′ is
independent of the choice of ω′.
4.4. We now assume that G is the finite group associated to c in [L2] and that X
is the finite G-set ⊕Γ∈LG/HΓ where HΓ is the subgroup of G defined in [L3, 3.8].
In this case we have KˆG(X × X) = KG(X ×X). By a conjecture in [L3, 3.15],
proved in [BFO], there exists an isomorphism of C-algebras χ : KG(X×X)
∼
−→ Jc
carrying the basis (V Ω,ρ) of KG(X×X) onto the basis {tx; x ∈ c} of Jc. Under χ,
the left ideal JΓ of Jc (for Γ ∈ L) corresponds to the left ideal R˜ω′ of KG(X ×X)
where ω′ ∈ G\X corresponds to Γ, and the basis {tx; x ∈ Γ} of JΓ corresponds
to the intersection of the basis (V Ω,ρ) of KG(X ×X) with R˜ω′ . The basis of Rω′
formed by the elements V¯ ω,ω
′
corresponds to a family of elements {eΓ′ ; Γ
′ ∈ L} in
JΓ.
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From 4.3(a) we see that eΓ′ ∈ J
+
Γ∩Γ′−1
for any Γ′ ∈ L (in fact the coefficients of
the various tx, x ∈ Γ ∩ Γ
′−1 are in Z>0) and from 4.3(c) we see that for u ∈ c the
product tueΓ′ is a Z≥0 multiple of an element eΓ′′ . We see that the C-subspace
of JΓ spanned by {eΓ′ ; Γ
′ ∈ L} satisfies property (♥) in 1.2(a) hence it is equal to
MΓ. This provides another proof in our case for the existence part of 1.2(a), with
the additional integrality properties in 1.7.
5. Final remarks
5.1. Theorem 1.2 and its proof remain valid if W is replaced by an affine Weyl
group (with c assumed to be finite) or by a finite Coxeter group; in the last case
we use the positivity property of hx,y,z established in [EW]. In these cases, the
simple Jc-module given by Theorem 1.2 will be called the special Jc-module.
5.2. Assume now that W is an (irreducible) affine Weyl group and that c is a not
necessarily finite two-sided cell of W . We denote again by L the set of left cells
of W that are contained in c; this is a finite set. Then the C-algebra Jc with its
basis {tx; x ∈ c} is defined. Let JˆJc be the set of formal (possibly infinite) linear
combinations
∑
u∈c futu where fu ∈ C. This is naturally a left Jc-module. For
any subset X of c let JˆX be the set of all
∑
u∈c futu ∈ Jˆc such that fu = 0 for
u ∈ c−X . If Γ ∈ L, then JˆΓ is a Jc-submodule of Jˆc. We have JˆΓ = ⊕Γ′∈LJˆΓ∩Γ′−1 .
According to a conjecture in [L4, 10.5], proved in [BFO], we can find G,X as
in 4.1 and an isomorphism of C-algebras χ : KG(X ×X)
∼
−→ Jc carrying the basis
{V Ω,ρ; (Ω, ρ) ∈ B} of KG(X ×X) onto the basis {tx; x ∈ c} of Jc. This extends
in an obvious way to an isomorphism χˆ : KˆG(X ×X)
∼
−→ Jˆc under which the left
KG(X ×X)-module structure on KˆG(X ×X) corresponds to the left Jc-module
structure on Jˆc. If Γ ∈ L, there is a unique ω
′ ∈ G\X (the set of G-orbits in X)
such that χˆ carries Rω′ (see 4.3) onto a (simple) Jc-submodule MΓ of JˆΓ whose
isomorphism class is independent of Γ; we say that this is the special Jc-module.
The Jc-module MΓ admits a basis {eΓ′ ; Γ
′ ∈ L} in which any tu (with u ∈ c) acts
by a matrix with all entries in Z≥0, namely the basis corresponding to the basis
{V¯ ω,ω
′
;ω ∈ G\X} of Rω′ .
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