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ABSTRACT 
Functional Near Infrared Spectroscopy in the Investigation of Hemodynamic Changes 
during General Anesthesia  
Gabriela Hernandez-Meza 
Kurtulus Izzetoglu, Ph.D. 
 
 
Anesthesiologists, physiologists and medical device professionals have long been 
working to design advanced depth of anesthesia monitoring systems in addition to routine 
physiological measures such as blood pressure (BP), heart rate (HR), respiration rate 
(RR), peripheral oxygen saturation (SpO2) and end tidal CO2 (EtCO2). Various devices 
have been designed to monitor depth of anesthesia. However, none of the systems have 
gained widespread use mainly because the warning signal associated with the depth of 
anesthesia is often evidenced after the anesthesiologist has already noted the change in 
anesthetic state. Further, there still remains an unmet clinical need for a practical, 
inexpensive tool for the reliable and objective assessment of the effects of general 
anesthetics during surgery. Advanced functional imaging modalities such as functional 
magnetic resonance imaging (fMRI) and positron emission tomography (PET) scans 
deliver superior spatial information, which comes at a high equipment and maintenance 
cost. Therefore, they are not readily accessible for routine clinical use in general 
anesthesia. On the other hand, functional near infrared spectroscopy (fNIRS) is non-
invasive, safe, portable, and affordable and has a better temporal resolution with a short 
set up time which makes it more suitable for operating room settings. 
 
In this thesis we explore the feasibility of using the fNIRS measures to detect the 
transition from maintenance to emergence during general anesthesia. The goals of this 
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thesis are to i) examine the effect of volatile anesthetics, specifically sevoflurane, on 
hemodynamic parameters measured by the fNIRS, the heart rate, end-tidal carbon dioxide 
concentration and peripheral oxygen saturation, ii) investigate features extracted from 
these signals that contain information related to anesthetic states, and iii) propose a 
method for the automatic classification of maintenance and emergence during general 
anesthesia with sevoflurane using machine learning algorithms.  
The results reveal the ability of fNIRS biomarkers to automatically differentiate between 
maintenance and emergence states in real time during general anesthesia. The 
maintenance state was identified as a period of relative signal stability, while the 
emergence state was characterized by signal variability. This suggests that the 
hemodynamic changes observed during emergence reflect the competing effects of 
increased vasoconstriction and increased cerebral metabolic rate that occur during 
sevoflurane washout. We examined linear and non-linear classification methods and 
concluded that a non-linear method can increase the performance of an fNIRS based 
classifier. Furthermore, this investigation determined that fNIRS based classifiers are able 
to outperform the EEG based Bispectral Index (BIS) and minimum alveolar 
concentration (MAC) when examined individually. When combined, fNIRS and MAC 
demonstrated the better performance. In summary, this thesis provides evidence that 
biomarkers derived from the fNIRS measures can reveal differences between anesthetic 
depths and can be used for real time and automatic detection of maintenance and 
emergence states during the delivery of general anesthesia with sevoflurane.   
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1. CHAPTER 1: GENERAL INTRODUCTION 
 Motivation 
In the United States, awareness with recall during general anesthesia has been estimated 
to occur in 1-2 cases per 1000 patients annually, which amounts to approximately 26,000 
cases per year (Sebel, et al., 2004; Sandin et al., 2000; Mashour, et al., 2012). The 
classifications of events that constitute awareness are somewhat controversial and can 
range from feelings of pain to recall of conversations during surgery. In other countries, 
such as China, the incidence of anesthesia awareness has been found to be as much as 
two times higher than that of the United States (Xu, et al., 2009), while a British audit 
found the incidence to be lower (Pandit, et al., 2013). The studies conducted to date have 
linked awareness with recall to age, female sex, obesity, anesthetist’s experience, length 
of surgery and previous awareness events (Mashour, et al., 2012).  Patients who have 
suffered from intraoperative awareness have been known to experience long term 
psychological consequences, most notably post-traumatic stress disorder (Leslie, et al., 
2010). At the other end of the spectrum, delivery of deep anesthesia has been linked to 
longer recovery times, and in the elderly to post-operative delirium and long-term 
cognitive decline (Domino, et al., 1999; Moerman, et al. 1993; Luk, et al., 2015). 
Anesthetic agents used during general anesthesia disrupt the activity of neurons in a dose 
dependent manner in order to suppress memory formation and awareness. This decrease 
in neural activity can be visualized with positron emission tomography (PET) as a 
decrease of the glucose metabolic rate (GMR) and the cerebral metabolic rate of oxygen 
(CMRO2) consumption (Alkire, et al., 1995; Alkire, et al., 1997; Alkire, et al., 1999). 
Furthermore, it is to be noted that all volatile anesthetics suppress the cerebral metabolic 
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rate and affect the cerebral blood flow in a dose dependent manner (Patel, et al., 2010). 
This information is important, due to the fact that the cortical regions of the brain, 
including the prefrontal cortex, experience functional inhibition during anesthesia (Leon-
Dominguez, et al., 2013; Vesselis, et al., 2002; John, et al., 2005; Heinke, et al., 2004). 
Under the current standard of care published by the American Society of 
Anesthesiologists (ASA), continuous monitoring of oxygenation, ventilation, circulation, 
and temperature are required (ASA, 2005). These measurements allow the anesthesia 
provider to detect adverse events and improve patient safety during surgery; however, 
they are not specific to the effects of the anesthetics on the brain. The lack of a “gold 
standard” method for assessing the direct effects of anesthetics and sedatives on the brain 
has led to the investigation of electroencephalographic (EEG) signals, auditory evoked 
potential (AEP), and facial electromyography (EMG) signals as possible monitors of 
depth of anesthesia (Luk, et al. 2015). Currently, devices based on these technologies 
have been designed including, but not exclusive of: 1) Brain electrical activity: 
Bispectrum Index (BIS), Entropy Monitor, Cerebral State Monitor (CSM), Sedline, EEG 
Algorithm, and Electronic Alerts; 2) Evoked Potentials (EVP): Auditory EVP and Motor 
EVP; 3) Psychometric: SNAP and OOA/S; and 4) Anesthesia Gas Algorithms. Currently, 
devices based on these technologies, such as the Bispectral Index monitor (BIS, 
Medtronic-Covidien, Dublin, Ireland) are clinically available (Sigl, et al. 1994). The BIS 
monitor evaluates the Fourier domain of electroencephalograph epochs and, using a 
proprietary algorithm, it outputs a number between 0 and 100, with values under 60 
representing the anesthetized state. Still, although accessible, the routine use of EEG 
monitors has been estimated to be approximately 1.8% (Avidan, et al., 2013). The low 
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rate of use of these devices may be influenced by the results of studies that have shown 
that BIS has a reduced performance in the presence of opioids and it does not improve the 
quality of post-operative recovery, improve early and intermediate term survival, or 
decrease the incidence of intraoperative awareness (Mashour, et al., 2012; Myles, et al., 
2004; Avidan, et al., 2008; Avidan, et al., 2011; Manyan, et al. 2007; Leaslie, et al., 2005; 
Leslie, et al., 2010; Kertai, et al., 2010; Kertai, et al., 2011). Additionally, the BIS index 
has been found to provide information that correlates with the patient’s state, but is not 
predictive enough to guide the delivery of anesthetics (Mashour, et al, 2012; Garaj, et al., 
1998; Von Delius, et al., 2009).  
In contrast to other means of monitoring depth of anesthesia, near-infrared spectroscopy 
(NIRS) monitors quantify changes in circulatory oxygenation of the cerebral cortex, 
which can reflect tissue oxygen use (Villringer, et al., 1993; Villringer, et al., 1997; 
McCormick, et al, 1991; Toronov, et al., 2001). These facts guided the reasoning for 
investigating the sensitivity of hemodynamic response measured by functional near-
infrared spectroscopy (fNIRS) on the pre-frontal cortex (PFC) to determine changes in 
the anesthetic depth. Thus, there is an unmet need for a better anesthesia monitoring that 
provides earlier and relevant depth of anesthesia information to the 
clinician/anesthesiologist in real time in the clinical setting (Avidan, et al., 2013).  
This research would address the need of a viable method for detecting the transition from 
maintenance to emergence during general anesthesia. Specifically, the goals are to:  
i. Examine the effects of volatile anesthetics, specifically sevoflurane, on 
hemodynamic parameters measured by the fNIRS, the heart rate, end-tidal carbon 
dioxide concentration, BIS and peripheral oxygen saturation.  
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ii. Investigate features of these signals that contain information related to 
anesthetized state.  
iii. Propose a method for real-time, robust and automatic classification of 
maintenance and emergence during general anesthesia with sevoflurane. 
 Problem Statement 
Although large strides have been made regarding the safe delivery of anesthetics, the 
field remains without a “gold standard” method for assessing and guiding the delivery of 
anesthesia based on the actions of the drugs on the brain. During general anesthesia, 
clinicians monitor vital signs and general physiological status to ensure that the patient 
receives sufficient anesthesia to remain unconscious. It is important to note that each 
patient brings various co-morbidities and pharmacological challenges to their anesthetic 
plan, which can make the task more daunting. Anesthesia overdosing and/or under-
dosing can easily occur. Overdosing complications result in slower and unpredictable 
wake-ups (Gan et al., 1997), higher one year mortality (Monk et al., 2005), unnecessary 
drug costs, and increased incidence of nausea, vomiting and long-term cognitive decline 
(Luk, et al. 2015). Furthermore, deep anesthesia in the elderly population has been 
preliminarily associated with increased risk of postoperative delirium (Luk, et al. 2015; 
Jildelstal, et al., 2011; Sieber, et al., 2010; Whitlock, et al., 2014; Chan, et al., 2013; 
Radtke, et al., 2013). Following the first evidence, an ongoing trial is examining further 
the relationship between depth of anesthesia and delirium in the elderly population 
(Anesthesia Depth and Postoperative Delirium Trial 2 (ADAPT2), sponsored by the 
University of California San Francisco). Under-dosing, on the other hand, can result in 
unidentified awakening (Avidan, et al. 2013). An anesthesia monitoring device that 
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allows the clinician to reliably monitor the depth of anesthesia, could improve safety and 
efficacy.  
Therefore, there appears to be an unmet medical need for a device that can accurately and 
reliably monitor the depth of anesthesia. Such a device could facilitate better titration of 
anesthesia with fewer side effects.  
In current medical practice, there is an unmet need for anesthesia monitoring that can 
provide relevant depth of anesthesia information to the anesthesiologist in order to tailor 
the delivery of anesthetics to the needs of a given patient. The basis of this thesis is to 
address the need for anesthesia monitoring tools that can evaluate the effects of 
anesthetics on the brain by employing functional near infrared spectroscopy (fNIRS) for 
the investigation of anesthesia related hemodynamic changes in the prefrontal cortex. 
fNIRS’ capacity to determine the hemodynamic changes that occur on the cerebral cortex 
as a consequence to anesthetic use makes this technology an ideal candidate for the study 
and development of monitors for anesthetic depth. Furthermore, because it is portable and 
noninvasive, fNIRS can be of substantial practical use in clinical settings. 
 Background  
During general anesthesia, there is a dose dependent reduction in neuronal activity which 
leads to the suppression of memory formation and awareness. The decrease in brain 
activity can be visualized using positron emission tomography as a decrease in the GMR 
and CMRO2 (Alkire, et al., 1995; Alkire, et al., 1997; Alkire, et al, 1999). Anesthetics 
also alter brain hemodynamics; they affect regional cerebral blood flow (rCBF) and 
neurovascular coupling in the cortical regions including the PFC (Masamoto, et al., 2012; 
Leon-Dominguez, et al., 2013; Veselis, et al., 2002; John, et al., 2005; Heinke, et al., 
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2004). EEG based monitors are capable of capturing some information related to the 
suppression of neural activation during anesthesia, conversely fNIRS is capable of 
measuring changes in parameters related to tissue oxygenation and hemoglobin volume, 
indirectly measuring blood flow and oxygen consumption in the PFC related both to 
neural activity and hemodynamic effects of anesthetics, which offers an advantage over 
EEG based methods (Ferrari, et al., 2012; Leon-Dominguez, et al., 2014; Izzetoglu, et al;, 
2011).   
Developments in fNIRS have produced a safe, non-invasive and portable technology 
which can be used to study brain activation by measuring changes in relative 
concentrations of deoxygenated (Hb) and oxygenated hemoglobin (HbO2) (Jobsis, 1977). 
Neuronal activation is associated with changes in cerebral blood flow and blood 
oxygenation through neurovascular coupling, which is also the basis of the blood oxygen 
level dependent (BOLD) response and correlated with functional magnetic resonance 
imaging data (Malonek, et al., 1997; Cui, et al., 2011). Under this principle, activity in 
cortical tissues is followed by delivery of blood to support the increase in neuronal 
function. By measuring and quantifying the concentration changes of HbO2, Hb and 
HbTotal in the region of the cerebral cortex being examined, the level of activity of the 
interrogated area can be quantified. HbTotal is a derived metric that accounts for the sum 
of Hb and HbO2 and has been shown to indicate changes in cerebral blood volume 
(CBV) (Tuchin, et al., 2002). 
Investigations of fNIRS from the PFC during general anesthesia have shown a 
relationship between measured hemodynamic variables (blood volume and blood flow 
estimated by changes in Hb, HbO2 and HbTotal) and changes in the anesthetized state 
22 
 
(Hernandez-Meza, et al., 2015). Two studies monitoring patients during the transition 
from maintenance to emergence under general anesthesia with sevoflurane have found 
significant reductions in the global mean Hb concentration, measured from the right side 
of the PFC as the subjects began to awake (Leon-Dominguez, et al., 2014; Izzetoglu, et 
al., 2011). Additionally, reductions in HbTotal were also observed during the same time 
period (Izzetoglu, et al., 2011).  
  
Since fNIRS offers portability and usability in the clinical setting along with good spatial 
resolution of the prefrontal hemodynamics in response to anesthetic dosing and neuronal 
activity, this research introduces a method for classifying maintenance and emergence 
during general anesthesia using the fNIRS signal.  
 Approach  
In this research we built upon previous work by examining features and biomarkers of the 
Hb and HbO2 signals, as captured by fNIRS, in close detail. We expanded on the 
traditional statistical evaluation approach by using machine learning methods to 
determine if features from the fNIRS signal can be used to automatically differentiate 
between maintenance and emergence states. This technique has been used successfully in 
Brain Computer Interfaces (BCI) to estimate cognitive workload, operator skill levels, 
memory, attention and reactions to painful stimuli (Abibullaev, et al., 2012; Merzagora, 
et al., 2009; Merzagora, et al., 2010; Pourshoghi, 2015; Schudlo, et al., 2013; Gateau, et 
al., 2015; Sassaroli, et al., 2008; Andreu-Perez, et al., 2016).  However, the extraction of 
features associated with changes in anesthetic depth has so far been limited to identifying 
global differences in the mean values of Hb (Izzetoglu, et al 2011, Leon-Dominguez, et 
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al., 2016). Hence, by applying data driven analysis methods we identified biomarkers that 
differentiate between states and developed a robust model that evaluates the temporal 
changes of the fNIRS signal in real time with good classification accuracy in a realistic 
environment where large inter-subject differences exist, as it has been the case in other 
applications of fNIRS based machine learning models (Shudlo, et al., 2013).  
The specific aim of this study was to find a set of fNIRS based biomarkers that described 
differences in anesthetic depth which could be used for the real-time automatic 
classification of the anesthetized state in the operating room. We hypothesized that 
features of the Hb and HbO2 signals would reflect patterns in the PFC associated with 
different stages of anesthesia. The right PFC was selected because previous studies have 
proven its suitability for anesthesia monitoring (Izzetoglu, et al., 2011; Leon-Dominguez, 
et al., 2014). We focused on the signal changes that occur during the transition from 
maintenance to emergence during sevoflurane anesthesia in order to identify biomarkers 
that describe differences between these two states. The selection of the maintenance and 
emergence time periods allowed us to concentrate on the hemodynamic changes elicited 
by the transition from maintenance to emergence instead of other possible confounders of 
the fNIRS signal that have been reported in the literature (Hernandez-Meza, et al., 2015). 
The overall objective of this research was to investigate the applicability of fNIRS to 
assess depth of anesthesia during sevoflurane general anesthesia. The assessment of depth 
of anesthesia in the context of this research is defined as the discrimination between 
maintenance and light anesthesia or emergence anesthetized states.  
This objective was achieved by following three sequential steps, described by following 
three specific aims in detail.  
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 Specific Aims 
Specific Aim 1: To investigate the effects of sevoflurane concentration changes on the 
prefrontal cortex during the transition from maintenance to emergence using fNIRS. We 
hypothesize that features of the Hb and HbO2 signals, captured by fNIRS, differ between 
maintenance and emergence and that they can be used in real time to automatically 
evaluate depth of anesthesia. While previous studies have identified global changes in the 
mean Hb and HbO2 during the transition from maintenances to emergence, it is of 
interest to find signal descriptors that can be reliably extracted from in real-time without 
the need for a pre-induction baseline. 
 
Specific Aim 2: To investigate the capacity of fNIRS derived features, individually and in 
combinations, to distinguish between maintenance and emergence using different 
machine learning algorithms. We hypothesize that Hb and HbO2 feature combinations 
will increase the accuracy of maintenance and emergence classifications. Furthermore, 
we hypothesize that the type of machine learning model will have an impact on the 
performance of the classification task.  
 
Specific Aim 3: To evaluate combinations of fNIRS features with other feature sources 
such as physiological signal features to examine their capacity to differentiate between 
maintenance and emergence during general anesthesia with sevoflurane. To compare 
results of the fNIRS based classification to classification using the minimum alveolar 
concentration (MAC) measures, and the Bispectral Index (BIS). To evaluate the 
prediction of the emergence state during the transition from maintenance to emergence 
during sevoflurane washout. We hypothesize that features derived from the physiological 
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signal monitored in the operating room may increase the reliability of the fNIRS derived 
feature set during the evaluation of depth of anesthesia. 
 Significance and contribution 
The optical imaging modality, fNIRS has been used for countless applications, both in 
the clinical and experimental settings, as a monitor of changes in body hemodynamics.  
These applications demonstrate the versatility of fNIRS and its usefulness as an imaging 
modality as compared to its more expensive counterparts such as PET, single photon 
emission computed tomography (SPECT), fMRI and EEG.  PET and SPECT are very 
similar in their use of gamma rays for 3-dimensional modeling to give high spatial 
resolution brain images. fMRI, which is most similar to fNIRS, uses BOLD imaging or 
blood-oxygenation-level-dependent contrast imaging, but is far costlier when compared 
to fNIRS.  As the technology has improved and been commercialized over the last 20 
years since the inception of fNIRS there has been increasing interest in the use of this 
technology for neuroimaging research (Boas et al., 2014). It has been used as a part of 
multiple applications, from depth of anesthesia during surgery, to assessing cognitive 
performance levels.   
To date, automatic depth of anesthesia devices have largely been based on the 
measurement of electrophysiological signals such as EEG, auditory and somatosensory 
evoked potentials, and craniofacial electro-myographic signals. These parameters involve 
measurement of the body’s electrical currents.   
 
The contributions from this thesis are as follow. First, it will prove that using fNIRS, 
which can monitor HbO2 and Hb hemoglobin concentration changes in the prefrontal 
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cortex, will have the significant advantage of earlier detection of changes in metabolism 
and blood flow that can inform the clinician the stage of anesthesia. Second, by 
examining features that can be extracted from the signal in real-time we will be able to 
develop a method that is independent of the acquisition of a pre-induction baseline and 
thus will be viable for clinical implementation. Third, by implementing data driven 
machine learning algorithms, to evaluate the maintenance and emergence states 
automatically, we will take the first step towards the development of a quantitative index 
of depth of anesthesia. We expect that this research will lead to the further refinement of 
anesthesia monitoring methods based on brain activity.   
 Organization 
The remainder of thesis is organized into the following chapters:  
In Chapter 2, we examine the potential of the fNIRS signal to monitor changes in 
maintenance and emergence during general anesthesia with sevoflurane in order to satisfy 
specific aim 1. We start by examining the global signal and compare the results to 
previous studies. We continue our evaluation by examining local features of signal that 
can be calculated in real-time without the need for a pre-induction baseline. We 
determine the features of the fNIRS signal that differ between maintenance and 
emergence. Lastly, we evaluate the changes in the means of the recorded physiological 
signals.  
In Chapter 3 we study the use of two machine learning methods for the automatic 
classification of maintenance and emergence to satisfy specific aim 2. We evaluate 
features of the fNIRS signal individually and in combination by using sequential feature 
selection algorithms in order to satisfy specific aims 1 and 2. We report the performance 
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of the two machine learning methods studies and the feature set that classifies 
maintenance and emergence with the highest accuracy. 
In Chapter 4 we study the robustness of a classifier trained with fNIRS features to 
classify maintenance and emergence over the continuum of the surgical procedure to 
satisfy specific aim 2. We evaluate the prediction time of this algorithm and compare the 
results to classification using BIS and MAC.  
In Chapter 5 we examine the physiological features in closer detail, by deriving a set of 
local features similar to the ones calculated for fNIRS. We perform sequential feature 
selection to identify the physiological features that distinguish between maintenance and 
emergence most accurately to satisfy specific aim 3. We compare the results of the 
physiological signal based classifier to the fNIRS based one.  
In Chapter 6 we study the potential of using features derived from the pre-processed raw 
fNIRS signal to classify maintenance and emergence. We examine five different methods 
and perform feature selection on each to discover the most reliable features. These 
features are then combined with the physiological, BIS, MAC and fNIRS calculated 
features (Chapter 3) to derive an optimal set of descriptors to satisfy specific aim 3. We 
compare the performance of this last classifier to all the other ones studied throughout 
this thesis.  
Chapter 7 is for the conclusion and provides suggestions for the future work.  
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2. CHAPTER 2: fNIRS AS SEVOFLURANE ANESTHESIA 
MONITORING TOOL 
 Introduction 
In this chapter we examined the effects of volatile anesthetics, specifically sevoflurane, 
on hemodynamic parameters measured by functional near infrared spectroscopy (fNIRS), 
investigated features of the signal that contained information related to anesthetized state 
which are independent of a pre-induction baseline. Our aim was to discover a set of 
fNIRS derived and physiologically relevant biomarkers that could serve as indicators for 
the transition between anesthetized states.  
As explained in Chapter 1.3 suppression of memory and awareness during general 
anesthesia is related to a dose dependent reduction in neuronal activity as well as a global 
decrease in GMR and CMRO2 (Alkire, et al., 1995; Alkire et al., 1997; Alkire, et al., 
1999). In the PFC specifically the hemodynamic effects of anesthetics affect rCBF and 
neurovascular coupling (Masamoto, et al., 2012; Leon-Dominguez, et al., 2013; Veselis, 
et al., 2002; John, et al., 2005; Heinke, et al., 2004).  
Previous studies using fNIRS from the PFC during general anesthesia have shown a 
relationship between measured hemodynamic variables and changes in the anesthetized 
state (Hernandez-Meza, et al., 2015; Izzetoglu et al., 2011; Leon-Dominguez, et al., 
2014). Two studies monitoring patients during the transition from maintenance to 
emergence during general anesthesia with sevoflurane have found significant reductions 
in the global mean Hb concentration, measured from the right side of the PFC as the 
subjects began to awake (Izzetoglu et al., 2011; Leon-Dominguez, et al., 2014).  
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Concomitant reductions in HbTotal were also measured during the same time period 
(Izzetoglu, et al. 2011).  
In this chapter we built on previous work by examining features or biomarkers of the 
fNIRS derived Hb and HbO2 signals in closer detail. This chapter aimed to find a set of 
fNIRS based biomarkers that describe differences in anesthetic depth which could be 
used for the real-time automatic classification of the anesthetized state in the operating 
room. We hypothesized that features of the Hb and HbO2 signals would reflect patterns 
in the PFC associated with different stages of anesthesia. The right PFC was selected 
because previous studies have shown its suitability for anesthesia monitoring (Izzetoglu, 
et al., 2011; Leon-Dominguez, et al., 2014). In the preliminary evaluation of the data 
obtained in the operating room we identified the presence of signal confounders, 
primarily related to changes in body position during the surgical procedure. Since the aim 
of this thesis was to find fNIRS signal descriptors related to changes in the anesthetized 
state, it was desirable to exclude any signal confounders. In section 2.1.1 we described 
the events that can confound the fNIRS signal during general anesthesia. Throughout this 
thesis we concentrated on the fNIRS signal changes that occur during the transition from 
maintenance to emergence in order to find features that describe differences between 
these two states and avoid other possible confounders of the fNIRS signal that have been 
described in the literature and in section 2.1.1 (Hernandez-Meza, et al., 2015).  The 
results presented in the chapter were published by Hernandez-Meza, et al., 2017. 
2.1.1 Confounding factors in the fNIRS signal 
Several events can influence the oxygen supply/demand balance during fNIRS 
measurements of patients under anesthesia, affecting the interpretation of the 
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hemodynamic variables recorded by the device. These confounding factors can be related 
to the position, type of surgery, changes in erythrocyte concentration, and ventilation.  
Effects of position  
Changes in position during surgery, such as various tilt angles of the operating table, are 
necessary for the conduction of the procedure. Such changes have been shown to affect 
the hemodynamic parameters measured by fNIRS (Kim, et al., 2011; Kim, et al., 2014; 
Closhen, et al., 2013; Kitajama, et al., 1998; Lovell, et al., 2000). The hemodynamic 
effects elicited by position alterations haven been linked to changes in CBV associated 
with the effect of gravity and also dependent on the anesthetic agent used. Investigations 
of the transition from supine to Trendelenburg position (where the body is laid face up 
and the feet are higher than the head) after carbon dioxide (CO2) pneumoperitoneum 
have found increases in regional oxygen saturation (rSO2) with sevoflurane but not 
propofol (Kim, et al., 2011). Furthermore, the hemodynamic change caused by the 
position change does not always return to baseline after returning to supine position, 
leading to a baseline shift (Kitajama, et al., 1998).  The changes in blood volume 
associated with position changes have been correlated to the degree of table tilt in the 
Trendelenburg and reverse Trendelenburg positions, but the head down position was 
associated with larger changes (Lovell, et al., 2000).  Thus, changes in position can have 
significant effect on fNIRS derived measures such as rSO2, HbTotal, HbO2 and Hb. The 
changes that occur depend on the type of position and the anesthetics in use. We have 
observed such positional effects on hemodynamic parameters as measured by fNIRS in 
our study and therefore the data selected for evaluation was carefully screened as 
explained in section 2.2. Figure 1 presents, on the left, an example of the change that is 
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observed on the hemodynamic parameters as a result of a transition into the 
Trendelenburg position and, on the right, it shows the change upon return to supine 
position from Trendelenburg position.  
 
Figure 1 Hemodynamic changes as a consequence of changes in position in 58 year old 
female during laparoscopic salpingo-oophorectomy with 2.4% sevoflurane. On the left, 
response of Hb, HbO2 and HbTotal during transition from (A) supine position to (B) 
Trendlenburg position and on the right (C) Tredelenburg position to (D) supine position 
 
 
Effects of other confounders  
The partial pressure of carbon dioxide dissolved in the blood can affect the cerebral blood 
volume. Low levels of carbon dioxide will cause a reduction in CBF. Alterations in 
intrathoracic pressure (e.g. insufflation for laparoscopic procedures) can cause alterations 
in cerebral perfusion and partial pressure of carbon dioxide. Hence CBV as measured by 
fNIRS has been shown to fall when the intrathoracic pressure is increased (Owen-Reece, 
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et al., 1994). Hyperventilation, which decreases the partial pressure of carbon dioxide, 
has also been shown to cause significant decrease in rSO2 in during propofol-remifentanil 
and sevoflurane anesthesia (Alexander, et al., 2013).  
Since fNIRS values are dependent of the hemoglobin concentration, hemodilution can 
affect the measured hemodynamic parameters. During surgery, hemodilution may occur 
during blood loss and volume replacement with crystalloid, which leads to a decrease in 
the volume of erythrocytes. The effect was hemodilution has been measured as a decrease 
in rSO2 during propofol and sevoflurane anesthesia (Yoshitani, et al., 2005). The effects 
of changes in mean arterial pressure (MAP) have also been evaluated as potential 
confounders of the fNIRS signal. However, no correlation between MAP and rSO2 could 
be established with propofol and fentanyl anesthesia (Nissen, et al., 20090.   
In the study presented in this chapter, the data was selected to avoid possible confounding 
factors as explained in section 2.2. The existence of these confounders should be 
considered when evaluating the hemodynamic signal as captured by fNIRS in patients 
undergoing surgery. A systematic review of the literature regarding this topic was 
reported (Hernandez-Meza, et al., 2015). 
 Method 
2.2.1 Subjects  
A total of 50 patients undergoing elective abdominal or limb surgery were enrolled in this 
observational study at Hahnemann University Hospital, Philadelphia, PA. The study 
protocol and statements of informed consent were approved by the Institutional Review 
Board (IRB) at Drexel University. The study was conducted with the subjects’ 
understanding and written informed consent. All patients were American Society of 
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Anesthesiologists (ASA) class I and II with a mean age of 42.49 (± 11.42). In order to 
homogenize the sample in terms of the volatile anesthetic agent used, the exclusion 
criteria included incomplete records of physiologic data and technical issues with the 
recording (10 patients), excessive number of artifacts in the fNIRS recording (1 patient), 
use of desflurane for anesthesia maintenance (10 patients), use of a combination of 
sevoflurane and desflurane during maintenance (4 patients) and use of nitrous oxide (6 
patients). The final evaluated sample included 19 patients, 5 male (26%) and 14 female 
(74%), during maintenance of general anesthesia with sevoflurane.  
 
2.2.2 Experimental paradigm and intraoperative management 
For this study, the perioperative course was divided into 4 phases: Pre-induction, 
Induction, Maintenance and Light Anesthesia or Emergence (Figure 2). 
 
Figure 2 Timeline of the study in relation to phases of general anesthesia 
   
Pre- Induction: This phase reflects the preparatory stage prior to induction of anesthesia. 
During this time denitrogenation of the functional residual lung capacity was achieved by 
allowing fully conscious patients to spontaneously breathe 100 % oxygen as part of 
standard pre-oxygenation procedures prior to induction of anesthesia.  Most patients also 
received midazolam as premedication. Midazolam is an imidazobenzodiazepine with a 
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rapid onset of action producing hypnosis, amnesia and antianxiety effects (Reves, et al., 
1985). It is used primarily for its antianxiety effects prior to induction of anesthesia.  
Induction: Once an EtO2 concentration above 90% was achieved, the patient had been 
breathing 100% oxygen for at least 3 minutes or the patient had taken at least four vital 
capacity breaths of 100% oxygen, induction of anesthesia began. Intravenous induction 
then consisted of a bolus of lidocaine (87.0 ±21.5 mg), fentanyl (2-3 mcg/kg) and 
propofol (1.5 mg/kg).  The use of lidocaine as part of anesthetic induction achieves two 
goals; firstly, it reduces the pain associated with propofol infusion and secondly it 
obtunds laryngeal reflexes; thereby, enhancing intubating conditions (King, et al., 1992; 
Yukioka, et al., 1985).  Fentanyl is a lipophilic opioid that rapidly crosses the blood brain 
barrier and is 75-100 times more potent than morphine (Stanley, 1992). Its use in the 
induction period is aimed at blunting cardiovascular responses to noxious stimuli from 
laryngoscopy, intubation and surgical stress. Additionally, when administered at doses 
between 1.5mcg/kg and 3mcg/kg, fentanyl reduces the requirement for volatile 
anesthetics or propofol by approximately 50% (Daniel, et al., 1998; Kazama, et al., 1998; 
Sebel, et al., 1992; Katoh, et al., 1998). Propofol was the intravenous induction agent of 
choice used to achieve anesthesia. Propofol via agonist activity at the GABAA receptor, 
the glycine receptor and the neuronal acetylcholine AMPA and NMDA receptors creates 
a state of sedation and hypnosis (Rudolph, et al., 2004). Following administration of 2-
2.5mg/kg of propofol loss of consciousness is expected within a minute and lasts for 
approximately five minutes (Larjani, et al., 1989). Rocuronium, a muscle relaxant, 
competitively antagonizes the postsynaptic nicotinic receptor at the neuromuscular 
junction (Hunter, et al., 1996; Atherton, et al., 1999). For those patients requiring 
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intubation, the airway was secured with an endotracheal tube following muscle 
relaxation; otherwise a laryngeal mask airway was placed in the supraglottic space. 
Patients were then mechanically ventilated via the airway device. 
Maintenance: Maintenance of anesthesia was achieved using sevoflurane. Sevoflurane is 
an agonist at the GABAA and glycine receptors and an antagonist at the NMDA, AMPA, 
5HT and acetylcholine receptors (Franks, 2008). For the purposes of this study this 
period is defined as the time following intubation until the end of wound closure. During 
this time sevoflurane dosing was left to the discretion of the attending anesthesiologist. 
During this phase additional drugs including vasopressors such as ephedrine were used to 
support blood pressure in one subject. Analgesic agents including morphine, intravenous 
acetaminophen, NSAID’s (Ketorolac) were administered to control pain.  Additional 
doses of rocuronium were also given to provide adequate muscle relaxation thereby 
facilitating optimal surgical conditions. 
Light Anesthesia/Emergence: We define this period as the time following wound closure 
to first movement. During this phase, the end-tidal sevoflurane concentration was 
reduced either via fast or slow alveolar washout to achieve a minimum alveolar 
concentration (MAC) value less than 0.34 which is the established MAC awake value for 
sevoflurane (Eger, et al., 2001). Reversal of neuromuscular blockade via the use of 
neostigmine was performed only after establishing adequate muscle recovery.  Other 
medications given during this stage include glycopyrrolate to blunt the systemic 
muscarinic side effects of neostigmine and antiemetic agents including metoclopramide 
and ondansetron.  Once purposeful movement was observed a patient was determined to 
have emerged from anesthesia. 
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2.2.3 Data acquisition 
During the pre-anesthesia stage standard physiologic monitoring of heart rate (HR), blood 
pressure (BP) and peripheral oxygen saturation (SpO2) began.  
The fNIRS pad was then placed on the right side of the forehead at the Fp2 position on 
the International 10-20 System (Jasper, 1958). The BIS monitor was then placed over the 
left eyebrow (Figure 3). The fNIRS signal was recorded continuously at 2Hz until the 
subject regained capacity to move at the end of the procedure. Events of interest were 
recorded and time stamped on the fNIRS signal during the procedures. 
 
Figure 3 fNIRS and BIS sensor data were simultaneously collected in this study. 
 
The physiological data was recorded from the display of the anesthesia machine, at a rate 
of 0.1 Hz. The information displayed on the screen contained physiological data from the 
electrocardiogram (EKG), BP, HR, pulse rate, SpO2, BIS, end tidal carbon dioxide 
concentration (EtCO2) and temperature. The screen captures also contained information 
from the gas analyzer which is displayed as the inspired and end tidal concentrations of 
oxygen (O2) and sevoflurane. The fNIRS and screen capture data from the anesthesia 
machine were recorded simultaneously in the same laptop where the clocks for both data 
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inputs were synced. The data recorded from the anesthesia machine was extracted using a 
custom written optical character recognition (OCR) software and down sampled to 
approximately 2 Hz to allow processing on a standard laptop computer. The end-tidal 
sevoflurance concentration (EtSev) concentration was converted to MAC and 
individually adjusted for the subject’s age (Eger, 2001). 
2.2.4 fNIRS description 
In this study, a non-commercial continuous wave (CW) fNIRS system developed by the 
Optical Brain Imaging Lab at Drexel University based on the technique demonstrated by 
Chance et al. 1993 was used. fNIRS is an optical neuroimaging tool used non-invasively 
to quantify the hemodynamic changes in a given area of the cerebral cortex using the 
relative transparency of tissues to near-infrared light and the optical sensitivity of HbO2 
and Hb molecules. The system was composed of a flexible sensor pad, a control box and 
a computer for data acquisition. The sensor pad contained one LED light source and 2 
photo detectors spaced 2.5 cm apart. The pad was conformed of a flexible circuit board 
encased in foam (Figure 3). Attachment to the forehead, at the Fp2 position of the 
international 10-20 system, was achieved using medical grade double-sided adhesive. 
The fNIRS system captured measurements at the photodetector at a rate of 2Hz. During 
each 500ms cycle, the LED emits light at wavelengths of 730 nm and 850 nm.  
For the simultaneous recording of BIS and fNIRS, BIS was attached to the forehead 
directly over the left eyebrow. Right side preference on fNIRS placement was influenced 
by previous findings where greater differences in the deoxygenated hemoglobin levels 
were found on the right side of the forehead (Izzetoglu, et al., 2011; Leon-Dominguez, et 
al., 2014). Simultaneous data acquisition from fNIRS and BIS monitor, is not expected to 
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affect either signal as multiple studies have used both modalities (EEG and fNIRS) in 
combination without interference (Leon-Dominguez, et al., 2014, Izzetoglu, et al., 2011; 
Liu, et al., 2015; Liu, et al., 2013; Merzagora, et al., 2009; Butti, et al., 2006). 
Furthermore, after starting the fNIRS data acquisition during the pre-anesthesia phase, we 
confirmed that the signal quality index (SQI) output of the BIS monitor indicated high 
EEG signal reliability.  
The fNIRS data was acquired continuously from the pre-anesthesia phase until 
emergence was established. To obtain Hb and HbO2 concentration changes, fNIRS 
utilizes the relative transparency of tissues to near-infrared light and the differential 
absorption of HbO2 and Hb in the near-infrared range (Jobsis, 1977). The emitted light 
travels across the tissue in a banana shaped path where it interacts with tissues and 
returns to the surface of the skin where the changes in light intensity can be measured by 
a photodetector. Light intensity changes at two wavelengths, 730 and 850nm, are used to 
calculate relative change in the concentrations of Hb and HbO2. It is assumed that the 
changes in light intensity that occur as the photons travel through the tissue is the result 
of the linear superimposition of light absorption and scattering, which is described in the 
following equations (Delpy et al., 1988). 
𝑂𝐷𝜆= log10
𝐼𝑜,𝜆
𝐼𝜆
= 𝐴𝜆 + 𝑆𝜆 
(Eq. 1) 
Light attenuation at a given wavelength λ is calculated as the optical density (Eq. 1), 𝑂𝐷𝜆. 
𝐼𝑜,𝜆 represents the intensity of the incident light, while 𝐼λ is the intensity of the light 
measured by the photo detector. The attenuation of light described by the OD is the result 
of the absorption, 𝐴λ(Eq.2), and scattering, 𝑆λ, of the photons in the examined tissues.  
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Hb and HbO2 are the chromophores that contribute primarily to light absorption in the 
near-infrared window, which based on the modified Beer-Lambert Law (mBLL), can be 
expressed as: 
𝐴λ = (𝜀𝐻𝑏𝑂2,λ×[𝐻𝑏𝑂2] + 𝜀𝐻𝑏,λ×[𝐻𝑏])×𝑟𝑠𝑑×𝐷𝑃𝐹λ   (Eq. 2) 
Where 𝜀 describes the absorption coefficients of Hb and HbO2 at a given wavelength λ, 
[Hb] and [HbO2] describes the concentrations of Hb and HbO2, and 𝑟𝑠𝑑  and 𝐷𝑃𝐹λ 
account for the path length that the photons travel to reach the photodetector. For the 
adult forehead, the variables 𝜀 and 𝑟𝑠𝑑 are assumed to be time-independent and spatially 
constant (Delpy et al, 1988), while 𝑆λ is a geometry dependent constant (Obrig, et al., 
2003).  
Therefore, the change in 𝑂𝐷𝜆 can be expressed as: 
∆𝑂𝐷𝜆(𝑡) = ∆𝑂𝐷𝜆(𝑡) − ∆𝑂𝐷𝜆,𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑡) 
= log10
𝐼𝑜,𝜆,𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
𝐼𝜆(𝑡)
 
= (𝐴𝜆(𝑡) + 𝑆𝜆) − (𝐴𝜆,𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 + 𝑆𝜆) 
= 𝐴𝜆 + 𝐴𝜆,𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 
= (𝜀𝐻𝑏𝑂2,λ×∆[𝐻𝑏𝑂2](𝑡) + 𝜀𝐻𝑏,λ×∆[𝐻𝑏](𝑡))×𝑟𝑠𝑑×𝐷𝑃𝐹λ   
 (Eq.3) 
where 𝛥[𝐻𝑏𝑂2](𝑡) and 𝛥[𝐻𝑏](𝑡) in equation 3 are the changes in concentration of Hb 
and HbO2 between a baseline and the time 𝑡. In this study light attenuation was measured 
at 730 and 850 nm to derive the following two equations (Eq. 4 and 5): 
{
∆𝑂𝐷730𝑛𝑚(𝑡) = (𝜀𝐻𝑏𝑂2,730nm×∆[𝐻𝑏𝑂2](𝑡) + 𝜀𝐻𝑏,730𝑛𝑚×∆[𝐻𝑏](𝑡))×𝑟𝑠𝑑×𝐷𝑃𝐹730nm
∆𝑂𝐷850𝑛𝑚(𝑡) = (𝜀𝐻𝑏𝑂2,850nm×∆[𝐻𝑏𝑂2](𝑡) + 𝜀𝐻𝑏,850𝑛𝑚×∆[𝐻𝑏](𝑡))×𝑟𝑠𝑑×𝐷𝑃𝐹850nm
 
(Eq. 4) 
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The solution of the system of equations allows the calculation of the changes in Hb and 
HbO2 concentrations relative to a baseline, 
{
  
 
  
 
∆[𝐻𝑏](𝑡) =
𝜀𝐻𝑏,730nm×∆𝑂𝐷850𝑛𝑚(𝑡)
𝑟𝑠𝑑×𝐷𝑃𝐹850nm
−
𝜀𝐻𝑏,850nm×∆𝑂𝐷730𝑛𝑚(𝑡)
𝑟𝑠𝑑×𝐷𝑃𝐹730nm
𝜀𝐻𝑏,730𝑛𝑚×𝜀𝐻𝑏𝑂2,850nm − 𝜀𝐻𝑏,850𝑛𝑚×𝜀𝐻𝑏𝑂2,730nm
∆[𝐻𝑏𝑂2](𝑡) =
𝜀𝐻𝑏𝑂2,850nm×∆𝑂𝐷7300𝑛𝑚(𝑡)
𝑟𝑠𝑑×𝐷𝑃𝐹730nm
−
𝜀𝐻𝑏𝑂2,730nm×∆𝑂𝐷850𝑛𝑚(𝑡)
𝑟𝑠𝑑×𝐷𝑃𝐹850nm
𝜀𝐻𝑏,730𝑛𝑚×𝜀𝐻𝑏𝑂2,850nm − 𝜀𝐻𝑏,850𝑛𝑚×𝜀𝐻𝑏𝑂2,730nm
 
(Eq. 5) 
The change in HbTotal (Eq. 6), considered to be a good estimator of the changes in blood 
volume, was calculated from the sum of the changes in concentration of Hb and HbO2 
(Tuchin, 2002). 
∆[𝐻𝑏𝑡𝑜𝑡𝑎𝑙] = ∆[𝐻𝑏] + ∆[𝐻𝑏𝑂2]   (Eq. 6) 
The hemodynamic variables Hb, HbO2 and Hbtotal calculated in this manuscript refer to 
the changes in concentration of each variable in relationship to a given baseline.  
2.2.5 fNIRS and Physiologic Data Processing and Analysis 
Data was acquired from at least one channel on the right side of the forehead (Fp2 
position). In most cases, however, the data from channel 2, which is closer to the center 
of the forehead, was affected by ambient light caused adhesive failure due to the 
curvature of the forehead and need for space for the BIS sensor. Because of this only the 
data from channel 1 was used for analysis. The light intensity fNIRS measures (raw data) 
were filtered with a low pass filter with a cutoff frequency of 0.1 Hz artifacts originating 
from the respiration. Since our aim was to quantify the differences in the hemodynamic 
response between maintenance and emergence states, we selected four one-minute long 
epochs as our times of interest.  Figure 4 describes the timing of the epochs in relation the 
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anesthesia phases. The first two epochs occur during the maintenance, specifically during 
wound closure and are labeled as M1 and M2. The selection of this maintenance 
guarantees that the patient was in supine position, there was no electrocautery noise, the 
abdomen had been deflated after laparoscope removal and EtSev was adequate for 
surgical anesthesia, hence limiting the possible number of confounders on the fNIRS 
signal.  M1 is the time of interest for analysis of the maintenance state. M2 is presented in 
order to show the stability of the signal during the maintenance phase. The third epoch of 
interest was the transition (T) time during sevoflurane washout. T is the transition time 
which shows the progression of changes in the signal as the concentration of volatile 
anesthetic decreases. The fourth epoch of interest, emergence (E), occurred during 1 
minute of time immediately preceding the first movement. This time point was selected 
because it was hypothesized to contain the most reliable information of changes 
associated anesthesia emergence without movement artifacts. 
 
Figure 4 Timing of epochs of interest M1, M2, T and E with respect to the anesthetized 
state 
 
First, changes in HbO2 and Hb in channel 1 were calculated relative to a 5-second 
baseline recorded during the pre-induction phase (global baseline) using the Modified 
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Beer-Lambert Law (MBLL) (Cope, et al., 1988; Delpy, et al., 1988). All references to Hb 
and HbO2 refer to the change in these parameters from a baseline period. HbTotal was 
calculated from the sum of the change in HbO2 and Hb. The changes in Hb, HbO2 and 
HbTotal relative to a pre-induction global baseline were calculated and the mean values 
for the four epochs of interest (M1, M2, T and E) were obtained. Comparison of the 
means of each epoch allows the evaluation of the effects of the transition from 
maintenance to emergence on cerebral hemodynamics and comparison to existing 
findings in the literature (Leon-Dominguez, et al., 2014; Izzetoglu, et al. 2011).   
Since the aim is to develop a methodology that can be used in real time for the 
classification of anesthetic depth in the clinical setting, we propose the use of a local 
baseline for the extraction of features.  Hence, for features extraction, the MBLL was 
used to calculate HbO2 and Hb concentration changes relative to a local five second 
baseline obtained at the beginning of each epoch. The following eleven features were 
extracted for the four epochs of interest (M1, M2, T and E): mean Hb, mean HbO2, mean 
Hbtotal, standard deviation (std) of Hb, standard deviation of HbO2, maximum (max) 
Hb, minimum (min) Hb, max HbO2, min HbO2, range of Hb, range of HbO2.  The 
extracted features were assessed to determine if they could serve as biomarkers for the 
automatic classification of the depth of anesthesia via statistical analysis. 
2.2.6 Statistical Analysis 
Statistical data analysis was conducted using SPSS version 23.0.0.0. The assumption of 
data normality was tested by the Kolmorogov-Smirnov test with Lilliefors correction. 
Homogeneity of variance was tested by Levene’s test. Intergroup differences in fNIRS 
and physiological parameters during maintenance (M1 and M2), transition (T) and 
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emergence (E) were evaluated by Friedman omnibus test. Post–hoc evaluations of 
significant findings and differences between M1 and E for the extracted features were 
made using the Wilcoxon signed-rank test. Linear association between the features 
extracted via the local baseline approach and MAC was evaluated by Spearman’s rank 
correlation (rho). An alpha level of α=0.05 was used for all tests and adjusted experiment 
wise using the Bonferroni correction to control for type I error (Dunn, 1961). Descriptive 
statistics are displayed as mean and standard deviation, by the median and interquartile 
range or as a number of cases and percent of all cases. 
 Results 
Data from subjects exclusively receiving sevoflurane anesthesia during maintenance was 
included in this study (N=19). Demographic, procedural and pre-operatory hemoglobin 
information, procedural statistics and occurrence of adverse events are presented as mean 
and standard deviation or as number of cases and percent of all cases on Table 1. During 
all cases, peripheral oxygen saturation remained within 95-100%. No aggressive 
interventions were required during the procedures and all subjects regained consciousness 
upon emergence. The data was evaluated by non-parametric statistical tests. 
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Table 1 Demographic and procedural information (N=19) 
  Mean (±Std. or percent of cases) 
Age 42.49 (±11.47) 
Weight (lbs.) 198.96 (±56.17) 
Height (in.) 65.63 (±4.33) 
Hemoglobin (g/dL) 12.86 (±1.54) 
Hematocrit (%) 38.36 (±4.25) 
Anesthetic risk (cases) 7 ASA I and 12 ASA II 
Sex Female 14 (73.7 %) 
Race Caucasian 11 (57.9 %) 
Duration (min) 115.6 (±56.8) 
Propofol dose (mg) 182.5 (±25.8) 
Midazolam 13 cases (68.4%) 
Fentanyl 18 cases (94.7%) 
Sevoflurane (MAC) 1.15 (±0.09) 
Rocuronium 9 cases (47.4%) 
Ephedrine 1 case (5.3%) 
Morphine 2 cases (10.5%) 
MAP< 90mmHg 4 cases (21.1%) 
HR< 50bpm 2 cases (10.5%) 
ΔEtCO2>50% 1 case (5.3%) 
Procedures 8 Minimally-invasive (42%) 
  11 Open (58%)  
 
2.3.1 Analysis of Global fNIRS signal  
To assess the effect of sevoflurane washout on fNIRS measured hemodynamic variables 
the mean concentrations of Hb, HbO2 and HbTotal were compared between the four 
epochs of interest representing the maintenance, transition and emergence states. Figure 5 
displays the mean changes in concentration of Hb, HbO2, HbTotal, derived using the 
global baseline approach, and MAC. The hemodynamic parameters were measured from 
channel 1 which was located on the right PFC. During maintenance (M1 and M2) an 
increase in Hb, HbO2 and HbTotal occurs relative to the pre-induction baseline. The 
values then remain fairly stable with sevoflurane at 1.15(±0.38) MAC. The effect of 
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sevoflurane washout during the transition (T) and emergence (E) states is observed as a 
gradual decrease in global mean Hb, HbO2 and HbTotal. There were statistically 
significant differences, after Bonferroni correction, in global Hb, HbO2 and HbTotal for 
anesthetic depth (Table 2). Post-hoc tests, after Bonferroni correction (Table 2), showed 
significant differences for Hb between M1 and T (Z=-2.817, p=0.005), M1 and E (Z=-
2.736, p=0.006). For HbO2 significant differences were between for M1 and E (Z=-
2.938, p=0.003). For HbTotal significant differences were found between M1 and T (Z=-
3.461, p=0.001), M1 and E (Z=-3.380, p=0.001). There were no significant differences in 
Hb, HbO2 and HbTotal between the maintenance segments M1 and M2. These results 
confirm the existence of significant difference in the global means of Hb, HbO2 and 
HbTotal between the maintenance and emergence states that are in line with prior 
findings (Izzetoglu, et al., 2011; Leon-Dominguez, et al., 2014). 
 
 
Figure 5 Mean changes in concentration of Hb, HbO2, HbTotal, derived using the global 
baseline approach, and MAC during the four epochs of interest M1, M2, T and E 
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Table 2 Statistical differences in mean Hb, HbO2 and HbTotal derived by a global 
baseline 
Hemodynamic 
variable 
Omnibus test  Post-hoc tests 
   M1 vs M2 M1 vs T M1 vs E 
X2(3) p  Z p Z p Z P 
Hb 15.695 0.001*  -0.282 0.778 -2.817 0.005* -2.736 0.006* 
HbO2 10.768 0.013*  -0.080 0.936 -2.656 0.008 -2.938 0.003* 
HbTotal 25.926 <0.001*   -0.040 0.968 -3.461 0.001* -3.380 0.001* 
* Significant after Bonferroni correction 
 
2.3.2 Analysis of Local fNIRS Signal 
The previously described analysis via the global baseline approach supports the 
hypothesis that features from the fNIRS signal contain information regarding the 
anesthetized state. To further explore the discrimination capacity of the fNIRS signal a 
local baseline approach was employed.  The local baseline approach normalizes each 
segment of time with respect to a 5 second baseline at the beginning of the epoch. The 
benefit of this method is that it allows the real-time evaluation of the signal eliminating 
the need to obtain a pre-induction baseline and possible baseline shifts which are 
dependent on the procedure (Hernandez-Meza, et al., 2015). Extraction of features in real 
time is necessary for usability of this technique in clinical applications.  
To examine the fNIRS signal via the local baseline approach we extracted features from 
the previously described four epochs. The features evaluated were selected to further 
describe the amount of change and variability in a given period of time. A change in the 
fNIRS captured hemodynamic parameters was then hypothesized to be related to changes 
in the anesthetized state and to signal the transition from maintenance to emergence.   
Figure 6 provides three examples of the trends in local Hb, HbO2 and HbTotal observed 
during maintenance (M1) and emergence (E). In these examples, the differences between 
patients become obvious. During emergence, we observed a decreasing trend in Hb in ten 
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cases, non-monotonic decrease in two cases, increase in variability in one case, 
increasing signal in three cases, non-monotonic increase in one case and no change in 
two cases. In the local HbO2 trend we observed a decreasing trend in ten cases, an 
increase in five cases, a non-monotonic increase in two cases, increase of variability in 
one case and no change in one case. In the local HbTotal we observed a decreasing trend 
in eleven cases, increase in four cases, non-monotonic increase in two cases, increase in 
variability in one case and no change in one case. Overall, we observed a decreasing 
trend in at least one of the parameters in thirteen out of nineteen patients. In four patients 
we observed an increasing trend in the three parameters. In one case we only observed an 
increase in signal variability of all parameter and in another case we observed no change 
in the parameters during emergence. The individuals differed in terms of the MAC during 
maintenance, the MAC at epoch E, the rate of sevoflurane washout, individual 
differences in metabolism and the magnitude of the relative change in the hemodynamic 
signal.  
In order to further characterize the observed changes in the trends of the local fNIRS 
signal that occur during sevoflurane washout and immediately preceding emergence, the 
following features were extracted from each epoch: mean Hb, mean HbO2, mean 
HbTotal, std of HbO2 and HbO2, maximum (max) and minimum (min) Hb and HbO2, 
range of Hb and HbO2. Figure 6 displays the changes in each parameter for the 4 epochs 
of interest. The ranges, maximum and standard deviation of the Hb and HbO2 signal 
increase with decreasing anesthetic concentration. The minimum of Hb and HbO2 
decreases with decreasing anesthetic concentration. The changes seen in the maximum 
and minimum values are reflected in the range of the signal.  For each feature the 
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statistical differences between M1 and E, the median and interquartile ranges along with 
the classification test results using SVM and LDA methods are presented on Table 3. No 
significant differences were found in the local means of Hb, HbO2 and HbTotal due to 
the previously described differences in the trend of the local response between patients.  
Statistically significant differences between M1 and E were found in min Hb (Z=-3.349, 
p<0.001), min HbO2 (Z=-3.582, p<0.001), std Hb (Z=-3.622, p<0.001), std HbO2 (Z=-
3.823, p<0.001), range Hb (Z=-3.783, p<0.001) and range HbO2 (Z=-3.823, p<0.001). 
The max Hb and HbO2 changes were not significant after Bonferroni correction.  
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    (A) 
 
 
(B) 
 Figure 6 A and B changes in mean (Hb, HbO2 and HbTotal), minimum, maximum, 
range and standard deviation of Hb and HbO2, and mean HR, EtCO2, SpO2 and BIS for 
times M1, M2, T and E. 
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Table 3 Comparison of features during maintenance (M1) and emergence (E). Median 
and interquartile ranges, and significance test 
Features 
(Channel 1) 
Maintenance  Emergence   
M1    E  Z p 
mean Hb -0.001 (-0.054 -0.054)  -0.029 (-0.223 0.090) -0.684 0.494 
mean HbO2 -0.009 (-0.075 0.056)  -0.192 (-0.446 -0.044) -1.489 0.136 
mean HbTot -0.001 (-0.108 0.035)  -0.317 (-0.534 0.340) -1.368 0.171 
std Hb 0.061 (0.045 0.078)  0.244 (0.141 0.373) -3.622 <0.001* 
std HbO2 0.087 (0.061 0.117)  0.367 (0.282 1.008) -3.823 <0.001* 
max Hb 0.123 (0.068 0.187)  0.150 (0.060 0.907) -2.133 0.033 
minHb -0.118 (-0.194 -0.046)  -0.540 (-0.787 -0.262) -3.349 0.001* 
max HbO2 0.120 (0.089 0.336)  0.542 (0.062 1.215) -2.213 0.02 
min HbO2 -0.154 (-0.292 -0.073)  -0.882 (-1.246 -0.493) -3.582 <0.001* 
range Hb 0.249 (0.158 0.318)  1.094 (0.512 1.693) -3.783 <0.001* 
range HbO2 0.345 (0.235 0.465)  1.438 (1.008 3.070) -3.823 <0.001* 
*Significant after Bonferroni correction 
2.3.3  Physiologic Data Evaluation 
The effect of decreasing EtSev on HR, SpO2, EtCO2, BIS and MAC was evaluated for the 
previously described four epochs of interest. Significant differences in BIS (X2(3) 
=35.840, p<0.001) and MAC (X2(3) =50.968, p<0.001) depended on the anesthetic depth 
and are presented on Table 4. Mean blood pressure was recorded but not analyzed due to 
a lower sampling rate that was inconsistent with the time periods selected. The trends in 
the physiological parameters for the time points of interest are presented in Figure 6. 
Table 4 Statistical differences in mean HR, SpO2, EtCO2, BIS and MAC 
Physiological 
variable 
Omnibus test  Post-hoc tests 
   M1 vs M2 M1 vs T M1 vs E 
X2(3) p  Z p Z p Z p 
HR 0.953 0.813  - - - - - - 
SpO2 2.068 0.558  - - - - - - 
Et-CO2 2.935 0.402  - - - - - - 
BIS 35.840 <0.001*  1.415 0.157 -3.680 <0.001* -2.864 0.004* 
MAC 50.987 <0.001*   0.402 0.687 -3.823 <0.001* -3.823 <0.001* 
*Significant after Bonferroni correction 
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2.3.4 Relationship between Physiological and fNIRS Variables 
The end-tidal anesthetic concentration is represented by the MAC values (calculated from 
EtSev concentration and the age of the participants). Correlations between MAC, EtCO2 
and HR and the features extracted from the fNIRS signal, at the times of interest (M1, 
M2, T and E), were evaluated using Spearman’s rho and significance was determined by 
Student’s t-test. In Table 5 the results from the correlation analysis can be found. The 
fNIRS features with moderate linear relationships to MAC were the standard deviations 
of Hb (rho=-0.548, p<0.001) and HbO2 (rho=-0.621, p<0.001), the minimums of Hb 
(rho=0.555, p<0.001) and HbO2 (rho=0.590, p<0.001) and the ranges of Hb (rho=-0.606, 
p<0.001) and HbO2 (rho=-0.660, p<0.001) signals. A weak linear relationship was found 
for MAC and mean HbO2 (rho=0.362, p<0.001) and HbTotal (rho=0.361, p<0.001). 
Additionally, a weak linear relationship was found between max HbO2 and HR (rho=-
0.406, p<0.001). 
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Table 5 Linear correlation of features extracted from the fNIR signal and MAC, EtCO2 
and HR 
  MAC EtCO2 HR 
Spearman's 
rho 
Hb 
Correlation Coefficient 0.223 -0.059 -0.098 
Sig. (2-tailed) 0.052 0.614 0.405 
N 76 76 74 
HbO2 
Correlation Coefficient 0.362 -0.131 -0.214 
Sig. (2-tailed) 0.001* 0.258 0.068 
N 76 76 74 
HbTotal 
Correlation Coefficient 0.361 -0.175 -0.16 
Sig. (2-tailed) 0.001* 0.13 0.174 
N 76 76 74 
Std Hb 
Correlation Coefficient -0.548 0.149 -0.054 
Sig. (2-tailed) <0.001* 0.199 0.65 
N 76 76 74 
Std HbO2 
Correlation Coefficient -0.621 0.248 -0.038 
Sig. (2-tailed) <0.001* 0.031 0.751 
N 76 76 74 
Max Hb 
Correlation Coefficient -0.093 0.183 -0.165 
Sig. (2-tailed) 0.424 0.113 0.161 
N 76 76 74 
Min Hb 
Correlation Coefficient 0.555 -0.185 0 
Sig. (2-tailed) <0.001* 0.11 0.998 
N 76 76 74 
Max HbO2 
Correlation Coefficient -0.21 0.054 -0.406 
Sig. (2-tailed) 0.069 0.645 <0.001* 
N 76 76 74 
Min HbO2 
Correlation Coefficient 0.59 -0.181 -0.104 
Sig. (2-tailed) <0.001* 0.117 0.379 
N 76 76 74 
Range Hb 
Correlation Coefficient -0.606 0.184 -0.032 
Sig. (2-tailed) <0.001* 0.111 0.789 
N 76 76 74 
Range 
HbO2 
Correlation Coefficient -0.66 0.276 -0.044 
Sig. (2-tailed) <0.001* 0.016 0.707 
N 76 76 74 
*Significant after Bonferroni correction 
 Discussion  
In this observational study we monitored patients during general anesthesia with 
sevoflurane using fNIRS from the PFC and examined the transition from maintenance to 
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emergence. During this transition, subjects slowly regain consciousness with the first 
movement indicating emergence. We observed significant decreases in the global mean 
change of HbO2 and, Hb and HbTotal when the subjects’ transition towards emergence as 
a consequence of sevoflurane washout (Figure 5).  The changes in global mean Hb, HbO2 
and HbTotal biomarkers are influenced significantly by changes in CBF, CBV and CMR 
(MacIntosh, et al., 2003; Toronov, et al., 2003; Huppert, et al., 2006; Leon-Dominguez, 
et al 2013) that occur as a consequence of anesthetic use.  Additionally, global mean Hb 
has been suggested as a biomarker that is predictive of cerebral arousal and suppression 
during sevoflurane anesthesia (Izzetoglu, et al., 2011; Leon-Dominguez, et al., 2014). 
The significant changes observed in fNIRS measured hemodynamic parameters indicate 
their relationship with the transition between anesthetized states. We will begin with a 
discussion of cerebral hemodynamics to fully appreciate the interplay between these 
factors.  
Cerebral blood flow, cerebral blood volume and cerebral metabolic rate are altered by 
anesthetic agents used to induce and maintain anesthesia suggesting that measurements of 
Hb, HbO2 and HbTotal may carry information on anesthetic depth. Each individual 
anesthetic agent has unique properties that contribute to the observed changes in cerebral 
hemodynamics and metabolism. CBF is an important determinant of energy and nutrient 
delivery to the brain (Miller, 2015). The rate of flow controls how much and how quickly 
substrates are delivered.  Changes in CBF are directly related to CMR and CMRO2. With 
increased metabolic rate, a concomitant rise in CBF occurs in order to meet the increased 
demand for energy substrates by activated neurons. The converse holds true; with 
reductions in CBF expected in areas of decreased metabolic demand. Moreover, CBF is 
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also important as a determinant of CBV. CBF and CBV usually vary in parallel; however, 
the rate of change is not 1:1 as would be expected. The magnitude of change in CBV 
compared to CBF is considerably lower (Todd, et al., 1996; Gibbs, et al., 1984). Under 
the influence of anesthesia, it is thought that the parallel relationship between CBF and 
CBV is preserved (Todd, et al., 1996; Weeks, et al., 1990). Moreover, all anesthetic 
agents induce a dose related state of CMR reduction (Michendelder, et al., 1975; 
Scheller, et al., 1988; Lutz, et al., 1990). Looking specifically at volatile anesthetics the 
net change in CBF is a balance between CMR induced reduction in CBF versus the 
expected increase in CBF secondary to intrinsic vasodilatory activity on vascular smooth 
muscle exerted by volatile agents.  At a MAC of 0.5 the predominant effect is CMR 
suppression resulting in a reduction in CBF. At a MAC of 1.0 an equilibrium is reached 
between suppression of CMR and vasodilatation of cerebral vessels resulting in a zero net 
change in CBF. At a MAC >1.0 vasodilation of the cerebral vessels predominates with a 
resultant increase in cerebral flow.  Table 6 summarizes the relationship between MAC 
and the predominant effect on CBF. 
Table 6 Predominant effect for a given MAC and resultant change in CBF 
MAC Predominant Effect 
Expected Change in 
CBF* 
0.5 CMR suppression Reduction in CBF 
1 Balance between CMR suppression and vasodilatory effect CBF remains unchanged 
>1.0 Vasodilatation Increase in CBF 
*Expected change for a given MAC value if BP remains unsupported. 
 
Combined changes in both CBF and CBV associated with a variety of competing 
physiological and pharmacological effects resulting from changes in anesthesia exposure 
contribute to the changes observed in global mean Hb, HbO2 and HbTotal during 
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maintenance and emergence (Figure 5) and in the local features (Figure 6). As 
sevoflurane is washed out its vasodilatory actions, exerted on vascular smooth muscle, 
decrease. This results in a reduction in the caliber of cerebral blood vessels and therefore 
CBV. Additionally, as the MAC approaches zero, the brain becomes more metabolically 
active resulting in an increased rate of CBF to meet the brain’s metabolic demands. Thus, 
on average, the result of decreased CBV and increased CBF is that a hemoglobin 
molecule would spend less time in a specified area, decreasing the global emergence 
mean Hb and HbO2 signals compared to the maintenance state, which are also reflected 
in the global HbTotal (Figure 5).  
The initial global evaluation of the fNIRS signal suggested the presence of information 
associated with the transition between anesthetized states. We hypothesized that 
characteristics/features of the local Hb and HbO2 signals, associated with changes in 
sevoflurane concentration, would be good predictors of changes in anesthetic depth. In 
the evaluation of the individual local signals, increased variability was observed during 
emergence compared to the maintenance state. For the purpose of feature extraction, the 
raw signal was transformed into Hb and HbO2 using a local baseline. This approach was 
employed in order to obtain real time features that could quantify the amount of change 
in the local signal and were unaffected by baseline shifts caused by changes in position or 
other artifacts during surgery. A total of eleven features were extracted in this manner. 
The results show a significant increase in standard deviation and range of Hb and HbO2 
during emergence (Table 3, Figure 6). In tandem, there was a significant decrease in the 
minimum local values of Hb and HbO2. The signal during maintenance was observed to 
be less variable than during emergence, suggesting that the previously mentioned 
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competing effects of increase in CMR and decrease in CBV may be captured as increased 
variability in the fNIRS derived parameters during emergence (Table 3). The magnitude 
and trend of the local change in Hb and HbO2 during emergence was not equal for all 
patients. Between subject differences are hypothesized to be related to differences in 
EtSev concentration during maintenance, the rate of sevoflurane washout, the metabolic 
rate of the patient and the EtSev at the time of emergence.  The mean changes in Hb, 
HbO2 and HbTotal, extracted via the local baseline (Figure 6), exemplify the level of 
inter-subject variability observed during emergence. The changes observed in the 
standard deviation, minimum and range of Hb and HbO2 were used as indicators of the 
variation in the signal, and indicate that during periods of maintenance the local signal is 
relatively more stable than during emergence under the steady state conditions evaluated 
in the study (Figure 5). Furthermore, significant correlations between fNIRS signal 
features and MAC indicate a relationship between measured cerebral hemodynamic 
changes and the anesthetic depth as measured by MAC (Table 5). In this study, our data 
was limited to blood pressures within the normal range of cerebral autoregulation. 
Moreover, significant correlations were found between features of the max HbO2 signal 
and HR. Possible interactions between these parameters needs to be studied. Other 
confounders to consider include hemodilution, the effects of vasoactive drugs, hyper- and 
hypocapnia among others (Hernandez-Meza, et al., 2015). The results reported here are 
specific to the effects of sevoflurane anesthesia during the transition from maintenance to 
emergence for the range of MAC values included in the study. It is important to note that 
in at least 50% of patients a MAC of 1.0 may not necessarily correlate with a fully 
anesthetized state as the value only expresses a 50:50 chance of a patient not responding 
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to a standardized surgical stimulus (Eger, 2002). It is therefore important in clinical 
practice to marry the MAC, end tidal value of the volatile anesthetic agent, with the 
clinical picture in order to determine the depth of anesthesia. 
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3. CHAPTER 3: CLASSIFICATION CAPABILITY OF fNIRS 
DERIVED FEATURES 
 Introduction 
In this chapter, we examined the features and biomarkers of the Hb and HbO2 signals, as 
captured by fNIRS in Chapter 2, in closer detail using machine learning paradigms.  
Examination of local features derived from the fNIRS signal revealed differences 
between maintenance and emergence states during the use of sevoflurane general 
anesthesia (see Chapter 2). After employing statistical analysis to explore fNIRS ability 
to discern between these two anesthetized stated, we examined the fNIRS derived 
biomarkers to determine if they could be used for the real-time automatic classification of 
the anesthetized state in the operating room. We hypothesized that features of the Hb and 
HbO2 signals would reflect patterns in the PFC associated with different stages of 
anesthesia. This first step of gross classification using fNIRS and machine learning aimed 
to determine the feasibility of this approach. Machine learning methods are now being 
applied to a wide variety of clinical processes and medical science problems such as image 
analysis and gene classification. To the best of our knowledge, this is the first study to 
attempt automatic classification of anesthetic depth using fNIRS and data driven 
methods, such as machine learning. Other studies employing fNIRS in pattern 
recognition have focused on examining pain signals, traumatic brain injury, and brain 
computer interfaces. 
In this chapter, we explored the capability of features derived from the fNIRS signal, 
which can be extracted in real time, to differentiate between maintenance and emergence 
states during general anesthesia with sevoflurane using support vector machines and 
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linear discriminant analysis. We focused on physiologically relevant features that 
describe the signal changes that occur during the transition from maintenance to 
emergence during sevoflurane anesthesia in order to find biomarkers that differentiate 
between these two states. The selection of this time period allowed us to concentrate on 
the hemodynamic changes elicited by the transition from maintenance to emergence 
instead of other possible confounders of the fNIRS signal that have been described in the 
literature (Hernandez-Meza, et al., 2015).  The results presented in this chapter were 
published by Hernandez-Meza, et al., 2017. 
 Methods 
3.2.1 Subjects and Experimental Paradigm 
This study utilized the fNIRS data recorded during the surgeries of 19 patients as 
described in Chapter 2. Relatively healthy patients undergoing elective surgery were 
monitored from the pre-induction period until emergence using fNIRS, BIS and standard 
physiologic measurements. Anesthesia maintenance was defined as the time of surgery 
including wound closure while the light anesthesia and emergence period begins at the 
start of sevoflurane washout and ends with the first movement of the patient. From the 
time course of anesthetic use four time points of interest were isolated, M1, M2, T and E, 
as described in Chapter 2. Additional details about the inclusion and exclusion criteria 
and demographics of the subjects are presented in Chapter 2. 
3.2.2 fNIRS Data Acquisition and Processing 
Starting during the pre-induction period the hemodynamic activity of the prefrontal 
cortex was recorded using a CW fNIRS device. Since the aim is to develop a 
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methodology that can be used in real time for the classification of anesthetic depth in the 
clinical setting, we use a local baseline for the extraction of features (Chapter 2) and 
evaluation with machine learning paradigms.  Hence, for the extraction of features, the 
MBLL was used to calculate HbO2 and Hb concentration changes relative to a local five 
second baseline obtained at the beginning of each epoch. The following eleven features 
were extracted for the four epochs of interest (M1, M2, T and E): mean Hb, mean HbO2, 
mean HbTotal, std of Hb, std of HbO2, max Hb, min Hb, max HbO2, min HbO2, range 
of Hb, range of HbO2.  The extracted features were assessed to determine if they could 
serve as biomarkers for the automatic classification of the depth of anesthesia using 
machine learning paradigms. fNIRS data acquisition and processing is presented in 
further detail in Chapter 2. 
3.2.3 fNIRS based classification (Support Vector Machine vs Linear Discriminant 
Analysis) 
The goal of classification by machine learning is to find a function that evaluates new 
data based on descriptors known as features (Vapnik, 2006). This allows the assessment 
of complex data sets that are better described by multiple variables. Automatic 
classification of maintenance and emergence states was performed via linear discriminant 
analysis (LDA) classifier and a support vector machine (SVM) classifier implemented 
using MATLAB version R2015a. The dual approach was utilized to evaluate the 
performance of linear versus non-linear classifiers. A supervised learning paradigm was 
used to train the LDA and SVM models. For this analysis, we define a binary 
classification problem where one class is defined as maintenance and a second class as 
emergence. When a supervised learning paradigm is used, some certainty must exist 
regarding the class from which a set of features originates. In this case we could only 
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classify E as emergence because it is the only time segment immediately preceding the 
physical observation of movement. Then for the classification evaluation, the feature 
vector defining the maintenance class was extracted from M1 while the feature vector for 
the emergence class was extracted from E.   
To use the SVM for classification a model is trained based on the values of the features 
for each class (Vapnik, 2006; Aronszajn, 1950; Critianini, et al., 2000). For this purpose, 
we define the training dataset (Eq. 7) as  
𝐴 = {(𝑥𝑖, 𝑦𝑖), 𝑖 = 1,… ,𝑁}   (Eq. 7) 
with input vector 𝑥1, … , 𝑥𝑛 where 𝑥 is the input vector of features extracted from the Hb, 
HbO2 and HbTotal signals and has a corresponding target class value 𝑦𝑖  ∈
{−1,1} 𝑓𝑜𝑟 𝑖 = 1,… ,𝑁 with 𝑁 as the number of samples and 𝑛 as the number of 
features. Training the SVM results in mapping of the features into a multidimensional 
space where a hyperplane that divides the classes using the largest margin can be 
selected. In this way, a target function 
𝑤 ∙ 𝑥𝑖 − 𝑏 = 0   (Eq. 8) 
represents the decision boundary (hyperplane) estimated in order to predict the class 
given a set of inputs (Eq. 8). Due to the presence of non-separable data in this study, a 
hinge loss function is employed to estimate the hyperplane (Eq. 9): 
max(0,1 − 𝑦𝑖(𝑤 ∙ 𝑥𝑖 − 𝑏)) (Eq. 9) 
Thus, the function is zero when 𝑥𝑖 is on the side of the margin that matches is class. For 
𝑥𝑖 on the incorrect side of the margin, the value of the function will be proportional to the 
distance from the margin. The goal then is the minimization of  
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[
1
𝑛
∑max (0,1 − 𝑦𝑖(𝑤 ∙ 𝑥𝑖 − 𝑏))
𝑛
𝑖=1
] + 𝛾‖𝑤‖2 
(Eq. 10) 
where 𝛾 is the tradeoff between increasing margin size and assignment of 𝑥𝑖 to the 
correct class or side of the margin (Vapnik, 2006; Cristianini, et al., 2000, Theodoridis, et 
al., 2001).  In order to account for the nonlinearity of the data a radial basis kernel 
function was used to map the features into a higher dimensional feature space where the 
target function is a hyperplane that predicts the class based on the location of the input 
data with respect to the decision boundary in a transformed feature space (Vapnik, 2006; 
Aronszajn, 1950; Cristianini, et al., 2000, Theodoridis, et al., 2001). Parameters of the 
model are then selected during cross validation in order to maximize the prediction 
accuracy of the test data. The LDA classification model was built using the same 
previously described input vectors with corresponding labels (Theodoridis, et al., 2001). 
In this approach, the features are projected into a multidimensional space where a 
hyperplane function that can separate between the classes is calculated. In LDA class 
belonging is a result of the linear combination of the input features.  
A 10-fold cross validation approach (Figure 7) was employed to estimate the 
generalization capacity of the classifier. In this method, the data set is randomly divided 
into ten parts. Nine of the partitions are used to train the model while the remaining 
partition is used to test the classification accuracy. After repeating the process ten times 
the testing error (error of classification of the test partition) can be evaluated and 
therefore the generalization performance of the classifier can be estimated.  
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Figure 7 10-Fold cross validation 
 
The extracted features were evaluated individually and as a set by the LDA and SVM 
classifiers. The reported feature set with high discriminatory/generalization capacity was 
obtained by sequential backward feature selection using the SVM method (Theodoridis, 
et al., 2001). 
3.2.3.1 Feature Selection 
In this study, the features were assessed first individually and then a backward selection 
greedy search strategy was used in order to estimate the classification performance using 
multiple features. Reducing the dimensionality of the feature space in order to find the 
optimal combination of features that maximize the generalization capacity of a classifier 
is a common problem (Theodoridis, et al., 2001). As the number of features used to 
define a classification problem increase, there concomitant increase in the volume of the 
feature space occurs so rapidly that the available data becomes too sparse to find a 
reliable hyperplane boundary, a problem which is known as the curse of dimensionality 
(Holzinger, 2016). Feature selection is the process of selecting a subset of the feature 
space that minimizes a given criterion, in this case the classification error of the test set. 
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Feature selection allows us to facilitate data visualization, reduce measurement 
requirements, reduce processing time and avoid the curse of dimensionality in order to 
improve performance (Theodoridis, et al., 2001). Feature selection ultimately allows us to 
determine the fNIRS features that are more closely related to the changes that occur 
during the transition from maintenance to emergence during sevoflurane washout. We 
employed greedy feature search algorithms that seek to find the optimal global 
combination of features by selecting the local optima at each stage. These algorithms may 
have limited capacity to generate the optimal solution; however, they allow us to 
approximate the optimal solution using reasonable computing times while avoiding 
overfitting (Theodoridis, et al., 2001). Two such greedy selection algorithms exist: 
forward and backward selection (Figure 8) (Theodoridis, et al., 2001). In forward 
selection we begin with an empty feature set. After each iteration, the feature that 
achieves the maximum classification accuracy is added to the subset. On the other hand, 
in backward selection we begin with the entire feature set and iteratively eliminate the 
features that decrease the classification accuracy.   
 
Figure 8 Sequential Backward Feature Selection 
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In this chapter, we used backward selection to reduce the initial eleven features into a 
smaller set that allows high accuracy of classification of maintenance and emergence. 
The use of other feature selection methods is out of the scope of this work. 
3.2.4 Characterization of classification performance 
In order to evaluate the performance of each classification algorithm 10-fold cross 
validation was employed to estimate the generalization capacity of the classifier. In this 
method, the data set is randomly divided into ten parts. Nine of the partitions are used to 
train the model while the remaining partition is used to test the classification accuracy. 
After repeating the process ten times the testing error (error of classification of the test 
partition) can be evaluated and the generalization capacity of the classifier can be 
quantified (Theodoridis, et al., 2001). As presented on the confusion matrix template in 
Figure 9 Confusion matrix template with labels, the positive category was assigned to the 
maintenance class and the negative category was assigned to emergence. Hence the true 
positive is the correct assignment of maintenance, while a false positive is the assignment 
of maintenance to an emergence epoch. Using the definition of true positives (TP), true 
negatives (TN), false positives (FP) and false negatives (FN) the accuracy, sensitivity, 
specificity, positive predictive value (PPV) and negative predictive value (NPV) were 
calculated. 
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  True Class  
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance 
(Positive) 
True Positive 
(TP) 
False 
Positive 
(FP) 
PPV (%) 
Emergence 
(Negative) 
False 
Negative 
(FN) 
True 
Negative 
(TN) 
NPV (%) 
  
Sensitivity 
(%) 
Specificity 
(%) 
Accuracy 
(%) 
 
Figure 9 Confusion matrix template with labels 
 
Accuracy (ACC) was defined as the percentage of correctly classified output (Eq. 11): 
𝐴𝐶𝐶 (%) =  
(𝑇𝑃 + 𝑇𝑁)
(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)
 
(Eq. 11) 
Sensitivity (Eq. 12), or true positive rate, was defined as the capacity of the algorithm to 
correctly classify an instance of maintenance: 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (%) =
𝑇𝑃
(𝑇𝑃 + 𝐹𝑁)
 
(Eq. 12) 
Specificity (Eq. 13), or true negative rate, was defined as the probability of the algorithm 
to correctly classify an instance of emergence: 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 (%) =  
𝑇𝑁
(𝑇𝑁 + 𝐹𝑃)
 
(Eq. 13) 
Positive predictive value (Eq.14), or precision, is a measure of the reliability of the 
maintenance class output and it is defined as: 
𝑃𝑃𝑉 (%) =
𝑇𝑃
(𝑇𝑃 + 𝐹𝑃)
 
(Eq. 14) 
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Negative predictive value (Eq. 15) is a measure of the reliability of the emergence class 
output and it is defined as: 
𝑁𝑃𝑉 (%) =
𝑇𝑁
(𝑇𝑁 + 𝐹𝑁)
 
(Eq. 15) 
The sensitivity (true positive rate or TPP) versus false positive rate (FPR or 1-specificity) 
of the classifiers was also evaluated by receiver operating characteristic (ROC) curve and 
by the area under the ROC curve (AUC). The AUC is an indicator of the power of 
discrimination between classes, higher AUC indicates high discriminatory capacity 
(Powers, 2011). When 𝐴𝑈𝐶 = 1 the classifier performs without error. In contrast, when 
the 𝐴𝑈𝐶 ≤ 0.5 the performance is worse than random classification (Powers, 2011).  
 Results 
Machine learning models allow us to build representations of the distribution of values 
that describe a given event. After a model is developed, or trained, the class of new test 
data points can be predicted; in this case we refer to class as either maintenance or 
emergence. To examine the classification capacity of fNIRS features for distinguishing 
between anesthetic states, LDA and SVM classifiers were trained using the extracted data 
epochs from the maintenance (M1) and emergence (E) states. Via supervised learning the 
LDA and SVM were trained to recognize patterns in the features that were descriptive of 
the two anesthetic depths in order to later classify new information presented to the 
algorithm. The classification capacity of each feature was examined with SVM and LDA 
methods, the accuracy and AUC values are presented on Table 7. For the statistical 
analysis of each feature refer to Chapter 2. 
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Table 7. Individual evaluation of features for their capacity to classify maintenance and 
emergence using Support Vector Machine (SVM) and Linear Discriminant Analysis 
(LDA). Classification accuracy and area under the receiver operator curve (AUC) 
Features 
(Channel 1) 
SVM 
Classification 
accuracy (%) 
AUC - 
SVM 
LDA 
Classification 
accuracy (%) 
AUC - 
LDA 
mean Hb 65.8 0.651 52.7 0.452 
mean HbO2 68.4 0.831 68.5 0.770 
mean HbTot 76.3 0.795 71.1 0.776 
std Hb 84.2 0.878 81.5 0.884 
std HbO2 81.6 0.955 73.7 0.947 
max Hb 65.8 0.645 65.8 0.576 
minHb 73.7 0.825 78.9 0.828 
max HbO2 63.2 0.676 60.5 0.668 
minHbO2 78.9 0.878 78.9 0.886 
range Hb 81.6 0.916 78.9 0.909 
range HbO2 81.6 0.952 76.3 0.958 
 
After examining each feature individually, a sequential backwards feature selection 
strategy was employed to improve the classification performance and to obtain a model 
with higher classification accuracy than the one observed by the individual features 
alone. The feature space determined by backward elimination feature selection strategy, 
to have the highest discriminatory capacity consisted of the mean HbTotal, std of HbO2, 
min Hb and HbO2, range of Hb and HbO2 (Table 8) A 10-fold cross validation method 
was employed to test the performance of the SVM model at each stage of the feature 
selection process. The classification accuracy and AUC results for the SVM at each stage 
of the backward feature selection process are presented in Table 8, along with LDA 
accuracy and AUC for comparison with a linear model. The cross-validated SVM trained 
with the previously described selected features was able to classify 18/19 maintenance 
cases correctly. The same accuracy was observed for the emergence state accounting for 
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an overall accuracy of 94.7%. On the other hand, the LDA classifier did not benefit from 
additional features added by this approach. Better classification by LDA was obtained 
using individual features (Table 7). 
Table 8 Improvement in classification accuracy and area under the receiver operator 
curve (AUC) at each stage of the sequential backward feature selection strategy for the 
SMV, LDA results for comparison 
Features 
Total 
number of 
features 
Classification 
Accuracy 
SVM  
AUC- 
SVM 
Classification 
Accuracy 
LDA 
AUC-
LDA 
[mean Hb, mean HbO2, 
mean HbTotal, std Hb, 
std HbO2, max Hb, min 
Hb, max HbO2, min 
HbO2, range Hb, range 
HbO2] 
11 89.50% 0.958 73.70% 0.748 
[mean HbO2, mean 
HbTotal, std Hb, std 
HbO2, maxHb, min Hb, 
max HbO2, min HbO2, 
range Hb, range HbO2] 
10 89.50% 0.958 73.70% 0.665 
[mean HbO2, mean 
HbTotal, std Hb, std 
HbO2, min Hb, max 
HbO2, min HbO2, range 
Hb, range HbO2] 
9 89.50% 0.958 73.70% 0.706 
[mean HbO2, mean 
HbTotal, std Hb, std 
HbO2, min Hb, min 
HbO2, range Hb, range 
HbO2] 
8 89.50% 0.958 76.30% 0.773 
[mean HbO2, mean 
HbTotal, std HbO2, min 
Hb, min HbO2, range Hb, 
range HbO2] 
7 92.10% 0.961 76.30% 0.801 
[mean HbTotal, std 
HbO2, min Hb, min 
HbO2, range Hb, range 
HbO2] 
6 94.70% 0.978 78.90% 0.831 
  
The confusion matrices presented on Figure 10 and Figure 11 below corroborate the 
classification accuracy of the best performing SVM classifier and equivalent LDA 
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classifier for the maintenance and emergence states, which were trained and tested using 
mean HbTotal, std HbO2, min HbO2, range Hb and range HbO2 features.  
  Target Class  
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance 
(Positive) 
TP=18 FP=1 
PPV= 
94.7% 
Emergence 
(Negative) 
FN=1 TN=18 
NPV= 
94.7% 
  
Sensitivity= 
94.7% 
Specificity= 
94.7% 
ACC= 
94.7% 
Figure 10 SVM Confusion matrix 
  Target Class  
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance TP=19 FP=8 
PPV= 
70.4% 
Emergence FN=0 TN=11 
NPV= 
100% 
  
Sensitivity= 
100% 
Specificity= 
57.9% 
ACC= 
78.9% 
 
Figure 11 LDA Confusion matrix 
 
The receiver operating characteristic (ROC) curve for the SVM and LDA classifiers, are 
presented in Figure 12 as the true positive rate (TPR) vs the false positive rate (FPR). 
Furthermore, the ROC curves presented in Figure 9 have an AUC of 0.978 in the SVM 
case and an AUC of 0.801 in the LDA case.  
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Figure 12 Support Vector Machine (SVM) and Linear Discriminant Analysis (LDA) 
receiver operating characteristic (ROC) curve for the classification of maintenance and 
emergence during general anesthesia with sevoflurane in 19 maintenance and 19 
emergence epochs using six features: mean HbTotal, standard deviation HbO2, minimum 
HbO2, minimum Hb and range HbO2 
 Discussion 
fNIRS based machine learning paradigms have been successfully used to classify 
performance in memory tasks, reactions to painful stimuli, attention levels after traumatic 
brain injury (TBI), to estimate cognitive workload and in BCI via assessment of the level 
of arousal of the cortex (Abibullaeav, et al., 2012; Merzagora, 2010; Pourshoghi, 2015) 
To our knowledge, this is the first study to use machine learning methods to model and 
classify different anesthetized states using fNIRS data. In this chapter, we presented a 
classification system based on SVM and LDA classifiers trained by supervised learning. 
Machine learning models allow us to evaluate the information content of a set of 
descriptors based on their capacity to generalize, or correctly classify, data that has not 
been previously used to build the model. The cross-validation results of the developed 
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models support the hypothesis that features extracted from the fNIRS signal contain 
information that can be used for the classification of anesthetized states.  
The features used for training and testing the classifiers were hypothesized to provide a 
measure of the temporal change in Hb and HbO2 that occurs as a consequence of 
emergence from anesthesia after sevoflurane washout. The discriminatory capacity of 
each individual feature was assessed and all were found to have a discriminatory capacity 
that was in general higher than chance (AUC > 0.5). Individually, the local features that 
exhibited high cross validated classification accuracy with the SVM method (>80%) were 
the standard deviation of Hb and HbO2 and the range of Hb and HbO2.  
Improvements in classification accuracy were found by using sequential backward 
feature selection to search for a feature space possessing higher classification accuracy 
than the individual features (i.e. local mean Hb and HbO2 concentration changes). This 
suggests that the differences between both anesthetized states are better described by 
multiple features. The locally derived feature space composed of mean HbTotal, standard 
deviation of HbO2, minimum Hb and HbO2, range of Hb and HbO2 obtained 94.7% 
cross validated accuracy for the classification of maintenance and emergence in stable 
subjects (supine position and without pneumoperitoneum). The classification accuracy 
and AUC improvement with each iteration of the backwards selection method shows that 
better accuracy can be achieved when the features are selected in relationship to each 
other. The AUC for the SVM classifier was 0.978 which indicates that the classifier 
performs better than chance and has a high discriminatory capacity. Although the LDA 
classifier is comparable to the SVM in the evaluation of individual features, the inferior 
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classification accuracy and AUC for the LDA classifier suggest that a non-linear method 
is better suited to this task.  
The extracted features appear to have the ability to discriminate between maintenance 
and emergence during the use of sevoflurane anesthesia in a relatively healthy population 
(ASA I-II) and in a variety of procedures. We propose that gross discrimination between 
maintenance and emergence is feasible because the hemodynamic changes that occur as a 
consequence of competing physiological and pharmacological effects during sevoflurane 
washout are mirrored by the changes in local Hb, HbO2 and HbTotal that can be captured 
by the previously described features. This exemplifies that additional features beyond the 
global mean concentrations of Hb and HbO2 can be extracted in a manner that allows 
real time evaluation and that this information can guide the classification of maintenance 
and emergence states.  Evaluation of the classification capability of fNIRS over the 
continuum of the surgical procedure is still needed in order to quantify the robustness of 
this feature set. 
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4. CHAPTER 4: CLASSIFICATION CAPABILITY OF fNIRS 
FEATURES OVER THE SURGICAL PROCEDURE 
CONTINUUM, AND COMPARISON TO CLASSIFICATION 
WITH BIS AND MAC 
 Introduction 
Given the high accuracy results for the classification of maintenance and emergence with 
fNIRS features using an SVM classifier in a select number of samples in Chapter 3, this 
chapter aims to evaluate the fNIRS features using SVM over the surgical continuum and 
to compare the results to methods used in the operating room. Currently anesthesiologists 
evaluate anesthetized state of patients by monitoring the heart rate, respiration rate, 
oxygen saturation, and end-tidal anesthetic concentration. The clinician then fuses the 
values obtained from the peripheral monitors with the clinical picture in order to deliver 
anesthetics that are best suited for each case. One of the guiding parameters that can be 
used when delivering volatile anesthetics is the minimum alveolar concentration or MAC. 
MAC is estimated from the patient’s age and the end-tidal volatile anesthetic 
concentration. Even though MAC is a widely used method, it is known that at MAC 1.0 
only 50% of the population will not respond to painful stimuli and during non-steady 
state conditions the end-tidal estimates may lag (DeCou, et al., 2017).  Furthermore, the 
MAC value does not account for non-volatile agents administered during surgery that 
could have an effect on pain and consciousness (DeCou, et al., 2017). Since the 
anesthesiologist tool box does not contain information on the effects of the anesthetics on 
the brain, a method that directly measures the brain activity would provide important data 
to help clinicians deliver individualized anesthetic care.  
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Today the most widely used anesthesia monitor is the Bispectral Index (BIS, Medtronic-
Covidien, Dublin, Ireland). However, this device has not gained widespread acceptance 
due to its shortcoming, which were explained in Chapter 1. 
To date, four independent studies, examining the effects of the anesthetic agent 
sevoflurane on the prefrontal cortex have shown that during the transition from 
maintenance to emergence a decrease in global mean Hb can be observed (Hernandez-
Meza, et al., 2017; Liang, et al., 2016; Leon-Dominguez, et al., 2014; Izzetoglu, et al., 
2011). Furthermore, significant decreases in global mean HbO2 and HbTotal, derived as 
Hb+HbO2, have also been reported (Hernandez-Meza, et al., 2017; Liang, et al., 2016). 
The global mean changes in Hb, HbO2, and HbTotal found in these studies were relative 
to a baseline obtained prior to the induction of anesthesia. However, changes relative to a 
pre-induction baseline period can be influenced by events that are unrelated to the 
anesthetic regime such as changes in position and others described in the literature 
(Hernandez-Meza, et al., 2015). As explained in Chapters 2 and 3, local features 
describing the changes in the local Hb, HbO2, and HbTotal signals can be quantified, 
instead, as features of the transition from maintenance to emergence during sevoflurane 
washout (Hernandez-Meza, et al., 2017). In this local analysis approach, each minute of 
data is normalized relative to a 5-second baseline at the beginning of the minute. The 
following features describing the hemodynamic response were then found to be 
associated with the transition from maintenance to emergence:  the standard deviations, 
minimum and range of local Hb and HbO2 (Hernandez-Meza, et al., 2017). Using these 
features it was found that the emergence state is associated with higher signal variability, 
which may be the result of the competing effects of vasoconstriction from decreasing 
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sevoflurane concentration and increased oxygen demand from increasing brain activity 
during emergence (Hernandez-Meza., et al., 2017). Furthermore, machine learning 
algorithms were able to make use of these features to develop a model for automated 
classification of the maintenance and emergence phases with a high accuracy even with a 
limited number of sample points (Hernandez-Meza, et al., 2017). Quantification of the 
usability and robustness of an fNIRS based machine learning model for anesthesia 
evaluation still needs further investigation in a larger number of samples that represent 
the surgical procedure continuum.  
This chapter focusses on investigating the clinical usability of an fNIRS-derived machine 
learning classifier in order to perform automated and real-time classification of 
maintenance and emergence states. Whereas previous studies represented the 
maintenance and emergence phases of a surgical operation as single data points, here we 
consider the entire continuum of the maintenance-transition-emergence phases and 
evaluate the predictive capability of a support vector machine (SVM) classifier during 
these phases.  We demonstrate the robustness of the predictions made by the SVM 
classifier and compare its performance with that of MAC and BIS Index based 
predictions. 
 Methods 
The data from this study originates from the patients sampled as per Chapter 2 of this 
thesis.  
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4.2.1 Experimental Paradigm, Data Acquisition and Processing 
For the purpose of identifying the times of interest in this study, the perioperative time 
course was divided into pre-induction, induction, maintenance, and light 
anesthesia/emergence phases, as depicted in Figure 2 in Chapter 2. Since our aim was to 
evaluate the robustness of classification of the anesthetized state as maintenance versus 
emergence using the fNIRS signal in a machine learning model, we further divided the 
anesthetic time course into three periods of interest: maintenance (M), transition (T) and 
emergence (E), see Figure 13. The maintenance phase starts when the patient has been 
returned to supine position, no electrocautery is being used, the abdomen has been 
deflated after laparoscope removal, and EtSev alone was adequate for surgical anesthesia. 
The selection of this time period allowed us to reduce the number of possible 
confounders. The transition period starts when the inspired concentration of sevoflurane 
is decreased in preparation for emergence. Emergence was defined as the 60-second 
period preceding the first purposeful movement.  
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Conditions of the time periods of interest 
Maintenance ( M ) Transition ( T ) 
Light Anesthesia/ 
Emergence ( E ) 
• Patient is in supine 
position for the 
remainder of the 
procedure 
• Starts with the 
beginning of 
sevoflurane 
washout 
• Starts 60 
seconds before 
observation of 
movement 
• Sevoflurane 
concentration is 
adequate for surgical 
procedure 
• Ends 60 seconds 
before observation 
of movement 
• Ends when 
movement is 
observed 
• No electrocautery is 
used 
  
  
 
  
• Laparoscope is 
removed and 
pneumoperitonium 
deflated 
  
  
 
  
• Ends with the 
beginning of 
sevoflurane washout 
  
  
 
  
 
Figure 13 Description of time periods studied: Maintenance (M), Transition (T) and Light 
anesthesia/Emergence (E) 
 
One-minute long epochs were extracted from the three periods of interest M, T, and E. A 
window of 60 seconds with a step size of 60 seconds was used to extract the epochs. The 
number of epochs for each patient varied based on the type of procedure and the 
surgeon’s timing. 
After each epoch was extracted, the changes in Hb and HbO2 were calculated relative to 
a 5 second local baseline (calculated at the beginning of each epoch) using the Modified 
Beer-Lambert Law (Cope, et al., 1988; Delpy, et al., 1988). Our previous studies showed 
significant changes in features extracted from the fNIRS signal (std of Hb and HbO2, the 
local min of Hb and HbO2, and the ranges of Hb and HbO2) during the transition from 
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maintenance to emergence. Furthermore, these features, along with the local mean 
HbTotal, were previously found to be good predictors for the classification of single 
maintenance and emergence samples (Hernandez-Meza, et al., 2017).  
Since the aim of this study is to evaluate the robustness of an fNIRS based classifier for 
the differentiation of maintenance and emergence during the anesthetic time course, and 
to develop evidence for the clinical usability of this signal, the following features 
extracted from each epoch were used to form a feature vector: std of HbO2, local mean 
HbTotal, local min Hb and HbO2, and range of Hb and HbO2. The extracted features 
were assessed in an SVM classifier in order to assess their ability to serve as robust and 
reliable biomarkers for depth of anesthesia and were compared to BIS and MAC 
classification. 
4.2.2 Classification  
Classification using machine learning allows us to build a model from a set of training 
examples with known categories, in order to predict the unknown category of a new 
observation (Vapnik, 2006). The two categories of interest are maintenance and 
emergence, forming a binary classification problem. 
As in Chapter 3 to develop our model, we used SVM classifiers trained with features 
from the fNIRS signal (fNIRS-SVM) in a supervised learning paradigm. The training set 
used to develop the model included n=6 features (local mean HbTotal, local min Hb and 
HbO2, std HbO2, range Hb and HbO2) and N=38 samples (two from each patient, 
representing 19 samples from the first epoch of maintenance and 19 samples from 
emergence). By having an equal number of samples from each category and each patient 
we prevent classifier bias toward a given class or patient. Using the training set the SVM 
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algorithm maps the features into a multidimensional space where a hyperplane that 
achieves category division with the largest margin can be computed as the target 
function 𝑓(𝑋𝑖). The output from this function represents the decision boundary between 
the categories and can be used to predict the class of a feature vector input of unknown 
category. Due to the non-linear nature of the data, a radial basis function kernel was used 
to map the features to a higher dimensional feature space in order to determine 𝑓(𝑋𝑖). 
The parameters of the model were selected to maximize cross-validated prediction 
accuracy of the test data. 
In order to test the generalization performance of the classifier, a leave-one-patient-out 
cross-validation method was employed (Figure 14). The data set was divided so that the 
training set excludes one patient’s data. The classifier was trained on the data from the 
remaining 18 patients and the classification performance was evaluated using the test set 
of the left-out patient. This was repeated 19 times, leaving one of the patients out for 
testing at each time. This allowed us to obtain a measure of the generalization capacity of 
the classifier to correctly classify the data from a patient that was not used to train the 
algorithm.  
 
Figure 14 Leave-one-patient-out cross-validation 
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The test set included all samples from the maintenance class which were extracted from 
the epochs in period M, the transition period extracted from T, and the emergence class 
extracted from period E. The true label of the transition period, which occurs during 
sevoflurane washout, is unknown. Therefore, it was classified as either maintenance or 
emergence in order to obtain a measure of classification performance during this dynamic 
time period and to quantify the number of epochs before movement that would fall under 
the emergence category for each patient. Because our data set was composed of real 
surgical cases, the number of epochs of maintenance and transition varied between 
patients. Using leave-one-patient-out cross-validation, classification of maintenance and 
emergence was tested on 229 maintenance samples, 246 transition samples, and 19 
emergence samples from 19 patients.  
Using the method outlined above, SVM models were trained to evaluate classification of 
maintenance and emergence using previously described fNIRS features. We evaluated 
overall accuracy (ACC), sensitivity, specificity, PPV and NPV for periods M and E, 
because these were the only time periods where there is some certainty of the 
anesthetized state of the patient. The transition period T, was classified during testing and 
the results are presented as the number of continuous minutes before movement that were 
classified as emergence, in order to obtain a measure of how far back in time emergence 
can be predicted using the fNIRS features in our sample set. However, the true category 
of this time period was difficult to assign due to the dynamic nature of this phase.  
4.2.2.1 Classification of BIS and MAC 
The classification of maintenance and emergence using BIS was performed in accordance 
to the manufacturer’s indications (Table 9) (Leon-Dominguez, et al., 2014). For each 
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epoch of BIS data, the mean was calculated and maintenance was assigned when the 
mean BIS< 60 and emergence was assigned when the mean BIS ≥ 60. For MAC, 
classification was performed by calculating the mean MAC over each epoch. A MAC ≤ 
0.34 was classified as emergence, since this number has been stated as the MAC awake 
for sevoflurane in the literature (Eger, 2001).  
Table 9 BIS range guidelines 
BIS index 
range Anesthetized state 
100-80 Awake 
80-60 
Responds to loud commends or mild 
prodding/shaking 
60-45 General anesthesia 
60-46 Deep hypnotic state 
20-0 Burst suppression 
 
4.2.3 Characterization and Evaluation of Classification Performance 
To evaluate the classification performance of fNIRS-SVM, BIS, and MAC; we computed 
the overall accuracy of classification, sensitivity, specificity, PPV, and NPV during 
maintenance and emergence. Furthermore, sensitivity versus 1-specificity (false positive 
rate) was plotted to obtain the receiver operating characteristic (ROC) curve and the area 
under the ROC curve (AUC). AUC was used to evaluate the discriminative power of the 
classifier, as this number approaches one the classifier performs without error. 
When 𝐴𝑈𝐶 ≤ 0.5, the performance of the classifier is worse than random classification. 
 Results 
A total of 19 patients receiving sevoflurane for anesthesia maintenance were evaluated in 
this study. Demographic and procedural statistics are presented on Table 1 Chapter 2. 
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The training set was composed of the first epoch of maintenance and the emergence 
epoch of each patient. The local mean HbTotal, std HbO2, local min Hb and HbO2 and 
range of HbO2 were calculated for these two epochs forming a 6 x 38 training set (Figure 
15). These specific features were identified from a set of 11 statistical features using a 
backward selection strategy for the classification of maintenance and emergence during 
sevoflurane anesthesia (Hernandez-Meza, et al., 2017). For the test set, the same six 
features were calculated for each epoch of the maintenance, transition, and emergence 
phases, forming a 6 x 494 matrix. The number of epochs per patient depended on the type 
of procedure. The minute-long emergence epochs were extracted from the data 
containing the 60 seconds that preceded the first movement of the patient. Over the same 
time points, a mean BIS and MAC data set was also derived.  
 
Figure 15 Mean and 95% confidence interval of six features used in the training set 
(mean HbTotal, std HbO2, min Hb, min HbO2, range Hb and range HbO2) and MAC for 
19 patients represented in the training set with categories maintenance and emergence 
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Using a leave-one-patient-out cross-validation method, fNIRS-SVM was trained and 
tested using six fNIRS features. Epochs from maintenance and emergence were used to 
calculate accuracy, sensitivity, specificity, PPV and NPV of the classification task. The 
transition period was excluded from this calculation due to the uncertainty of the class 
label during the dynamic changes that occur during sevoflurane washout. However, the 
classification results during transition allow us to see the performance over a dynamic 
period and the number of minutes before movement where fNIRS can determine light 
anesthesia/emergence. The confusion matrix of the fNIRS-SVM classifier presented in 
Figure 16 shows that it achieves an overall accuracy of 94.8% in the classification of the 
243 M and E epochs. This fNIRS-SVM classifier was found to have a sensitivity of 
94.8%, specificity of 94.7%, PPV of 99.5% and NPV of 60% (Table 10). 
  Target Class  
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance 
(Positive) 
TP= FP= PPV= 
217 1 99.5% 
Emergence 
(Negative) 
FN= TN= NPV=  
12 18 60.0% 
  Sensitivity= Specificity=  ACC=  
  94.8% 94.7% 94.8% 
Figure 16 fNIRS-SVM confusion matrix 
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Table 10 Classification results for fNIRS-SVM, BIS and MAC 
  Classifier Type 
Parameter fNIRS-SVM BIS MAC 
Specificity  94.7% 68.4% 52.6% 
Sensitivity  94.8% 97.8% 100.0% 
Accuracy  94.8% 95.6% 96.4% 
Positive Predictive Value 
(PPV) 99.5% 97.4% 96.2% 
Negative Predictive Value 
(NPV) 60.0% 72.2% 100.0% 
Area under the ROC curve 
(AUC) 0.965 0.842 0.761 
 
By examining the classification results of the transition phase, we can gain some 
information on the predictive capacity of fNIRS to detect changes associated with light 
anesthesia/emergence before the patient’s first movement. Table 11 presents the number 
of continuous minutes before the first movement that were classified as emergence. 
When we look further into the classification of the transition period however, we find that 
several cases contained intermittent epochs classified as emergence. Figure 17a, b and c 
presents examples of such cases. Figure 17d depicts continuous classification of 
emergence over the three minutes that precede emergence. The true positive rate vs. false 
positive rate is presented as the ROC curves in Figure 18. The fNIRS-SVM AUC was 
found to be 0.965, superior to that of BIS and MAC. 
Table 11 Number of continuous epochs/minutes before the observation of movement that 
were classified as emergence with fNIRS-SVM, BIS and MAC 
  Patients per Classifier Type 
Timing of Emergence 
Detection 
fNIRS-
SVM BIS MAC 
Not Detected 1 (5%) 6 (32%) 9 (47%) 
1 Minute before Emergence 10 (53%) 1 (5%) 2 (11%) 
2 Minutes before Emergence 4 (21%) 1 (5%) 1 (5%) 
3+ Minutes before Emergence 4 (21%) 11 (57%) 7 (37%) 
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(a) (b) 
 
 
(c)                                                                   (d) 
Figure 17 Four examples of classification results with fNIRS-SVM along with mean BIS 
and mean MAC vs time to emergence.  The transition phase is shown in light grey. 
Examples “a”, “b”  and “c” show intermittent classification of emergence during 
maintenance. Example “d” shows continuous classification of emergence using fNIRS-SVM 
during the 3 minutes preceding movement/emergence 
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Figure 18 ROC curves for fNIRS-SVM, BIS and MAC 
 
 Classification of maintenance and emergence using the data from the BIS sensor was 
performed following manufacturer’s guidelines. Each epoch of BIS data was averaged 
and assigned a maintenance label when mean BIS < 60 and the results are presented in 
Figure 19a. Using this method, BIS obtained an overall classification accuracy of 95.6%, 
sensitivity of 97.8%, specificity of 68.4%, PPV of 97.4% and NPV of 72.2% (Table 10). 
MAC was classified as emergence when mean MAC≤ 0.34. Overall accuracy of MAC 
was 96.4%, sensitivity 100%, specificity 52.6%, PPV 96.2% and NPV 100% (Table 10). 
Table 11 presents the number of continuous minutes before the first movement that were 
classified as emergence for MAC and BIS. The ROC curves for the classification of BIS 
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and MAC are presented in Figure 18. Figure 19 shows the confusion matrices for 
classification of BIS and MAC.  
  Target Class  
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance 
(Positive) 
TP= FP= PPV= 
224 6 97.4% 
Emergence 
(Negative) 
FN= TN= NPV=  
5 13 72.2% 
  Sensitivity= Specificity=  ACC=  
  97.8% 68.4% 95.6% 
(a) 
  Target Class  
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance 
(Positive) 
TP= FP= PPV= 
229 9 96.2% 
Emergence 
(Negative) 
FN= TN= NPV=  
0 10 100.0% 
  Sensitivity= Specificity=  ACC=  
  100.0% 52.6% 96.4% 
(b) 
Figure 19 Confusion matrices for classification of: (a) BIS and (b) MAC 
 
4.3.1 Discussion 
Previous fNIRS studies during general anesthesia with sevoflurane concluded that the 
global mean Hb and HbO2 decreased as the subjects transitioned from anesthesia 
maintenance to light anesthesia and finally to emergence (Hernandez-Meza, et al., 2017; 
Liang et al., 2016; Leon-Dominguez, et al., 2014; Izzetoglu, et al., 2011).  The global 
means of the signal however can be easily confounded by changes in the position of the 
body during surgery (Hernandez-Meza., et al., 2015). The search for fNIRS-derived 
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features that describe the hemodynamic effects of the transition from maintenance to 
emergence led to the realization that emergence after sevoflurane washout was associated 
with variability in the local fNIRS signal that could be modeled using the local mean 
HbTotal, std of HbO2, local min Hb and HbO2 and the range of Hb and HbO2 calculated 
over one-minute long epochs (Hernandez-Meza, et al., 2017). 
 
In this chapter, we expand on previous efforts to classify maintenance and emergence 
states during general anesthesia with sevoflurane, in relatively healthy and young 
individuals, by examining the performance of fNIRS-SVM classification over the entire 
continuum of the maintenance-transition-emergence phases in a 19-patient cohort. 
Furthermore, we compare the classification using fNIRS features to BIS and MAC. First, 
we trained an SVM classifier with a supervised learning paradigm using the local mean 
HbTotal, std HbO2, local min Hb and HbO2 and range Hb and HbO2 as features and 
using a leave-one-patient-out cross-validation method. The training set was composed of 
one sample of maintenance and one sample of emergence for each patient. Classification 
was then tested on a total of 229 maintenance and 19 emergence samples. The fNIRS 
based SVM model was found to perform well, with AUC=0.965, and to have high 
accuracy (94.8%), sensitivity (94.8%), specificity (94.7%) and PPV (99.5%). In 18 out of 
19 patients emergence was detected successfully at least one minute before purposeful 
movement. However, the negative predictive value was low (60%), and more patient 
samples are required to further evaluate this value. These results on 248 samples validate 
the performance observed by Hernandez-Meza et al. 2017 on 38 samples.  
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Classification of the transition period allowed us to examine the number of continuous 
minutes that were classified as emergence in the 19 patients. For most patients (10/19) 
classification of emergence occurred one minute before movement. In 8 patients, 
classification of emergence occurred at least 2 minutes before movement. We 
hypothesize that the number of continuous minutes classified as emergence before the 
first purposeful movement is dependent on the rate of sevoflurane washout, the anesthetic 
concentration during maintenance and the rate at which the patient metabolizes 
sevoflurane. During analysis, however, it was observed that, in some cases, emergence 
was assigned intermittently to some epochs during the transition phase (Figure 17a, b and 
c). Figure 17a shows a possible false positive in the second to last minute before 
emergence, which could indicate that additional biomarkers for this classification task 
may be needed to increase the reliability of the results, or that the binary labels offer 
insufficient resolution for some patients. In Figure 17b we observe intermittent 
classification of emergence during transition, then with an increase in MAC we observe 
maintenance classification that continues until the two minutes preceding emergence. 
Figure 17c shows intermittent classification of emergence at the beginning of the 
transition phase, when MAC is decreasing. Then MAC increases again and we obtain 
maintenance classification until the three minutes before emergence where we again see 
intermittent emergence classification accompanied by decreasing MAC. Figure 17d 
shows, in contrast, continuous classification of emergence during the 3 minutes that 
precede movement. In these examples, it can be seen that fNIRS-SVM is sensitive to 
changes in the end-tidal anesthetic concentration, but other features or classification 
methods may be needed for higher reliability during the transition phase. 
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Classification with BIS and MAC was performed using cutoff values established by the 
manufacturing company and the literature (Leon-Dominguez, et al., 2014; Eger, 2001).  
The results of classification with BIS and MAC can be found in Tables 10 and 11. From 
these results it was observed that fNIRS was more prone to false negatives during 
maintenance, 12 of 229 time points evaluated, while BIS had 5 and MAC had none. On 
the other hand, emergence was detected in 18 out of 19 cases one minute before 
movement with fNIRS-SVM, while in 6 out of 19 cases for BIS and 9 out of 19 cases for 
MAC emergence was not detected before movement. BIS was found to have high 
sensitivity but low specificity compared to the fNIRS-SVM. Similarly, MAC was found 
to have lower specificity than fNIRS.  
 
The BIS index is a proprietary algorithm that utilizes the power spectrum of the 
electroencephalogram (EEG) signal, and perhaps also values from an electromyogram, to 
output an index that estimates the awareness of the patient (Hajat, et al., 2017). While the 
BIS index has high accuracy and sensitivity, its inability to detect emergence in 6/19 
patients in the minute before movement indicates that this may be an unreliable metric to 
deliver individualized anesthetic care. However, since the electrical activity measured by 
EEG could be an indicator of the activity of the brain, future work could assess features 
derived from the EEG signal in combination with fNIRS. Similarly, the low specificity of 
MAC (52.6%) indicates that on its own it may be insufficient to predict emergence with 
enough lead time for the anesthesiologist to take action. During the anesthetic procedures 
in our sample set MAC was calculated from the end-tidal sevoflurane concentration and 
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the patient’s age. MAC can be a good indicator of the effect of anesthetic drugs during 
steady state conditions, but during dynamic times the values may have significant lag 
(DeCou, et al., 2017). Furthermore, the effect of other drugs such as opioids, are not 
accounted in this number and each combination of drugs will have specific effects on 
analgesia (DeCou, et al., 2017). In recent years, however predictive modeling of drug 
concentrations in anesthesia monitors have been implemented to account for the effect of 
multiple drugs and these algorithms could be used to improve anesthesia monitoring in 
combination with fNIRS and EEG (DeCou, et al., 2017).      
We hypothesize that a hybrid model that combines fNIRS, EEG, MAC and predictive 
modeling of drug concentrations might more accurately follow the effects of anesthesia in 
a given patient leading to personalized, controlled, and safe delivery of anesthetics. This 
level of personalization might especially benefit the pediatric and elderly populations that 
are particularly sensitive to the effects of anesthetics.  
 
The goal of this study was to evaluate the robustness of an fNIRS-SVM based model in 
the classification of the continuum of the maintenance-transition-emergence phases and 
to compare the results to classification with BIS and MAC. For this study, we limited the 
feature space to a previously studied and validated feature set that showed high accuracy 
of classification in a small number of samples (Hernandez-Meza, et al., 2017). The 
fNIRS-SVM investigated provides further evidence to the usability of the fNIRS signal 
for anesthesia monitoring. The method presented in this study enables classification of 
the signal as maintenance or emergence automatically as well as in real time with high 
accuracy, sensitivity, and specificity. The features local mean HbTotal, std HbO2, local 
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min Hb and HbO2 and range Hb and HbO2 were found to be robust biomarkers of this 
binary classification task. Furthermore, fNIRS-SVM was capable of identifying 
emergence before movement in a larger number of patients than BIS and MAC. The 
predictive capacity of the algorithm during transition periods, however, still needs further 
investigation. Fusion of fNIRS with other sources of data related to anesthetic depth such 
as EEG, peripheral physiologic measurements, MAC and predictive modeling of drug 
concentrations, may improve anesthesia monitoring and lead to a clinically viable real-
time anesthesia monitoring tool. 
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5. CHAPTER 5: CLASSIFICATION CAPABILITY OF FEATURES 
OF PHYSIOLOGIC ORGIN OVER SURGICAL PROCEDURE 
CONTINUUM, AND COMPARISON TO CLASSIFICATION 
WITH FNIRS-SVM 
 Introduction  
Having investigated the classification capacity of fNIRS derived features in a machine 
learning paradigm, in this chapter we examined features derived from the physiological 
signal to determine their capacity to distinguish between maintenance and emergence. In 
Chapter 2 we compared the means of heart rate (HR), peripheral oxygen saturation 
(SPO2) and end tidal carbon dioxide concentration (EtCO2) between maintenance and 
emergence and found no significant differences between these time periods. However, 
since it is known that clinicians can use these variables along with the clinical picture in 
order to guide the delivery of anesthetics, it was of interest to determine if features 
derived from these variables carry information that differentiates between anesthetized 
states. In order to evaluate this, we extracted features from each of the physiological 
signals and through a machine learning paradigm explored the classification capability of 
these signals. Finally, we compared the results to fNIRS-SVM. 
 Methods 
For the purpose of identifying the times of interest in this study, the perioperative time 
course was divided into pre-induction, induction, maintenance, and light 
anesthesia/emergence phases, as depicteded in Figure 2 in Chapter 2. Since our aim was 
to evaluate classification of the anesthetized state as maintenance versus emergence using 
the physiological signal features in a machine learning model, we further divided the 
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anesthetic time course into three periods of interest as per Chapter 4: maintenance (M), 
transition (T) and emergence (E). The maintenance phase starts when the patient has been 
returned to supine position, no electrocautery is being used, the abdomen has been 
deflated after laparoscope removal, and EtSev alone was adequate for surgical anesthesia. 
The selection of this time period allowed us to reduce the number of possible 
confounders. The transition period starts when the inspired concentration of sevoflurane 
is decreased in preparation for emergence. Emergence was defined as the 60 second 
period preceding the first purposeful movement. Hence, this study utilized the same 
epochs as described in Chapter 4. 
 The following physiological measurements were recorded continuously along with 
fNIRS during each procedure: end tidal carbon dioxide concentration (EtCO2), heart rate 
(HR) as the number of beat per minute and peripheral oxygen saturation (SpO2). From 
each of these variables a set of 6 features was calculated. The first three features are the 
mean, range and standard deviation of each variable. The physiological measurements 
were then normalized by dividing each sample in a given epoch by the mean of the first 
10 samples of the epoch (Eq. 16), following the formula: 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑝ℎ𝑦𝑠𝑖𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 =
𝑃ℎ𝑦𝑠𝑖𝑙𝑜𝑔𝑖𝑐𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡
𝑃ℎ𝑦𝑠𝑖𝑜𝑙𝑜𝑔𝑖𝑐𝑎𝑙 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
 
(Eq. 16) 
 Using the normalized physiological signal, the maximum, minimum and mean were also 
calculated as features of each normalized physiological variable for a total of 18 possible 
features. The final physiological feature space evaluated consisted of: mean HR, mean 
normalized HR (HRx), std HR, range HR, min HRx, max HRx, mean EtCO2, mean 
normalized EtCO2 (EtCO2x), std EtCO2, range EtCO2, min EtCO2x, max EtCO2x, 
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mean SpO2, mean normalized SpO2 (SpO2x), std SpO2, range SpO2, min SpO2x, max 
SpO2x.  
5.2.1 Classification and feature selection  
As stated in Chapter 3, machine learning tasks are capable of better generalization 
capacity when the optimal set of features that describe differences between classes are 
used as predictors. Hence, reducing the dimensionality of the feature space is important 
to find the optimal combination of features that maximize the generalization capacity of a 
classifier. In this study support vector machine (SVM) classifiers (as explained in 
Chapter 3) were used for the evaluation of the physiological features. In order to 
determine which combination of physiological features would provide good 
discrimination between maintenance and emergence we use a forward feature selection 
strategy. As explained in Chapter 3, in forward selection we start with an empty feature 
set (Figure 20). At the end of each iteration, we add the feature that obtains the highest 
classification accuracy to the subset, hence we use the classification accuracy as the 
selection criterion. From each iteration, we obtain the classification accuracy and the area 
under the ROC curve (AUC) for each subset of features (see Chapter 3). Eighteen 
physiological features were evaluated by forward feature selection using leave-one-
patient-out cross-validation (see Chapter 4). For each iteration, the physiological SVM 
(physio-SVM) model was trained using the first epoch of the maintenance phase and one 
epoch of emergence, which corresponded to the 60 seconds preceding movement, as 
explained in Chapter 4.  Physio-SVM was tested by leave-one-patient-out cross-
validation, where the test set contained the epochs of the maintenance, transition and 
emergence phase (Chapter 4).  
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Figure 20 Forward feature selection and leave-one-patient-out cross-validation methods 
used to select and evaluate features of physiologic origin 
 
5.2.2 Evaluation of physio-SVM 
From the accuracy at each iteration we find the combination of features that achieved 
maximum accuracy.  The accuracy, sensitivity, specificity, positive predictive value 
(PPV) and negative predictive value (NPV) were calculated as per Chapter 3. We 
compared the results to the fNIRS-SVM presented in Chapter 4. 
 Results 
The features used in the selection algorithm are presented on Figure 21. Using a forward 
selection strategy the features were ranked and the classification accuracy per step of the 
selection process is presented on Figure 22.The maximum accuracy was found with a 
combination of the following seven physiological features: max EtCO2, min EtCO2, mean 
HRx, max HRx, std HR, range EtCO2, range HR. These features were used to train and test the 
physio-SVM algorithm by leave-one-pt-out cross-validation. The results of the classification of 
maintenance and emergence with physio-SVM are presented on Figure 19. The performance of 
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the physio-SVM (Figure 23) was assessed via the ROC curve and the AUC, presented on Figure 
24, alongside the ROC curve for fNIRS-SVM for comparison. 
 
Figure 21 Mean of physiological features used in the classifier training set 
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Figure 22 Classification accuracy versus number of combined features obtained through 
forward physiological feature selection 
 
  Target Class  
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance 
(Positive) 
TP= FP= PPV= 
218 10 96% 
Emergence 
(Negative) 
FN= TN= NPV=  
11 9 45% 
  Sensitivity= Specificity=  ACC=  
  95% 47% 92% 
Figure 23 Confusion matrix evaluating the first 7 physiological features (max EtCO2, 
min EtCO2, mean HRx, max HRx, std HR, range EtCO2, range HR) selected by forward  
feature selection with highest accuracy as the evaluation criterion 
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Figure 24 Receiver operating characteristic (ROC) curve and area under the curve (AUC) 
for the physio-SVM (features: max EtCO2, min EtCO2, mean HRx, max HRx, max 
SpO2x, std HR, range EtCO2, range HR) and for the fNIRS-SVM  
 Discussion 
For delivery of anesthesia tailored to the patient’s needs the anesthesiologist needs an 
accurate method to quantify the anesthetic effect. Currently, the anesthesiology practice 
relies on the experience of the anesthesiologist and the measurement of peripheral 
physiologic signals such as BP, HR, SpO2 and EtCO2. However, previous studies have 
found these signals to be unreliable for evaluating the anesthetic depth. One study found 
that during confirmed anesthesia awareness, classic cues for light anesthesia were absent 
finding hypertension and tachycardia in only 15% of cases (Domino, et al., 1999). Other 
studies have found no significant differences in these peripheral measurements when 
contrasting anesthesia awareness and matched controls (Moerman, et al., 1993). In 
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clinical practice this can lead to the delivery of deeper anesthesia in order to prevent 
awareness, recall and awake paralysis (Luk, et al., 2015). However, a review of the 
outcomes of recent studies in the elderly population suggests that deeper anesthesia is 
associated with increased incidence of postoperative delirium and long-term cognitive 
decline (Luk, et al., 2015; Leslie, et al., 2005; Kertai, et al., 2010; Kertai, et al., 2011; 
Leslie, et al., 2010). However, depth of anesthesia monitoring remains without a gold 
standard method to prevent events of inadequate depth of anesthesia in the field (Avidan, 
et al., 2013).   
In this chapter, we determined the extent of the capacity of the physiological signals to 
determine the states of maintenance and emergence in 19 subjects, in order to determine 
the possible contribution that these signals may offer to the monitoring of depth of 
anesthesia. We examined a broad spectrum of features derived from the raw HR, SpO2 
and EtCO2 signals as well as from locally normalized features. We found that a 
combination of the following features obtained the highest accuracy of classification of 
maintenance and emergence: max EtCO2, min EtCO2, mean HRx, max HRx, max 
SpO2x, std HR, range EtCO2, range HR. When we compared the performance of the 
SVM classifier trained with physiologic features, physio-SVM, to fNIRS-SVM and 
chance (Figure 20), we conclude that the physiological features provide a better 
classification than chance but perform worse than fNIRS-SVM. Furthermore, due to the 
specificity of physio-SVM being less than 50%, we conclude that this method is 
unreliable for monitoring depth of anesthesia in accordance to the findings of previous 
studies (Luk, et al., 2015; Moerman, et al., 1993; Domino, et al., 1999). This study 
however did not examine the contribution of the physiologic features to the classification 
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of maintenance and emergence when used in combination with the fNIRS derived 
features, this approach is explored in Chapter 6 of this thesis. 
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6. CHAPTER 6: CLASSIFICATION CAPABILITY OF PRE-
PROCESSED FNIRS SIGNAL IN EXPANDED DATA SET 
 Introduction 
In Chapters 3 and 4 the feasibility of performing gross classification of maintenance and 
emergence using fNIRS was proven. A subset of six fNIRS features was found to have 
good accuracy, sensitivity and specificity for evaluating depth of anesthesia using support 
vector machine (SVM) classifiers. Since machine learning algorithms, such as SVM, 
learn from the data provided, processing it (as calculated features) gives us a way to 
provide meaningful inputs for the machine learning problem. Performing a processing 
step, however, may lead to removing important data, and thus the evaluation of the 
classification problem using the raw data as inputs becomes important (Holzinger, 2016). 
Therefore, the purpose of this study is to evaluate the fNIRS signal at different stages of 
preprocessing in order to estimate its classification capability. We then compare these 
classifiers to fNIRS-SVM (Chapter 4). To conclude we perform forward feature selection 
using the feature space that contains the highest performing raw signal features, fNIRS-
SVM features, physio-SVM features, the mean BIS and mean MAC in order to evaluate 
what would be the optimal classifier for identifying maintenance and emergence 
automatically and in real time during general anesthesia with sevoflurane.   
 Methods 
6.2.1 Description of the five fNIRS signal cases 
This study utilized the subject data described in Chapter 2. The fNIRS signal was 
evaluated at four levels of pre-processing: i) using the raw light intensity (I) values from 
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730 and 850 nm wavelength, ii) using the transmittance (T) from the 730 and 850 nm 
wavelengths, iii) using the optical density (OD) from the 730 and 850 nm wavelengths, 
iv) using a normalized value of the light intensity measures (N) from the 730 and 850 nm 
wavelengths and iv) using the Hb and HbO2 values. For the first case, the raw intensity 
values are left unprocessed. For the second case, the transmittance (Eq. 17) is calculated 
as: 
𝑇𝜆 =
𝐼𝑜,𝜆
𝐼𝜆
 
(Eq. 17) 
 the ratio of light intensity at the detector during a baseline, 𝐼𝑜,𝜆 (calculated as the mean of 
the first 10 samples of the epoch), and the light intensity at the detector, 𝐼𝜆, at any time 
during the epoch. The transmittance estimates the energy loss of the emitted light photons 
due to the absorption and scattering processes that occur in the tissues as explained in 
Chapter 2, using a baseline calculated over the first 10 samples of the epoch. For the third 
case, the optical density was calculated as per equation 1 on Chapter 2, using a baseline 
calculated over the first 10 samples of the epoch. For the fourth case, the normalized light 
intensity (Ix), is the light intensity data from each epoch divided by a baseline calculated 
from the mean of the first ten samples of the epoch:  
𝐼𝑥𝜆 =
𝐼𝜆
𝐼𝑜,𝜆
   
(Eq. 18) 
For the fifth case, the local Hb and HbO2 values were calculated as described in Chapter 
2.  
These five cases were evaluated individually by SVM classification using forward feature 
selection to discover if and how the processing of the fNIRS signal affects the 
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classification task. For each case, the time course of anesthesia delivery was divided into 
maintenance, transition and emergence as described in Chapter 4.  
6.2.2 Building the evaluation matrices and feature selection 
The maintenance and transition phases were sampled using a window length of 120 
samples with a step size of 120 samples. On the other hand, the emergence phase was 
sampled with a window length of 120 samples and a step of 60 samples. Each epoch had 
a total of 240 possible features, one for each sampled data point over the minute epoch 
(60 seconds at 2 Hz sampling rate) at each wavelength 730 or 850 nm (or for Hb and 
HbO2 in case iv). The difference between the time periods described in this chapter and 
those in Chapter 4, is that we have expanded the emergence category to include the 90 
seconds of data before emergence, in order to increase the total number of samples of the 
emergence phase for training the classifier. The reasoning for the need to increase the 
number of samples for training is that due to the curse of dimensionality (as explained in 
Chapter 3), increasing number of dimensions in the model causes the model to become 
less reliable. Our objective in this study is to evaluate the entire fNIRS signal epoch 
without pre-processing. Hence, since each epoch contains a total of 240 features (120 
samples per epoch from each the 730 nm and 850 nm signals or from the Hb and HbO2 
signals), forward feature selection (see Chapter 3) was used to reduce the dimensionality 
of the feature space and select the feature subset that allowed the best possible 
classification for the five cases of fNIRS signal pre-processing (See Figure 25 for an 
example of the 240-feature matrix). 
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Figure 25 Feature matrix example showing 120 features of each wavelength of the raw 
light intensity signal with patient ID and class labels of the left 
 
 
At each iteration of the feature selection process and for each of the five cases, the SVM 
classifiers were trained using features from the first three epochs of the maintenance 
phase and the three epochs of the emergence phase using leave-one-patient-out cross-
validation, see Chapter 4. The performance at each stage of the feature selection process 
was performed using all the available maintenance epochs and only the last emergence 
epoch in order to achieve consistency with the experimental procedures for evaluating 
emergence of Chapter 3 and 4 ( 
Figure 26). The classification accuracy and area under the AUC curve was calculated 
over 240 iterations for the five cases of fNIRS signal pre-processing. The combination of 
features achieving maximum accuracy was determined for each case from the 
classification accuracy vs number of features curve. The sensitivity, specificity, positive 
predictive value (PPV) and negative predictive value (NPV) were calculated for the 
combination of features achieving the highest classification accuracy for the four cases of 
pre-processing. The number of continuous minutes classified as emergence before 
movement were determined as in Chapter 4. As explained in Chapter 4 the ROC curves 
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for each of the five cases were calculated and are plotted alongside the fNIRS-SVM 
curve.  
 
Figure 26 Forward feature selection and cross-validation method used in the five cases of 
fNIRS signal pre-processing 
6.2.3 Evaluation of all feature sources combined 
We hypothesize that an optimal classifier for this problem could include features from 
any of the spaces examined in this and the preceding chapters of this thesis. In order to 
examine this hypothesis, a feature matrix was created to include all the selected features 
for the five cases evaluated in this chapter, the six fNIRS-SVM features (Chapter 4), the 
seven physio-SVM features (Chapter 5), the mean BIS and mean MAC. The same feature 
selection and cross validation procedure as in 6.3.2 was employed. The set of features 
achieving the highest accuracy for this task was determined. The results are presented in 
terms of overall accuracy, sensitivity, specificity, PPV, NPV, ROC curve and AUC 
alongside the results for fNIRS-SVM.  
 Results 
In this chapter, we evaluated the raw fNIRS signal at five different preprocessing stages 
to determine its capacity to distinguish between maintenance and emergency during the 
surgical continuum. The results are presented as classification accuracy vs number of 
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combined features and number of features at maximum accuracy. Each feature was 
labeled as “wavelength_sample#_case”, “Hb_sample#” or “HbO2_sample#”.  
Light Intensity Case: 
The raw light intensity constitutes the lowest level of signal preprocessing. When we 
examine the 240 features of the light intensity signal by forward feature selection with 
leave-one-patient out cross-validation, we find that the maximum accuracy is obtained 
when 18 features are combined (Figure 27). The highest accuracy was achieved with a 
combination of the following 18 features: 730_37_I, 850_49_I, 730_108_I, 850_120_I, 
730_97_I, 850_117_I, 730_98_I, 850_87_I, 730_1_I, 850_119_I, 850_96_I, 730_19_I, 
850_77_I, 730_21_I, 850_104_I, 850_81_I, 730_87_I and 850_94_I.  
 
Figure 27 Classification accuracy (%) vs number of features for the raw light intensity 
case. Maximum classification accuracy is obtained with a combination of 18 features 
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Transmittance Case 
Using features derived from the transmittance signal, maximum accuracy was obtained 
with a combination of the following five feature (Figure 28): 850_116_T, 730_119_T, 
850_111_T, 850_93_T and 850_114_T.  
 
Figure 28 Classification accuracy (%) vs number of features for the transmittance case. 
Maximum classification accuracy is obtained with a combination of five features 
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Optical Density Case 
Using features derived from the optical density signal, maximum accuracy was obtained 
with a combination of the following 18 features (Figure 29): 850_116_OD, 
730_119_OD, 850_111_OD, 850_93_OD, 850_114_OD, 850_48_OD, 850_84_OD, 
850_117_OD, 850_97_OD, 850_112_OD, 850_115_OD, 730_116_OD, 850_118_OD, 
730_72_OD, 730_118_OD, 850_72_OD, 850_49_OD and 850_120_OD. 
 
Figure 29 Classification accuracy (%) vs number of features for the optical density case. 
Maximum classification accuracy is obtained with a combination of eighteen features 
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Normalized Light Intensity Case 
For the normalized light intensity signal, the maximum accuracy, determined from the 
classification accuracy vs number of features curve (Figure 30), was obtained with a 
combination of the following nine features: 850_114_N, 830_77_N, 830_112_N, 
830_89_N, 830_113_N, 730_118_N, 830_115_N, 830_116_N, 830_111_N.  
 
Figure 30 Classification accuracy (%) vs number of combined features for the normalized 
light intensity signal. Maximum classification accuracy is obtained with a combination of 
nine features 
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Locally Baselined Hb and HbO2 Case 
Using the locally baselined Hb and HbO2 signals, maximum accuracy was achieved 
when the following 10 features were combined (Figure 31): HbO2_116, HbO2_87, 
HbO2_89, HbO2_115, HbO2_90, HbO2_110, HbO2_111, HbO2_69, HbO2_108 and 
HbO2_117. The features selected for this case where composed entirely out of the HbO2 
signal.  
 
Figure 31 Classification accuracy vs number of features for the locally baselined raw Hb 
and HbO2 signals. Maximum classification accuracy is obtained with at ten features 
 
The accuracy, sensitivity, specificity, PPV, NPV and AUC are presented on Table 12 for 
all five cases alongside fNIRS-SVM, physio-SVM (Chapter 5), BIS and MAC 
classification results. The SVM for each case was trained and tested using the feature 
combination that obtained maximum accuracy during feature selection. The classifiers 
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were labeled as follows: I-SVM (raw light intensity features), T-SVM (transmittance 
features), N-SVM (normalized light intensity features), OD-SVM (optical density 
features), H-SVM (local Hb and HbO2 features). 
 
Table 12 Accuracy, sensitivity, specificity, PPV, NPV and AUC for fNIR-SVM, physio-
SVM, MAC classification, BIS classification, I-SVM, T-SVM, N-SVM, OD-SVM,  H-
SVM and final-SVM 
 Specificity Sensitivity Accuracy PPV NPV AUC 
fNIRS-SVM 95% 95% 95% 100% 60% 0.965 
physio-SVM 47% 95% 92% 96% 45% 0.725 
MAC 53% 100% 96% 96% 100% 0.752 
BIS 68% 98% 96% 97% 72% 0.835 
I-SVM 79% 63% 65% 97% 15% 0.713 
T-SVM 95% 94% 94% 100% 58% 0.952 
N-SVM 95% 96% 96% 100% 64% 0.952 
OD-SVM 95% 96% 96% 100% 67% 0.938 
H-SVM 89% 93% 93% 99% 53% 0.982 
final-SVM 95% 99% 98% 100% 86% 0.978 
 
6.3.1 Combination of all feature sources for selection 
Forward feature selection was performed on the set of features selected in 6.3. This set 
was composed of features originating from fNIRS, BIS, MAC and physiologic data. 
Maximum accuracy was achieved with a combination of 14 features that included the 
local HbO2 signal, MAC, both wavelengths of the transmittance (T), raw light intensity 
(I), normalized light intensity (N) and optical density (OD) signals. The 14 features in 
order of sequential selection were (Figure 32): 850_116_T, 730_119_T, HbO2_116, 
730_37_I, HbO2_87, 730_118_N, 850_48_OD, 850_111_T, 730_119_OD, MAC, 
850_84_OD, 730_108_I, 730_97_I, 730_98_I. The final-SVM classifier was trained and 
tested with these 14 features. The results are presented alongside all other classifiers on 
Table 12 and the ROC curve is presented on Figure 33. Figure 34 presents the confusion 
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matrix of final-SVM. Table 13 presents the number of minutes that were continuously 
classified as emergence before movement was observed for all classifiers. Appendix B 
presents the results of classification with final-SVM, MAC and BIS for all 19 subjects 
studied. The ranking for all the features examined is presented in appendix C. 
 
Figure 32 Classification accuracy vs number of features for the combination of all feature 
sources. Maximum classification accuracy is obtained with a combination of fourteen 
features 
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Figure 33 ROC curves of final-SVM and fNIRS-SVM with AUC 
 
  
Maintenance 
(Positive) 
Emergence 
(Negative)  
Output 
Class 
Maintenance 
(Positive) 
TP= FP= PPV= 
226 1 100% 
Emergence 
(Negative) 
FN= TN= NPV=  
3 18 86% 
  Sensitivity= Specificity=  ACC=  
  99% 95% 98% 
Figure 34 Confusion table of final-SVM 
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Table 13 Number of minutes continuously classified as emergence before movement was 
observed for all classifiers in number of cases and percent of all cases 
 None 1 min 2 min 3+ min 
fNIRS-SVM 
1 10 4 4 
5% 53% 21% 21% 
physio-
SVM 
10 2 4 3 
53% 11% 21% 16% 
MAC 
9 2 1 7 
47% 11% 5% 37% 
BIS 
6 1 1 11 
32% 5% 5% 58% 
I-SVM 
4 4   11 
21% 21% 0% 58% 
T-SVM 
1 9 5 4 
5% 47% 26% 21% 
N-SVM 
1 9 4 5 
5% 47% 21% 26% 
OD-SVM 
1 9 4 5 
5% 47% 21% 26% 
H-SVM 
2 8 3 6 
11% 42% 16% 32% 
final-SVM 
1 1 4 13 
5% 5% 21% 68% 
 
 Discussion 
In the previous chapters we examined features calculated from the local Hb and HbO2 
signals, and determined that they can differentiate between maintenance and emergence 
with high accuracy, sensitivity and specificity (Chapter 4). In this chapter, we examined 
the fNIRS signal under five different preprocessing cases in order to evaluate the 
classification capability of the raw data inputs.  Forward feature selection was employed 
to rank the most important features of each case. The combined features that produced 
the highest accuracy were selected to train and test five SVM classifiers (I-, T-,N-,OD- 
and H-SVM). The results show that the number of features selected per classifier varies 
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from 5 features for T-SVM to 18 features for I- and OD-SVM. The results on Table 12 
show that T-, N- and OD-SVM have comparable accuracy, sensitivity, specificity and 
AUC. On the other hand, I-SVM obtained the lowest scores of this group. The 
performance of T-, N- and OD-SVM was comparable to fNIRS-SVM, while H-SVM did 
not achieve the same performance. This indicates that the five cases have information that 
can guide the classification of anesthetized states.  
We hypothesized then that a combination of features originating from the features 
selected in these five cases, the features selected in the physiological signal evaluation in 
Chapter 5, from MAC, BIS or the calculated fNIRS features would provide the highest 
accuracy of classification and the earliest prediction time. In order to test this hypothesis, 
we performed forward feature selection of the previously described features and found a 
combination of 14 features originating from the local HbO2 signal, MAC, both 
wavelengths of the transmittance, raw light intensity, normalized light intensity and 
optical density signals. These features were tested in the final-SVM, which obtained 
higher classification accuracy, sensitivity and AUC than fNIRS-SVM. Furthermore, 
final-SVM was capable of classifying emergence 3+minutes before movement in more 
patients than any of the previous classifiers tested (13/19 cases) (Table 13). This suggests 
that the combination of fNIRS features and MAC can help to strengthen the prediction 
capacity that either of these signals have independently. BIS on the other hand, was 
ranked last by the feature selection algorithm; however, the information content of the 
EEG signal without transformation into the Bispectral index may merit further 
evaluation. The physiologic signals were not ranked among the first 14 to achieve the 
highest accuracy the ranking of all features is presented in Appendix C. 
118 
 
In this thesis, we selected the features included in final-SVM through analysis of 
individual feature spaces. This method does not allow us to examine all of the possible 
feature combinations and therefore is not optimal. Another limitation of this study is the 
use of gross classification. A first attempt at finer classification using SVM-regression is 
presented in Appendix A. Further investigation of a continuous index of depth of 
anesthesia constitutes important future work. Development of such an index could guide 
the delivery of anesthesia in the operating room.  
Nonetheless, final-SVM allowed us to determine that the fNIRS and MAC signals 
combined are capable of gross classification of depth of anesthesia (maintenance or 
emergence) with high accuracy, sensitivity and specificity in a 19-patient cohort under 
real life conditions in the operating room. The use of a more refined version of this 
algorithm could assist in the delivery of personalized anesthetics in the operating room, 
helping to improve safety and efficacy especially for the vulnerable pediatric and elderly 
population.  
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7. CONCLUSION AND FUTURE WORK 
This thesis aimed to investigate the hemodynamic effects of sevoflurane anesthesia on the 
prefrontal cortex in order to evaluate the capacity of the functional near infrared 
spectroscopy (fNIRS) signal to assess depth of anesthesia during general surgical 
procedures. We found that fNIRS derived features containing information associated with 
the differences between maintenance and emergence could be derived in real-time 
independent of a pre-induction baseline. The capability of these features to distinguish 
between maintenance and emergence during surgical procedures in relatively healthy 
subjects was then explored.  
Among these features a subset capable of 98% accuracy, 99% sensitivity and 95% 
specificity was found. These results provide evidence of the ability of fNIRS to elucidate 
differences in the hemodynamic state during maintenance and emergence automatically 
and in real-time during sevoflurane general anesthesia. The maintenance state was 
identified as a period of relative signal stability, while the emergence state was 
characterized by signal variability. This suggests that the hemodynamic changes observed 
during emergence reflect the competing effects of increased vasoconstriction and 
increased cerebral metabolic rate that occur during sevoflurane washout (Hernandez-
Meza, et al., 2017).  
We examined linear and non-linear machine learning classification methods and 
concluded that a non-linear method can increase the classification performance of an 
fNIRS based classifier.  
Furthermore, this investigation established that fNIRS based classifiers are able to 
outperform the EEG based Bispectral index and MAC when examined individually. 
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However, the classification performance of fNIRS can be increased by combining it with 
MAC.  
The studies presented in this thesis thus proved the potential of using a data driven 
methods for monitoring depth of anesthesia with fNIRS, or in a hybrid fNIRS-MAC, 
automatically and in real-time in the operating room environment. This first step suggests 
that fNIRS based anesthesia monitoring could be deployed to the operating room in the 
future in order to achieve a higher level of personalized anesthesia delivery and hence 
safer and more effective procedures. Future work should build on these results and 
address the following topics: 
1.- Demonstrate and further validate equivalent performance in a larger patient 
population during sevoflurane anesthesia. 
2.- Evaluate the performance of these features in the pediatric and geriatric populations 
that are more vulnerable to the effects of anesthetics. 
3.- Determine whether these results are applicable to other volatile and non-volatile 
anesthetics. The results presented in this thesis excluded procedures that used desflurane, 
combinations of sevoflurane and desflurane and combinations of sevoflurane, desflurane 
and nitrous oxide. In a preliminary evaluation of the effects of desflurane we observed 
changes similar to the ones observed with sevoflurane in most cases. The use of nitrous 
oxide with sevoflurane or desflurane however, appeared to elicit a different response. 
This indicates that future work is still needed in order to determine whether the features 
derived in this thesis are applicable to other anesthetics.  
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4.- With a larger number of patients examine the possibility of developing a continuous 
depth of anesthesia index that can be used in the operating room to guide anesthesia 
delivery. 
5.- Explore the use of traditional model driven analysis as an alternative and 
complementary method to investigate the mechanisms of action of anesthetics and depth 
of anesthesia levels. Examine the use of deterministic and non-deterministic algorithms 
and parametric and non-parametric models for this purpose. 
The potential applications of this technology include monitoring of the pediatric and 
elderly populations which may be more sensitive to the effects of anesthetics. 
Additionally, this technology could be used during sedation for outpatient procedures.  
   
 
  
122 
 
    APPENDIX A: MACHINE LEARING REGRESSION DEPTH OF 
ANESTHESIA WITH FNIRS FEATURES 
 Introduction  
In this thesis, we focus on evaluating the capacity of the fNIRS signal to provide 
accurate, sensitive and specific gross classification of maintenance and emergence during 
general anesthesia with sevoflurane. The output of fNIRS-SVM as a binary value 
presents a limitation for guiding anesthesia delivery. In this chapter, we perform the first 
step towards the development of an index of depth of anesthesia using the data from the 
same patients presented in Chapter 2 and the fNIRS features discovered in Chapter 3. 
Further development of this technique constitutes future work. 
 Method 
With a sample of 19 patients (Chapter 2) we implemented Support Vector Machine 
regression (SVR) using the MATLAB 2016 Statistics and Machine Learning Toolbox. 
We selected this regression method because it is a nonparametric technique that relies on 
kernel functions. To train the SVR the algorithm seeks to minimize 
1
2
‖𝑤‖2 
for  {
𝑦𝑖 − 〈𝑤, 𝑥𝑖〉 − 𝑏 ≤ 𝜀
〈𝑤, 𝑥𝑖〉 + 𝑏 − 𝑦𝑖 ≤ 𝜀
, 
Were 𝑥𝑖 represents the training set and 𝑦𝑖 the target values. SVR aims to find a function 
that deviates from𝑦𝑖 by a value no greater than threshold 𝜀 (Drucker, 1997).   
To develop the training set, one-minute long epochs were extracted from the three 
periods of interest M, T, and E described in Chapter 3. A window of 60 seconds with a 
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step size of 15 seconds was used to extract the epochs. The number of epochs for each 
patient varied based on the type of procedure and the surgeon’s timing. 
After each epoch was extracted, the changes in Hb and HbO2 were calculated relative to 
a 5 second local baseline (calculated at the beginning of each epoch) using the Modified 
Beer-Lambert Law. Since the aim of this study is to evaluate an fNIRS based regression 
algorithm to provide an index for the differentiation of maintenance and emergence 
during the anesthetic time course, the following features extracted from each epoch were 
used to form a feature vector as described in Chapters 2 and 3: std of HbO2, local mean 
HbTotal, local min Hb and HbO2, and range of Hb and HbO2. In order to provide the 
SVR with a balanced number of samples per patient and per condition (maintenance or 
emergence) a balancing algorithm was implemented. This algorithm finds the maximum 
frequency of a given condition (either patient or condition samples) and then replicates 
the data. This allows us to present a training set to the SVR in which all patients and 
conditions are equally represented, in order to avoid bias (Longadge, et al., 2013).  
To develop the vector of target values we transformed the time to emergence vector into 
a sigmoid for each patient using the following equation: 
𝑇 =
2
1+𝑒−𝑡𝐾
, 
where T is the transformed sigmoid time and t is the time of the sample (where time zero 
corresponds to emergence). T=0.8 was mapped to t=5minutes, obtaining a value of 
K=0.4394449155. The SVR was trained and tested using the leave-one-pt-out cross-
validation method presented in Chapter 4. To measure the performance of the SVR we 
evaluated the correlation between the target sigmoid time and the predicted sigmoid time 
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using Spearman’s rho (r) and significance was determined by Student’s t-test (p). The 
conversion of the model and means squared error are also reported. 
 Results  
An SVR was trained and tested in 19 patients with converging results. The overall 
correlation between the target sigmoid time and the predicted time (Figure 35) was 
moderate and significant (r=0.524, p=0). The overall mean squared error was 0.223. 
 
Figure 35 Predicted sigmoid time vs target sigmoid time with r=0.524, p=0 
 
The correlation and mean squared error between the target and predicted sigmoid times is 
presented on Table 14 individually for all 19 patients. We determined that seven patients 
exhibit weak to moderate (0.3<r<0.59) linear relationship between target and predicted 
times and two patients show strong linear relationships (r>0.6).   
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Table 14 Individualized MSE, r and p for SVR 
Pt # MSE r p 
2 0.148 0.340 0.000 
3 0.139 0.145 0.123 
6 0.225 -0.179 0.135 
7 0.070 0.529 0.000 
13 0.070 0.556 0.000 
14 0.114 0.312 0.004 
15 0.176 -0.032 0.759 
17 0.080 0.239 0.018 
18 0.051 -0.171 0.015 
25 0.049 0.683 0.000 
29 0.130 -0.177 0.089 
30 0.051 0.290 0.000 
32 0.092 0.218 0.050 
33 0.173 0.194 0.225 
43 0.345 -0.007 0.939 
44 0.042 0.780 0.000 
46 0.122 0.046 0.652 
47 0.143 -0.013 0.905 
50 0.215 0.329 0.025 
 
Figures 36, 37, 38, 39 present SVR output, MAC and target times vs time to emergence 
showing strong, moderate, weak and negligible correlation examples respectively.   
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Figure 36 Results MAC, target and SVR predicted values vs time to emergence for 
patient 44. Strong correlation example, r=0.780, p<0.001 
 
Figure 37 Results MAC, target and SVR predicted values vs time to emergence for 
patient 7. Moderate correlation example, r=0.529, p<0.001 
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Figure 38 Results MAC, target and SVR predicted values vs time to emergence for 
patient 2. Weak correlation example, r=0.340, p<0.001 
 
Figure 39 Results MAC, target and SVR predicted values vs time to emergence for 
patient 3. Negligible correlation example, r=0.145, p=123 
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 Discussion 
Assessing depth of anesthesia in terms of a continuous variable or index would be 
valuable for the clinical application of an fNIRS based depth of anesthesia monitor. In 
this chapter, we take the first step towards developing such an index by utilizing SVR to 
evaluate the fNIRS signal. We transformed the time to emergence values to a sigmoid 
function for which maintenance had a value of one and emergence had a value of zero. 
Using leave-one-pt-out cross-validation we evaluated the continuum of maintenance 
through emergence using SVR and found an overall significant moderate correlation 
between the target and predicted values of 0.5. However, the strength of this correlation 
between individual patients varied widely (Table 14). The examples on Figures 36, 37, 38 
and 39 show the output of the regression function as-well as MAC and the target time. 
From these examples we can observe that most maintenance samples are assigned values 
of approximately one. On the other hand, the index or predicted values of the transition 
segment (the time when sevoflurane washout begins) fluctuate and don’t always 
converge towards zero at the time of emergence. We believe that the reason for this lower 
performance relative to fNIRS-SVM performance may lie on the heterogeneity of our 
patient sample. Because this data was collected in the operating room without controlled 
conditions, the rate of sevoflurane washout and length of the transition time differs 
between all patients. Furthermore, the MAC at maintenance and emergence also differs 
among patients and therefore our sample may not contain sufficient examples of the 
effects of sevoflurane washout to allow the development of a robust index. These sources 
of variability may account for the reduced performance of SVR compared to fNIRS-
SVM. At this point, this data set may provide sufficient information for gross 
classification, but finer classification through a depth of anesthesia index may require 
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data collection under more controlled conditions and from a larger number of subjects. 
Nonetheless, the results of the results obtained with SVR are encouraging and suggest 
that with more data the development of an fNIRS based depth of anesthesia index might 
be feasible. Future studies should build on the results presented throughout this thesis in 
order to develop anesthesia monitoring methods that can help guide the anesthesiologist 
to provide personalized, safer and more effective delivery of anesthesia. 
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APPENDIX B: FINAL-SVM RESULTS IN 19 PATIENTS 
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APPENDIX C: FEATURE RANKING 
Rank Feature Accuracy Rank Feature Accuracy 
1 830_116_T' 0.951613 39 'minHbO2' 0.975806 
2 730_119_T' 0.951613 40 830_49_OD' 0.979839 
3 'hbo2_116' 0.967742 41 830_116_N' 0.979839 
4 730_37_I' 0.971774 42 830_112_OD' 0.979839 
5 'hbo2_87' 0.975806 43 830_120_OD' 0.979839 
6 730_118_N' 0.975806 44 'hbo2_89' 0.979839 
7 830_48_od' 0.975806 45 830_114_OD' 0.975806 
8 830_111_T' 0.975806 46 830_115_OD' 0.975806 
9 730_119_OD' 0.975806 47 'hbo2_115' 0.975806 
10 'MAC' 0.975806 48 'hbo2_110' 0.975806 
11 830_84_OD' 0.979839 49 'hbo2_90' 0.975806 
12 730_108_I' 0.979839 50 'hbo2_111' 0.975806 
13 730_97_I' 0.979839 51 730_116_OD' 0.975806 
14 730_98_I' 0.983871 52 'hbo2_108' 0.975806 
15 'stdHbO2' 0.983871 53 'hbo2_69' 0.975806 
16 730_1_I' 0.983871 54 'hbo2_117' 0.971774 
17 'rangeHbO2' 0.983871 55 830_120_I' 0.967742 
18 'meanHRX' 0.983871 56 830_49_I' 0.96371 
19 'minETCO2X' 0.983871 57 830_117_I' 0.959677 
20 730_19_I' 0.983871 58 'meanHbtot' 0.959677 
21 'maxHRX' 0.983871 59 830_87_I' 0.959677 
22 730_21_i' 0.983871 60 830_119_I' 0.959677 
23 'minHb' 0.983871 61 830_96_I' 0.959677 
24 730_87_I' 0.983871 62 830_104_I' 0.96371 
25 'stdHR' 0.983871 63 830_77_I' 0.959677 
26 830_112_N' 0.983871 64 830_81_I' 0.959677 
27 830_117_OD' 0.983871 65 830_94_I' 0.959677 
28 730_118_OD' 0.983871 66 830_77_N' 0.959677 
29 830_114_T' 0.979839 67 830_97_OD' 0.959677 
30 830_114_N' 0.979839 68 'rangeETCO2' 0.955645 
31 830_113_N' 0.979839 69 'maxETCO2X' 0.955645 
32 830_111_N' 0.979839 70 'rangeHb' 0.955645 
33 'maxSPO2X' 0.979839 71 830_93_T' 0.951613 
34 830_115_N' 0.979839 72 830_89_N' 0.951613 
35 830_116_N' 0.979839 73 830_93_OD' 0.943548 
36 830_111_N' 0.979839 74 730_72_OD' 0.939516 
37 830_118_OD' 0.979839 75 'BIS' 0.096774 
38 830_72_OD' 0.979839       
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