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Crystal structure prediction is an important first step on the path toward compu-
tational materials design. Increasingly robust methods have become available in
recent years for computing many materials properties, but because properties are
largely a function of crystal structure, the structure must be known before these
methods can be brought to bear. In addition, structure prediction is particularly
useful for identifying low-energy structures of subperiodic materials, such as two-
dimensional (2D) materials, which may adopt unexpected structures that differ
from those of the corresponding bulk phases. Evolutionary algorithms, which are
heuristics for global optimization inspired by biological evolution, have proven
to be a fruitful approach for tackling the problem of crystal structure prediction.
This thesis describes the development of an improved evolutionary algorithm for
structure prediction and several applications of the algorithm to predict the struc-
tures of novel low-energy 2D materials.
The first part of this thesis contains an overview of evolutionary algorithms
for crystal structure prediction and presents our implementation, including de-
tails of extending the algorithm to search for clusters, wires, and 2D materials, im-
provements to efficiency when running in parallel, improved composition space
sampling, and the ability to search for partial phase diagrams. We then present
several applications of the evolutionary algorithm to 2D systems, including InP,
the C-Si and Sn-S phase diagrams, and several group-IV dioxides.
This thesis makes use of the Cornell graduate school’s “papers” option. Chap-
ters 1 and 3 correspond to the first-author publications of Refs. [131] and [132],
respectively, and chapter 2 will soon be submitted as a first-author publication.
The material in chapter 4 is taken from Ref. [144], in which I share joint first-
authorship. In this case I have included only my own contributions.
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CHAPTER 1
STRUCTURE AND STABILITY PREDICTION OF COMPOUNDS WITH
EVOLUTIONARY ALGORITHMS
The content of this chapter was previously published in Ref. [131].
1.1 Introduction
Many of the most crucial technological challenges today are essentially mate-
rials problems. Materials with specific properties are needed but unknown, and
new materials must be found or designed. In some cases, experiments can be
performed to search for and characterize new materials [169], but these methods
can be expensive and difficult. Thus, computational approaches can be comple-
mentary or advantageous. Theoretical prediction of many materials properties is
possible once the atomic structure of a material is known, but structure prediction
remains a challenge. However, a number of new methods have been proposed to
address this problem in recent years [125, 176, 103, 122, 42, 23, 22]. These tech-
niques are often faster and less expensive than experimental work, they preclude
the need to work with sometimes toxic chemicals, and they can be used to explore
materials systems under conditions that are still inaccessible to experiment, such
as very high pressures.
Unless kinetically constrained, materials tend to form structures that are in
thermodynamic equilibrium, i.e. have the lowest Gibbs free energy. Thus, in or-
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der to predict a material’s structure, we must find the arrangement of atoms that
minimizes the Gibbs free energy, given by
G = U − TS + pV
Here, U is the internal energy, p the pressure, V the volume, T the temperature,
and S the entropy. The entropy is comprised of three contributions: electronic, vi-
brational, and configurational entropy. The vibrational and configurational com-
ponents are expensive to calculate, and much of the error introduced by neglecting
the entropy cancels when taking energy differences [135, 35]. For these reasons,
the entropy is often neglected, effectively constraining the search to the T = 0
regime. That is, the enthalpy, H = U + pV , is frequently used to approximate the
Gibbs free energy. Finite temperature effects can be included as a post-processing
step once particularly promising structures have been identified. We note that
at high temperatures, anharmonic contributions to the vibrational entropy can
stabilize phases that are mechanically or dynamically unstable at low tempera-
ture [146]. However, in order to search for stable materials at low temperature
and fixed composition, the function we need to minimize, known as the objective
function, is the enthalpy per atom.
A thermodynamic ensemble is not always used as the objective function. Bush
et al. devised an objective function based on Pauling’s valence rules and only
performed energy calculations on the best structures identified thereby [22, 180].
Although this approach is computationally efficient, it is limited to ionic materials
and is not as reliable as a direct search over the correct thermodynamic quantity.
2
1.1.1 Potential energy landscape
Given the atomic structure, there exist efficient methods for approximating
the enthalpy. A complete description of a crystal structure includes six lattice
parameters and 3N − 3 atomic coordinates, where N is the number of atoms in the
unit cell. Thus, the function we seek to minimize can be thought of as a surface in
a 3N + 3-dimensional space. These surfaces are referred to as energy landscapes.
The lowest enthalpy structure is located at the deepest, or global, minimum of
the energy landscape. In this way, the physical problem of predicting a material’s
atomistic structure is expressed as a mathematical optimization problem. In order
to understand the search for the global minimum of an energy landscape, it is
helpful to examine some general properties of energy landscapes of materials, as
follow.
• Much of the configuration space corresponds to structures with unphysically-
small interatomic distances. These areas of the configuration space can be
neglected.
• The energy landscape is effectively partitioned into basins of attraction by
the use of a local optimization routine. The local optimizer takes any two
structures in the same basin into the local minimum located at the bottom of
the basin.
• The number of local minima on the energy landscape scales exponentially
with the dimensionality of the search space, i.e., with the number of atoms
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in the cell [149]. Venkatesh et al. calculated the number of local minima
as a function of system size for clusters containing up to 14 Lennard-Jones
particles, illustrating this exponential trend [170].
• Deeper basins tend to occupy larger volumes in the multidimensional space.
Specifically, a power law distribution describes the relationship between the
depth of a basin and its hyper-volume. Combined with our capability for
local minimization, this greatly simplifies the search for the optimum struc-
ture [105].
• The barrier to reach a neighboring basin is usually low if that basin has a
deeper minimum than the current basin. This is a consequence of the Bell-
Evans-Polanyi principle [125].
• Low-energy minima in the landscape usually correspond to symmetrical
structures [125].
• Low-lying minima are usually located near each other on the energy land-
scape. This tendency gives the landscape an overall structure that can be
exploited while searching for the global minimum [117].
No analytical form exists for the enthalpy as a function of atomic configura-
tion. We can only sample the enthalpy and its derivatives at discrete points on the
energy landscape using methods such as density functional theory (DFT). Thus,
one often resorts to heuristic search methods. One such class of methods that has
proven successful is the evolutionary algorithm. This approach draws inspiration
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Figure 1.1: Potential energy surface. The use of local optimization simplifies the
search problem by dividing the continuous solution space into basins of attraction.
from biological evolution. Efficient local optimization utilizes the derivative in-
formation and is very beneficial in the solution of the optimization problem (see
Section 1.4). Figure 1.1 illustrates how local optimization transforms the continu-
ous potential energy landscape into a discrete set of basins of attractions, which
dramatically simplifies the search space.
1.1.2 Evolutionary algorithms
In nature, genetic information is carried in organisms. It is maintained in a
population’s gene pool if it is passed on from parents to offspring. New informa-
tion can be introduced through mutation events, but these are rare (and usually
lethal). The success that an organism has in passing on its genes is called the
organism’s fitness.
The fitness of an organism is not universal but depends on its environment.
5
Create initial parent 
generation
Use promotion and 
variations to create 
offspring
Pre-evaluation 
development
Structure relaxation and energy evaluation
using external code
Post-evaluation 
development
Enough structures?
No
Yes Convergence 
achieved?
No
Yes
Done!
Begin
Create empty child 
generation
Set children to parents
Figure 1.2: Outline of evolutionary algorithm for structure prediction.
Many species which are very successful in their native habitats would do poorly
in other environments. More subtly, there is variance of traits within a single
species. In some cases, these differences can lead to a difference in the organisms’
fitness. The genes of low-fitness individuals are less likely to be passed on, so
traits of the high-fitness individuals are likely to be more common in subsequent
generations. In this way, populations (but not individuals) evolve to be well suited
to their environment. This assumes, of course, that relevant traits are passed on,
to varying degrees, from parents to offspring. The correlation between a trait in
a parent and that in an offspring is known as the heritability of a trait. In order
for environmental pressure to cause quick evolution of a trait, that trait must have
high heritability.
Evolutionary algorithms leverage the power of this process to “evolve” solu-
tions to optimization problems. Initial efforts to apply evolutionary algorithms
to the structure prediction problem were aimed at finding the lowest energy con-
formation of large organic molecules [92, 151, 106, 26, 21]. Evolutionary search
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techniques were also successfully applied to atomic clusters [187, 30], and soon
the method was extended to 3-D periodic systems [145, 22, 180].
It has been observed that evolutionary algorithms (EAs) are well suited to the
structure prediction problem for several reasons [115]. First, they can efficiently
find the global minimum of multidimensional functions. EAs require little infor-
mation or assumptions about the lowest energy structure, which is advantageous
when searching for structures about which little is known a priori. Finally, if de-
signed correctly, an EA can take advantage of the structure of the energy land-
scape discussed in Section 1.1.1.
The evolutionary approach to structure prediction is modeled after the natural
process. Each crystal structure is analogous to a single organism. In nature, the
fitness of an organism is based on how well its phenotype is suited to its environ-
ment and, in particular, how successful it is in reproducing. In an evolutionary
algorithm, fitnesses are assigned to the organisms based on their objective func-
tion values, and they are allowed to reproduce based on those fitnesses. Pressures
analogous to those which force species to adapt to their environments will thus
lead to crystal structures with lower energies.
Organisms in an EA are often grouped into generations. The algorithm pro-
ceeds by creating successive generations. The methods by which an offspring
generation is made from parents are called variation operations, or variations, and
include operations that are analogous to genetic mutation and crossover. A sin-
gle offspring organism can be created from either one or two parents, depending
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on which variation is used. Every offspring organism must meet some minimum
standards to be considered viable, analogous to the “growing up” process in na-
ture. This is known as the development stage. The algorithm terminates when
some user-defined stopping criteria are met (see Section 1.2.13).
Improvements are made to the biological analogy when possible. In particular,
we would rather not let the optimal solution worsen from one algorithmic itera-
tion to the next. To prevent this, a promotion operator is used to advance some
number of the best organisms from one generation directly to the next. Also,
mutations in nature are usually detrimental. When searching for structures, one
might try to use mutation variations that are likely to introduce valuable new in-
formation to the gene pool.
Figure 1.2 outlines how a typical evolutionary algorithm for structure predic-
tion proceeds, such as the one implemented by Tipton et al. [159]. The EA starts
by creating an initial population (Section 1.2.2) and calculating the fitness of each
organism in it (Section 1.2.3). Organisms are then selected to act as parents (Sec-
tion 1.2.4) or to be promoted to the next generation (Section 1.2.5). The parents cre-
ate offspring structures via mating (Section 1.2.6) or mutation (Section 1.2.7). The
offspring are developed, (Section 1.2.9) and the energy of each offspring organ-
ism is calculated using some external energy code, followed by a post-evaluation
development step. If successful, the offspring structures are then added to the
next generation, and their fitnesses are calculated. Unless the EA has converged
(Section 1.2.13), the current children become parents in the next generation.
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1.2 Details of the method
1.2.1 Representation of Structures
A total of 3N+3 dimensions describe the atomic coordinates and lattice vectors
of a crystal structure. Additionally, the number of atoms, N, itself must be deter-
mined for ab initio structure predictions. However, these degrees of freedom are
not all truly independent. Alternate choices of lattice vectors provide infinitely
many ways to represent the same crystal structure, as illustrated in Figure 1.3.
Additionally, for molecular crystals, the dimensionality of the search space is ef-
fectively reduced since the molecular units typically stay intact in these crystal
structures. This is due to the separation of energy scales, with strong intramolecu-
lar covalent interactions and much weaker intermolecular van der Waals interac-
tions. In this case, structure search algorithms can take advantage of this trait by
treating complete molecules, instead of individual atoms, as indivisible structural
building blocks [126, 204]. Since the solution space is somewhat more compli-
cated than it has to be, the task of searching that space is also more complicated
than necessary. This difficulty may be addressed by attempting to standardize the
way structures are represented in the computer.
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Standardization of representation
Two techniques are employed to standardize the representation of struc-
tures. The first and most widely used method is to impose hard constraints on
the structures. These constraints include minimum interatomic distances and
lattice parameter magnitudes. Limits on the maximum interatomic distances
and lattice vector magnitudes are sometimes enforced as well [159, 89, 10]. In
addition, most authors constrain the range of angles between the lattice vec-
tors [159, 89, 10, 164, 41]. If the algorithm varies the number of atoms per cell,
this value is also constrained [159]. A restriction on the total volume of the cell is
an additional possibility [89, 63, 10].
Physical considerations must be taken into account when choosing the con-
straints. For the constraint of the minimum interatomic distances, choosing 80% of
the typical bond length or of the sum of the covalent radii of the two atoms under
consideration has been proposed [164, 10]. The minimum lattice length has been
chosen by adding the typical bond length and the diameter of the largest atom
in the system [164, 41, 10]. Bahmann et al. set the maximum lattice vector length
to the sum of the covalent diameters of all atoms in the cell [10]. Several authors
limit angles between lattice vectors to lie between 60 and 120 degrees [89, 41], al-
though a more liberal range of 45 to 135 degrees has also been used [164, 10]. Ji
et al. fix the volume of the cell during the search [63], and Lonie et al.’s algorithm
can be set to use either a fixed cell volume or to constrain the volume to a user-
specified range [89]. In the work of Bahmann et al., the cell volume is constrained
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to the range defined by the volume of the close-packed structure and four times
that value [10].
Additional constraints may be used when one wishes to limit the search to a
particular geometry. For example, Bahmann et al. restrict the allowable atomic
positions and increase the maximum allowable lattice length in one direction to
facilitate a search for two-dimensional structures [10]. Woodley et al. use an EA to
search for nan oporous materials by incorporating “exclusion zones”, or regions
in which atoms are forbidden to reside [182]. Several advantages are gained by
using these constraints. Many energy models behave poorly when faced with ge-
ometries with very small interatomic distances, so enforcing this constraint from
the start helps prevent failed structural relaxations and energy calculations. As
mentioned in Section 1.1.1, large regions of the potential energy surface corre-
spond to unphysical structures, and constraints help limit the search to regions
that do contain physical minima.
Additionally, they help to ensure that structures are represented similarly. Re-
moving as much redundancy as possible from the space of solutions makes the
problem easier without limiting our set of possible answers or introducing any a
priori assumptions as to the form of the solution. On the other hand, it is more
dangerous to remove merely unlikely regions of the space from consideration,
since doing so would bring into question both the validity of results and the claim
to first-principles structure prediction.
The second method used to help standardize structure representation involves
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Figure 1.3: Five alternate representations of a single physical crystal are shown.
Cells 2 and 4 are Niggli reduced versions of cells 1 and 3, respectively. They are
also 2×2 and 1×2 supercells, respectively, of the primitive cell 5.
transforming the cells of all organisms to a unique and physically compact repre-
sentation when possible. One way to do this is the Niggli cell reduction [76, 159].
There is a Niggli cell for any lattice that is both unique and has the shortest possi-
ble lattice lengths. Figure 1.3 illustrates the representation problem and the Niggli
cell reduction. A similar transformation is used by Lonie et al. and Oganov et
al. [89, 116]. In addition to simplifying the space that must be searched, remov-
ing redundancy by standardizing the representation of structures usually helps
to increase the quality of the offspring produced by the mating variation, as is
discussed in Section 1.2.6.
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1.2.2 Initial population
If no experimental data is available for the system under study, then the organ-
isms in the initial population are generated randomly, subject to the constraints
discussed above. The initial population generated in this way should sample the
entire potential energy landscape within the constraints. If experimental data is
available, such as from x-ray diffraction analysis, it can be used to seed the initial
population with likely organisms. If one is predicting an entire phase diagram
(see Section 1.3), the correct elemental and binary phases may be already known
experimentally and can be used in the initial population. The use of pre-existing
knowledge has the potential to significantly decrease the time needed to find the
global minimum
When searching for molecular crystals, one typically places coherent molecular
units instead of individual atoms into the structure [126]. Zhu et al. made an addi-
tional modification to the generation of the the initial population to facilitate their
study of molecular solids [204]. Instead of placing molecules at completely ran-
dom locations within the cell, structures are built from randomly selected space
groups. The authors found that this provides the algorithm with a more diverse
initial population and improves the success of the search.
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1.2.3 Fitness
The fitness of an organism is the property on which evolutionary pressure acts,
and it depends on the value of the objective function. It is defined so that better
solutions have higher fitness, and thus minimizing the energy means maximizing
the fitness. It is usually defined as a linear function of the objective function,
relative to the other organisms in the population. Exponential and hyperbolic
fitness functions have also been used as an alternative way to introduce more
flexibility into the selection algorithm (see Section 1.2.4) [1, 65]. In one frequently-
applied scheme, an organism with a formation energy per atom, Ef , is assigned a
fitness
f =
Ef − Eminf
Emaxf − Eminf
,
where Emaxf and E
min
f are the highest and lowest formation energies per atom, re-
spectively, in the generation [159, 89, 1]. In this case, the organism with the lowest
energy in the generation is assigned a fitness of 1, and the organism with the
highest energy has a fitness of 0. An alternative approach is to rank the organisms
within a generation by their objective function values. The fitness of an organism
is then defined as its rank [63, 41]. For cases when the stoichiometry and number
of atoms in the cell is fixed, the fitness can simply be defined as the negative of the
energy of the organism [164, 10].
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1.2.4 Selection
The selection method determines which organisms will act as parents. Gener-
ally, structures with higher fitnesses are more likely to reproduce. The selection
method is a crucial component of the search because it is the only way the al-
gorithm applies pressure on the population to improve towards the global mini-
mum. Three commonly used strategies are elitist (or truncated) selection, roulette
wheel selection, and tournament selection. In elitist selection, the top several or-
ganisms are allowed to reproduce with equal probability while the rest are pre-
vented from mating [65]. In roulette wheel selection, a random number d between
the fitnesses of the best and worst organisms fitness is generated for each organ-
ism, and if d is less than the fitness of the organism, it is allowed to reproduce [1].
In this way, it is possible for any organism except the worst one to reproduce,
but it is more likely for organisms of higher fitness. Finally, in tournament selec-
tion, all of the organisms in the parent generation are randomly divided into small
groups, usually pairs, and the best member of each group is allowed to reproduce.
Tipton et al. employ another approach to selection which is essentially a gen-
eralization of the three outlined above. Organisms are selected on the basis of
a probability distribution over their fitnesses [159]. Two parameters are used to
describe the distribution: the number of potential parents and an exponent which
determines the shape of the probability distribution. The number of parents speci-
fies how many of the best organisms in the current generation have nonzero prob-
abilities of acting as parents. The exponent describes a power law. This method
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Figure 1.4: Tuning the selection probability distribution (N, p) described by the
number of potential parents N and power law p allows Tipton et al. to adjust the
aggressiveness with which an EA seeks to converge.
allows fine-grained control over the trade-off between convergence speed and the
probability of finding the ground state. An aggressive distribution that puts a lot
of pressure on the population to improve leads to faster convergence, but the al-
gorithm is more likely to converge to only a local minimum. On the other hand,
a less aggressive distribution will probably take more time to converge, but the
algorithm has a better chance of finding the global minimum because a higher
degree of diversity is maintained in the population. Several choices of selection
probability distribution are illustrated in Figure 1.4.
Authors employ these strategies in a variety of ways. One approach is to use
elitist selection to remove some fraction of the parent generation, and then grow
the resulting group back to its original size by creating offspring organisms from
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the remaining parent organisms with equal probability [164, 63, 10] or with a lin-
ear or quadratic probability distribution over their fitnesses [41]. Abraham et al.
use roulette wheel selection. When the number of offspring organisms equals the
number of parent organisms, either roulette wheel or elitist selection are used on
the combined pool of structures to determine which organisms will make up the
next generation. Elitist selection was found to be preferable in the final step [1].
Lonie et al. employ a linear probability distribution over the fitnesses to select
organisms to act as parents. A continuous workflow is used instead of a genera-
tional scheme, so that offspring organisms are immediately added to the breeding
population when they are created [89].
1.2.5 Promotion
A new generation is created from the structures in the previous one by apply-
ing selection in conjunction with promotion and variation. The promotion op-
eration places some of the organisms in the old generation directly into the new
generation without undergoing any changes. This is used to ensure that good ge-
netic material is maintained in the population. Many authors use elitist selection
to choose which organisms to promote. Lyakhov et al. refined selecting for promo-
tion by only promoting structures whose fingerprints were significantly different
(see Section 1.2.11 for fingerprinting) [95]. This was done to prevent loss of popu-
lation diversity due to promoting similar organisms.
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Figure 1.5: Schematic illustration of how the mating operator in the evolutionary
algorithm combines two crystal structures. For clarity, 1×2 supercells of the child
and parent structures are shown.
1.2.6 Mating
The goal of the mating variation is to combine two parents and preserve their
structural characteristics in a single offspring organism. In its most basic form,
mating consists of slicing parent organisms (cells) into two sections each and then
combining one from each parent to produce an offspring organism. This is illus-
trated in Figure 3.3.
It is important that the mating operation be designed so that traits which are
important to the energy minimization problem have high heritability. The most
energetically-significant interactions in materials come from species located close
to one another. This suggests that there is some amount of spatial separability in
the energy-minimization problem, with the energy depending primarily on the
local structure. The mating variation works by exploiting this feature of the prob-
lem. The slicing mating variation maintains much of the local structure of each
parent in a very direct way, and we will now detail this operation.
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Slice plane location and orientation
After two parent organisms have been selected, the next step is choosing the
planes along which to slice them. In order to mate organisms that do not have
identical lattices, a frac tional space representation is used. The positions of atoms
in a cell are expressed in the coordinate system of the cell’s lattice vectors. As a
result, the fractional coordinates of all atoms within the cell have values within
the interval [0, 1).Authors have used various techniques to choose the orientation
and location of the slice plane. In one method, a lattice vector A and a fractional
coordinate s along A are randomly chosen [89, 41]. All atoms in one of the parent
organisms with a fractional coordinate greater than s along A and all atoms in the
second parent with fractional coordinate less than or equal to s are copied to the
new child. Restricting the range of allowed values of s can be used to specify the
minimum contribution by each parent to the offspring organism [89].
Alternatively, one may randomly select two planes that are parallel to a ran-
domly chosen facet of the cell. Atoms that lie between these planes are then ex-
changed between the two parents. By ‘exchanged’, we mean that each atom in
the offspring has the same species-type and fractional coordinates as in the corre-
sponding parent. This approach is equivalent to performing a translation opera-
tion on the atoms in the cell and then using the single slice plane method outlined
above. Both of these methods choose slice planes that are parallel in real space
to one of the cell facets of the parent structures [164, 63, 1]. Tipton et al. selects
the two slice planes slightly differently: the fractional coordinate corresponding
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to the center of the sandwiched slab is randomly selected. The width of the sand-
wiched slab is then randomly chosen from a Gaussian distribution, and the two
slice planes are placed accordingly [159]. Another approach is to simply fix the
locations of the two slice planes. For example, Abraham et al. specify that the two
cuts be made at fractional coordinates of 14 and
3
4 along the chosen lattice vector [1].
Abraham et al. introduced a periodic slicing operation [1]. In this case, the
value s described above becomes a cell-periodic function of the fractional coordi-
nates along the cell lattice vectors other than A. A sine curve is often used, with
the amplitude and wavelength drawn from uniform distributions. The wave-
length is commonly constrained to be larger than the typical interatomic distance
and smaller than the dimensions of the cell. The amplitude should also be small
enough to ensure that no portion of the slice exceeds the boundaries of the cell.
Abraham et al. found that periodic slicing improved the mean convergence time
of their algorithm over planar slicing [1].
Constraining the degree of contribution of each parent by, for example, stip-
ulating a minimum parental contribution, can help prevent the mating operation
from reproducing one or other of the parent structures essentially unchanged.
Once the contribution of each parent has been determined, lattice vectors must be
chosen for the offspring structure. Frequently, a randomly weighted average of
the parents’ lattice vectors is assigned to the offspring [89, 164, 41]. Simply av-
eraging the lattice vectors of the parent organisms, i.e. fixing the weight at 0.5, is
another common choice [159, 63].
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Number of atoms and stoichiometry of offspring
An offspring organism produced via mating as described so far may have a dif-
ferent number of atoms or a different composition than its parents. This presents
a difficulty if one wishes to perform a search with a fixed cell size or at a single
composition. The simplest way to deal with these issues is to simply reject all off-
spring organisms that do not meet the desired constraints [164, 1]. Alternatively,
nonconforming offspring can be made acceptable by the addition or removal of
atoms. It may be best to add and remove atoms from locations near the slice
plane [63]. These corrections minimize disruption to the structure transmitted
from the parent organisms. Glass et al. use a slightly different approach: atoms to
be removed are selected randomly, and atoms to be added are selected randomly
from the discarded fragments of one of the parent organisms [89, 41]. Atomic or-
der parameters have also been used to decide which excess atoms to remove (see
Section 1.2.11) [95]. Those with the lower degrees of local order are more likely to
be removed.
Modifications to the mating variation
Several additional modifications of the mating variation have been explored.
The first involves shifting all the atoms in a cell by the same amount before mat-
ing [41, 113]. These shifts may happen with different probabilities along the axis
where the cut is made and an additional random axis. This removes any bias
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caused by the implicit correlation between the coordinate s on the axis A in one
crystal with the coordinate s on the axis A in the other. A similar effect may be
obtained by selecting a random vector and shifting all atoms by this vector prior
to making the cut [89]. In practice, these shifts help repeat good local structures to
other parts of the cell.
In a further innovation, the parent organisms are subjected to random rota-
tions and reflections prior to mating. This procedure removes bias toward any
given orientation [89]. Additionally, an order parameter may be used to inform
the choice of contribution from each parent (see Section 1.2.11). Several trial slabs
of equal thickness are cut from the parents at random locations, and the slabs with
the highest degree of order are passed to the offspring [95, 113].
The simple slicing mating operator is not appropriate for molecular crystals,
since it does not respect the integrity of the molecular units. Zhu et al. adapted
the mating variation to search for molecular crystals [204]. In their scheme, each
molecule is treated as an indivisible unit, and the location of the geometric center
of a molecule is used to determine its location for the purposes of the mating
operator.
Shortcomings of the slicing mating variation
The mating variation acts directly on the particular representation of a struc-
ture in the computer. Since it is performed in fractional space, the mating variation
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can be applied to any two parent organisms, regardless of their cell shapes. How-
ever, the offspring structure may not always be successful. An offspring organism
that has little in common with either parent can be produced if their represen-
tations (in particular, the lattice parameters or number of atoms in the cells) are
sufficiently different. As a result, the offspring will often have low fitness. Thus
the mating variation is most successful when the parents are represented similarly
because this increases the heritability of important traits.
The constraints and cell transformations discussed in Section 1.2.1 combat this
issue through standardization of structure representation. Another method to in-
crease the similarity of representation prior to mating is to use a supercell of one
of the parent structures during mating [159]. If one of the parent structures con-
tains more than twice as many atoms as the other, a supercell of the smaller parent
is used in the mating process. This technique ensures that both parent organisms
are approximately the same size before mating, which aids in the creation of suc-
cessful offspring.
Lyakhov et al. use an additional technique to help increase the viability of
the offspring. If the distance between the parent organisms’ fingerprints (see Sec-
tion 1.2.10) exceeds a user-specified value, the would-be parents are not allowed
to mate. The rationale behind this stipulation is that if two parents are from differ-
ent funnels in the energy landscape, then their offspring would likely be located
somewhere between those funnels and therefore have low fitness [95, 113].
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Other mating operations
Not all evolutionary algorithms employ the previously described slicing
method for mating. Bahmann et al. use a general recombination operation in-
stead, where an offspring structure is produced by combining the lattice vec-
tors and atomic positions of the two parent organisms [10]. This can be done in
two ways: intermediate recombination takes a weighted average of the parents’
values, and discrete recombination takes some values from each parent without
changing them. Smith et al. used binary strings to represent structures on a fixed
lattice, with each character in the string indicating the type of atom at a point on
the lattice [145]. Mating was carried out by splicing together the strings of two
parent structures. Jo´hannesson et al. used a similar approach to search for stable
alloys of 32 different metals [64]. Although these methods combine traits from
each of the parents, they may not be as successful in passing the important local
structural motifs of parents to the offspring.
1.2.7 Mutation
The goal of the mutation operation is to introduce new genetic material into
the population. Its utility lies in its ability to explore the immediate vicinity of
promising regions of the potential energy surface that have been found via the
mating variation. The most common mutation entails randomly perturbing the
atomic positions or lattice vectors of a single parent organism to produce an off-
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spring organism. Some approaches call for mutating both the lattice vectors and
the atomic positions [159, 164], while others affect only one type of variable. To
apply a mutation to the lattice vectors, they are subjected to a randomly generated
symmetric strain matrix of the form
S =

1 + e1 e6/2 e5/2
e6/2 1 + e2 e4/2
e5/2 e4/2 1 + e3
 , (1.1)
where the components ei are taken from uniform or Gaussian distributions [89,
164, 41].
Mutations of the atomic positions are achieved in a similar fashion. Each of the
three spatial atomic coordinates is perturbed by a random amount, often obtained
from a uniform or Gaussian distribution [159]. To keep the size of these perturba-
tions reasonable, either an allowed range or a standard deviation is set by the user.
Most formulations do not mutate every atom in the cell but instead specify a prob-
ability that any given atom in the cell will be displaced. The approach of Abraham
et al. combines mutation with the mating variation, perturbing atomic positions
after mating has been performed [1]. However, most authors treat mutation as a
separate operation.
Glass et al. claim that randomly mutating atomic positions is not necessary be-
cause enough unintentional change occurs during mating and local optimization
to make it mostly redundant [41]. However, in later work, Lyakhov et al. use a
“smart” mutation operation where atoms with low-order local environments (see
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Section 1.2.11), are shifted more [95, 113]. A further refinement to mutation has
been made by shifting all the atoms along the eigenvector of the softest phonon
mode [95, 113].
Permutation is another mutation-type operation for multi-component systems
that swaps the positions of different types of atoms in the cell. Generally, the user
specifies which types of atoms can be exchanged, and the algorithm performs a
certain number of these exchanges each time the permutation variation is used on
a parent organism [159, 116]. The extent to which exchanging atomic positions
affects the energy is strongly system-dependent. For ionic systems, exchanging
an anion with a cation is likely to result in a much larger energy change than
exchanges between two different types of cations or anions. In metals, on the
other hand, the change in energy under permutation corresponding to anti-site
defects is generally small. It is often helpful to use a permutation variation when
studying these systems in order to find the minimum among several competing
low energy configurations.
The number of swaps carried out can be random within a specified range, or it
can be pulled from a user-specified distribution. Randomly exchanging all types
of atoms has the drawback that many energetically unfavorable exchanges may
be performed, especially in ionic systems. If the number of atoms in the cell is
small, Trimarchi et al. do an exhaustive search over all possible ways to place the
atoms on the atomic sites [164].
Lonie et al. employ a “ripple” variation, in which all atoms in the cell are
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shifted by varying amounts [89]. First, one of the three lattice vectors is randomly
chosen and then atomic displacements are made parallel to this axis. The amount
by which each atom is shifted is sinusoidal with respect to the atom’s fractional co-
ordinates along the other two lattice vectors. This produces a ripple effect through
the cell. Lonie et al. argue that this variation makes sense because many materials
display ripple-like structural motifs. Combining the ripple variation with other
variations such as the lattice vector mutation and the permutation leads to hybrid
variations that can improve the performance of the EA by reducing the number of
redundant structures encountered in the search [89].
Zhu et al. employ an additional mutation when searching for molecular solids.
Since molecules are not usually spherically symmetric, a rotational mutation op-
erator was introduced, in which a randomly selected molecule is rotated by a
random angle [204].
1.2.8 System size
The number of atoms per cell, N, is an important parameter that needs to be
considered. If N is fixed to a value which is not a multiple of the size of the ground
state primitive cell of the material, the search can not identify the correct global
minimum. However, N is a difficult parameter to search over. In the case of other
degrees of freedom for the solution, such as interatomic distances and cell volume,
the local optimization performed by the energy code helps to find the best values.
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No analogous operation is possible in the case of N. Furthermore, the energy
hypersurface is not particularly well behaved with respect to this parameter. It
is likely that values of N surrounding the optimum will lead to structures quite
high in energy while values of N further from the ideal may lead to closer-to-ideal
structures.
Several approaches exist to search over this parameter. The first is to simply
“guess” the correct value of N [89, 164, 41]. Guessing N can make it easy to miss
the global minimum, especially for systems about which little is known a priori.
To increase the chances of finding the right number, searches can be performed
at several different values of N, but this is inefficient. A second technique is to
allow the cell size of candidate solutions to vary during the search. This can be
done passively through the mating variation by not enforcing a constraint on the
number of atoms in the offspring structure [63, 1]. Incorporating a mutation-type
variation specifically designed for varying N is an additional option.
Another way to aid the search for the correct number of atoms per cell is to
use large cells. Large supercells effectively allow several possible primitive cell
sizes to be searched at once because the cells can be supercells of multiple smaller
cells. For example, a search with a 50-atom supercell is capable of finding ground
state structures with primitive unit cells containing 1, 2, 5, 10, 25, and 50 atoms.
However, because the number of local minima of the energy landscape increases
exponentially with N [149], and because individual energy calculations are much
more expensive for larger structures, efficiency suffers.
28
Lyakhov et al. describe another difficulty with the large supercell approach
that arises when generating the initial population. Randomly generated large
cells almost always have quite poor formation energies, and disordered glass-like
structures dominate. This discovery implies that there exists an upper limit to the
size of randomly generated structures that can provide a useful starting point for
the search. Starting an evolutionary algorithm with a low-diversity initial popu-
lation comprised of low fitness structures provides a small chance of finding the
global minimum [95, 113]. To obtain reasonably good large cells for the initial
population, Lyakhov et al. generate smaller random cells of 15 to 20 atoms, and
then take supercells of these [95, 113]. In this way, the organisms in the initial
population can still contain many atoms, but they possess some degree of order
and therefore tend to be more successful.
An alternative approach is to start with smaller supercells and encourage them
to grow through the course of the search [159]. This is achieved by occasionally
doubling the cell size of one of the parents prior to performing the mating vari-
ation. The speed of cell growth in the population can be controlled through the
frequency of the random doubling. The advantage of this technique is that it
searches over N while still gaining (eventually) the benefits of large supercells.
In addition, considering smaller structures first ensures that the quicker energy
calculations are performed early in the search, and the more expensive energy
calculations required for larger cells are only carried out once the algorithm has
already gained some knowledge about what makes good structures.
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1.2.9 Development and screening
After a new organism has been created by one of the variations, it is checked
against the constraints described in Section 1.2.1 and tested for redundancy (see
Section 1.2.10). At this stage, many EAs scale the atomic density of the new or-
ganisms using an estimate of the optimal density [159, 41]. Starting from an initial
guess of the optimal density ρ0, the density estimate is updated each generation
by taking a weighted average of the old best guess ρi and the average density of
the best few structures in the most recent generation ρave:
ρi+1 = w ρave + (1 − w) ρi,
where w is the density weighting factor. Then, any time a new organism is made, it
is scaled to this atomic density before local relaxation. The primary reason for the
density scaling is a practical one. Many minimization algorithms are quite time-
consuming if the initial solution is far from a minimum. This scaling is an easy
first pass at moving solutions towards a minimum. Because the density scaling
of an organism alters the interatomic distances, etc., the constraints checks are
performed after the scaling of the density.
1.2.10 Maintaining diversity in the population
As the evolutionary algorithm searches the potential energy surface, equiva-
lent structures sometimes occur in the population. If a pair of structures mates
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more than once, they are likely to create similar offspring. If the set of best struc-
tures does not change from generation to generation due to promotion, the set of
parents, and thus the resulting set of children, can be very similar also. In ad-
dition, as the generation as a whole converges to the global minimum, all of the
organisms are likely to become more similar. What is worse, once a couple of low
energy, often-selected organisms are in the population, they can reproduce and
similar structures will effectively fill up the next generations.
Duplicate structures hinder progress for several reasons. The most computa-
tionally expensive part of the algorithm is the energy calculations, and performing
multiple energy calculations on the same structure is wasteful. However, this is
exactly what happens if duplicate structures are not identified and removed from
the population. Furthermore, low diversity in the population makes it difficult
for the algorithm to escape local minima and explore neighboring regions of the
potential energy surface. This leads to premature convergence which is in practice
indistinguishable from convergence to the correct global minimum. For these rea-
sons, it is desirable to maintain the diversity of the population by identifying and
removing equivalent structures. This is not a trivial task because, as discussed in
Section 1.2.1, there exist infinitely many ways to represent a structure. Numerical
noise adds to the difficulty of identifying equivalent structures.
Some authors directly compare atomic positions to determine if two structures
are identical. Lonie et al. developed an algorithm for this purpose, and it cor-
rectly identified duplicate structures that had been randomly rotated, reflected, or
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translated, and had random cell axes [90].
Tipton et al. also use a direct comparison of structures, with a slight modifi-
cation [159]. During the search, two lists of previously-observed structures are
maintained. The first contains all the structures, relaxed and unrelaxed, that the
algorithm has seen. If a new unrelaxed offspring structure matches one of the
structures in the list, it is discarded. The assumption is that if it was good enough
to keep the first time, it was promoted, and if not, there is no reason to spend
more effort on it. A second list contains the relaxed structures of all the organisms
in the current generation. If a new relaxed offspring structure matches one of the
structures in this list, it is discarded to avoid having duplicate structures in the
generation. This approach both minimizes the number of redundant calculations
performed and prevents the population from stagnating.
Wang et al. employ a bond characterization matrix to identify duplicate struc-
tures in the population [176]. The components of the matrix are based on bond
lengths and orientations, and the types of atoms participating in the bond. Bah-
mann et al. identify duplicate structures by choosing a central atom in each or-
ganism and comparing the bond lengths between the central atom and the other
atoms in a supercell [10]. These authors introduced an additional technique to
help prevent the population from stagnating by stipulating an organism age limit.
If an organism survives unchanged (via promotion) for a user-specified number
of generations, it is removed from the population. This feature is meant to prevent
a small number of good organisms from dominating the population and reducing
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its diversity.
Another method involves defining a fingerprint function which describes es-
sential characteristics of a structure. When two organisms are found to have the
same fingerprints, they are likely identical, and one is discarded. Several finger-
print functions have been used. The simplest is just the energy [65, 30]. The logic
is that if two structures are in fact identical, they should have the same energies to
within numerical noise. An interval is chosen to account for the noise. However,
the size of the interval is fairly arbitrary and system-dependent, and this method
is prone to false positives. Eliminating good unique organisms from the popula-
tion can be even more detrimental to the search than not removing any organisms
at all [90]. Lonie et al. expanded the fingerprint function to include three param-
eters: energy, space group, and the volume of the cell [89]. Again, intervals were
set on the volume and energy. This is an improvement over simply using the en-
ergy as a fingerprint, but it can still occasionally fail, especially for low-symmetry
structures or when atoms are displaced slightly from their ideal positions. Lonie
et al. found that their direct comparison algorithm outperformed their fingerprint
function at identifying duplicate structures [90].
Valle et al. employ a fingerprint function that is based on the distribu-
tions of the distances between different pairs of atom types in an extended
cell [167, 168, 113]. For example, a binary system contains three interatomic dis-
tance distributions. The fingerprint function takes all three distributions into ac-
count. They used this fingerprint function to define an order parameter (see Sec-
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tion 1.2.11). Zhu et al. modified this fingerprint function slightly when search-
ing for molecular solids; since distances between atoms within molecules do not
change significantly, these distances are not considered when calculating struc-
tures’ fingerprints [204].
Discarding duplicate structures from the population is not the only method
employed to maintain diversity. Abraham et al. use a fingerprint function to de-
termine how similar all the structures in a generation are to the lowest energy
structure in the generation. Instead of simply removing similar structures, a mod-
ified fitness function is used which penalizes organisms based on their similarity
to this best structure [2].
1.2.11 Order parameters
Order parameters give a measure of the degree of order of an entire structure
and also of the local environment surrounding individual atoms. Since energy is
often correlated with local order, this can be a useful tool. Valle et al. extended
their fingerprint function by using it to define an order parameter [168, 95, 113].
They used it to guide the algorithm at various points, as mentioned previously.
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1.2.12 Frequency of promotion and variations
The user-specified parameters of an evolutionary algorithms affect its perfor-
mance. However, running hundreds or thousands of structure searches to op-
timize these parameters can be prohibitively expensive, especially if an ab initio
energy model is used. Furthermore, optimal values depend on the system under
study. Physical and chemical intuition can be used to specify some of the param-
eters, such as the minimum interatomic distance constraint, but there exists no
clear way to determine many of the others without performing enough searches
to obtain reliable statistics.
Many authors arbitrarily choose how much each variation contributes to the
next generation [164, 63, 41]. Lonie et al. performed thousands of searches for
the structure of TiO2 using empirical potentials to determine the best set of pa-
rameters for their algorithm [89]. They found that the relative frequency of the
different variations did not significantly affect the success rate of the algorithm.
However, the parameters associated with each variation did. For example, the
lattice mutation variation was found to produce more duplicate structures when
the magnitude of the mutation was small. This is likely due to structures relaxing
back to their previous local minima when only slightly perturbed.
There is an important distinction between the relative frequency with which a
given variation is called by the algorithm and the actual proportion of organisms
in the next generation that are produced by that variation. The difference arises
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because not all the variations have the same likelihood of creating viable offspring.
For example, mating is more likely to give good offspring structures than muta-
tion of atomic positions because the latter will more frequently produce offspring
that violate the minimum interatomic distance constraint. For this reason, the
researcher’s intention may be more clearly communicated if the proportion of off-
spring created by each variation is specified, rather than the frequency that each
variation is called by the algorithm.
Sometimes a situation arises in which it is not possible for one of the varia-
tions to produce a viable offspring organism. This could happen, for example,
if the variation increases the size of the structures in the system, but all the po-
tential parent organisms are already close to the maximum allowed cell size. In
this case, the search will stop unless there is some way for the algorithm to get
around the user-specified requirement that a certain percentage of the offspring
come from this variation. Setting an upper limit on the number of failed attempts
per variation is one way to achieve this [159].
1.2.13 Convergence criteria: Have we found the global mini-
mum?
When searching for an unknown structure, there is no known criterion that
guarantees that the best structure encountered by the evolutionary algorithm is in
fact the global minimum. One common technique to analyze the success rate of a
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heuristic search algorithm was given by Hartke [47]. In this method, many inde-
pendent structure searches are performed on the same system, using the same set
of parameters for the algorithm. For each search, the energy of the best structure
in each generation is recorded. These values are then used to create a plot of the
energy versus generation number (or the total number of energy evaluations) that
contains three curves: the energy of the highest-energy best structure, the energy
of the lowest-energy best structure, and the average energy of the best structures.
One shortcoming of the Hartke plot is that the lowest and highest best energies
encountered are outliers, and in practice they depend strongly on the choice of the
number of independent structure searches.
Tipton et al. employ a statistically more relevant approach to quantifying an
EA’s performance in which the median, the 10th percentile, and the 90th percentile
energies of the best structures are plotted [159]. The 10th and 90th percentiles offer a
better characterization of the distribution of results and are less susceptible to out-
liers and the number of independent structure searches performed to characterize
the efficiency of the algorithm.
Figure 1.6 shows an example of a performance distribution plot for Zr2Cu2Al
that was obtained by performing 100 independent runs of an EA with an embed-
ded atom model potential [159]. These plots provide insights into the expected
performance of the algorithm for the given material system and parameter set-
tings and enable statistical comparisons of the performance of different method-
ologies or parameterizations of an EA. Of course, the strength of these conclusions
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Figure 1.6: Performance distribution plot for 100 structure searches at fixed com-
position for Zr2Cu2Al using an embedded atom model potential [159]. The energy
of the 90th percentile best structure is shown in red, the 10th percentile best struc-
ture in blue, and the median best structure in black.
depends on how many searches were used to construct the performance distribu-
tion plot, and the algorithm must be tested on systems with known ground state
structures to be certain when the search was successful.
Lonie et al. showed that a decaying exponential fits the average-best energy
curve of a Hartke plot well for a system with a known ground state structure [89].
The half-life of the exponential fit provides a measure of how fast the algorithm
converges and can be used to determine a stopping criterion for the search. How-
ever, not all of the searches find the global minimum, so allowing a search to
run for many half-lives still does not guarantee that the global minimum will be
found, but it does increase confidence in the result.
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A more common approach is to stop the search after a user-specified number of
generations has elapsed without improvement of the best organism [159, 89, 10].
Stopping once an allocated amount of computational resources have been ex-
pended is a popular alternative. Bahmann et al. have determined convergence
when population diversity falls below a certain threshold or when all the organ-
isms have very similar energies [10].
Although most authors use one of the fairly simple convergence criteria men-
tioned above, a quantitative statistical approach has been proposed by Venkatesh
et al. [170]. Using Bayesian analysis, they determined the distribution of local
minima based on the number found by a random search. This distribution was
then used to calculate how many attempts would be required to find the global
minimum with a specified probability.
1.3 Phase diagram searching
Even when one can say with a reasonable degree of confidence that the evolu-
tionary algorithm has converged to the global minimum of the potential energy
landscape, the result might still not represent the lowest energy structure that
would be observed in nature. Skepticism is justified for several reasons [194].
First, as discussed in Section 1.2.8, unless the number of atoms in the cell is cor-
rectly guessed or allowed to vary, the EA cannot find the global minimum. Sec-
ond, the structure identified as the global minimum might not be mechanically
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or dynamically stable, which would be reflected in energy-lowering imaginary
phonon modes for the proposed global minimum crystal structure. Third, the re-
ported global minimum might actually represent a metastable phase that decom-
poses into two or more structures with different stoichiometries. To determine
if this is the case, a phase diagram search must be performed. In addition to pre-
dicting the decomposition of structures into phases of other stoichiometries, phase
diagrams are of great interest for many practical applications.
In order to perform a phase diagram search, we make use of the convex hull
construction [35]. The formation energies of all structures with respect to the el-
emental constituents are plotted versus the composition. To determine the ele-
mental references, one can either refer to the literature or perform preliminary
searches. The smallest convex surface bounding these points is the convex hull,
and the lowest energy facet for each composition is of physical interest. Thus,
the convex hull is a graphical representation of the lowest energy a system can
attain at each composition, and the points that lie on the convex hull correspond
to stable structures. Figure 1.7 is an example of a convex hull for the Li-Si binary
system [158].
Two approaches have been used to construct the convex hull. The first is to
perform fixed-stoichiometry searches at many compositions [35, 215]. The lowest-
energy structure found in each search is then placed on an energy versus compo-
sition plot, and the convex hull is constructed. However, this method is com-
putationally expensive because it requires many separate searches to adequately
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Figure 1.7: A phase diagram search of the Li-Si binary system by Tipton et al. [158]
using the method of Trimarchi et al. [163] showed that a search for relatively small
unit cell structures could approximate the structural and energetic characteristics
of the known very large experimental structures and thus be used to predict the
voltage characteristics of a Li-Si battery anode. The search also identified a previ-
ously unknown member of the low-temperature phase diagram with composition
Li5Si2.
sample the composition space [159].
The second approach entails modifying the evolutionary algorithm to search
over composition space in the course of a single run. This requires two changes
to the standard algorithm. The first is that the stoichiometry of structures the
algorithm considers must be allowed to vary. This can be achieved by simply
giving the initial population random stoichiometries and removing stoichiometry
constraints on offspring structures [163]. The second modification involves the
objective function. The algorithm constructs a current convex hull for each gen-
eration of structures, and a structure’s objective function is defined as its distance
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from the current convex hull [159, 163]. In this way, structures that lie on the cur-
rent convex hull have the highest fitness, and those above the convex hull have
lower fitnesses. Selection then acts on this value in the standard way described
in Section 1.2.4. As the search progresses, the true convex hull of the system is
approached.
As discussed in Section 1.2.8, the global minimum can not be found if the cell
does not contain an integer multiple of the correct number of atoms. Since the
structures lying on the convex hull often do not contain the same numbers of
atoms, allowing the number of atoms to vary (Section 1.2.8) during the phase di-
agram search helps the algorithm find the correct convex hull. An alternative
approach is to perform several composition searches with different, fixed system
sizes. Each search generates a convex hull, and these hulls can be overlaid to
obtain the overall lowest convex hull [163]. It should also be noted that the sto-
ichiometries accessible to the algorithm are constrained by the number of atoms
in the cell. For example, a cell containing four atoms in a binary system provides
the algorithm with only five possible compositions (0%, 25%, 50%, 75%, and 100%
A or B). The use of larger system sizes may be necessary for the algorithm to find
the correct convex hull.
Another difficulty with phase diagram searches is inadequate sampling of the
entire composition range. Mating between parents with different stoichiometries
tends to produce offspring structures of intermediate composition. Because of
this, over time the population as a whole may drift toward the middle region
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of the composition range, making it difficult to sufficiently sample more extreme
compositions. Two solutions to this problem have been proposed [159]. The first
is to modify the selection criteria in such a way that mating between parents with
similar compositions is encouraged. The second approach is to divide the com-
position range into sections and perform separate searches over each section. Ag-
glomerating the results from all the sections gives the overall convex hull.
1.4 Energy calculations and local relaxation
The potential energy landscape over which an evolutionary algorithm searches
is defined by the code used for the energy calculations. These energy codes ap-
proximate the true potential energy landscape of the system, so the global mini-
mum found by an EA will only represent the true global minimum of the system
insofar as the approximate Hamiltonian accurately represents the physics of the
system.
As discussed in Section 1.1.1, the potential energy surface is divided into basins
of attraction by the local structure optimization or relaxation available in most
energy codes (see Figure 1.1). In order to find the global minimum, we must only
sample a structure that resides in its basin of attraction, and the local optimizer
will do the rest. This tremendously reduces the effective size of the space that
must be searched; a relatively sparse sampling of a region can find most of the
local minima in it [125]. Local optimization is therefore crucial to the success of
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the search. Although the method depends on the energy code used, the local
optimization problem is relatively well-understood and its solutions are generally
stable.
Glass et al. observed that the energies of a relaxed and unrelaxed structure are
only weakly correlated [41]. This implies that the energy of an unrelaxed structure
is not a reliable indicator of how close that structure is to a minimum in the poten-
tial energy landscape. Although omitting local optimization is computationally
cheaper, an evolutionary search performed this way is unlikely to be successful.
Woodley et al. compared the performance of an evolutionary algorithm with and
without local relaxation and found that locally relaxing every structure greatly
improved the efficiency and success rate of the algorithm [181].
Both empirical and ab initio energy codes have successfully been used in evo-
lutionary algorithms to perform energy calculations and local relaxations. Due to
their approximate nature, empirical potential energy landscapes often contain un-
physical minima [123]. In addition, the cut-off distances imposed in many inter-
atomic potentials leave discontinuities in the energy landscape, which can impede
local relaxation. Although they mimic the true potential energy landscape more
accurately than empirical potentials, density functional theory (DFT) calculations
are also capable of misguiding the search if care is not taken. Pickard et al. found
that insufficiently dense k-point sampling can lead to false minima, and for calcu-
lations at high pressures, pseudopotentials with small enough core radii must be
used to give accurate results [125].
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Many EA implementations are interfaced with multiple energy codes, and
more than one type of energy calculation may even be used in a single search.
Ji et al. employed both empirical potentials and DFT calculations when searching
for structures of ice at high pressures [62]. Lennard-Jones potentials were used
for most of the energy evaluations, but ab initio calculations were performed pe-
riodically and the parameters of the Lennard-Jones potentials were fit to the DFT
results. In this way, the empirical potential improved as the search progressed,
and fewer computational resources were consumed than if ab initio methods alone
had been used.
1.5 Summary of methods
Tables 1.1 and 1.2 list the salient details of several implementations of evolu-
tionary algorithms for structure prediction. The codes listed in Table 1.1 are pro-
duction codes available to other users, the codes in Table 1.2 are research codes.
In the following we summarize some of the distinguishing features of these evo-
lutionary algorithms.
The Genetic Algorithm for Structure Prediction (GASP) is interfaced with
VASP, GULP, LAMMPS, and MOPAC and has phase diagram searching capabil-
ity [159]. In addition, GASP can perform searches with a variable number of atoms
in the cell, and it implements a highly tunable probability distribution for select-
ing organisms for mutation, mating, and promotion. The Open-Source Evolu-
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Table 1.1: Comparison of the methods implemented into evolutionary algorithms
in various available production codes.
Name GASP XTALOPT USPEX EVO MAISE
Authors Tipton et al. [159] Lonie et al. [89] Glass et al. [41] Bahmann et al. [10] Kolmogorov et al. [68]
Selection strategy Probability Linear Elitist, linear or Elitist
distribution distribution quadratic probability
distribution
Mutation of yes yes yes yes yes
lattice vectors
Mutation of yes no no [41], yes [95] no yes
atomic positions
Permutation of yes yes yes no yes
atomic positions
Promotion yes no yes yes
Volume scaling yes yes yes no
Number of variable fixed fixed fixed
atoms in the cell
Cell reduction yes yes yes no
Diversity Direct Fingerprinting [89], Fingerprinting Fingerprinting
protection comparison direct comparison [90]
Phase diagram yes no no no no
searching
Energy codes VASP, MOPAC, VASP, PWSCF, VASP, SIESTA, PWSCF, GULP VASP
GULP, LAMMPS GULP, CASTEP GULP, DMACRYS,
CP2K, PWSCF
Unique features Flexible probability Ripple and hybrid Use of order Age limit,
distribution mutations, continuous parameters alternative
for selection scheme without generations mating operation
tionary Algorithm for Crystal Structure Prediction (XTALOPT), is interfaced with
VASP, PWSCF, and GULP. It incorporates a unique ripple mutation, as well as
hybrid mutations. It does not use a generational scheme but rather allows off-
spring structures to act as parents as soon as they are created [89]. The Universal
Structure Predictor: Evolutionary Xtallography (USPEX) code is interfaced with
VASP, SIESTA, PWSCF, GULP, DMACRYS, and CP2K. It incorporates a unique
order parameter, both for cells and individual atoms, that is used to help guide
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the search [41, 95]. The Evolutionary Algorithm for Crystal Structure Prediction
(EVO) is interfaced with PWSCF and GULP. It applies an age limit to structures
encountered in the search, and it also employs a mating operation that is differ-
ent from the cut-and-splice technique used in most other evolutionary structure
searches [10]. Finally, the Module for Ab Initio Structure Evolution (MAISE) is in-
terfaced with VASP. Both planar and periodic slices can be used during mating,
and it has the option to perform mating and mutation in a single variation [68].
Trimarchi et al. developed an evolutionary algorithm for structure prediction
that is interfaced with VASP [164]. They later extended the algorithm to include
phase diagram searching [163]. Abraham et al. designed an evolutionary algo-
rithm with several unique features, including periodic slicing during the mating
operation and mutation of atomic positions only after mating [1]. The algorithm
also accepts offspring structures with different numbers of atoms than the parents.
It is interfaced with CASTEP. The evolutionary algorithm of Ji et al. is interfaced
with VASP, and it constrains the structures it considers to a constant volume [63].
Bush et al. developed an evolutionary algorithm that incorporates a surrogate
objective function [22].
1.6 Applications
Evolutionary algorithms have been used to solve the structures of many types
of systems including molecules, clusters, surfaces, nanowires and nanoporous
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Authors Ji Trimarchi Bush Abraham
et al. [63] et al. [164] et al. [22] et al. [1]
Selection strategy Elitist Not Elitist Roulette
specified wheel, elitist
Mutation of no yes no no
lattice vectors
Mutation of no yes yes yes
atomic positions
Permutation of yes yes no no
atomic positions
Promotion yes yes yes yes
Volume scaling no no no no
Number of fixed fixed fixed variable
atoms in the cell
Cell reduction no no no no
Diversity none none none none
protection
Phase diagram no yes no no
searching
Energy codes VASP VASP GULP CASTEP
Unique features Cells Surrogate Periodic slicing,
constrained objective mutation only
to constant function after mating
volume
Table 1.2: Comparison of the methods implemented into evolutionary algorithms
in various research codes.
materials [65, 25, 91, 183]. Here we focus on applications of EAs to bulk, 3-D
periodic systems. Within this constraint, we have made an effort to provide a
comprehensive review of prior applications. We grouped the application into
six categories based on the type of material studied: pure elements, hydrogen-
containing compounds, intermetallics, minerals, molecular solids, and other inor-
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ganic compounds. Tables 1.3 through 1.8 correspond to these categories and list
the applications of the method. For each study, we indicate the system studied,
the number of atoms in the configuration space searched over, the energy code
used, and the lead author.
1.6.1 Elemental solids
Table 1.3 describes searches for elemental solids. Some elemental phase dia-
grams are still not fully characterized, especially under extreme conditions such
as high pressure. Several elements have been predicted to display unusual prop-
erties at high pressure, such as superconductivity. Ma and Oganov studied sev-
eral different elements under pressure. They found a new phase of boron with
28 atoms in the unit cell that is predicted to be stable in the pressure range of
19 - 89 GPa [114]. A search of carbon under high pressures led to the prediction
that the bc8 structure is more stable than diamond above 1 TPa [115]. Oganov et
al. predict several new superconducting phases of calcium at pressures up to 120
GPa [118]. A study of hydrogen at pressures up to 600 GPa predicted that it re-
mained a molecular solid throughout this pressure range [115]. More on the inter-
esting case of hydrogen under pressure will be described below in the discussion
of hydrogen-containing compounds. Ma et al. predict that potassium and rubid-
ium follow the same sequence of phase transitions under pressure (40 - 300 GPa)
that has been experimentally observed for cesium, but predict a new cubic phase
of lithium above 300 GPa [99]. Ma et al. also studied nitrogen under pressure,
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predicting new polymeric insulating phases above 188 GPa, and studied sodium
at pressures up to 1 TPa, predicting a new optically transparent, insulating phase
above 320 GPa [96]. They have also reported a monoclinic, metallic, molecular
phase of oxygen in the range between 100 and 250 GPa whose calculated XRD
diffraction pattern is in agreement with experiment [97].
Bi et al. searched for phases of europium at pressures up to 100 GPa and pre-
dicted several nearly degenerate structures in the range of 16 to 45 GPa, which
may help explain the mixed phase structure observed experimentally in this pres-
sure regime [13] and the occurrence of superconductivity and magnetism in these
phases [14]. In a novel application of evolutionary algorithms, Park et al. used
an EA to verify that a new modified embedded atom potential for molybdenum
accurately reproduced the energy landscape of molybdenum [123].
1.6.2 Hydrogen containing compounds
Table 1.4 summarizes EA structure searches performed on hydrogen contain-
ing compounds. Ashcroft suggested in 1968 that hydrogen could become a high-
temperature superconductor under pressure [4] and in 2006 that doping hydrogen
to form chemically precompressed hydrogen-rich materials could be a potential
route to reduce the pressure required for superconductivity [34].
Hooper, Lonie, and Zurek have performed several studies on polyhydrides
of alkali and alkaline earth metals under pressure. A metallic phase of LiH6
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was predicted to be stable above 110 GPa [215], and a stable phase of NaH9
was predicted to metallize at 250 GPa [9]. Stable rubidium polyhydride phases
were predicted to metallize at pressures above 200 GPa [57]. A stable, supercon-
ducting phase of MgH12 was identified under pressure, with a predicted Tc of
47-60 K at 140 GPa [88]. Lonie et al. also identified a new phase of BeH2 above
150 GPa, as well as a stable superconducting phase of BaH6, with a Tc of 30-38 K
at 100 GPa [54].
Several studies have been performed on the group-IV hydrides ranging from
methane to plumbane. Gao et al. searched for methane structures under pressure,
and predicted that it dissociates into ethane and hydrogen at 95 GPa, butane and
hydrogen at 158 GPa, and finally carbon and hydrogen at 287 GPa [39]. Martinez
et al. looked at silane under pressure and predicted two new phases, one stable
from 25 to 50 GPa, and the other from 220 to 250 GPa. The latter was predicted
to be superconducting, with a Tc of 16 K at 220 GPa [102]. Gao et al. searched for
germane and stannane under pressure. Germane was predicted to be stable with
respect to decomposition into pure germanium and hydrogen above 196 GPa, and
it was predicted to be superconducting, with a Tc of 64 K at 220 GPa [37]. Two
stannane isomers were predicted – one stable from 96 to 180 GPa, and the other
occurring above 180 GPa. Both phases were calculated to be superconductors [38].
Zaleski et al. performed evolutionary structure searches for plumbane (PbH4) un-
der pressure and predicted that it forms a stable non-molecular solid at pressures
greater than 132 GPa [191]. Wen et al. predicted five low energy three-dimensional
structures of graphane in the pressure range of 0 - 300 GPa, and each was either
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semiconducting or insulating [179].
Zhou et al. investigated platinum hydrides under pressure and predicted a su-
perconducting hexagonal phase of PtH to be stable above 113 GPa [200]. Hu et al.
searched for LiBeH3 at pressures up to 530 GPa and predicted two new insulating
phases [58]. Zhou et al. found two new tetragonal structures of Mg(BH4)2 under
pressure whose densities, bulk moduli, and XRD patterns match experimentally
measured values [201].
1.6.3 Intermetallic compounds
Table 1.5 summarizes searches for intermetallic compounds. Trimarchi et al.
have studied many intermetallics. Their algorithm identified the correct lattice of
Au2Pd, which is known to be fcc, but it failed to find the lowest energy atomic con-
figuration because the system exhibits several nearly degenerate structures [164].
In another study by these authors, a new phase of IrN2 was discovered [165].
They performed a phase diagram search on the Al-Sc system, which exhibit sev-
eral crystal structures across the composition range, and successfully identified
the experimentally known ground state phases [163]. Xie et al. discovered two
new superconducting phases of CaLi2, one stable from 35 to 54 GPa and the other
stable from 54 to 105 GPa. Furthermore, they predict that CaLi2 is unstable with re-
spect to dissociation into the constituents at pressures greater than 105 GPa [188].
Sometimes, the underlying lattices for these systems are known empirically,
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and the search reduces to finding the lowest energy arrangement of atoms on the
lattice. For these cases, an efficient method to search over permutations of atomic
positions is crucial. D’Avezac et al. employed a virtual atom technique, in which
the species type of an atom is ”relaxed” to determine if exchanging atom types at
that site would likely lead to a lower energy configuration [29]. In contrast to real
space mating operations, these authors also employed a reciprocal space mating
scheme [29]. With this technique, the structure factors of two parent organisms are
combined to form the offspring organism’s structure factor, which is then trans-
formed to real space, giving the offspring organism. A cluster expansion fitted to
DFT calculations was leveraged to perform energy calculations.
1.6.4 Minerals
Table 1.6 contains a summary of EA searches for the structures of several min-
erals. Many of these studies were carried out at high pressure in order to simu-
late the conditions in planetary interiors. Oganov et al. found two new phases of
MgCO3 under pressure. In addition, a new phase of CaCO3 was reported to be sta-
ble above 137 GPa [116], and the structure of the post-aragonite phase of CaCO3,
stable from 42 - 137 GPa, was solved [117]. Iron carbides of various compositions
were explored under pressure, and it was predicted that the cementite structure
of Fe3C is unstable at pressures above 310 GPa, indicating that this phase does not
exist in the Earth’s inner core [12]. Zhang et al. searched for iron silicide structures
under pressure and predicted that only FeSi with a cesium chloride structure is
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stable at pressures greater than 20 GPa. Ono et al. investigated the structure of
FeS under pressure and reported several new phases up to 135 GPa [120]. Wu
et al. predicted a new low temperature post-perovskite phase of SiO2 with the
Fe2P-type structure [184].
1.6.5 Molecular crystals
Table 1.7 summarizes searches for molecular crystals. Applications for molec-
ular solids include high-energy materials, pharmaceuticals, pigments and metal-
organic frameworks [3, 128, 8]. Molecular solids are not always in their thermody-
namic ground states. Instead, the system is kinetically trapped and the molecular
units are maintained. Zhu et al. made several changes to the standard EA to facil-
itate searching for molecular crystals, and they applied their algorithm to search
for structures of ice, methane, ammonia, carbon dioxide, benzene, glycine and
butane-1,4-diammonium dibromide. Experimentally known structures were re-
covered by the algorithm [204]. Ji et al. searched for ice at terapascal pressures and
predicted three new phases [62]. Lennard-Jones potentials were used to model the
system, but ab initio calculations were periodically performed and the results used
to fit the empirical potentials. Hermann et al. performed evolutionary searches for
high-pressure phases of ice and predicted that ice becomes metallic at 4.8 TPa [48].
Oganov et al. predicted that the β-cristobalite structure is the most stable for CO2
between 19 and 150 GPa [116].
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1.6.6 Inorganic compounds
Table 1.8 summarizes searches for inorganic compounds. Many of these stud-
ies aimed to clarify regions of various phase diagrams. Others sought to identify
phases with desirable properties, such as superconductivity.
Tipton et al. applied an evolutionary algorithm to investigate Li-Si anode bat-
tery materials and carried out a phase diagram search on the Li-Si system. They
discovered a new stable phase with composition Li5Si2 [158]. Hermann et al.
searched for structures in the Li-B system under pressure and found several stable
structures. LiB was found to become increasingly stable as the pressure was in-
creased beyond 300 GPa [52, 51]. Hermann et al. also predicted a new stable phase
of LiBeB at ambient pressure and several additional phases under pressures up to
320 GPa [50]. Kolmogorov et al. searched for Fe-B structures at several different
compositions and reported new phases with compositions FeB4 and FeB2.
Xu et al. discovered a new orthorhombic phase of CsI that is predicted to be
stable from 42 GPa up to at least 300 GPa [189]. This material is predicted to met-
allize at 100 GPa and to become superconducting at 180 GPa. Zhu et al. searched
for xenon oxides under pressure and found three stable compounds: XeO above
83 GPa, XeO2 above 102 GPa, and XeO3 above 114 GPa [203]. Bush et al. solved
the structure of Li3RuO4 at zero pressure. They used an alternative fitness func-
tion in their EA and only calculated energies at the end of the search [22]. Li et al.
resolved the structure of superhard BC2N and found it to have a rhombohedral
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lattice [82].
1.7 Conclusions
Crystal structure prediction is a long-standing challenge in the physical sci-
ences. If we frame the structure prediction problem as one of global optimiza-
tion, robust and accurate free energy methods such as those described in Sec-
tion 1.4 can be used as objective functions, which can be minimized to find the
thermodynamically-stable structure. This minimization problem has been effec-
tively addressed in recent years using evolutionary algorithms. However, the EA
is less of a particular algorithm and more of a general problem solving strategy.
Thus, many methodological and design choices are possible when creating an EA
for structure prediction, and innovation in the field is ongoing.
The method generally begins with a broad sampling of the solution phase
space. Information gained from early calculations is used to try to guess new low
energy candidate structures. The ability to make such inferences relies on some
characterization of or knowledge about the structure of the energy landscape, as
described in Section 1.1.1. In the evolutionary approach, we leverage the power
of biological evolution to search for low energy structures. Parent structures that
are good solutions to the problem are varied and combined in such a way as to
pass down their traits to children. In this way, favorable properties are propa-
gated in the population while unfavorable ones tend to die out. The parent selec-
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tion and variation operators are very important to the success of this approach,
and the most common and successful variation operators take advantage of the
partial spatial separability of the energy minimization problem. These and other
methodological issues were discussed in Section 1.2.
In Section 1.6, we reviewed many applications of the method to systems of
fundamental scientific as well as technological interest. As the field has begun to
mature, researchers have had many successes in practical applications. Several
publicly available software packages for performing these calculations exist and
are described in Section 1.5. However, evolutionary algorithms are not yet a com-
modity method, and an understanding of the methodology remains helpful for
obtaining best results.
A number of challenges remain. Since ab initio energy calculations are the most
expensive part of the method, reducing the number of these necessary to obtain
high quality predictions is the focus of methodological developments. The energy
and relaxed structure are a small subset of the information provided by ab initio
calculations, so the opportunity exists to improve results by making better use of
the full set of data. Increasing the efficiency of the search through solution rep-
resentation and variation operators is also a promising avenue of improvement.
Searching over structures’ compositional degrees of freedom remains inefficient
since there is no local relaxation of these parameters, and the energy landscape
has little structure with respect to them. This makes prediction of the number of
atoms in the unit cell and phase diagram prediction challenging, as discussed in
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Section 1.3.
Although they lie beyond the scope of this review and volume, uses of evolu-
tionary algorithms to predict the atomic structures of other systems, such as sur-
faces, 1-D and 2-D materials, atomic clusters or molecules, etc., are also important
and active areas of research. A primary goal of computational materials science
is to find materials with desirable properties, and structure prediction is a neces-
sary early step in first principles prediction of materials’ properties. Evolutionary
algorithms have proven a useful global optimization method for addressing the
structure prediction problem.
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Element Pressure Number Energy Reference
[GPa] of atoms code
Al 0 4, 8 ,12 PWSCF [10]
B 0, 100, 300 2, 3, 4, 6, 8, 9, 16, 12, 24, 26, 28, VASP [114]
30, 32
0 24, 25, 26, 27, 28, 29, 30, 31, 32 VASP [63]
Ba 0-300 Variable, up to 15 VASP [156]
C 10-100 2, 4, 6, 8 VASP [81]
0 Not specified CASTEP [1]
0 8, others tried PWSCF [10]
0-2000 8 VASP [115]
Ca 20-600 3, 4, 6, 8, 9, 12, 16 VASP [118]
Cl 100 8 VASP [115]
Eu 0-90 Variable, up to 30 VASP [13]
F 50, 100 8 VASP [115]
Fe 350 8 VASP [115]
Ga 0 8 PWSCF [10]
H Up to 600 2, 3, 4, 6, 8, 12, 16 VASP [115]
In 0 4 PWSCF [10]
K 40-300 4, 6, 8, 12, 16 VASP [99]
Li 30-1000 4, 6, 8, 12, 16, 24 VASP [99]
Mo 0 Variable, up to 40 LAMMPS [123]
N 100-350 8, 12, 16, 32 VASP [98]
100 6, 8, 12, 16 VASP [115]
Na 0-1000 Not specified VASP [96]
O 100-250 4, 8 VASP [97]
25, 130, 250 4, 6, 8, 12, 16 VASP [115]
Rb 40-200 4, 6, 8, 12 VASP [99]
S 12 3, 4, 6, 8, 9, 12 VASP [115]
Si 0 8 VASP [164]
10, 14, 20 8 VASP [115]
Tl 0 4 PWSCF [10]
Xe 200, 1000 8 VASP [115]
Table 1.3: Application of evolutionary algorithms to single element systems.
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Compound Pressure Formula units Energy Reference
[GPa] per cell code
LimH, m = 2 − 9 60, 80, 100 2, 4 VASP [56]
LiHn, n = 2 − 8 0-300 2, 3, 4 VASP [215]
NaHn, n = 6 − 12 100, 300 2, 3, 4 VASP [9]
KHn, n = 2 − 12 10, 100, 250 2, 4 VASP [55]
RbHn, n = 2 − 14 2-250 2 VASP [57]
CsHn, n = 2 − 9, 16 30-200 2, 3, 4 VASP [137]
BeHn, n = 2 − 5 50, 150, 200 2, 4 VASP [54]
MgHn, n = 2 − 16 0-250 2, 3, 4, 5, 6, 8 VASP [88]
BaHn, n = 2 − 13 50-200 2, 4 VASP [54]
WHn, n = 1 − 6, 8 25, 150 1, 2, 3, 4 VASP [78]
CH4 20-800 2, 3, 4 VASP [39]
11 Not specified VASP [204]
SiH4 40-300 1, 2, 3, 4, 6 VASP [102]
GeH4 50-250 1, 2, 3, 4 VASP [37]
SnH4 30-250 1, 2, 3, 4 VASP [38]
PbH4 0-500 2, 4 VASP [191]
NaH 0, 29.3 4 PWSCF, VASP [89]
CH 0-300 Fixed, up to 8 VASP [179]
PtHx, 120 6, 10, 12 VASP [200]
x = 12 , 1,
3
2 , 2
FeHx, 300, 400 2, 3, 4, 6, 8 VASP [12]
x = 14 ,
1
3 ,
1
2 , 1, 2, 3, 4
LiBeH3 50-550 2, 4 VASP [58]
LiNH2 0-360 2, 4 VASP [127]
NaAlH4 0-20 1, 2 VASP [199]
NaPtH2 0 Not specified VASP [177]
NaNH2 0, 10, 20 1, 2, 3, 4 VASP [196]
SrFeH4 0 Not specified VASP [177]
Mg(BH4)2 0-20 2, 4 VASP [201]
Table 1.4: Application of evolutionary algorithms to hydrogen-containing com-
pounds.
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Compound Pressure Formula units Energy Reference
[GPa] per cell code
Al-Sc system 0 8 atoms VASP [165]
0 6, 8 atoms VASP [163]
0 8 atoms VASP [63]
Al13K 0 1 VASP [116]
Au2Pd 0 4 VASP [164]
0 4 VASP [165]
CaLi2 10-250 1, 2, 3, 4, 6, 8 VASP [188]
CdPt3 0 2 VASP [165]
CuPd 0 4 VASP [165]
Na-Ca system 50 Not specified VASP [156]
PdTi3 0 2 VASP [165]
Table 1.5: Application of evolutionary algorithms to intermetallic compounds.
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Mineral Pressure Formula units Energy Reference
[GPa] per cell code
Al2O3 300 4 VASP [115]
Al2SiO5 10 4 GULP [205]
CaCO3 50, 80, 150 1, 2, 4 VASP [115]
FeCx, 300, 400 2, 3, 4, 6, 8 VASP [12]
x = 14 ,
1
3 ,
1
2 , 1, 2,
7
3 , 3, 4
FeS 56, 120, 400 2, 3, 4, 6, 8 VASP [120]
FeSix, 300, 400 8, 9, 12, 16, VASP [192]
x = 13 ,
1
2 , 1,
5
3 , 2, 3 18, 24 atoms
MgCO3 110, 150 1, 2, 4, 6 VASP [115, 116]
Mg-O system Up to 850 Up to 20 atoms VASP [206]
MgSiO3 250 32 GULP [205]
80, 120, 1000 4, 8 VASP [115]
Na-Cl system 0-250 Up to 16 atoms VASP [193]
SiO2 500, 2000 1 - 8 PWSCF [184]
0 3 VASP [115]
10 24 GULP [205]
TiO2 0 2, 4, 8 GULP [181]
0 16 GULP [89]
Not specified 4 VASP [115]
Table 1.6: Application of evolutionary algorithms to minerals.
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Compound Pressure Formula units Energy Reference
[GPa] per cell code
Benzene C6H6 0 - 300 Not specified VASP [179]
0, 5, 10, 25 4 VASP [204]
Ice H2O 1000-4000 8 LAMMPS, [62]
PWSCF
0 4 VASP [204]
0 4 VASP [115]
CO2 50, 100, 150 1, 2, 3, 4, 6, 8 VASP [116]
12 - 20 2 VASP [204]
50 1, 2, 3, 4, 6, 8 VASP [115]
NH3 5, 10, 25, 50 4 VASP [204]
Glycine 1, 2 2, 3, 4 VASP [204]
Butane-1,4- 0 2 VASP [204]
diammonium
dibromide
Urea CO(NH2)2 0 2 VASP [115]
Table 1.7: Application of evolutionary algorithms to molecular solids.
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Compound Pressure Formula units Energy Reference
[GPa] per cell code
Al12C 0 1 VASP [116]
BeB2, BeB3, 0, 160 4, 8 VASP [49]
BeB4, BeB2.75
CsI 5 - 300 2, 3, 4, 8 VASP [189]
Fe-B system 0 Up to 15 atoms VASP [68]
GaAs 0 4 VASP [164]
Li-B system 0 - 320 1, 2 VASP [52, 51]
Li-Si system 0 Up to 20 atoms VASP [158]
MgB2 0 - 500 1, 2, 3, 4, 6 VASP [100]
SiC 0 4 VASP [164]
WN2 0, 60 1, 2, 3, 4 VASP [173]
XeF2 0 - 200 Up to 4 VASP [77]
Xe-O System 5 - 220 Up to 36 atoms VASP [203]
ATiO2, A = Ba, 0 Not specified VASP [178]
Be, Ca, Mg, Sr
NaPtF2 0 Not specified VASP [178, 177]
SrFeC4 0 Not specified VASP [178, 177]
CaRhO3 Not specified 6 VASP [138]
Li3RuO4 0 Not specified GULP [22]
SrTiO3 0 10 GULP [89]
BC2N 30, 100 1, 2, 4 VASP [82]
LiBeB 0 - 320 Not specified VASP [50]
Si2N2O 0 2 VASP [115]
SrSiN2 0 4 VASP [115]
Table 1.8: Application of evolutionary algorithms to inorganic compounds.
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CHAPTER 2
AN IMPROVED EVOLUTIONARY ALGORITHM FOR THE PREDICTION
OF CLUSTERS, WIRES, TWO-DIMENSIONAL MATERIALS AND FULL
AND PARTIAL PHASE DIAGRAMS
2.1 Introduction
A material’s properties are largely a function of its crystal structure, so the
first step in computational materials design is structure determination. However,
predicting which structure a material will adopt given only its composition (or
range of allowed compositions) is a difficult global optimization problem. In the
past decade, much success has been achieved by using evolutionary algorithms to
solve this optimization problem [41, 163, 68, 89, 159, 10]. Evolutionary algorithms
draw their inspiration from biological evolution, and they model a group of candi-
date solutions (structures) as a population. Structures in the population produce
offspring through a mating operation in which slabs are sliced from the cells of
two parents and combined together to form an offspring structure. Better struc-
tures are chosen to mate more frequently, and to the extent that good structural
features are passed from parents to offspring, the population as a whole tends
toward the global minimum over time. See Refs. [159, 131] for more detailed de-
scriptions of evolutionary algorithms for structure prediction.
Here we present an improved evolutionary algorithm for structure prediction.
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Our algorithm is based on the Genetic Algorithm for Structure and Phase Predci-
tion (GASP) by Tipton et al. [159], and we have made several important changes
to improve its computational efficiency and extend its capabilities. The improved
algorithm is implemented in Python and makes extensive use of pymatgen [119],
a Materials Project open-source Python library for materials analysis. We have
also implemented reasonable default values for most of the parameters used by
the algorithm to minimize the amount of input that must be given by the user.
The code is freely available under the MIT license, and the latest version can be
obtained from the Github repository at https://github.com/henniggroup/GASP-
python.
Sec. 3.2 describes the details of the new features we have added to the evo-
lutionary algorithm for structure prediction. In Sec. 3.3, we demonstrate the
algorithm’s new features, including improved composition space sampling in
Sec. 2.3.1, partial phase diagram searching in Sec. 2.3.2, and searching for the
structures of subperiodic systems, such as clusters, wires and 2D materials in
Secs. 2.3.3, 2.3.4 and 2.3.5, respectively.
2.2 Methods
Our algorithm is modeled on the original GASP code [159]. Here we describe
the important new features we have implemented.
66
2.2.1 Continual Structure Creation
The original GASP code organizes the evolving population of organisms into
generations, where an organism is made up of a structure and an energy. The
organisms comprising a generation are used to create offspring, which are then
grouped together to form the next generation. When running in parallel (more
than one energy calculation at once), this generation-based scheme can lead to in-
efficient use of computational resources because the energy of every organism in
a given generation must be computed before that generation can create offspring.
So even if we have the capacity to run, e.g., 20 total energy calculations simulta-
neously, we must wait for the slowest one to complete before moving on. This can
lead to a significant slowdown of the search, especially if using DFT for the total
energy calculations, because there often exists a large variation in the time needed
to relax different structures.
To alleviate this problem, we abandon the generational scheme in favor of hav-
ing the algorithm make offspring organisms continually. In our new formulation,
we call the collection of organisms comprising the current breeding population
the pool. The pool is composed of two parts: the promotion set and the queue.
The promotion set contains the best few organisms seen by the algorithm so far,
and its purpose and function are analogous to those of the promotion operator
in the previous version of the algorithm [159]. The queue contains the rest of the
organisms in the pool, and it corresponds to a first in, first out (FIFO) data struc-
ture. When an organism is added to the back of the queue, the organism at the
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front of the queue is popped off and removed from the pool. In this way the pool
maintains a fixed size, and each organism has an equal number of chances to be
selected to create offspring before being removed from the pool (except for the
organisms in the promotion set; they get more opportunities). See Fig. 2.1 for an
illustration of the algorithm, including the mechanics of adding an organism to
the pool.
Lonie and Zurek implemented a similar scheme in their evolutionary algo-
rithm for structure prediction, XTALOPT [89]. Our design differs from theirs in
that we allow suboptimal solutions to enter the pool by being added to the queue,
as described above. In XTALOPT, the pool only contains the best structures seen
by the algorithm.
The pool described above allows offspring organisms to be continually created
and therefore naturally lends itself to parallelization. For example, if N total en-
ergy calculations are to be run at a time, the algorithm first makes N offspring
organisms and calculates the energy of each on a separate thread. The algorithm
then repeatedly checks the N threads, and as soon as one finishes its energy cal-
culation, the relaxed organism is added to the pool and the selection probabilities
of all organisms in the pool are updated. A new offspring organism is then cre-
ated and submitted for an energy calculation on its own thread, and the algorithm
goes back to checking for dead threads. This process is outlined in the pseudocode
below, where the N threads are stored in a list named threads.
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while not converged:
for index, thread in enumerate(threads):
if not thread.is_alive():
relaxed_org = thread.get_relaxed_org()
pool.add_relaxed_org(relaxed_org)
pool.compute_selection_probabilities()
new_org = pool.make_offspring()
new_thread = Thread(
target=compute_energy,
args=new_org)
new_thread.start()
threads[index] = new_thread
2.2.2 Constraints
For a variety of reasons, it is advantageous to impose constraints on the pa-
rameters of structures considered by the evolutionary algorithm. For example,
constraining the minimum distance between atoms has the effect of excluding
structures containing unphysically short bond lengths, and constraints on lattice
vector lengths and angles help standardize the way structures are represented,
which is important for the performance of the algorithm. See Refs. [159, 131] for a
more thorough discussion of constraints and the motivations behind them.
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The constraint on the minimum distance between atoms is particularly impor-
tant because it excludes unphysical regions of phase space and prevents compu-
tational resources from being spent relaxing structures with extremely unfavor-
able starting configurations. However, when searching for structures containing
more than one atom type, a single constraint on the minimum distance between
atoms is often insufficient. This is because atoms of different types have differ-
ent equilibrium bond lengths. For example, consider a system containing carbon
and titanium. A C-C bond in diamond has a length of 1.54 Å, while the short-
est distance between Ti atoms in the ground state hcp crystal structure is about
2.64 Å. Therefore, setting the minimum interatomic distance constraint to a value
that is appropriate for Ti-Ti bonds would cause equilibrium C-C bonds to be mis-
identified as too short. On the other hand, setting the constraint with only carbon
in mind would permit structures containing Ti atoms that are unphysically close
to each other. To address this problem, we employ species-specific minimum in-
teratomic distance constraints. That is, a different value of the constraint may be
set for each distinct pair of atom types. By default, the algorithm sets the mininim
interatomic distance constraint for a pair of atom types to 60% of the sum of the
radii of the atoms.
Constraints are also important when searching for non-bulk structures. In par-
ticular, they are used to limit the size of the non-bulk geometry. See section 2.2.4
for more details.
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2.2.3 Phase Diagram Search
The lowest energy structures exhibited by a system at various compositions
are frequently of interest. To find these structures, we use the genetic algorithm to
search for a system’s phase diagram, based on the method of Trimarchi et al. [163].
Two main modifications to the algorithm are needed to search for phase diagrams.
The first is the objective function: instead of simply using the enthalpy per atom,
we must take the composition of a candidate structure into account. To do so,
we set the objective function to the distance from the computed convex hull. As
the algorithm finds better structures, the convex hull is updated, along with the
objective function values of the organisms in the population. The second modifi-
cation is simple: instead of constraining the algorithm to only create structures at a
fixed composition, we allow the algorithm to create structures with any composi-
tion within the range under consideration. See Refs. [159, 131] for more thorough
discussions of the motivation for phase diagram searching and details of convex
hull construction. Here we discuss some of the challenges associated with search-
ing for phase diagrams and our modifications to the algorithm to address those
challenges.
Sampling Composition Space
When searching for phase diagrams, it’s important to sample the composition
space as uniformly as possible because in general, for an arbitrary multicompo-
71
nent system, the distribution of the ground states with respect to composition is
not known a priori. Of course, the ground states may turn out to be distributed
nonuniformly with respect to composition. In this case, the algorithm will nat-
urally spend more time in regions of composition space with higher densities of
ground states. This source of nonuniformity in the sampling of the composition
space is a normal part of the exploration-exploitation tradeoff, and it is desirable
that the algorithm should spend more resources on promising regions of phase
space.
However, bias in sampling the composition space may arise through other,
unwanted causes and can lead to suboptimal performance. The species-specific
minimum interatomic distance constraints (see section 2.2.2 above) introduce a
significant source of bias. This is because, all other things being equal, structures
with more of the smallest type of atom are more likely to satisfy the constraints
(and therefore not be discarded during development) than structures with more
of the larger types of atoms. The greater the difference in size (and therefore min-
imum interatomic distance constraint) between the atom types, the more bias is
introduced. The net result is that many more energy evaluations are performed
on structures with higher concentrations of the smallest atom type than on those
with higher concentrations of the largest atom type.
To ameliorate this problem, we employ composition-dependent volume scal-
ing during pre-evaluation development. In particular, the decomposition of each
candidate offspring structure is computed relative to the current convex hull.
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The volume (per atom) of the candidate offspring structure is then scaled to
the weighted average of the volumes per atom of the structures on the convex
hull into which its stoichiometry decomposes. This counteracts the bias caused
by species-specific minimum interatomic distance constraints because structures
with higher concentrations of the largest atom type tend to have larger volumes
(per atom). Volume scaling in this way has the added benefit of quickly moving a
candidate structure closer to the nearest minimum of the energy landscape before
starting the (potentially expensive) energy calculation, reducing the number of
iterations that must be performed by the external energy code’s local minimizer.
We note that both of these techniques (species-specific minimum interatomic
distance constraints and composition-dependent volume scaling) must be used in
conjunction to prevent bias. For example, if volume scaling is performed, but only
a single minimum interatomic distance constraint is used, the search will then be
biased toward the region of the composition space containing higher concentra-
tions of the largest atom type. This is because, as far as the constraint is concerned,
all the atoms are identical, but the structures with more of the largest type are
scaled to a larger volume, making them more likely to satisfy the constraint and
survive development.
In addition to the non-symmetric bias (i.e., favoring one endpoint over the
others) caused by the species-specific minimum interatomic distance constraints,
symmetric bias with respect to composition also occurs when searching for phase
diagrams. The first source of this bias lies with the number of atoms contained
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within a structure. Evidently, the set of compositions that a structure may adopt
is necessarily limited by the number of atoms in its cell. The problem arises when
considering a group of structures of varying sizes: the compositions that can be
sampled with such a group are not uniformly distributed. Fig. 2.2 is a histogram
showing which compositions can be accessed in a binary system, and the (nor-
malized) numbers of distinct ways to access them, with structures containing up
to 10, 20 and 30 atoms. As can be seen in the figure, the accessable compositions
are clustered toward the middle of the composition space, leaving gaps near the
endpoints and on either side of the center. Note that as the maximum system size
increases, the accessable compositions tend to a more uniform-like distribution.
Symmetric bias is also caused by the cut-and-splice mating operation. Mating
usually produces offspring structures with compositions between those of the two
parents, and this causes the population of structures to drift toward the middle
region of the composition space over time. The result is that the algorithm over-
samples the central part of the composition space relative to other areas.
We suggest two ways to address the problem of symmetric bias in the sam-
pling of the composition space. Based on Fig. 2.2, it is clear that one approach
is to increase the number of atoms in the structures considered by the algorithm.
This can be accomplished by simply increasing the size (by taking supercells) of
the reference structures provided to the algorithm at the endpoints of the compo-
sition space. We also encourage the algorithm to increase the size of structures in
the population over time by doubling one of the parents before mating with some
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non-zero probability, and also by specifying a mutation operator that adds atoms
on average [159]. This allows the algorithm to discover the structural motifs corre-
lated with low energy using small cells at the beginning before considering larger,
more complex structures later in the search.
Increasing the number of atoms comes at a computational cost. This may not
be a severe issue when using empirical potentials for the energy computations, but
it can be when using DFT. For this reason, we find that it is best to start searches
with relatively small structures (up to 8 or 10 atoms) and then grow them gradu-
ally over the course of the run, as previously described. Contrasted with a more
naive approach of simply forcing the algorithm to only consider larger structures
from the very beginning (via a constraint on the minimum number of atoms in the
cell), our approach performs the cheaper energy calculations on smaller cells early
in the search, while still eventually accessing the improved composition space
sampling distributions provided by larger cells.
The second technique we use to reduce symmetric bias is motivated by the
desire to prevent offspring organisms from having predominantly intermediate
compositions. It involves modifying the selection probabilities such that two par-
ent organisms are likely to have similar compositions, which causes their off-
spring to also have a similar composition. See Appendix A for details of our
implementation. We note that this strategy affects the trade-off between explo-
ration and exploitation with respect to the parameter of composition, favoring the
latter over the former. This is because the first parent organism is selected only on
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the basis of its objective function value, and the second parent and resulting off-
spring are likely to have compositions similar to that of the first parent. Therefore,
the compositions of the best few organisms will tend to be overrepresented in the
population. To limit this effect, when selecting the second parent, we place a mod-
erate weight on its composition (relative to that of the first parent), so that parents
with dissimilar compositions will still mate reasonably often. An added benefit of
this approach is that structures with similar compositions are more likely to have
similar structural motifs, which increases the odds of producing good offspring.
Even with the solutions discussed above, some non-uniformity in the com-
position sampling will usually be present. If one is interested in only a certain
region of the composition space, performing a partial phase diagram search (see
Section 2.2.3) may provide a better sampling of the relevant compositions.
Searching Endpoint Compositions
In many cases, the ground state structures at the endpoints of the composition
space are known a priori. In this situation, there is no need to search for struc-
tures at the endpoint compositions, and we have made searching for structures
at the endpoint compositions optional, both in the initial random population and
in the subseqent offspring. However, the ground state structures at the endpoint
compositions must be provided to the algorithm in the initial population.
Two pitfalls should be avoided when assuming the ground state structures at
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the endpoint compositions. The first has to do with how well the external energy
code approximates reality, since the algorithm searches the energy landscape de-
fined by the energy code. For example, empirical potentials have been known to
stabilize incorrect structures [159]. So even if the ground state structures at the
endpoint compositions are known experimentally, it can be worth while to in-
clude the endpoint compositions in the search to see if the energy landscape of
the empirical potential contains false minima at the endpoint compositions. The
second pitfall occurs when searching systems for which some uncertainty exists
concerning the lowest energy structures at the endpoint compositions. This could
be the case, for example, when searching for non-bulk structures or systems un-
der pressure. In these cases, it’s best to include the endpoints in the overall phase
diagram search.
Partial Phase Diagram Search
In some cases, we are interested only in a certain region of a phase diagram
and would prefer not to expend computational resources searching areas outside
of this region. Investigating the hydrogen-rich side of a high-pressure phase dia-
gram [215, 9] is an example of this situation. To facilitate these types of searches,
we have implemented searching for partial phase diagrams; that is, phase dia-
grams with one or more non-elemental endpoint compositions.
Care should be taken when searching for phase diagrams with non-elemental
endpoints and interpreting the results of such searches. In particular, unless all
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the endpoint compositions correspond to points on the convex hull of the entire
system, it will not be possible for the algorithm to find the correct partial phase
diagram (i.e., the thermodynamic ground states).
2.2.4 Non-Bulk Structures
Much progress has been made in recent years synthesizing free-standing ma-
terials with sizes in the nanometer and sub-nanometer range, including clusters,
wires and 2D materials. Such materials can be described as subperiodic; that is,
they lack periodicity in one or more dimensions. Due to their small size, these
materials possses extremely large surface area to volume ratios. In fact, the frac-
tion of atoms located at or near a surface is so large that these materials sometimes
adopt structures that differ from those of their bulk conterparts. These different
structures, together with the effects of quantum confinement, can lead to unique
optical, electronic and mechanical properties. Since structure prediction is an im-
portant first step to identify such materials, we have implemented searching for
clusters, wires and 2D materials in our evolutionary algorithm.
Thermodynamic stability is an important criterion when considering subperi-
odic materials. In general, the relevant quantity is the difference between the en-
ergy (per atom) of the proposed structure and the energy of the competing ground
state bulk phase. We note that due to surface energies, all subperiodic materials
are unstable relative to the bulk phases. However, if they display sufficiently large
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metastability (i.e., low formation energy relative to the bulk), these materials may
be kinetically stabilized and persist in the free-standing state. We therefore take
the energy per atom as the objective function when searching for such structures.
It should be noted that formation energy is not the only choice of objective
function for subperiodic materials. Tosatti et al. proposed minimizing the line
tension of nanowires instead [162], and surface energy has been suggested as an
alternative objective function for 2D materials [132]. We have not yet implemented
these alternative objective functions in our evolutionary algorithm.
Because most external energy codes assume periodic boundary conditions in
all dimensions, care must be taken when using them to compute the energies of
subperiodic structures. In addition, the mating operator must be slightly mod-
ified to work properly with these structures, and additional constraints may be
imposed on their size. Below we outline the changes we made to the algorithm to
address these issues for each type of subperiodic structure.
0D Materials (Clusters)
By definition, clusters lack periodic boundary conditions in all directions.
Therefore, the lattice vectors contain no physically meaningful information, and
we are free to replace them with vectors of our choice. For simplicity, the algo-
rithm replaces the lattice vectors of clusters with a set of orthogonal vectors lying
parallel to the three Cartesian coordinates. To minimize the interation between
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clusters and their periodic images, vacuum padding is added in each dimension
prior to the energy calculation; it is removed from the relaxed structure when the
energy calculation is finished. We note that the external energy code should not be
permitted to relax the lattice vectors during the energy calculation. Instructions
for achieving this with GULP, LAMMPS and VASP are included in the manual.
A few changes to the mating operator are needed to properly treat clusters.
For bulk materials, the algorithm shifts the atoms in each parent cell by a ran-
dom amount in the direction of the lattice vector that has been randomly chosen
to be cut [41]. The purpose of such shifts is to remove any implicit correlation
between the representations of the two parent structures. However, for non-bulk
structures, shifting the atoms in a non-periodic direction would change the struc-
ture itself, not just its representation, leading to the loss of important information.
Since clusters lack periodicity in all three directions, the algorithm does not shift
the atoms of the parent structures prior to making the cut, regardless of which
lattice vector has been chosen.
Since clusters are completely non-periodic, the orientation of a cluster relative
to the lattice vectors is arbitrary and contains no physical information. To avoid
favoring any particular orientation, the algorithm randomly rotates each parent
cluster about each Cartesian axis before making the cut [129, 65].
In addition to contraints on the maximum and mimimum numbers of atoms in
a cluster, constraints on the maximum and minimum size of a cluster may also be
imposed, where the size of a cluster is defined as the maximum distance between
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atoms within the cluster.
1D Materials (Wires)
Wires display periodicity in one dimension, but not in the other two. To cap-
ture this feature, the algorithm represents wires as lying along the Cartesian z-axis.
A new structure is first rotated such that its ~c lattice vector is parallel to the z-axis,
and then lattice vectors ~a and ~b are set parallel to the Cartesian x and y direc-
tions, respectively. Before doing an energy calculation, vacuum padding must be
added to the ~a and ~b lattice vectors to prevent the wire from interacting with its
periodic images. This padding is removed upon completion of the energy eval-
uation. Analogous to the case of clusters, the external code used to compute the
total energies should not be permitted to relax the ~a and ~b lattice vectors.
The mating operator must be modified slightly to work with wires. As dis-
cussed for clusters above, the atoms in the parent structures must not be shifted
along a non-periodic direction prior to mating. Given our representation of wires
above, this means that random shifts should only occur along the ~c lattice vector.
In addition, since the orientation of the wires relative to the ~a and ~b lattice vectors
is arbitrary, they are randomly rotated about the ~c lattice vector (Cartesian z-axis)
before the cut is made.
The user may impose constraints on the maximum and minimum size of wires
considered by the algorithm. If a wire is aligned along the Cartesian z-axis and
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its atoms are projected onto the x − y plane, its size is taken to be the maximum
distance between the projected atoms.
2D Materials
The evolutionary algorithm treats 2D materials in a way analogous to clusters
and wires, described above. See Ref. [132] for a complete description.
2.3 Results and Discussion
Here we evaluate the performance of the algorithm and demonstrate its new
features. In Sec. 2.3.1, we evaluate our methods for reducing bias in the com-
position space sampling by applying the algorithm to search for the binary Zr-
Cu phase diagram predicted by an empirical potential using the embedded-atom
method (EAM). To demonstrate the partial phase diagram searching capability of
the algorithm, we apply it to the partial ternary Al-CuAl-ZrAl system predicted
by an EAM potential in Sec. 2.3.2. In Secs. 2.3.3 and 2.3.4, we use the algorithm
to search for the structures of Au clusters and wires, respectively, predicted by an
EAM potential. To demonstrate searching for 2D materials, we apply the algo-
rithm to search for 2D structures of Al2O3 in Sec. 2.3.5.
With the exception of the search for 2D Al2O3, we used empirical potentials
for the energy computations in all the systems considered here. This choice was
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made primarily in the interest of computational speed. We note however that the
genetic algorithm is interfaced to the DFT code VASP, and to provide more accu-
rate predictions, we generally use DFT when investigating energy landscapes.
2.3.1 Zr-Cu Phase Diagram
To test the effect of the techniques discussed in Sec. 2.2.3 on the algorithm’s
sampling of composition space, we apply the algorithm to the Zr-Cu binary sys-
tem, using the empirical EAM potentials of Cheng et al. [24].
We first evaluate our techniques for mitigating nonsymmetric bias in the
composition space sampling. In particular, we consider the effects of species-
specific minimum interatomic distance constraints and volume scaling, discussed
in Sec. 2.2.3. To do so, we collect three data sets, each obtained by running 100
genetic algorithm searches, where each search used 1000 objective function eval-
uations. At the beginning of each search, we provide the algorithm with the ele-
mental ground state structures: fcc Cu and hcp Zr. Fig. 2.3 shows the distributions
over the composition sampled by the algorithm. In the first set of runs, we em-
ploy species-specific minimum interatomic distance constraints, but not volume
scaling. The data from this set are shown with blue diamonds in the figure. As can
be seen, the composition sampling is skewed toward the side of the composition
space with smallest type of atom (Cu in this case). In the second set of runs, we
use volume scaling, but not species-specific minimum interatomic distance con-
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straints, shown with red squares in the figure. This setting causes the algorithm to
oversample the side of the composition space with the largest type of atom (Zr).
In the third set of searches, both volume scaling and species-specific minimum
interatomic distance constraints were employed. The data from these searches are
shown in black circles in the plot. Using both techniques together removes bias
toward either end of the composition space.
Next, we evaluate our approaches to minimizing symmetric bias in the com-
position space sampling, discussed in section 2.2.3. We again collect three data
sets, each one from 100 genetic algorithm searches, where each search used 1000
objective function evaluations, and the ground state structures of Cu and Zr were
given to the algorithm at the beginning of each search. Fig. 2.4 shows the distribu-
tions over the composition space sampled by the algorithm. In the first set of runs,
we provide the algorithm with larger supercells of the elemental reference struc-
tures, containing eight atoms each, instead of smaller ones containing only four.
The data from this set are shown with blue diamonds in the figure. In the second
set of runs, we use an additional measure of fitness to preferentially select second
parent structures that have compositions similar to those of the first parents, but
provide the algorithm with smaller elemental reference structures containing only
four atoms. These data are shown with red squares. In the third set of searches,
both larger reference structures and composition-dependent fitness were used.
From Fig. 2.4, we see that employing both techniques together produces the
best result, reducing the oversampling of the middle of the composition space.
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Table 2.1: Compositions, space groups and atoms per primitive cell of the ground
states predicted with the EAM potentials. The new phases are given in bold.
Careful relaxation revealed the ground state structures at compositions ZrAl5 and
ZrAl6 to posses higher symmetry than previously reported.
Composition Space group Atoms per cell
Al 194 P63/mmc 2
CuAl 221 Pm3¯m 2
CuAl2 65 Cmmm 3
CuAl5 15 C2/c 12
ZrAl 65 Cmmm 4
ZrAl2 191 P6/mmm 3
ZrAl3 63 Cmcm 8
ZrAl5 164 P3¯m1 6
ZrAl6 166 R3¯m 7
ZrAl8 12 C2/m 9
ZrAl13 1 P1 14
ZrAl15 44 Imm2 16
ZrAl17 1 P1 18
ZrCuAl2 123 P4/mmm 4
However, a significant amount of bias toward the center still exists, and the re-
gions near the endpoints remain undersampled. These effects are consequences
of searching for moderately sized cells (less than 20 atoms on average). If it is
important to thoroughly explore an area of the composition space that tends be
undersampled in full-range searches, performing a partial phase diagram search
is the best way to achieve additional sampling in the region of interest.
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2.3.2 Al-CuAl-ZrAl Partial Phase Diagram
To illustrate searching for partial phase diagrams, we apply the evolutionary
algorithm to the ternary Al-CuAl-ZrAl system, using the same empirical potential
as in section 2.3.1. Tipton et al. searched the full ternary composition space (Al-
Cu-Zr) with a previous version of GASP, and the phase diagram predicted with
the EAM potential contained many ground state structures in the Al-rich region
of the composition space [159]. Using the new version of the algorithm with par-
tial phase diagram searching capability, we explore this part of the composition
space further. We provide the algorithm with structures at the endpoints of the
composition space (Al, CuAl, ZrAl) predicted by Tipton et al. and run the search
for 10,000 objective function evaluations.
Fig. 2.5 shows the convex hull of the EAM potential predicted by the genetic
algorithm. In this region of the ternary phase diagram, the system exhibits several
binary ground states, and also a single ternary one with composition Al2CuZr. Ta-
ble 2.1 contains the compositions and space groups of the predicted EAM ground
state structures. The algorithm recovered the previously predicted ground states,
and it also found new ones with compositions CuAl5 and ZrAln, for n = 13, 15, 17.
The new ground state with composition CuAl5, shown with a green marker in
Fig. 2.5, reveals that the previously predicted ground state with composition
CuAl4 actually lies 25 meV/atom above EAM convex hull. For pure Al, Tipton et
al. found that the EAM potential stabilizes the hcp structure over the experimen-
tal fcc structure [159]. The new EAM ground states found here with compositions
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ZrAln (n = 13, 15, 17) correspond to hcp Al with substitutional Zr impurity atoms;
these are shown with red markers in Fig. 2.5. These structures indicate that Zr
impurity atoms lower the energy relative to the true competing phases, which is
likely an artifact of the parametrization of the EAM potentials. Developing empir-
ical potentials that don’t stabilize unphysical ground states remains an extremely
difficult problem, particularly for multi-component systems, and evolutionary al-
gorithms for structure prediction can be used to identify such issues during the
design phase of the potentials, when they can be more easily corrected [60, 123].
2.3.3 Au Clusters
To demonstrate the cluster searching capability of the evolutionary algorithm,
we apply it to search for Au clusters. The EAM empirical potential of Foiles et al. is
used for the energy calculations [36], and we run 16 genetic algorithm searches for
clusters with fixed numbers of atoms, ranging from 5 to 20. It has been observed
that the number of local minima in the energy landscapes of Lennard-Jones clus-
ters increases exponentially with the number of atoms in the cluster [53, 170], In
case a similar relationship holds for EAM clusters, we increase the computational
budget (number of objective function evaluations) exponentially with cluster size,
ranging from 100 LAMMPS calculations for 5 atom clusters to 3000 LAMMPS cal-
culations for 20 atom clusters. In each search, the genetic algorithm identified the
minimum energy cluster well before exhausting the computational budget.
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Fig. 2.6 shows the minimum energy clusters found by the algorithm, contain-
ing from 5 to 20 atoms. The clusters with 5, 6, 7 and 8 atoms formed trigonal
bipyramidal, octahedral, pentagonal bipyramidal and bicapped octehedral struc-
tures, respectively. The clusters containing from 9 to 11 atoms form a small se-
ries, which can be approximately described as a 7 atom close-packed planar flake
capped with 2, 3 and 4 atoms, respectively. (Note: the 7 atom flake is not actu-
ally planar, but distorted by the capping atoms.) The 12 atom cluster corresponds
to an icosahedron missing a single atom, and the 13 atom cluster forms a perfect
icosahedron. The 14 and 15 atom clusters are similar to an icosahedron, but with
one and two rings containing 6 atoms instead of 5, respectively. The cluster con-
taining 16 to 18 atoms form a series based on the 15 atom structure: instead of a
single capping atom on each end, these structures have 2, 3 and 4 capping atoms
on one end, and just one on the other. The 19 atom structure can be described
as an 8-atom ring surrounding a central atom, with each side capped by a square
pyramid. We observe that the EAM potential stabilizes this 19 atom cluster over
the 19 atom double icosahedral structure by 18 meV/atom. The 20 atom cluster
does not display a high degree of symmetry.
To determine the thermodynamic stability of the clusters, we compare their
energies to that of the ground state bulk phase of Au, which has the fcc crystal
structure. The formation energy relative to the bulk ground state is given by
∆Ef =
Ecluster
Ncluster
− Ebulk
Nbulk
, (2.1)
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where Ecluster and Ebulk are the total energies of the cluster and bulk respectively,
and Ncluster and Nbulk are the numbers of atoms in each structure. Fig. 2.7 shows the
formation energies of the clusters predicted by the EAM potential. The formation
energy monotonically decreases as the cluster size increases, although the rate is
significantly lower for larger cluster sizes.
To evaluate a cluster’s stability relative to those containing one atom more and
less, the second finite difference of the total energy is often considered [66, 32, 40,
46, 174]. For a cluster containing n atoms, this quantity is defined as
∆2E(n) = En−1 + En+1 − 2En, (2.2)
where En−1, En and En+1 are the total energies of the clusters containing n−1, n and
n + 1 atoms, respectively. Fig. 2.8 is a plot of the second finite difference energies
for the clusters predicted by the EAM potential. According to this measure, the 13
atom icosahedral cluster is particularly stable relative to its neighbors in n-space.
We also observe that odd values of n are preferred, for n > 11.
Many authors have studied Au and other noble metal clusters using empirical
potentials. Michaelian et al. and Darby et al. used genetic algorithms to investigate
the Au clusters predicted by the many-body Gupta potential [108, 28, 44]. Several
of the cluster geometries they predict are equivalent to those found here with the
EAM potential of Foiles et al., including the clusters containing 6, 7, 10 and 13
atoms. Doye and Wales used a basin hopping algorithm to explore the energy
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landscapes of Au clusters defined by the Sutton-Chen potential [32, 154]. The
minimum energy clusters they predict for n = 9 − 11, 13 are the same as those
found here. Karabacak et al. used molecular dynamics with slow quenching to
study the minimum energy goemetries of Pd clusters predicted by the Voter-Chen
EAM potential [66, 172]. The Pd clusters containing 5-8, 13, 15, and 17 atoms have
the same geometries as the corresponding Au clusters found here.
It should be noted that several DFT studies have predicted that Au clusters
adopt planar geometries at sizes less than about 7 atoms [46, 43, 174, 195, 186]. Em-
bedded atom empirical potentials, including the one studied here, tend to prefer
high-coordination configurations, and Garcia et al. have noted that they usually
do not describe very small clusters correctly [40]. The EAM potentials of Foiles et
al. were designed to model bulk fcc crystals, and we do not interpret their appar-
ent shortcomings in treating clusters as a reflection of their quality.
2.3.4 Au Wires
We next apply the evolutionary algorithm to search for the structures of Au
nanowires. The EAM potential of Foiles et al. [36] is again used for the energy
calculations, and we run seven searches, with the maximum wire diameter con-
straint ranging from 3 to 9 Å. The number of objective function evaluations and
the constraint on the maximum number of atoms ranged from 1000 to 2500 and
10 to 50, respectively.
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Table 2.2: Maximum diameters and formation energies of the Au wires predicted
with EAM potential.
Maximum diameter (Å) Formation energy (meV/atom)
3 716
4 547
5 433
6 345
7 342
8 292
9 233
Fig. 2.9 illustrates the lowest energy structures found in each search. In the
search for the thinnest wires, the algorithm identified the triangular structure
shown in (a) to have the lowest energy. A similar structure was found in the
search for slightly thicker wires, except it contains four columns of atoms instead
of three, shown in (b). The structure shown in (c) is composed of 5 atom rings
surrounding a central linear chain of Au atoms. We note that this structure cor-
responds to the icasohedral structure reported for 13 atom clusters in Sec. 2.3.3,
except extended indefinitely in one dimension. The next structure, labeled (d) in
the figure, is similar to the previous one, except the outer rings contain 6 atoms
each instead of 5. This structure is similarly related to the minimum energy 15
atom cluster found in Sec. 2.3.3. The last three structures, shown in (e), (f) and (g),
are for thicker wires. We observe that for these thicker wires, the EAM potential
stabilizes close-packed fcc-like structures over the ring structures found for the
thinner wires.
Several authors have experimentally synthesized Au wires with sub-
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nanometer diameters. Kondo et al. report core-shell Au nanowires with diameters
as small as 0.8 nm, with the core adopting the fcc structure (with the [110] direc-
tion oriented along the wire axis), and the shell displaying the hcp structure [69].
In a later study, Kondo et al. report Au nanowires with a helical multi-shell struc-
ture, in which each shell corresponds to a planar triangular lattice folded into a
tube [70]. Identical structures were also reported by Oshima et al. [121]. Bilalbe-
govic´ used molecular dynamics simulations with an EAM potential [33] to study
both finite length [15] and infinite [16] Au nanowires with diameters of 0.9 and 1.2
nm. The wires were initially configured in the fcc structure, with the axis oriented
along the [111], [110] and [100] directions. During the MD simulations, the wires
oriented along the [111] and [100] directions were observed to adopt a multi-shell
structure, while those oriented along the [110] direction displayed a core-shell
morphology, with the core region retaining the fcc structure. Tosatti et al. used
empirical potentials and DFT to study several different multi-shell Au nanowires,
and find that the experimentally observed helical multi-shell structures minimize
the string tension of the wires [162].
The helical multi-shell structures predicted by Oshima et al. have helical
pitches of at least 11 nm [121]. Wires with such large repeat lengths contain many
more atoms than were permitted in the structures considered by genetic algo-
rithm, and so did not reside in the search space. However, the smaller structures
found by the algorithm form shells around the central axis of the wire, indicating
a motif similar to those of the helical structures. We observe that for wires with
diameters greater than 6 Å, the EAM potential favors close-packed structures over
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Table 2.3: Structural information, including space group, lattice parameters a, b
and γ, Wyckoff positions, and formation energy, ∆E f for the predicted 2D phases
of Al2O3. We have used 3D space groups to describe these finite-thickness 2D
structures that lack periodicity in the direction normal to the 2D sheet. In the rep-
resentations given here, the ~c lattice vector is normal to the plane of the 2D sheet.
The vertical components of the general Wyckoff positions are given as distances
from the central plane, and the in-plane components are given as fractions of the
~a and ~b lattice vectors. Symmetry information was obtained with the FINDSYM
software package [150].
Space group a, b (Å) γ (◦) Atomic positions ∆E f (meV/atom)
hexagonal P3m1 (156) 2.939 120 Al 1(a) z = 1.538 Å 186
Al 1(b) z = -1.462 Å
O 1(a) z = -0.180 Å
O 1(b) z = 2.137 Å
O 1(c) z = -2.137 Å
triclinic P1¯ (2) 2.819, 5.214 95.13 Al 2(i) x = 0.412 180
y = 0.146
z = -1.602 Å
Al 2(i) x = -0.171
y = -0.364
z = -1.279 Å
O 2(i) x = -0.332
y = 0.269
z = 0.000 Å
O 2(i) x = 0.305
y = 0.464
z = -2.112 Å
O 2(i) x = -0.118
y = -0.042
z = -2.048 Å
shell structures, at least for the solution space explored here.
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2.3.5 2D Al2O3
To illustrate the ability of the evolutionary algorithm to discover novel struc-
tures of two-dimensional materials, we apply it to search for structures of 2D
Al2O3. We use the Vienna ab initio simulation package (VASP) [75, 71, 73, 74]
with the projector augmented wave (PAW) method to compute DFT total en-
ergies [18]. The Perdew-Burke-Ernzerhof (PBE) generalized-gradient exchange-
correlation functional is used to perform the structural relaxations [124], and we
use a plane-wave energy cutoff of 283 eV and a k-point mesh density of 25 k-points
per Å−1. To limit the computational cost, a single search was performed, and 500
objective function evaluations were used by the algorithm. We constrained the
layer thickness of the 2D structures to 5 Å.
The two lowest energy structures found by the algorithm are shown in
Fig. 2.10. The first structure, labeled (a) in the figure, contains 5 atoms in the unit
cell and corresponds to a buckled hexagonal monolayer stacked on top of a single
layer with the 1T structure. The buckled hexagonal structure has been reported
for silicene [171] and predicted for several group III-V monolayers [214], and some
2D materials have been shown to adopt the 1T structure, including SnS2 [152, 212].
The second structure in the figure contains 10 atoms in the unit cell, and it can be
described as two slightly distorted buckled hexagonal sheets connected by a cen-
tral sublayer of oxygen atoms. Table 2.3 contains the structural information for
these two predicted 2D phases.
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The two predicted structures shown in Fig. 2.10 are nearly degenerate in en-
ergy: we compute their formation energies relative to the ground state bulk struc-
ture of Al2O3 to be within 6 meV/atom of each other, shown in Table 2.3. 2D
materials that have been synthesized as free-standing monolayers usually posses
formation energies below 200 meV/atom relative to their corresponding bulk
phases [143]. Although the formation energies of the 2D phases of Al2O3 pre-
dicted here lie toward the top of that range, their synthesis as free-standing films
may be feasible.
For additional examples of applying the genetic algorithm to predict the struc-
tures of 2D materials, see Refs [132, 144].
2.4 Conclusion
We developed an improved evolutionary algorithm for structure prediction ca-
pable of searching for partial phase diagrams and the structures of clusters, wires
and 2D materials. For searches in which the composition is allowed to vary, we
have improved the sampling of the composition space. We have also redesigned
the algorithm to increase efficiency when running in parallel. Our algorithm uses
default parameter values to mininmize the input needed by the user, and it takes
advantage of existing open-source libraries for structure manipulation and anal-
ysis. We demonstrated the capabilities of the algorithm by applying it to find the
Al-CuAl-ZrAl partial phase diagram predicted by an empirical potential, as well
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as the structures of Au clusters and wires predicted by an EAM potential. We also
use the algorithm, coupled with ab initio total energy calculations, to predict two
new low-energy structures of 2D Al2O3. Based on its efficiency and extended ca-
pabilities, we believe the improved evolutionary algorithm is a useful addition to
the toolbox of computational materials design.
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Figure 2.1: Outline of the evolutionary algorithm, neglecting parallelization. The flowchart in (a) is a high-level description
of the algorithm, where the initial population is the starting group of structures, either generated randomly or provided
to the algorithm, and the pool is the collection of organisms that are allowed to reproduce, representing the current pop-
ulation. In (b), the process of assembling the initial population is shown. The algorithm creates a structure, evaluates its
energy, and adds it to the initial population. This continues until the initial population is full. The pool is comprised of
the promotion set (PS) and the queue (Q), and how it is made from the initial population is shown in (c). The best few
organisms are placed in the promotion set, and the rest are added to the queue. The fitnesses and selection probabilities of
all the organisms in the pool are then computed. The flowchart in (d) illustrates the steps to make an offspring organism.
One or two parent organisms are selected and used to make an offspring organism through one the variations (e.g., mating,
mutation). Once a viable offspring organism has been made, it’s energy is evaluated and it is added to the pool. In (e), the
steps of development and energy evaluation are shown. Development ensures the candidate offspring organism is viable
(by checking the constraints, among other things). If the candidate offspring organism survives development, it is passed
to an external code for structural relaxation and energy evaluation, after which it is developed once more. The flowchart
in (f) illustrates the steps for adding an organism to the pool. The algorithm first checks if an organism is good enough to
go in the promotion set. If so, it is added to the promotion set, and one or more organisms previously in the promotion set
may be demoted and moved to the back of the queue. Otherwise, the offspring organism is added to the back of the queue.
The algorithm then checks how many total offspring organisms have been added to the pool so far. If that number is less
than the specified size of the pool, then the algorithm is still filling up the pool and doesn’t remove any organisms from
it. If the number of added offspring is equal to the specified size of the pool, the algorithm removes the initial population
from the pool by popping as many (N) organisms off the front of the queue as were in the initial population. If the number
of added offspring exceeds the specified size of the pool, then the initial population has already been removed, and only
one organism is removed from the pool (by popping it off the front of the queue), therefore maintaining the pool’s size.
The fitnesses and selection probabilities of all organisms in the pool are then recomputed.
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Figure 2.2: Histogram of the compositions in a binary system that can be sampled
with a group of structures containing up to 10, 20 and 30 atoms, excluding the
endpoints.
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Figure 2.3: Histogram showing the distribution of compositions sampled by the
offspring structures created by the genetic algorithm. Using both species-specific
minimum interatomic distance constraints and composition-dependent volume
scaling reduces non-symmetric bias in the sampling of the composition space.
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Figure 2.4: Histogram showing the distribution of compositions sampled by the
offspring structures created by the genetic algorithm. Using both larger endpoint
reference structures and composition-dependent fitness reduces symmetric bias
in the sampling of the composition space.
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Figure 2.5: Al-CuAl-ZrAl partial ternary phase diagram predicted by the EAM
potentials.
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Figure 2.6: Lowest energy Au clusters containing from 5 to 20 atoms, predicted by
the EAM potential.
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Figure 2.7: Formation energies (relative to fcc Au) of the lowest energy clusters
found by the genetic algorithm, containing from 5 to 20 atoms.
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Figure 2.8: Second finite difference energies of the lowest energy clusters found
by the genetic algorithm.
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Figure 2.9: The lowest energy Au wire structures predicted with the EAM poten-
tial with maximum wire diameter constraints of (a) 3, (b) 4, (c) 5, (d) 6, (e) 7, (f) 8
and (g) 9 Å.
(a) (b) 
Figure 2.10: Top and side views of the 2D phases of Al2O3 predicted by the genetic
algorithm. The structures shown in (a) and (b) display hexagonal and triclinic
symmetries, respectively.
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CHAPTER 3
PREDICTING TWO-DIMENSIONAL MATERIALS WITH A
GRAND-CANONICAL EVOLUTIONARY ALGORITHM
The content of this chapter was previously published in Ref. [132].
3.1 Introduction
Two-dimensional (2D) materials possess properties that are distinct from those
of their bulk counterparts. For example, single-layer MoS2 exhibits a wider and
more direct band gap than bulk MoS2 [101, 148], and single-layer SnS2 has in-
teresting photocatalytic properties lacked by the bulk material [152, 212]. Such
unique physical properties have motivated intense research interest in the field
of 2D materials in the past decade. Proposed applications for 2D materials in-
clude optical sensors [101], nanoelectronics [130], and photocatalysts for water
splitting [152, 212, 143].
Several new single-layer materials have been computationally predicted in
recent years [136, 6, 208, 80]. In one common approach to 2D structure predic-
tion which relies on chemical intuition and substitution, the lattice sites of known
2D crystal structures are decorated with different atomic species [208]. Another
method involves mining databases of bulk crystal structures to identify those with
layered motifs, from which a single layer could potentially be exfoliated [80].
These approaches are quite useful, but since they are based on previously known
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structures, they make assumptions about the structures and compositions of 2D
materials. These assumptions may unnecessarily constrain the search, leaving
other potentially synthesizable single-layer materials awaiting discovery.
Recently, much practical success in the prediction of the structures of clusters
and three-dimensional crystals has been achieved with global optimization tech-
niques, such as evolutionary algorithms [125, 41, 159, 163, 30, 65, 131] and particle
swarm optimization [175]. Some of these methods have been extended to search
for 2D materials. Bahmann and Kortus developed an evolutionary algorithm that
can search for 2D crystals [10], and Zhou et al. extended an evolutionary algo-
rithm to search for 2D structures [198]. Both search for structures with fixed sto-
ichiometry and number of atoms per cell. Luo et al. extended a particle swarm
optimization algorithm to search for fixed stoichiometry 2D structures that are
both completely planar [94] and have finite layer thicknesses [93]. In this work,
we extend our grand-canonical evolutionary algorithm [159] to enable unbiased
searching for the compositions and structures of 2D materials with low formation
energies and finite layer thicknesses.
The details of the grand-canonical evolutionary algorithm for 2D materials are
described in Sec. 3.2. In Sec. 3.3, we demonstrate that the algorithm enables the
prediction of 2D materials structures by applying it to a system at fixed composi-
tion (2D-InP) in Sec. 3.3.1 and then to the composition space of the binary Sn-S and
C-Si materials systems in Secs. 3.3.2 and 3.3.3. The algorithm successfully identi-
fies the known low-energy 2D structures in these materials systems. In addition,
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Figure 3.1: Layer thicknesses of several 2D structures: (a) graphene with a thick-
ness of zero, (b) MoS2, (c) PbO, and (d) the slightly thicker structure of Bi2Te3.
The structures are shown from the side, and the layer thickness is the maximum
vertical distance between atoms in the cell.
it discovers several different 2D structures of InP and a different 2D structure of
C6Si with formation energy below that of previously known 2D structures in this
system.
3.2 Methods
3.2.1 Search space and objective function
The search for novel 2D materials requires the definition of a search space and
an objective function. We define a 2D material to be a crystal with a structure that
is periodic in two dimensions and has a finite extent in the third dimension. The
layer thickness of a 2D material is the maximum vertical distance between atoms
in the structure, as illustrated in Fig. 3.1. Two-dimensional materials display a
range of layer thicknesses, from completely planar structures such as graphene
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and hexagonal boron nitride to thicker structures with multiple sublayers, such
as metal dichalcogenides (three sublayers), group-IV monochalcogenides (four
sublayers), and Bi2Te3 (five sublayers) [101, 148, 140, 157]. To include 2D struc-
tures with different layer thicknesses in our search, we employ a finite-thickness
constraint. Hence, the search space for 2D materials consists of the configura-
tion space of all materials that are periodic in two dimensions and exhibit a finite
thickness in the third dimension.
For the objective function, we propose the formation energy of a 2D material
relative to the bulk ground state phase, as defined by
∆Ef =
E2D
N2D
− E3D
N3D
, (3.1)
where E2D and E3D are the total energies of the 2D and 3D structures, respectively,
and N2D and N3D are the numbers of atoms in the 2D and 3D unit cells [209]. Com-
mon to all synthesized free-standing 2D materials is a low formation energy with
respect to the bulk ground state phase. Three well-known 2D materials illustrate
this point: the formation energy of graphene is only about 56 meV/atom relative
to graphite [147], that of single-layer MoS2 is 77 meV/atom [207], and we calcu-
lated the formation energy of phosphorene to be 112 meV/atom relative to bulk
phosphorous.
Figure 3.2 summarizes the formation energies of many 2D materials, both
predicted and synthesized. We observe that all 2D materials that have
been synthesized as free standing films possess formation energies less than
200 meV/atom [143]. Therefore, we take this as an empirical rule of thumb to de-
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Figure 3.2: Calculated formation energies relative to the bulk of several 2D ma-
terials, both predicted and synthesized. All 2D materials that have been synthe-
sized as free standing films have formation energies below 200 meV/atom, il-
lustrated by the horizontal dashed line. The formation energies were calculated
as follows: graphene [147] and phosphorene [139] with quantum Monte Carlo;
BN [17], MoS2 [17], MoSe2 [17], WSe2 [17], NbTe2 [17] and PbO [17] with the
random-phase approximation (RPA) method; GaSe [211], CrS2 [213], SnS2 [212]
and SnSe [140] with the van der Waals density functional (vdW-DF-optB88);
CdO [210], CaO [210], ZnO [210], GaAs [214], GaSb [214], InAs [214], GaN [214]
and AlN [214] with the PBE functional; and silicene [209] with the local density
approximation (LDA) exchange-correlation functional.
termine whether a 2D material has a realistic chance of being experimentally syn-
thesized without the need for stabilization by a substrate [141, 142]. In Sec. 3.3.1,
we discuss an alternative choice of objective function for 2D structure prediction.
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3.2.2 2D Evolutionary Algorithm
To search for low-energy 2D crystal structures, we modify our grand canon-
ical genetic algorithm for structure and phase prediction (GASP) [159] code by
constraining the layer thickness of the crystal structures considered by the al-
gorithm. In the following, we provide a brief description of the general evo-
lutionary algorithm, and then focus in detail on the changes made for the 2D
search. For a complete description of GASP and some of its applications, see
Refs. [159, 131, 158, 160]. The GASP code is freely available under the GPL v3
license at http://gasp.mse.ufl.edu.
Overview. The evolutionary algorithm starts by generating a population of ran-
dom structures that represent a broad sampling of the solution space. Structures
are evaluated based on their relative formation energies per atom, with lower
energy solutions being more favorable [163]. An offspring generation is then
populated by probabilistically selecting lower energy structures to “reproduce”
through biologically inspired operators such as mutation and mating. The mu-
tation operator randomly perturbs the atomic positions and lattice vectors of the
parent to create an offspring structure, and the mating operator combines spatially
coherent pieces of two parent structures [22, 30, 180, 65, 1, 41, 112], as illustrated
in Fig. 3.3. When enough child structures have been created, they are evaluated
for their fitness and then they make an offspring generation of their own using
the same evolutionary operators. This process continues until some user-defined
stopping criteria are met. Since better solutions are selected more frequently to
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Figure 3.3: Illustration of the mating operator. Sections are sliced from each par-
ent structure, shown on the left, and combined to form an offspring structure.
Supercells are shown for clarity.
reproduce, structural traits associated with low-energy crystals are propagated in
subsequent generations.
Constraints. It is generally advantageous to apply some loose constraints to the
parameters of structures considered by the algorithm. Constraints can guide the
search for structures with particular characteristics of interest, and they can apply
prior knowledge about which structures are likely to have good objective func-
tion values. For example, we know that crystal structures with atoms quite near
to each other (less than about 75% of the equilibrium bond length) will have very
high formation energies, and this knowledge is put to use by enforcing a con-
straint on the minimum interatomic distance. Constraints on the maximum and
minimum lattice vector lengths can help prevent structures with unphysically
large or small aspect ratios from entering the population [126]. The composition,
number of atoms in the unit cell, lattice vector angles and symmetries may also be
constrained.
Structure representation. An evolutionary structure search will be more successful
if structures are represented in the computer in a standardized fashion. This is
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FIG. 3. Illustration of the mating operator. Sections are
sliced from each parent structure, shown on the left, and com-
bined to form an o↵spring structure. Supercells are shown for
clarity.
Constraints. It is generally advantageous to apply some
loose constraints to the parameters of structures consid-
ered by the algorithm. Constraints can guide the search
for structures with particular characteristics of interest,
and they can apply prior knowledge about which struc-
tures are likely to have good objective function values.
For example, we know that crystal structures with atoms
quite near to each other (less than about 75% of the
equilibrium bond length) will have very high formation
energies, and this knowledge is put to use by enforc-
ing a constraint on the minimum interatomic distance.
Constraints on the maximum and minimum lattice vec-
tor lengths can help prevent structures with unphysically
large or small aspect ratios from entering the population.
The composition, number of atoms in the unit cell, lattice
vector angles and symmetries may also be constrained.
Structure representation. An evolutionary structure
search will be more successful if structures are repre-
sented in the computer in a standardized fashion. This
is because the mating operator is more likely to produce
viable o↵spring if the parent structures are represented
similarly.13 In addition, it is easier to identify duplicate
structures if each structure has a unique representation.
The application of constraints (discussed above) to the
lattice vector lengths and angles is one way to help stan-
dardize how structures are represented. Another useful
method is the Niggli cell reduction algorithm,39 which
essentially transforms the representation of a structure
such that its unit cell is closest to a cube.
Modifications for 2D structure search. To facilitate
searching for 2D structures, we make three modifications
to our evolutionary algorithm: (i) We impose a constraint
on the layer thickness of structures, (ii) we modify the
structure representation to be suitable for 2D materials,
and (iii) we add a vacuum layer to the structures for the
energy evaluation. Fig. 4 illustrates these modifications
made to GASP to search for 2D structures.
First, a new constraint is imposed on the layer thick-
ness of structures, which limits the search to the 2D
regime. This constraint is an input parameter, so the
user may change it to search for thinner or thicker struc-
tures as considered appropriate for the given material
system. The algorithm checks all structures it generates
against this new constraint, both before and after struc-
tural relaxation.
The second modification involves how 2D structures
are represented. Once a new structure is created, the
algorithm rotates the cell such that lattice vector ~a is
parallel to the cartesian x-axis and lattice vector ~b lies in
the (x, y) plane. Since 2D materials are not periodic in
the third dimension and have a finite thickness, no lattice
vector along the third dimension is required. However,
for compatibility with energy codes that are designed for
3D crystal structures, it is convenient to select a ~c-lattice
vector that is normal to the (~a,~b) plane. This is achieved
by replacing the ~c-lattice vector with its component along
the cartesian z axis. The ~c-lattice vector is fixed during
structural relaxation to reduce the computational cost of
the relaxation, avoid collapse of the vacuum region, and
to prevent a sheet from sliding relative to its periodic
images during relaxation, which could lead to spurious
minima.
Our choice of the ~c-lattice vector also improves the suc-
cess of the mating operator, which combines slices of unit
cells that are taken parallel to one of the cell facets.13,17
When the ~c-lattice vector is normal to the 2D material
structure, the slice plane is always either parallel or per-
pendicular to the plane of the 2D sheet in both parent
structures, increasing the chances that the result will also
correspond to a valid 2D structure.
When applying the Niggli cell reduction39 to 2D struc-
tures, the reduced cell must correspond to a 2D structure.
This means that the algorithm should only transform the
~a and ~b lattice vectors and, furthermore, ~a and ~b should
remain in the x-y plane. To achieve this in practice, we
simply increase the magnitude of the ~c lattice vector to
an arbitrary large value before passing the cell to the
Niggli reduction algorithm. After reduction, the ~c lattice
vector is returned to its original magnitude.
The final modification is related to the evaluation of
the energy of the 2D structures using codes that are de-
signed for 3D bulk structures and employ periodic bound-
ary conditions. Before passing a newly created 2D struc-
ture to an external code for relaxation and energy calcu-
lation, the algorithm sets the ~c lattice parameter of the
unit cell such that the spacing between periodic images
of the 2D material are su ciently separated by vacuum
to prevents spurious interactions between the periodic
images.
C. Density-functional Calculations
To accurately relax the 2D candidate structures and
determine their energy, we perform density-functional
theory (DFT) calculations with the Vienna ab initio sim-
ulation package (VASP).40,41 The interactions between
valence electrons and ionic cores are described by the
projector-augmented wave method.42,43 Tab. I summa-
rizes the DFT parameters required to converge the en-
ergy to an accuracy of 1 meV/atom for the three consid-
ered materials systems. The convergence was performed
using a maximum cuto↵ energy for the plane-wave ba-
sis set of 700 eV, a k-point density of 70 per A˚ 1, and
Figure 3.4: Modifications made to GASP to prepare a candidate 2D structure for
an energy calculation. First the structure is rotated to lie within the x-y plane
and a ~c lattice vector normal to the plane is chosen. The algorithm then applies
Niggli cell reduction to obtain the most cubic representation of the structure. The
reduced structure is checked against the constraints, including the layer thickness
constraint. If it passes, vacuum padding is added to the cell before it is relaxed
and its energy evaluated by an external code. Afterwards, the vacuum padding is
removed from the relaxed cell, Niggli cell reduction is applied, and the constraints
are checked again before it is added to the offspring generation.
because the mating operat r is more likely to produce viable offspring if the par-
ent tructures are rep esented similarly [159]. In addition, it is easier to identify
duplicate structures if each structure has a unique representation. The application
of constraints (discussed above) to the lattice vector lengths and angles is one way
to help standardize how structures are represented. Another useful method is the
Niggli cell reduction algorithm [76], which essentially transforms the representa-
tion of a structure such that its unit cell is closest to a cube.
Modifications for 2D structure search. To facilitate searching for 2D structures, we
make three modifications to our evolutionary algorithm: (i) We impose a con-
straint on the layer thickness of structures, (ii) we modify the structure represen-
tation to be suitable for 2D materials, and (iii) we add a vacuum layer to the struc-
tures for the energy evaluation. Figure 3.4 illustrates these modifications made to
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GASP to search for 2D structures.
First, a new constraint is imposed on the layer thickness of structures, which
limits the search to the 2D regime. This constraint is an input parameter, so the
user may change it to search for thinner or thicker structures as considered ap-
propriate for the given material system. The algorithm checks all structures it
generates against this new constraint, both before and after structural relaxation.
The second modification involves how 2D structures are represented. Once a
new structure is created, the algorithm rotates the cell such that lattice vector ~a is
parallel to the cartesian x-axis and lattice vector ~b lies in the (x, y) plane. Since 2D
materials are not periodic in the third dimension and have a finite thickness, no
lattice vector along the third dimension is required. However, for compatibility
with energy codes that are designed for 3D crystal structures, it is convenient
to select a ~c-lattice vector that is normal to the (~a, ~b) plane. This is achieved by
replacing the ~c-lattice vector with its component along the cartesian z axis. The
~c-lattice vector is fixed during structural relaxation to reduce the computational
cost of the relaxation, avoid collapse of the vacuum region, and to prevent a sheet
from sliding relative to its periodic images during relaxation, which could lead to
spurious minima.
Our choice of the ~c-lattice vector also improves the success of the mating op-
erator, which combines slices of unit cells that are taken parallel to one of the cell
facets [159, 131]. When the ~c-lattice vector is normal to the 2D material struc-
ture, the slice plane is always either parallel or perpendicular to the plane of the
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2D sheet in both parent structures, increasing the chances that the result will also
correspond to a valid 2D structure.
When applying the Niggli cell reduction [76] to 2D structures, the reduced cell
must correspond to a 2D structure. This means that the algorithm should only
transform the ~a and ~b lattice vectors and, furthermore, ~a and ~b should remain in
the x-y plane. To achieve this in practice, we simply increase the magnitude of
the ~c lattice vector to an arbitrary large value before passing the cell to the Niggli
reduction algorithm. After reduction, the ~c lattice vector is returned to its original
magnitude.
The final modification is related to the evaluation of the energy of the 2D struc-
tures using codes that are designed for 3D bulk structures and employ periodic
boundary conditions. Before passing a newly created 2D structure to an external
code for relaxation and energy calculation, the algorithm sets the ~c lattice param-
eter of the unit cell such that the spacing between periodic images of the 2D mate-
rial are sufficiently separated by vacuum to prevent spurious interactions between
the periodic images.
3.2.3 Density-functional Calculations
To accurately relax the 2D candidate structures and determine their energy,
we perform density-functional theory (DFT) calculations with the Vienna ab ini-
tio simulation package (VASP) [75, 74]. The interactions between valence elec-
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Table 3.1: Parameters of the DFT calculations to converge the energy within
1 meV/atom for the three materials systems under consideration.
System Cutoff energy k-points density Vacuum padding
(eV) (Å) (Å)
InP 300 35 16
Sn-S 550 55 12
C-Si 500 50 12
trons and ionic cores are described by the projector-augmented wave (PAW)
method [18, 72]. The core electron states described by the PAW potentials are
1s2 for C, 1s22s22p6 for Si, P, and S, [Kr]4d10 for Sn, and [Kr] for In. Table 3.1 sum-
marizes the values of the DFT parameters used for the three considered materials
systems. For each system, the energy was converged to within 1 meV/atom for
each parameter relative to the energy obtained with a maximum reference value
of the parameter. The maximum reference values for the cutoff energy, plane-
wave basis set and vertical vacuum padding were 700 eV, a k-point density of 70
per Å−1, and 20 Å, respectively. All structural relaxations during the evolutionary
algorithm search used the Perdew-Burke-Ernzerhof (PBE) approximation for the
exchange-correlation functional [124]. Following the structure search, we perform
structural relaxations and calculate the energies of all 2D structures found by the
algorithm, as well as of the known ground-state bulk structures, using the compu-
tationally more demanding non-local vdW-DF-optB88 exchange-correlation func-
tional [31, 134, 67]. This accurately accounts for the dispersion interactions that
are important for the layered bulk structures of some of the materials. The ~c lat-
tice vector is kept fixed during all structural relaxations.
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For all structure searches, the number of atoms in the simulation cell was al-
lowed to vary. Equilibrium bond lengths were obtained by relaxing the known
ground state bulk structures in each system, and these were used to calculate val-
ues for the minimum interatomic distance constraints, as discussed in Sec. 3.2.2.
For the InP 2D structure searches, we fixed the stoichiometry of all structures en-
countered in the search to In:P = 1:1 and employed an upper bound of 12 atoms in
the cell to limit the size of the search space and the computational cost of the DFT
calculations. To explore the energy landscape as a function of layer thickness, we
carried out a total of five evolutionary algorithm structure searches for InP, each
with a successively larger layer thickness constraint, ranging from 2 to 6 Å. In each
search, the algorithm was stopped after 500 successful structural relaxations and
subsequent energy calculations. For the Sn-S and C-Si structure searches, we al-
lowed the stoichiometry to vary between the pure elements, and 1000 relaxations
and energy calculations were performed in the structure search for each of these
materials systems. For the Sn-S search, we chose a layer thickness constraint of
4 Å, which is slightly larger than the layer thicknesses of the known 2D structures
in this system. Structures were permitted with up to 15 atoms in the cell. For
the C-Si search, we used a fairly conservative layer thickness constraint of 2 Å be-
cause the prevously predicted 2D structures in this system have all been nearly
or completely planar. The known elemental 2D structures of planar hexagonal
graphene and buckled hexagonal silicene, with layer thicknesses of 0.00 Å and
0.45 Å, respectively, were provided to the algorithm in the initial generation. Up
to 12 atoms per cell were allowed in the C-Si search.
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Table 3.2: Structural parameters and formation energies of six low-energy 2D InP
materials and the lowest energy C-Si material found by the evolutionary algo-
rithm. We have used 3D space groups to describe these finite-thickness 2D struc-
tures that lack periodicity in the direction normal to the 2D sheet. In the repre-
sentations given here, the ~c lattice vector is normal to the plane of the 2D sheet.
Symmetry information was obtained with the FINDSYM software package [150].
Space group a (Å) b (Å) c (Å) Atomic positions ∆E f (meV/atom)
InP (i) P3m1 (156) 4.209 4.209 3.146 In 1(b) z = −0.413 571
P 1(c) z = 0.413
InP (ii) Pmn21 (31) 4.095 6.057 5.210 In 2(a) y = 0.290, z = −0.447 484
P 2(a) y = −0.388, z = 0.250
InP (iii) Abm2 (39) 4.902 6.770 5.547 In 4(c) y = 0.214, z = 0.299 421
P 4(c) y = 0.340, z = −0.234
InP (iv) P3¯m1 (164) 4.240 4.240 6.317 In 2(d) z = 0.322 356
P 2(d) z = −0.206
InP (v) P-1 (2) 5.039 5.979 7.414 In 2(i) x = 0.459, y = −0.316, z = −0.175 322
In 2(i) x = 0.461, y = 0.179, z = −0.186
P 2(i) x = −0.047, y = 0.424, z = −0.374
P 2(i) x = −0.209, y = 0.165, z = −0.488
InP (vi) C2/m (12) 7.115 12.572 8.278 In 8(j) x = 0.322, y = 0.351, z = −0.343 310
In 4(i) x = 0.375, z = −0.244
P 8(j) x = 0.311, y = 0.341, z = 0.335
P 4(i) x = 0.289, z = 0.157
C6Si (ii) Cmm2 (35) 16.600 2.456 2.842 C 4(d) x = 0.400, z = 0.404 414
C 4(d) x = −0.229, z = 0.282
C 4(d) x = −0.142, z = 0.346
Si 2(b) z = −0.282
3.3 Results and Discussion
3.3.1 Indium Phosphide
Bulk indium phosphide is a direct gap semiconductor and occurs in the
zincblende crystal structure [61]. A novel tetragonal structure of 2D InP was re-
cently proposed by Zhuang et al., and its formation energy was calculated to be
comparable to that of the 2D buckled hexagonal structure previously proposed
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(i)! (iv)! (vi)!
(a)  Formation Energies! (b)  Surface Energies !
(ii)! (iii)! (v)!
Figure 3.5: Structure search for 2D InP. In both plots, the small blue diamonds
indicate 2D structures found by GASP, and the larger red symbols correspond to
2D structures that were obtained by taking slabs from high symmetry planes of
the bulk InP structure. The large red star near the center of each plot represents
the previously proposed tetragonal structure [214]. In (a), the formation ener-
gies of the 2D structures with respect to the bulk phase is plotted vs their layer
thicknesses. The blue line connects the lowest energy structures found by the al-
gorithm at various thicknesses. Several structures that lie on this line are labeled
(i) through (v) in both plots. In (b), the surface energies of the 2D structures are
plotted vs their area densities. The three horizontal dashed lines designate the cal-
culated surface energies of three facets of the bulk material. Top and side views of
the low-energy 2D structures (i) to (vi) found by the algorithm are shown below
the plots.
by S¸ahin et al. [214, 136]. Tong et al. [161] predicted a new 2D structure of InP
to be lower in energy than both the buckled hexagonal and tetragonal structure,
and Susuki [155] recently reported a novel 2D structure of InP with the same layer
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thickness as the structure reported by Tong et al. and nearly degenerate forma-
tion energy. To determine if other low-energy 2D InP structures exist, we em-
ploy the evolutionary algorithm to do several 2D structure searches with varying
layer thickness constraints. Figure 3.5 displays the results of these 2D structure
searches.
Since we are searching for 2D materials, we can treat the layer thickness as
a second objective function that we seek to minimize (that is, in addition to the
formation energy). The set of solutions that optimize the tradeoff between layer
thickness and formation energy form the Pareto front for this system. These struc-
tures are connected by a blue line in Fig. 3.5(a), which shows the formation energy
versus layer thickness.
Several low formation energy structures that lie on the Pareto front are shown
in Fig. 3.5 below the plots, labeled (i) through (vi). The buckled hexagonal struc-
ture shown in Fig. 3.5(i) was previously proposed by S¸ahin et al. [136] and was also
recovered by relaxing a monolayer from the (111) plane of the bulk crystal. The
orthorhombic structure shown in Fig. 3.5(ii) has been reported by Tong et al. [161]
and is also obtained by relaxing a bilayer from the (110) plane of the bulk crystal.
The structure labeled Fig. 3.5(iii) has orthorhombic symmetry and eight atoms in
the cell, and the hexagonal bilayer structure in Fig. 3.5(iv) is equivalent to two
stacked buckled hexagonal structures, with one inverted. The triclinic structure
shown in Fig. 3.5(v) has eight atoms per cell, and Fig. 3.5(vi) is a more complex
bilayer structure with monoclinic symmetry and 12 atoms in the cell. Table 3.2
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contains the parameters for these six structures. The previously proposed tetrag-
onal structure [214] is also shown, and it is located above the Pareto front.
We compare the results of the structure searches with an alternative approach
to generating candidate 2D materials, in which thin slabs from the bulk structure
are relaxed. Slabs of the bulk zinc-blende structure from the (100), (110), and (111)
planes were padded with vacuum and relaxed, and the resulting 2D structures
are shown as red symbols in Fig. 3.5. The low energy of several of the relaxed
slabs of the bulk material shows that this simple approach can efficiently provide
useful candidates for the prediction of novel 2D structures – it recovered two low
formation energy structures lying on the Pareto front of this system. However,
this technique misses the lowest energy structures available at higher thicknesses,
labeled (iii) - (vi) in Fig. 3.5(a).
All of the 2D InP structures found by the evolutionary algorithm have forma-
tion energies greater than 300 meV/atom, indicating that synthesizing them as
free standing films is unlikely [143]. However, it may be possible to stabilize some
of them on appropriate substrates [141].
As can be seen in Fig. 3.5(a), the lowest formation energy found by the algo-
rithm continuously decreases as the layer thickness increases. In other words,
thicker slabs tend to be thermodynamically favored, and the bulk structure is
the thermodynamic ground state. We expect most materials systems to follow
this general pattern. For this reason, formation energy relative to the bulk is not
an ideal objective function when searching for physically-realizable 2D materials,
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and we must enforce a layer thickness constraint (see Sec. 3.2 B) to prevent the
algorithm from finding ever-thicker structures.
A possible solution to this issue is to use the surface energy of 2D structures as
the objective function. The surface energy of a 2D material is given by
γ =
N2D
2A
∆Ef , (3.2)
where N2D is the number of atoms in the 2D cell, A = |~a × ~b| is the area of the (~a, ~b)
facet of the 2D cell, and ∆E f is the formation energy relative to the bulk of the
2D material. Our definition of surface energy is motivated by considering slabs
cut from a bulk crystal. For thick slabs, γ corresponds to the surface energy of the
bulk material. For thinner slabs (with layer thickness less than about 10 Å), surface
reconstructions are no longer constrained to match the underlying bulk structure,
and additional reconstructions can occur through the interactions between the top
and bottom surfaces. The 2D structure with the most optimal objective function
value, as defined in Eq. (2), corresponds to the lowest-energy reconstruction.
Figure 3.5(b) shows the surface energies of all 2D InP structures found by the
algorithm versus their area densities. The choice of area density is motivated by
experimental considerations as it is an experimentally accessible growth parame-
ter, in contrast to the layer thickness. For this reason, and to provide an additional
perspective of the 2D InP structures, we plot the surface energy as a function of
area density rather than layer thickness. First of all, the six low-energy structures,
i.e., Figs. 3.5(i) - 3.5(vi), also display low surface energies. Second, as can be seen in
the figure, there are two minimums in surface energy with respect to area density,
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one around 0.14 atoms/Å2 and a second one at about 0.27 atoms/Å2. The struc-
tures near the low-density minimum correspond to single-layer structures, while
the higher-density minimum is composed of structures that are better described
as bilayer structures.
We note that the lowest surface energies in Fig. 3.5(b) are about 40 meV/Å2,
which is roughly four times the values calculated by T. Bjo¨rkman et al. for many
transition metal dichalcoginides, whose bulk structures comprise weakly bonded
layers [17]. The structure of bulk InP forms a 3D bonded network and lacks lay-
ered motifs, which is likely responsible for the high surface energies of the 2D
structures. Due to their high surface energies, it may not be feasible to synthesize
these 2D InP structures as free-standing films, although perhaps stabilization on
substrates is viable.
Overall, the surface energy provides an alternative objective function that does
not require imposing a thickness constraint during the evolutionary algorithm
search for 2D materials. This objective function could be extended to variable
composition 2D structure searches as well.
3.3.2 Tin-Sulfur 2D Phase Diagram
The grand-canonical evolutionary algorithm enables the search for both com-
position and structure of unknown materials. To test this capability, we apply the
algorithm to the binary Sn-S system, which exhibits two previously studied 2D
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materials, SnS and SnS2, at intermediate composition. A two-dimensional struc-
ture of SnS2 with potential application as a photocatalyst for water splitting has
recently been synthesized by Sun et al. [152] and computationally characterized
by Zhuang et al. [212]. Tritsaris et al. and Singh et al. predicted the electronic
properties of single layer SnS, and calculated the binding energy between adja-
cent layers to be only 56 meV per unit cell [166] and the formation energy to be
144 meV/atom [140].
To find the lowest energy structures across the composition range, we use the
phase diagram searching mode of the evolutionary algorithm, as described by
Tipton et al. [159]. Two main modifications to the algorithm are required to search
for low-energy structures and compositions across a phase diagram. First we per-
mit structures with arbitrary stoichiometries in the search. Second, the objective
function is replaced; instead of using the energy per atom, the objective function is
now defined as a structure’s vertical distance from the lowest convex hull known
to the algorithm.
Figure 3.6 shows the energies of the 2D structures in the Sn-S system found
by the evolutionary algorithm relative to the energies of the ground state struc-
tures of bulk Sn and S. To visualize the formation energy of the 2D structures
with respect to the bulk Sn-S phases at all compositions, the convex hull of the
bulk structures is shown as well. The evolutionary algorithm recovers both the
high [133] and low [190, 202] buckled hexagonal structures of stanene, labeled (i)
and (ii), respectively. The known 2D structures of SnS and SnS2 were also recov-
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ered by the algorithm. 2D SnS occurs in the distorted rocksalt structure [166, 140]
and 2D SnS2 displays the 1T structure common to many transition-metal dichalco-
genides [212]. These two structures have the lowest formation energy relative to
the bulk phase of any of the 2D structures found by the algorithm in this system.
The lowest energy structure of pure S found by the algorithm is not a 2D structure
at all, but rather consists of rows of 1D polymeric chains lying in a plane. This
structure is shown in Fig. 3.6(v).
3.3.3 Carbon-Silicon 2D Phase Diagram
Graphene has been the subject of intense research since it was first successfully
synthesized by Novoselov et al. [110]. Two-dimensional silicon, or silicene, has
also garnered attention more recently [171, 7, 45, 86]. In addition, nanosheets
of SiC have been experimentally reported [85], and two different structures of
buckled SiC monolayers have been predicted by Menon et al. [107]. Li et al. [83]
and Zhou et al. [197] have predicted completely planar structures of single-layer
SiC2. Because of the potential existence of several 2D structures in the C-Si system,
we studied it using a 2D phase diagram search. We seeded the algorithm only
with the known structures of planar hexagonal graphene and buckled hexagonal
silicene in the initial generation. No other known 2D structures were provided.
Figure 3.7 shows the energies of the 2D structures in the C-Si system found by
the evolutionary algorithm relative to the energies of the ground state structures
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of bulk C and Si. Similar to Fig. 3.6 for the Sn-S system, we show the convex
hull of the bulk and 2D C-Si structures. Planar hexagonal graphene is labeled
as Fig. 3.7(i). The lowest energy C-Si structure found by the algorithm, labeled
Fig. 3.7(ii), consists of nanoribbons of graphene joined by rows of Si atoms. The
parameters for this structure are given in Table 3.2.
The structures labeled Figs. 3.7(iii) - 3.7(vi) have all been previously reported in
the literature and were all recovered by our evolutionary algorithm. Figure 3.7(iii)
is a structure of C2Si, which consists of Si atoms bonded to four C atoms in a
plane; this structure was predicted by Li et al. [83]. A lower energy planar hexag-
onal structure of C2Si, labeled Fig. 3.7(iv), was predicted by Zhou et al. [197]. A
planar hexagonal structure of CSi is labeled as Fig. 3.7(v); Menon et al. [107] pre-
dicted a slightly buckled version of this structure. We found that the buckled
version does not correspond to a local minimum in the energy landscape defined
by the Hamiltonian (VASP-PBE) used in our study. Another lower energy planar
hexagonal structure of CSi, consisting of alternating C and Si atoms, is labeled
as Fig. 3.7(vi); Lin [85] reported the synthesis of nanoflakes consisting of a few
layers of this structure. The structure of buckled hexagonal silicene is labeled as
Fig. 3.7(vii).
With the exception of graphene, all of the 2D structures shown in Fig. 3.7 lie
at least 400 meV/atom above the convex hull of the bulk system. We also note
that the convex hull for 2D structures in this system is significantly skewed with
respect to the bulk convex hull. A comparison of the calculated formation ener-
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gies of the structures at the endpoints of the 2D convex hull illustrates this point:
graphene has a formation energy of only 69 meV/atom, while silicene has a for-
mation energy of 754 meV/atom. Due to this gradient in thermodynamic insta-
bility across the composition range, we predict that carbon-rich 2D structures in
this system hold the most promise for experimental synthesis.
Examining more closely the carbon-rich 2D structures found by the evolution-
ary algorithm, we identify three families of low-energy structures in this region
of the phase diagram; representative members are illustrated in Fig. 3.8. Each of
the three families corresponds to a different Si defect in graphene, with the mem-
bers of a family having different defect densities. Figures 3.8(a) and 3.8(b) show
that the first two defects are substitutional Si atoms, either isolated or arranged in
rows. Figure 3.8(c) shows that the third defect consists of 1D chains of fourfold
coordinated Si atoms; each Si atoms is bonded to two other Si atoms along the
straight chain and two C atoms. This defect interrupts the hexagonal graphene
lattice and leads to out-of-plane distortions.
To analyze the formation of these defects, we consider the defect formation
reaction
Cn + Sim 
 CnSim, (3.3)
where Cn represents n carbon atoms forming graphene, Sim represents m silicon
atoms forming bulk diamond cubic silicon, and CnSim stands for the defective
graphene structure, containing n carbon atoms and m silicon atoms. Given the
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reaction above, we determine the defect formation energy per Si atom as
∆E fdef =
E(CnSim) − mE(Si) − nE(C)
m
, (3.4)
where E(CnSim) is the total energy of the defective graphene structure, E(Si) is the
energy per atom of bulk silicon, and E(C) is the energy per atom of graphene.
Figure 3.9 shows the formation energies per Si atom as a function of Si fraction
for the three types of defects in graphene identified with the evolutionary algo-
rithm. Using the leftmost two data points in each curve, we estimate the formation
energies of the isolated defects by linearly extrapolating to zero Si fraction. The
resulting estimates of the defect formation energies are 4.4 eV/Si for an isolated
substitutional Si atom, 3.6 eV/Si for a row of substitutional Si atoms, and 1.8 eV/Si
for a chain of fourfold coordinated Si atoms. Interestingly, the formation energies
of both 1D Si defects are lower than that of isolated Si substitutions, confirming
the previously observed tendency of Si defect atoms to cluster in graphene [153].
In addition, the 1D defect formed by a chain of four-fold coordinated Si atoms
exhibits a significantly lower formation energy than the substitutional Si defects.
These results demonstrate that the evolutionary algorithm can be employed to
discover defect structures in 2D materials.
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3.4 Conclusion
We developed a grand canonical evolutionary algorithm for discovering low-
energy structures in the emergent class of 2D materials. The algorithm enables
both fixed and variable composition structure searches for 2D materials with fi-
nite thickness. The constraint on the layer thickness of the 2D structures in the
search is tunable by the user. We applied the algorithm to search for 2D structures
of InP, and it recovered the known buckled hexagonal structure, as well as several
other bilayer structures with lower formation energies. We further carried out
variable composition searches on the Sn-S and C-Si binary systems, and the algo-
rithm recovered the previously reported 2D structures in both of these systems.
For the C-Si system, the algorithm also finds several structures corresponding to
Si defects in graphene, including two 1D defects with formation energies below
that of a substitutional Si atom in graphene. Based on these successes, we believe
the evolutionary algorithm for structure prediction is a useful tool to take the first
step toward the computational discovery and design of novel 2D materials.
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(iv) SnS2!
(iii) SnS!(i) LB Sn! (ii) HB Sn!
(v) S!
Figure 3.6: Results of the search for 2D structures in the Sn-S system. The black
circles denote the ground state bulk structures, and the lines connecting them form
the convex hull for the bulk system. The light blue shading indicates the region
less than 200 meV/atom above the bulk convex hull. The blue diamonds denote
2D structures found by the evolutionary algorithm, and the blue line segments
form the convex hull for the 2D structures. The red diamonds, labeled (i) - (iv),
denote 2D structures that have previously been reported in the literature. Top and
side views of the structures labeled in the plot are shown below.
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(i) C! (ii) C6Si! (iii) C2Si!
(iv) C2Si! (v) CSi! (vi) CSi! (vii) Si!
Figure 3.7: Results of the search for 2D structures in the C-Si system. The symbols
have the same meanings as in Fig. 3.6. The structures labeled (i) - (vii) in the plot
are illustrated below. For the completely planar structures (i) and (iii)-(vi), side
views are omitted.
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(a)! (b)! (c)!
Figure 3.8: Examples of three types of Si defects in graphene found by the evo-
lutionary algorithm. The structures in (a) and (b) are completely planar and can
be described as graphene with substitutional Si atoms. In (a), the substitutional
Si atoms are located as far from each other as possible, while in (b) they are ar-
ranged in rows. In (c), the defect consists of 1D chains of fourfold coordinated Si
atoms that are bonded to each other and two C atoms,with a slight distortion of
the planarity of the graphene sheet.
Figure 3.9: Defect formation energies per Si atom for three types of defects found
by the evolutionary algorithm in graphene, as a function of Si concentration.
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CHAPTER 4
GENETIC ALGORITHM PREDICTION OF TWO-DIMENSIONAL
GROUP-IV DIOXIDES
Much of the content of this chapter was previously published in Ref. [144].
4.1 Introduction
Two-dimensional (2D) crystalline materials exhibit a periodic structure in two
dimensions and a finite extent in the third dimension [208, 143, 132]. These materi-
als are of great interest as they maximize their surface area, display large quantum
confinement, and exhibit different symmetries compared to their bulk counter-
parts [208, 109]. Quantum confinement generally increases the band gap of 2D
materials compared to corresponding bulk materials [208, 109]. This leads, for
example, to increased photocatalytic activity in 2D SnS2 compared to the bulk
material [152, 212] and enhanced photoluminescence in single-layer MoS2 due
to its direct band gap [101, 148]. Several non-piezoelectric bulk materials lose
their inversion symmetry when reduced to 2D form and thus become piezoelec-
tric [19, 185, 213]. As a consequence, 2D materials potentially have a wide variety
of applications in opto-electronic devices, sensing applications, and energy con-
version technologies [111, 104, 190].
Many materials systems exhibit metastable 2D phases. Computational tech-
niques such as density-functional theory (DFT) offer a way to rapidly determine
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(b) Rutile (a) α-Quartz  (c) Bi-tetrahedral  
(d) 1T (e) Monoclinic 
Figure 4.1: Bulk crystal structures of (a) α-quartz SiO2 and (b) rutile AO2 (A = Ge,
Sn, Pb) and 2D structures of (c) bi-tetrahedral SiO2, (d) 1T AO2 (A = Ge, Sn, Pb)
and (e) monoclinic GeO2.
the stability of hypothetical 2D materials and characterize their properties to iden-
tify potentially useful 2D phases. As an example, DFT previously predicted
the 2D phase of GaN and its stability and structural relaxation on various sub-
strates [214, 141, 142]. Recently, 2D GaN was synthesized in experiments and
shown to exhibit the predicted buckled structure [11].
A key step in the discovery of 2D materials is structure determination. A
common technique for identifying the structure of a 2D material is to isolate a
slab from a low energy plane of the material’s bulk structure [208, 5]. This ap-
proach works very well for materials with layered structural motifs, such as van
der Waals bonded layered materials, where the 2D structure is often just a single
layer of the bulk phase, but it fails for a material such as SiO2, which has recently
been synthesized in both crystalline and amorphous 2D forms [84, 87, 59]. Figs. 4.1
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Figure 4.2: 2D structure searches for the (a) Sn-O and (b) Pb-O systems. The black
circles denote the ground state bulk structures, and the lines connecting them form
the bulk convex hull. The light blue shading indicates the region less than 200
meV/atom above the bulk convex hull. The blue diamonds denote 2D structures
found by the genetic algorithm, and the blue line segments form the convex hull
for the 2D structures. The algorithm found the same three low-energy structures
on the 2D convex hull of each system, shown in each plot and labeled (i) - (iii).
(a) and (c) show that the structure of 2D SiO2 is fundamentally different from that
of α-quartz [59].
In this work, we identify the low-energy 2D structures of group-IV dioxides
using the Genetic Algorithm for Structure Prediction (GASP) code [159, 131, 132].
Coupled with accurate DFT methods, GASP efficiently explores a material’s mul-
tidimensional potential energy surface. GASP has been successfully applied to
predict low-energy structures for various bulk and 2D systems including In-P, Sn-
S and C-Si [132, 158, 160]. We show that the 2D group-IV dioxides AO2 (A = Ge,
Sn, Pb) exhibit monoclinic and 1T structures with low formation energies relative
to competing bulk phases.
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Figs. 4.1(a) and (b) show the ground state bulk structures of the group-IV diox-
ides. The thermodynamically stable phase for bulk SiO2 is α-quartz (space group
P3221) [79], while GeO2, SnO2, and PbO2 occur in the rutile structure (space group
P42/mn) [20, 27]. In α-quartz, Si is four-fold and O is two-fold coordinated. In the
rutile phase, the cations are six-fold and O is three-fold coordinated.
4.2 Methods
4.2.1 Density-Functional Calculations
We employ the Vienna Ab-initio Simulation Package (VASP) [75, 71, 73, 74]
for all DFT calculations using the projector augmented wave (PAW) method [18].
The structural relaxations are performed with the Perdew-Burke-Ernzerhof (PBE)
generalized-gradient exchange-correlation functional [124]. A plane-wave energy
cutoff of 500 eV and a k-point mesh density of 30 k-points per Å−1 ensures conver-
gence of the energy to 1 meV/atom. For the 2D materials, a vacuum spacing of
10 Å reduces the interaction between layers to about 1 meV/atom.
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4.2.2 2D Structure Search
We use the genetic algorithm for structure and phase prediction (GASP) [159,
132] to identify the low-energy 2D structures of the AO2 compounds (A = Si,
Ge, Sn, Pb). The genetic algorithm starts with an initial population of random
structures that broadly samples the solution space. The structures are relaxed
and low-energy structures are preferentially selected as parents to create child
structures using genetic operators such as mutation and mating. When enough
child structures have been created, they in turn are selected to make offsprings
of their own. This process continues until some user-defined stopping crite-
ria are met. The GASP code is freely available under the GPL v3 license at
https://github.com/henniggroup.
In the 2D structure searches, the number of atoms is allowed to vary, and we
use an upper limit of 15 atoms per cell. The layer thickness of the 2D materials is
constrained to 4 Å. For the Sn-O and Pb-O systems, we employ the phase diagram
searching mode of the algorithm, which allows the stoichiometry to vary, and
we stop the searches after 1000 structure relaxations. For the 2D SiO2 and GeO2
searches, we fix the stoichiometry and use a stopping criterion of 500 structure
relaxations.
For the 2D SiO2 and GeO2 systems we perform secondary structure searches
in which the initial population is seeded with the bi-tetrahedral structure, as well
as the low-energy structures found in the first searches. For the second GeO2
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Figure 4.3: Formation energies of the 1T , bi-tetrahedral and monoclinic 2D struc-
tures for SiO2, GeO2, SnO2 and PbO2. The monoclinic structure of SiO2 relaxes to
the bi-tetrahedral structure.
search, we also seed the initial population with the low-energy structures found
in the second SiO2 search. We impose a more liberal layer thickness constraint of
6 Å for these secondary searches, and to speed up the structural relaxations, we
use the default cutoff energies and a k-point mesh density of only 20 k-points per
Å−1. We then re-relax the best third of the resulting structures with the converged
parameters (500 eV cutoff energy and 30 k-points per Å−1 k-point mesh density).
135
Table 4.1: Structure information, including lattice parameter, a, b and γ, space
group, Wyckoff positions, formation energy, ∆E f , and cation Bader charge, Q for
the 2D group-IV dioxide structures. We have used 3D space groups to describe
these finite-thickness 2D structures that lack periodicity in the direction normal to
the 2D sheet. In the representations given here, the ~c lattice vector is normal to
the plane of the 2D sheet. The vertical components of the general Wyckoff posi-
tions are given as distances from the mirror plane, and the in-plane components
are given as fractions of the ~a and ~b lattice vectors. Symmetry information was
obtained with the FINDSYM software package [150].
Space group a, b (Å) γ (◦) Atomic positions ∆E f (meV/atom) Q (e)
Bi-tetrahedral P6/mmm (191) 5.325, 5.325 120.0 Si 4(h) z = 1.627 Å 26 3.22
SiO2 O 2(d)
O 6(i) z = 2.162 Å
Monoclinic C2/m (12) 5.746, 8.897 90.0 Ge 8(j) x = 0.529 86 2.23
GeO2 y = 0.189
z = −1.620 Å
O 4(h) y = 0.775
O 4(i) x = 0.372
z = 1.533 Å
O 8(j) x = 0.757
y = 0.290
z = 2.477 Å
1T SnO2 P3¯m1 (164) 3.225, 3.225 120.0 Sn 1(b) 151 2.22
O 2(d) z = 1.015 Å
1T PbO2 P3¯m1 (164) 3.408, 3.408 120.0 Pb 1(b) 87 1.74
O 2(d) z = 1.075 Å
4.3 Results
4.3.1 2D Structure Prediction
Fig. 4.2 shows the energies of the 2D structures found by the genetic algorithm
in the Sn-O and Pb-O binary systems relative to the ground state structures of bulk
Sn or bulk Pb, respectively, and O2. The genetic algorithm identifies the same three
structures on the 2D convex hulls in both systems: (i) the high buckled hexago-
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nal Sn and Pb structure, which was previously reported [133], (ii) the tetragonal
litharge structure, which was previously predicted for both SnO and PbO [140],
and (iii) the 1T structure, which is the lowest energy structure of several other 2D
dichalcogenides, such as 2D SnS2 [212], but not yet reported for 2D oxides.
In the first 2D GeO2 structure search, the algorithm finds the 1T structure to
have the lowest energy, Fig 4.1 (d). However, in the second search, in which the
initial population is seeded with the bi-tetrahedral and other low-energy struc-
tures, the algorithm finds a lower energy structure with monoclinic symmetry,
shown in Fig. 4.1(e). Some other low energy GeO2 structures with energies only
slightly larger than that of the monoclinic structure are also identified, however,
the phonon dispersion of these structures reveals that they are dynamically un-
stable (see supplementary materials).
Similarly, in the first 2D SiO2 search, the lowest energy structure found by the
algorithm is not the experimentally observed bi-tetrahedral structure, but rather
an orthorhombic structure with higher energy (see supplementary materials). In
the second, seeded search, the algorithm uncovers two other low-energy 2D SiO2
structures, that are energetically unfavorable compared to the bi-tetrahedral struc-
ture and are also dynamically unstable (see supplementary materials).
As mentioned above, the genetic algorithm did not succeed in finding the low-
est energy 2D structures of SiO2 and GeO2 in the first searches. We speculate
that due to their open character, these structures pose a difficult challenge for the
genetic algorithm. In particular, it is unlikely for features as large as the open
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vacuum regions in the bi-tetrahedral structure, which have a diameter of about
6 Å, to appear in randomly generated structures because the fractional atomic
coordinates are drawn from a uniform distribution. Furthermore, such a large
irreducible feature will probably not easily arise in the subsequent populations.
The genetic operators work by combining and perturbing local structural motifs
of parents to create offspring, so if no parent structure contains a particular irre-
ducible trait, it is unlikely to appear in the offspring.
We have shown that if prior knowledge about the system of interest is avail-
able, it can be used to overcome the difficulty of finding structures with large
irreducible features by seeding the initial population with known structures pos-
sessing those features.
4.3.2 Energetic Stability
We examine the energetic stability of all 2D group-IV dioxides, SiO2, GeO2,
SnO2 and PbO2, in the two low-energy 2D structures discovered by the genetic
algorithm, 1T and monoclinic, and the experimental bi-tetrahedral SiO2 struc-
ture by comparing their formation energies relative to the competing bulk phases,
∆Ef = E2D/N2D−E3D/N3D, where E and N are the energies of and numbers of atoms
in the respective phases. Fig. 4.3 illustrates the computed formation energies of
these 2D materials. We note that the lowest energy structure of 2D SiO2 is the
experimental bi-tetrahedral structure. The lowest energy structure of GeO2 is the
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monoclinic structure and that of SnO2 and PbO2 is the 1T structure, both found
by the genetic algorithm. In the monoclinic structure, Ge is four-fold coordinated,
unlike the bulk rutile structure, which is six-fold coordinated. For the other group-
IV dioxides, the coordination of the cations in the lowest-energy 2D structures is
the same as in their bulk counterparts.
Table 4.1 summarizes the formation energies and structural parameters of
the lowest energy 2D structure of each dioxide. The monoclinic structure of
GeO2 and the 1T structures of SnO2 and PbO2 all have formation energies below
200 meV/atom, similar to those of already synthesized 2D materials [132, 143].
This indicates promise for experimental synthesis of 2D GeO2, SnO2 and PbO2 as
free-standing films.
4.4 Conclusion
In summary, we have used a genetic algorithm for structure prediction cou-
pled with density-functional theory calculations to identify the structures of the
2D group-IV dioxides. We confirm that 2D SiO2 is most stable in its experimen-
tally determined bi-tetrahedral structure and predict that 2D SnO2 and PbO2 ex-
hibit the 1T structure. For 2D GeO2, we predict a new monoclinic structure, as
well as several other nearly degenerate structures. Their low formation energies
(< 151 meV/atom) indicate that it should be possible to synthesize them as free
standing layers or on substrates.
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CHAPTER 5
CONCLUSIONS
We have presented a review of evolutionary algorithms for structure predic-
tion. Many choices are possible when designing evolutionary algorithms, and we
have reviewed several of them and discussed how they can affect performance.
We also presented a summary of the available codes that implement evolution-
ary algorithms for structure prediction and reviewed their applications to various
bulk materials systems.
We then described our improved evolutionary algorithm for structure predic-
tion, with an emphasis on the extended capabilities and improvements we have
implemented. These include searching for structures with subperiodic geome-
tries, including clusters, wires and 2D materials. We have also improved the load
balancing of the algorithm when running in parallel by adopting a scheme in
which offspring structures are created continually. This approach makes more
efficient use of computational resources and significantly reduces the wall time
needed to search the energy landscapes of ab initio Hamiltonians. For phase di-
agram searches, we have improved the algorithm’s sampling of the composition
space, reducing bias both toward one end or another of the allowed range of com-
positions, and also toward the center of the composition space. We have also ex-
tended the algorithm to enable searching for partial phase diagrams. This has
the potential to substantially reduce the computational cost of phase diagram
searches in cases where the researcher is interested in only a restricted range of
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compositions.
Next we described several applications of the evolutionary algorithm to 2D
materials. Coupled with ab initio total energy calculations, we have used the al-
gorithm to explore the 2D systems of InP, C-Si and Sn-S phase diagrams, and
group-IV dioxides. The algorithm identified several new 2D structures of InP,
and it found two 1D Si defects in graphene with formation energies below that of
isolated substitutional Si atoms. When applied to 2D group-IV dioxides, the al-
gorithm predicted that 2D PbO2 and SnO2 adopt the 1T structure, while 2D GeO2
adopts a new structure with monoclinic symmetry. All three of these predicted 2D
structures have low formation energies (< 200 meV/atom) relative to the ground
state bulk structures. This is significant because, in contrast to the bulk structures
of several known 2D materials (e.g., graphene), bulk group-IV dioxides do not
posses layered structural motifs. This study therefore demonstrated the useful-
ness of the evolutionary algorithm in predicting low-energy 2D materials in cases
where the corresponding 3D bulk structures do not provide obvious clues as to
what structure a single layer might adopt.
There exist several areas of potential improvement. By far the most compu-
tationally expensive part of an ab initio structure search are the DFT calculations.
We are currently implementing a machine learning surrogate model that utilizes
more of the information produced in the course of a DFT relaxation, such as the
structure and energy at each ionic step. The idea is to train the surrogate model
during the search and use it to obtain cheap estimates of candidate structures’ fi-
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nal energies. The more unfavorable candidates can then be screened out to avoid
wasting expensive DFT relaxations on them. Another avenue of development are
alternative objective functions for non-bulk systems. For inherently metastable
wires and 2D materials, string tension and surface energy, respectively, may be
better choices for the objective function. More complex interfaces, such as surface
reconstructions and grain boundaries, present further areas of potential develop-
ment.
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APPENDIX A
COMPOSITION-DEPENDENT FITNESS FOR IMPROVED COMPOSITION
SPACE SAMPLING
In phase diagram searches, the cut-and-splice mating operation tends to pro-
duce offspring structures with compositions between those of the two parents.
Over time, this causes the population of structures to drift toward the middle
regions of the composition space, leaving the more extreme compositions (those
closer the endpoints of the composition space) under-sampled. To address this
problem, we modify the selection probabilities such that two parent structures are
likely to have similar compositions.
Before we can select parent structures with similar compositions, we need a
general method of determining the distance between points in composition space.
That is, we need a distance metric for composition spaces with an arbitrary num-
ber of dimensions. We observe that a phase diagram with n endpoints may be
considered to be the portion of the L1 norm unit sphere that lies in the positive
orthant of an n-dimensional space, where each dimension corresponds to the frac-
tion of an endpoint of the composition space. Fig. A.1 illustrates this idea for
binary and ternary phase diagrams.
We note that the L1 norm satifies the requirements of a distance metric in com-
position space. For example, consider a ternary phase diagram with endpoint
compositions A, B and C, as shown in Fig. A.1(b). Any point in the composition
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space may be expressed in terms of the fractions of A, B and C, and the endpoints
themselves can be defined by the following vectors:
A = (1, 0, 0) B = (0, 1, 0) C = (0, 0, 1) (A.1)
Consider the distance between A and B, that is, the distance between two of the
endpoints of the composition space. Using the L1 norm as the distance metric, we
have
||A − B||1 = ||(1,−1, 0)||1 = |1| + | − 1| + |0| = 2
Similarly, the distance between A and C is
||A − C||1 = ||(1, 0,−1)||1 = |1| + |0| + | − 1| = 2
Now consider the distance between A and a point P halfway between B and C.
That is,
P =
1
2
(B + C) =
(
0,
1
2
,
1
2
)
We know that the distance between A and P must be equivalent to the distance
between A and B (and A and C) because composition P contains none of end-
point A. That is, P is orthogonal to A (just like B and C). Computing the distance
between A and P using the L1 norm, we have
||A − P||1 =
∣∣∣∣∣∣∣∣∣∣(1,−12 ,−12
)∣∣∣∣∣∣∣∣∣∣
1
= |1| +
∣∣∣∣∣ − 12
∣∣∣∣∣ + ∣∣∣∣∣ − 12
∣∣∣∣∣ = 2
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Figure A.1: Illustration of the composition space for (a) binary and (b) ternary
systems. In the binary system, the composition space ranges from pure A to pure
B, and is shown by the blue line, which is the part of the L1 norm unit circle that
lies in the positive quadrant. In the ternary system, the composition space has
three endpoints: pure A, B and C. The three blue lines outline the shaded region
that represents the ternary composition space, and each line comprises a binary
composition space between two of the endpoints. The ternary composition space
corresponds to the part of the three-dimensional L1 norm unit sphere that lies in
the positive octant.
which is the desired result.
It is convenient to normalize the distances between points in the composition
space such that the maximum possible distance between points is 1. From the
examples above, we see that this can be achieved by dividing the L1 norm distance
by 2. So in general, we take the distance between any two compositions X and Y
in a composition space to be
dXY =
1
2
||X − Y||1
We note that this normalization holds for composition spaces of arbitrary dimen-
sion.
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Figure A.2: Composition fitness as a function of composition in a binary system
relative to first parent organisms with three different compositions: AB, AB4 and
pure B. We note that when the first parent organism is located at an endpoint of the
composition space, the composition fitnesses of other organisms at that endpoint
are set to zero.
Now that we have a way to compute the distances between points in compo-
sition space, we may return to the original problem of preventing the population
from drifting toward intermediate compositions. Our approach is to select the
first parent organism in the standard way, and then to modify the selection prob-
abilities of the remaining organisms such that those with compositions closer to
that of the first parent are more likely to be selected.
After selecting the first parent organism, we assign fitness values to the re-
maining organisms in the population relative to the first parent. The fitness of an
organism relative to the first parent organism is defined by
frel = wcomp fcomp + (1 − wcomp) freg (A.2)
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where freg is the regular fitness of the organism (i.e., based on it’s objective func-
tion value), and fcomp is the composition fitness of the organism relative to the
composition of the first parent:
fcomp = 1 − d
where d is the normalized distance in composition space between the organism
and the first parent. We note that like the regular fitness, the composition fit-
ness ranges from 0 to 1. An exception to how the composition fitness is computed
arises when the first parent happens to lie at an endpoint of the composition space.
In that case, the composition fitnesses of other organisms with the same composi-
tion are set to zero. This is done to prevent the algorithm from oversampling the
endpoint compositions (the regions that are undersampled tend to be the compo-
sitions that are near to the endpoints, but not the endpoints themselves). Fig. A.2
illustrates the composition fitnesses of organisms in a binary system for several
different compositions of the first parent organism.
From Equation A.2, we see that the relative fitness is the weighted average of
the regular fitness and the composition fitness, where wcomp is the weight assigned
to the composition fitness and lies in [0, 1]. So in order to compute relative fit-
nesses, we must choose a value for wcomp. If the first parent organism is located
near a region of the composition space that tends to be under-sampled, we would
like the eventual offspring structure to lie in that region as well. Therefore, we
should choose the second parent such that it has a composition close to that of the
first, which can be achieved by increasing wcomp. On the other hand, if the first
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Figure A.3: Weight assigned to the composition fitness as a function of the com-
position of the first parent organism in a binary system. The weights are shown
for three different choices of the parameters wmax and p in Equation A.3.
parent organism is located in a region of the composition space that tends to be
over-sampled, it is not as important that the offspring structure also be located
in that region. In this case we are relatively indifferent to the composition of the
second parent, which is expressed by using a small value for wcomp.
To apply these considerations, the value we assign to wcomp depends on the
composition of the first parent organism. In particular, we use a power law rela-
tion:
wcomp = wmaxdp (A.3)
where wmax is the maximum value of wcomp (at the endpoints), and d is the distance
between the composition of the first parent organism and the center of the compo-
148
sition space; this distance is normalized so that the distance between an endpoint
and the center of the composition space is 1. p is the power that determines how
wcomp decreases upon moving away from an endpoint of the composition space.
Fig. A.3 shows the values of wcomp versus composition for several different choices
of wmax and p in a binary system.
Once the relative fitnesses of all the organisms have been obtained, their se-
lection probabilities are computed in the standard way, except using the relative
fitnesses instead of the regular fitnesses. A second parent organism is then chosen
based on these new selection probabilities.
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