Abstract. We determine the type of the zeta functions and the range of the dimensions of the moduli spaces of finite flat models of two-dimensional local Galois representations over finite fields. This gives a generalization of Raynaud's theorem on the uniqueness of finite flat models in low ramifications.
Introduction
Let K be a p-adic field of absolute ramification index e with the residue field k for p > 2. We consider a two-dimensional continuous representation V F of the absolute Galois group G K over a finite field F of characteristic p. We assume that V F arises as the generic fiber of a finite flat group schemes over O K , which we call a finite flat model of V F . If e < p − 1, the finite flat model of V F is unique by Raynaud's result [Ray, Theorem 3.3.3] . In general, there are finitely many finite flat models of V F , and these appear as the F-rational points of the moduli space of finite flat models of V F , which we denote by GR V F ,0 . It is natural to ask about the dimension of GR V F ,0 . In this paper, we determine the type of the zeta functions and the range of the dimensions of the moduli spaces. The main theorem is the following.
Theorem. Let d V F = dim GR V F ,0 , and Z(GR V F ,0 ; T ) be the zeta function of GR V F ,0 . We put n = [k : F p ]. Then followings are true.
(1) After extending the field F sufficiently, we have
for some m i ∈ Z such that m dV F > 0. (2) If n = 1, we have
If n ≥ 2, we have 0 ≤ d V F ≤ n + 1 2 e p + 1 + n − 2 2 e + 1 p + 1 + e + 2 p + 1 .
Here, [x] is the greatest integer less than or equal to x for x ∈ R. Furthermore, each equality in the above inequalities can happen for any p-adic field K.
Raynaud's result says that if e < p − 1 then GR V F ,0 is one point, that is, zerodimensional and connected. If e < p−1, the above theorem also implies that GR V F ,0 is zero-dimensional. So it gives a dimensional generalization of Raynaud's result for two-dimensional Galois representations. We note that the connectedness of GR V F ,0 is completely false in general.
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Notation. Throughout this paper, we use the following notation. Let p > 2 be a prime number, and k be the finite field of cardinality q = p n . The Witt ring of k is denoted by W (k). Let K 0 be the quotient field of W (k), and K be a totally ramified extension of K 0 of degree e. The ring of integers of K is denoted by O K , and the absolute Galois group of K is denoted by G K . Let F be a finite field of characteristic p. The formal power series ring of u over F is denoted by F [[u] ], and its quotient field is denoted by F((u)). Let v u be the valuation of F((u)) normalized by v u (u) = 1, and we put v u (0) = ∞. For x ∈ R, the greatest integer less than or equal to x is denoted by [x] .
Preliminaries
First of all, we recall the moduli spaces of finite flat models constructed by Kisin in [Kis] .
Let V F be a continuous two-dimensional representation of G K over F. We assume that V F comes from the generic fiber of a finite flat group scheme over O K . The moduli space of finite flat models of V F , which is denoted by GR V F ,0 , is a projective scheme over F. An important property of GR V F ,0 is the following Proposition. Proposition 1.1. For any finite extension F ′ of F, there is a natural bijection between the set of isomorphism classes of finite flat models of V F ′ = V F ⊗ F F ′ and GR V F ,0 (F ′ ).
Proof. This is [Kis, Corollary 2.1.13 ].
Let S = W (k) [[u] ], and O E be the p-adic completion of S[1/u]. There is an action of φ on O E determined by Frobenius on W (k) and u → u p . We choose elements π m ∈ K such that π 0 = π and π p m+1 = π m for m ≥ 0, and put K ∞ = m≥0 K(π m ). Let ΦM OE ,F be the category of finite O E ⊗ Zp F-modules M equipped with φ-semilinear map M → M such that the induced O E ⊗ Zp F-linear map φ * (M ) → M is an isomorphism. We take the φ-module M F ∈ ΦM OE ,F that corresponds to the G K∞ -representation V F (−1). Here (−1) denotes the inverse of the Tate twist.
The moduli space GR V F ,0 is described via the Kisin modules as in the following.
and let ǫ σ ∈ k((u)) ⊗ Fp F be the primitive idempotent corresponding to σ. Take
Here we regard φ as the p-th power Frobenius, and use the convention that σ n+i = σ i . In the following, we often use such conventions. Then we have φ(ǫ σi ) = ǫ σi+1 and φ :
n , we write
if there is a basis {e
We use the same notation for any sublattice M F ⊂ M F similarly. Here and in the following, we consider only sublattices that are S ⊗ Zp F-modules. Finally, for any sublattice M F ⊂ M F with a chosen basis {e
n , the module generated by the entries of
with the basis given by these entries is denoted by B · M F . Note that B · M F depends on the choice of the basis of M F . We can see that if
n with respect to a given basis, then we have
with respect to the induced basis.
Lemma 1.3. Suppose F ′ is a finite extension of F, and
Proof. The condition x 1 = x 2 is equivalent to the condition that there exists B = (
for all i. It is further equivalent to the condition that
for all i. The last condition is equivalent to the desired condition.
× and a positive integer m such that (q + 1) ∤ m. Conversely, for each positive integer m such that (q + 1) ∤ m, there exists an absolutely irreducible representation V F as above.
Proof. The first statement is [Ima, Lemma 1.2] , and the second statement follows from the proof of [Ima, Lemma 1.2] . We have used the assumption F q 2 ⊂ F in this Lemma.
Main theorem
Proof. Let M 0,F be the lattice of M F generated by the basis giving
with respect to the basis induced from the given basis of M 0,F ′ . We put
we have e−ps i +s i+1 ≤ e and pt i −t i+1 ≥ 0 for all i, so we get s i , t i ≥ 0 for all i.
We are going to show that 1 − ps i − t i+1 ≥ 0 for all i. We assume that 1 − ps i0 − t i0+1 < 0 for some
has no term of degree 1−ps i0 −t i0+1 . So we get r i0+1 −s i0+1 ≥ e − 1 ≥ 0. Take an index i 1 such that r i1 − s i1 is the maximum. We note that
. This is a contradiction. Thus we have proved that 1 − ps i − t i+1 ≥ 0 for all i, and this is equivalent to that s i = 0 and 0 ≤ t i ≤ 1 for all i.
We assume t i = 1 for some i. Then we have t i = 1 for all i, because pt i−1 −t i ≥ 0 for all i. We show that r i ≤ −1 for all i. We take an index i 2 such that r i2 is the maximum, and assume that r i2 ≥ 0. Then we have r i2+1 = pr i2 + e > r i2 , because
This is a contradiction. So we have r i ≤ −1 for all i. Then we may assume v i = 0 for all i by Lemma 1.3. Now we have
Thus we have proved s i = t i = 0 for all i. Then we have r i ≤ 0, because 
In the following two Propositions, we give the maximum of the dimensions of the moduli spaces. We put
Proposition 2.2. We assume V F is not absolutely irreducible, and write e = (p + 1)e 0 + e 1 for e 0 ∈ Z and 0 ≤ e 1 ≤ p. Then the followings are true.
(1) There are
, and if n ≥ 2 and
Here, e 0,i = e 0 if i is odd, and e 0,i = e 0 + 1 if i is even.
Proof. Extending the field F, we may assume that V F is reducible. Let M 0,F be a lattice of M F corresponding to a point of GR V F ,0 (F). Then we take and fix
and this is a disjoint union by Lemma 1.3.
We note that
We are going to examine the condition for (v i ) 1≤i≤n ∈ F ′ ((u)) n to give a point of
Extending the field F, we may assume that
and only if
, and note that
We define an
We note that N a,b,
We take a basis of N a,b,F over F. This basis gives bijections (
F , and gives a morphism f a,b :
. Then we have (1) and
From now on, we are going to examine
for 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1, and
In the above definitions, v i is on the i-th component.
and consider the map
We can easily check that this map is injective. So we
We are going to show that we can replace a
and further equivalent to the condition that there does not exists m ∈ Z such that min e − a
If the above condition is satisfied, then
In the remaining case, that is the case where a
Next we show that
By the definition of T a,b,i , we have
Combining this with the definition of S a,b,i , we get
and equality happens if and only if in the following two cases:
• min
This shows (A i ) for all i.
Further, we examine the case where equality holds in the above inequality, assuming l = 1. In this case, we have that min{a
By the previous argument, we have
Thus we have proved that
We are going to show (2). Firstly, we treat (a). We note that e 0 +e 1 −pl+1 ≤ e 0 − p(l−1)−2 in the case where 0 ≤ e 1 ≤ p−3, and that e 0 +e 1 −pl+1 ≤ e 0 −p(l−1)−1 and e 0 − (p − 1)e 1 + 1 ≤ e 0 − 1 in the case where e 1 = p − 2. Then (A i ) and
We assume that d 
So we get r 0,i ≤ e 0 + 1 for all i. 
At last, we treat (c). In this case, we note that e 0 + e 1 − pl + 1 = e 0 − p(l − 1) + 1 and e 0 −(p−1)e 1 +1 ≤ e 0 −5. Then (A i ) and (B i ) for all i implies d for all i. Take an index i 3 such that r 1,i3 is the maximum. Then we have
So we get r 1,i ≤ e 0 + 2 for all i.
If a i + b i − e ≤ 0, we have r 1,i ≥ e 0 + 1 by b i − pr 1,i < 0 and pe 0 ≤ b i . If a i + b i − e > 0, we have r 1,i ≥ e 0 + 1 by b i − pr 1,i < a i + b i − e and a i ≤ e 0 + p. So we have e 0 + 1 ≤ r 1,i ≤ e 0 + 2 for all i.
By n ≥ 2, there is an index i 4 such that |S a,b,i4 | + |T a,b,i4 | = e 0 + 1. Then we have e 0 + 1 ≤ min (e − a i4 )/p, b i4 /p by (⋆). We are going to prove that if e 0 + 1 ≤ min (e − a i )/p, b i /p , then |S a,b,i+1 | + |T a,b,i+1 | = e 0 and e 0 + 1 ≤ min (e − a i+1 )/p, b i+1 /p . If we have proved this claim, we have a contradiction by considering i 4 .
We assume that e 0 + 1 ≤ min (e − a i )/p, b i /p . Then we have e 0 − 1 ≤ a i ≤ e 0 , pe 0 + p ≤ b i ≤ pe 0 + p + 1 and e 0 − 1 ≤ |S a,b,i+1 | ≤ e 0 . If |S a,b,i+1 | = e 0 , we have a i = e 0 and b i = pe 0 + p. However, this contradicts pr i − r i+1 = b i − a i , because pr i − r i+1 = (p − 1)e 0 + p by e 0 + 1 ≤ r i , r i+1 ≤ e 0 + 2. So we have |S a,b,i+1 | = e 0 − 1 and |T a,b,i+1 | = 1. Let m be the unique element of T a,b,i+1 . By the definition of T a,b,i+1 , we have
For a = (e 0,i ) 1≤i≤n and b = p(2e 0 + 1 − e 0,i ) 1≤i≤n , we have
This shows that
Proposition 2.3. We assume V F is absolutely irreducible, and write e = (p+1)e 0 + e 1 for e 0 ∈ Z and 0 ≤ e 1 ≤ p. Then the followings are true.
(1) There are m i ∈ Z for 0 ≤ i ≤ d V F such that m dV F > 0 and
for all sufficiently large extensions F ′ of F. (2) (a) In the case e 1 = 0, we have d V F ≤ ne 0 − 1. In this case, if
Proof. Extending the field F, we may assume that
. . , α n 0 0 α n for some α i ∈ F × and a positive integer m such that (q + 1) ∤ m, by Lemma 1.4. Let M 0,F be the lattice of M F generated by the basis giving the above matrix expression.
For any finite extension
By the Iwasawa decomposition, any sublattice of M F ′ can be written as
We put
and this is a disjoint union by Lemma 1.3. Later, we will show that there are only finitely many (a, b) such that
and put
Then we have
n , and we put r i = −v u (v i ). Then we have
with respect to the induced basis, and
Naturally, we consider the second equality only in the case
We call this fact (♦). We assume that there exists (r 
This contradicts that V F is absolutely irreducible. If r 2 > e/(p − 1), we have that a i − r i+1 = b i − pr i < 0 for 2 ≤ i ≤ n and r i > e/(p − 1) for all i by the condition (C 2 ), and that a 1 = b 1 − pr 1 − r 2 < 0 by the condition (C 1,+ ). This contradicts (♦), and we have r 2 ≤ e/(p − 1). This shows
First, we treat the case where 0 ≤ a 1 ≤ e and 0 ≤ b 1 ≤ e. In this case, the condition u e M F ′ ⊂ (1 ⊗ φ) φ * (M F ′ ) ⊂ M F ′ is equivalent to the condition that max{pr 1 + r 2 , pr 1 , r 2 } ≤ min{e − a 1 , b 1 } and (C 2 ). We put
by Lemma 1.3. We fix (R 1 , R 2 ) ∈ I a,b . Then the condition that r 1 = R 1 and r 2 = R 2 implies
if and only if max{r 1 , 0} = R 1 , max{r 2 , 0} = R 2 and (C 2 ).
We assume
, we have the following two cases:
(i) There are 2 ≤ n 2 < n 1 ≤ n + 1 and R i ∈ Z for 3 ≤ i ≤ n 2 and n 1 ≤ i ≤ n such that
for 2 ≤ i ≤ n 2 − 1 and n 1 ≤ i ≤ n, and
(ii) There are R i ∈ Z for 3 ≤ i ≤ n such that
We note that (ii) includes the case n = 1. We define an
by Lemma 1.3. This gives a morphism
in the case where R 1 > 0, R 2 > 0 and (i) holds true, and
in the other case, such that f a,b,R1,R2 (F ′ ) is injective and the image of
Later, we will define GR V F ,0,a,b,R1,R2 (F ′ ) and d a,b,R1,R2 in the case max{−a 1 , b 1 − e} > 0, and get
after extending the field F sufficiently. From now on, we are going to examine d a,b,R1,R2 to evaluate d V F . First, we treat the case n = 1. In this case, we have
We have to eliminate the possibility of equality in the case e 1 = 0. In this case, if we have d a,b,R1,R2 = e 0 , then a 1 = 0 and b 1 = (p + 1)e 0 . This contradicts (♦).
We can check that if e 1 = 0, a 1 = 0, b 1 = e − 1 and R 1 = R 2 = e 0 − 1, then d a,b,R1,R2 = e 0 − 1, and that if e 1 = 0, a 1 = 0, b 1 = (p + 1)e 0 + 1 and
So we may assume n ≥ 2. We put
for 3 ≤ h ≤ n + 1. We can easily check that this map is injective. So we have
2 ,i | ≤ 1 for all i as in the proof of Proposition 2.2. We can also show that
| ≤ e 0 + e 1 − pl + 1 for i = 1, and that
| ≤ e 0 − (p − 1)e 1 + 1 for 2 ≤ i ≤ n − 1 as in the proof of Proposition 2.2. By the same argument, we can show that
2 ,2 | ≤ e 0 − (p − 1)e 1 , using the followings:
Firstly, we treat the case where 0 ≤ e 1 ≤ p − 1, that is, (a) or (b). We note that e 0 + e 1 − pl + 1 ≤ e 0 − p(l − 1) − 1 in the case 0 ≤ e 1 ≤ p − 2, and that e 0 + e 1 − pl + 1 = e 0 − p(l − 1) and e 0 − (p − 1)e 1 + 1 ≤ e 0 − 3 in the case e 1 = p − 1. Then (A i ) for all i and (B i ) for i = 1 implies
So we get the desired bound, if 1 ≤ e 1 ≤ p − 1. In the case e 1 = 0, we have to eliminate the possibility of equality. In this case, if we have equality, we get that 1≤i≤n |S a,b,R1,R2,i | + |T a,b,R1,R2,i | is the maximum and |S a,b,R1,R2,i | + |T a,b,R1,R2,i | = e 0 for all i by (A i ) for all i. Then we have
by the followings:
and |S a,b,R1,R2,i | ≥ e 0 − 1 for i = 2. Now we have a 1 = 0 and b 1 = (p + 1)e 0 by R 1 = R 2 = e 0 . We show that |T a,b,R1,R2,i | = 0 for 3 ≤ i ≤ n. We assume that |T a,b,R1,R2,i0 | = 1 for some i 0 = 1, 2, and let m be the unique element of T a,b,R1,R2,i0 . Then, by the definition of T a,b,R1,R2,i0 , we have
This contradicts the possibilities of a i0−1 , a i0 , b i0−1 and b i0 . The same argument shows that |T a,b,R1,R2,1 | = 0. Now we have |S a,b,R1,R2,i | = e 0 for all i, and that
We can check that if e 1 = 0, a 1 = 0, b 1 = (p+1)e 0 −1, R 1 = e 0 , R 2 = e 0 −1, a i = e 0 and b i = pe 0 for 2 ≤ i ≤ n, then d a,b,R1,R2 ≥ 1≤i≤n |S a,b,R1,R2,i | = ne 0 − 1. We can check also that if 1 ≤ e 1 ≤ p−1, a 1 = 0, b 1 = (p+1)e 0 +1, R 1 = e 0 , R 2 = e 0 +1, a i = e 0 and b i = pe 0 for 2 ≤ i ≤ n, then d a,b,R1,R2 ≥ 1≤i≤n |S a,b,R1,R2,i | = ne 0 .
Secondly, we treat (c). In this case, we note that e 0 +e 1 −pl +1 = e 0 −p(l −1)+1 and e 0 − (p − 1)e 1 + 1 ≤ e 0 − 5. Then (A i ) for all i and (B i ) for i = 1 implies
So we get the desired bound.
We can check that if e 1 = p, a 1 = 0, b 1 = (p+1)e 0 +1, R 1 = e 0 , R 2 = e 0 +1, a i = 2e 0 + 1 − e 0,i and
Next, we consider the remaining case, that is, the case where max{−a 1 , b 1 − e} > 0. In this case,
We note that if n = 1, then pr 1 + r 2 = b 1 − a 1 contradicts (♦) because r 1 = r 2 . So we may assume n ≥ 2. We put
by Lemma 1.3. Extending the field F, we may assume that GR V F ,0,a,b,R1,R2 (F ′ ) = ∅ if and only if GR V F ,0,a,b,R1,R2 (F) = ∅ for each (R 1 , R 2 ) ∈ I a,b , (a, b) ∈ Z n × Z n and any finite extension F ′ of F. We fix (R 1 , R 2 ) ∈ I a,b , and assume
for 2 ≤ j ≤ n + 1, and define (v *
for 2 ≤ j ≤ n + 1. This is well-defined by the above remark. We put
Then we can check that N * a,b,R1,R2,F ′ is an F ′ -vector space and that N * Theorem 2.5. Let Z(GR V F ,0 ; T ) be the zeta function of GR V F ,0 . Then the followings are true.
(1 − |F| i T )
−mi
Furthermore, each equality in the above inequalities can happen for any p-adic field K.
Proof. This follows from Proposition 2.1, Proposition 2.2, Proposition 2.3 and Remark 2.4.
