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The response of four dimensional quantum field theories to a Weyl rescaling of the
metric in the presence of local couplings and which involve a, the coefficient of the
Euler density in the energy momentum tensor trace on curved space, is reconsidered.
Previous consistency conditions for the anomalous terms, which implicitly define
a metric G on the space of couplings and give rise to gradient flow like equations
for a, are derived taking into account the role of lower dimension operators. The
results for infinitesimal Weyl rescaling are integrated to finite rescalings e2σ to a
form which involves running couplings gσ and which interpolates between IR and
UV fixed points. The results are also restricted to flat space where they give rise
to broken conformal Ward identities.
Expressions for the three loop Yukawa β-functions for a general scalar/fermion
theory are obtained and the three loop contribution to the metric G for this theory
are also calculated. These results are used to check the gradient flow equations to
higher order than previously. It is shown that these are only valid when β → B,
a modified β-function, and that the equations provide strong constraints on the
detailed form of the three loop Yukawa β-function. N = 1 supersymmetric Wess-
Zumino theories are also considered as a special case. It is shown that the metric
for the complex couplings in such theories may be restricted to a hermitian form.
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1. Introduction
The paradigm shift in our understanding of quantum field theories due to Wilson in
the 1970’s led to the view that quantum field theories are not isolated objects but may
be regarded as points on a manifold, with coordinates given by the couplings {gI}, where
there is a natural flow under changes of the cut-off scale realising the renormalisation
group. The perturbative RG flow equations are just first order equations determined by
the β-functions βI (g), which are vector fields on the space of couplings. Even in this
context the global topology of such flows has been less certain, the simplest scenario arises
when the flows link fixed points in the UV short distance limit to other fixed points in
the large distance IR limit. At the fixed points the quantum field theory is scale invariant
and moreover is naturally expected to become a conformal field theory. However more
complicated behaviours under RG flow, such as limit cycles or the flow becoming chaotic,
are also feasible. As was first suggested by Cardy [1] there may be additional constraints
for unitary quantum field theories in four dimensions due to the existence of a function
a(g) which has monotonic behaviour under RG flow, or more minimally a may be defined
at fixed points so that aUV − aIR > 0. These two scenarios are here described as the
strong and weak a-theorem, such a distinction was made in [2]. If valid a strong a-theorem
constrains the RG flow without assuming any UV completion although it requires the RG
flow to be described by linear equations involving β-functions.
The proposal of Cardy was for a four dimensional generalisation of the Zamolodchikov
c-theorem, [3]. This constrains the structure of two dimensional quantum field theories
and has a simple elegant proof depending just on the properties of the two point correla-
tion function of the energy tensor. The crucial positivity constraint arises from unitarity
conditions applied to the two point function. No such approach works in four dimensions
[4], [5] but it was soon clear that only a, which is determined by the topological term
in the trace of the energy momentum tensor on curved space, is a viable candidate for a
monotonic flow between fixed points. The energy momentum tensor two point function in
conformal theories is determined by c, the coefficient of the square of the Weyl tensor in
the energy momentum tensor trace on curved space.
Much more recently Komargodski and Schwimmer [6] have described a proof of the
four dimensional weak a-theorem which has been further analysed in [7] with possible
extensions to higher dimensions discussed in [8]. This rests on coupling the theory to a
dilaton and constructing an effective low energy field theory for the dilaton. The essential
positivity requirement depends on positivity conditions arising from unitarity for the four
dilaton scattering amplitude. The starting point of the discussion in [6] is the response of a
conformal theory to a Weyl rescaling of the flat metric. The resulting expression determines
the couplings of the dilaton introduced as a compensator for the local anomalous terms
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which arise under a Weyl rescaling and which have a coefficient proportional to a. The
basic argument of Komargodski and Schwimmer is that coupling to a dilaton ensures a
matching of these anomalies between the UV and IR fixed points.
However the results of [6] and also [7] do not immediately extend away from conformal
fixed points. There is also no obvious connection with a perturbative version of the strong
a-theorem for four dimensional renormalisable quantum field theories. This was based on
an analysis in terms of dimensional regularisation [9] and also from Wess-Zumino consis-
tency conditions for the response of the theory on curved background to a Weyl rescaling
of the metric [10]. Instead of a dilaton as in [6] the usual linear RG equations describing
the response to a variation in the RG scale µ were extended to a local infinitesimal Weyl
rescaling σ(x) by allowing the couplings also to be local gI(x), with an arbitrary depen-
dence on x. Local RG equations for variations of σ(x) reduce to the conventional linear
differential constraints for σ and gI constant but contain additional local contributions
depending on the derivatives of gI , as well as the curvature. The consistency conditions
arise from the abelian nature of the group of Weyl scale transformations. Such an approach
has also been extended to six dimensions in [11] and three in [12].
In this paper we revisit some of the results in [10], with an hopefully improved notation
(although we apologise for alphabetical profligacy) and extensions. The essential result is
that there is a scalar function of the couplings A˜(g) such that
dg A˜(g) = dg
ITIJ (g)β
J(g) , (1.1)
where at a fixed point βI(g∗) = 0,
1
4 A˜(g∗) = a. The symmetric part of TIJ defies a natural
metric GIJ so that under RG flow
βI∂I A˜ = GIJβ
IβJ , (1.2)
Away from fixed points A˜(g) is arbitrary up to
A˜(g)→ A˜(g) + gIJ (g)βI(g)βJ(g) , (1.3)
while correspondingly
GIJ → GIJ + LβgIJ , LβgIJ = βK∂KgIJ + ∂IβKgKJ + ∂JβKgIK . (1.4)
It is then sufficient in order to demonstrate the strong version of the a-theorem that
GIJ + LβgIJ is positive definite just for some particular gIJ .
In two dimensions positivity of the metric, up to the freedom in (1.4), flows from
showing [10] that GIJ + LβgIJ , for suitable gIJ , becomes the Zamolodchikov metric de-
termined by the two point function GIJ (µ
2x2)Zam = (x
2)2〈OI(x)OJ(0)〉, for {OI} scalar
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operators dual to {gI}, [3]. Variation of x2 in GIJ Zam is equivalent to (1.4). However the
original analysis demonstrates (1.2) and does not directly imply (1.1), see also [13].
In four dimensions GIJ is related to 〈OI Tµν OJ 〉, although the precise connection is
not fully clear and positivity, except at weak coupling when GIJ can be calculated or at a
conformal fixed point, is however not apparent from a perturbative series expansion.
The consistency conditions such as (1.1), obtained previously in [10] and discussed
further in this work, are derived by considering the response to infinitesimal Weyl rescalings
of the metric. We also consider the response of the theory to finite Weyl rescalings of the
metric γµν → e2σγµν . The result is also expressed in terms of running couplings gσI together
with additional contributions also depending explicitly on σ, involving derivatives up to
O(σ4), and containing GIJ and related functions as well as derivatives of the couplings.
For four dimensional theories the final expression is quite involved but it extends the result
at a fixed point used as a starting point for the introduction of a dilaton field in [6] and
[7].
For four dimensional theories the local RG equations, from which (1.1) is derived, are
essentially equivalent to expressing the energy momentum tensor trace in terms of a basis
of scalar operators as well as contributions involving the curvature, defining c and a, but
also scalars formed from derivatives of gI . However even on flat space with constant gI
there may be derivative terms so that
ηµνTµν = β
I(g)OI + ∂µJυµ . (1.5)
Here Jυ
µ is a current associated with an element υ of the Lie algebra of the symmetry
group GK of the kinetic terms of the theory. Such terms may arise at three loops in
perturbative calculations for scalar fermion theories [14], [15]. A fixed point βI(g∗) = 0
would apparently give rise to scale but not conformally invariant theories if there is no
redefinition of Tµν which removes ∂µJυ
µ. However the β-functions have an arbitrariness
related to the freedom to make transformations under GK at the expense of a redefinition
of the couplings. This freedom cancels in (1.5) so that it can be rewritten as
ηµνTµν = B
I(g)OI , (1.6)
where
BI(g) = βI(g)− (υg)I , (1.7)
so that if the couplings are not all invariant under GK there may be a difference between β
I
and BI . If this possibility arises (1.1) holds for βI → BI and hence the potential strong
a-theorem discussed here applies to the RG flow generated by BI , and its vanishing,
BI(g∗) = 0, at a fixed point defines a CFT. The transformation from (1.5) to (1.6), in
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terms of the modified β-functions as in (1.7), assumes there are no anomalies in ∂µJυ
µ.
This should be the case in parity conserving theories when Jυ
µ is a vector current.
The existence of A˜(g) satisfying (1.1) also requires integrability conditions which con-
strain the form of β-functions. This was explored in [9] and is investigated further in this
paper, see also [16]. The conditions require relations between the coefficients appearing
in β-functions at different loop orders and which correspond to graphs of very different
topologies.
As an application of the results obtained and for the analysis of the integrability
constraints on β-functions we consider here a model renormalisable scalar fermion theory
with Yukawa and quartic scalar couplings. Previously [9] the various quantities appear-
ing in the consistency conditions were calculated to lowest perturbative order for general
theories including gauge fields. To go beyond this requires three loop calculations. For
complex scalars coupled to Weyl fermions imposing a U(1) symmetry ensures that the
number of graphs necessary is O(10) rather than O(100), or more, for a completely general
scalar/fermion theory. We obtain results for three loop anomalous dimensions and Yukawa
β-functions without calculating more than a couple of graphs by reducing this theory to
one describing the standard model top/Higgs coupling, recently obtained by Chetyrkin
and Zoller [17], and also a general N = 1 supersymmetric scalar fermion theory when the
relevant results have been known for some time [18]. The consistency conditions obtained
here allow calculations for TIJ , initially defined in terms of a curved background, to be
reduced to flat space calculations and we determine the three loop contributions depending
on the Yukawa couplings in the specific model theory for which the three loop β-functions
were obtained. The result requires extracting the local divergences for two three-loop vac-
uum diagrams. The results can be checked by reducing to supersymmetry as a special
case when much simpler superspace methods are possible. As usual we use dimensional
regularisation which may be problematic at higher loop orders. These issues are discussed
in [17], but in the absence of gauge fields here such problems appear to be irrelevant to
the order considered here.
We consider in detail the application of these results to N = 1 Wess-Zumino su-
persymmetric theories, extending the discussion in [19]. For such theories the space of
couplings is naturally a complex manifold since they may be extended to chiral or anti-
chiral superfields. We show that three loop calculations demonstrate that the metric is
hermitian to this order. Furthermore, when redefinitions as in (1.4) are extended to the
supersymmetric case the assumption of a hermitian metric is preserved. There is no all or-
ders proof of hermiticity in the context of this paper, although for superconformal theories
related results have been obtained by Papadodimas [20] and Asnin [21]. The results for the
metric can also be expressed in Ka¨hler form if allowance is made for potential redefinitions
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of the couplings.
Although this paper is quite lengthy each section is substantially independent. In
section 2 we rederive the local RG equations and associated integrability conditions which
follow by considering the response to infinitesimal Weyl rescalings of the metric in theories
in which the couplings are allowed to be local. In section 3 the infinitesimal transformations
are integrated to obtain the change in the vacuum energy functional W under finite rescal-
ings. The results depend on running couplings gσ
I and provide an interpolation between
UV and IR fixed points. In section 4 we restrict the equations to flat space and broken
conformal symmetry. This context is sufficient to allow the metric GIJ , which is initially
defined for curved space backgrounds, to be recovered just from flat space calculations.
The scalar fermion theory used as an illustration is introduced in section 5 and the
various β-functions and anomalous dimensions listed. In particular three loop results for
the Yukawa β-functions and also the anomalous dimensions for this theory are obtained,
primarily using previous calculations and also the restriction to the supersymmetric case.
In section 6 we analyse the RG equations for this theory. It is shown how they impose non-
trivial consistency conditions on the coefficients which are present in the general expansions
for the β-functions and associated anomalous dimensions. In particular it is shown that
at three loop order it is necessary to take account of (1.7) for (1.1) to be valid. The result
for υ at this order is in agreement with the detailed three loop calculations of Fortin et
al [15] for scalar fermion theories. In section 7 we restrict to supersymmetric theories
and demonstrate the consistency of a hermitian metric. The results are compared with
expressions when a-maximisation is extended away from superconformal fixed points by
introducing Lagrange multipliers and also the possibility of a Ka¨hler form for the metric
is discussed. Sections 8 and 9 describe how the metric and related quantities can be
determined by flat space calculations using dimensional regularisation. Section 8 discusses
the general formalism for renormalisable theories with local couplings and sets up the
required RG equations. Section 9 applies these methods to the scalar/fermion theory and
determines the additional necessary field independent counterterms to three loops. These
determine the metric and, specialised to the supersymmetric case, show that it is hermitian
to this order.
There are four appendices containing further calculational details. Appendix A anal-
yses how particular contributions to the anomalous dimensions in supersymmetric theories
which are proportional to transcendental numbers can be extended to determine the re-
lated contributions to the metric and also a. Appendix B contains further details on the
derivation of local RG equations in the context of dimensional regularisation. The RG
equations are extended to allow for special conformal transformations as well as the usual
variations of scale. The methods used here to obtain the three loop counterterms for
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Yukawa theories with dimensional regularisation are described in Appendix C and are also
extended to four loops for scalar theories in Appendix D.
2. Local RG Equations and Integrability Conditions
As was demonstrated in [10], and more recently in [6], non-trivial constraints on
the RG flow in quantum field theories can be obtained by considering the response to
infinitesimal local Weyl rescalings of the metric of the form
δσγµν = 2σ γµν , (2.1)
when the theory is extended to an arbitrary curved space background. Conformally invari-
ant theories are invariant under such rescalings up to local conformal anomalies induced
by the non vanishing of the energy momentum tensor on curved space. Equations for the
response to such Weyl rescalings for quantum field theories not at conformal fixed points
may be obtained if the couplings are extended to arbitrary local functions and at the same
time as (2.1) there is a flow in the space of local couplings. The resulting equations are
then an extension of the standard linear equations which determine the RG flow in terms
of the usual β-functions and are realised by restricting to constant σ as well as constant
couplings. Choosing couplings {gI}, which are coordinates for a manifold Mg, the local
RG equations obtained in [10] by assuming the quantum field theories are extended to
arbitrary gI(x) as well as γµν(x) are then generated in four dimensions by the functional
differential operator
∆σ =
∫
d4x σ
(
2γµν
δ
δγµν
+ βI
δ
δgI
)
, (2.2)
where the β-functions, which are contravariant vectors on Mg, have in general a linear
contribution
βI(g) = −(d−∆I)gI +O(g2) . (2.3)
In (2.3), in the present context, the spatial dimension d = 4 and ∆I is the scale dimension
of the operator OI , which is dual to gI , at the critical point when all gJ → 0. Initially
we restrict for simplicity to just marginal operators with ∆I = 4, as for renormalisable
theories when gJ = 0 is the free theory.
Acting on the vacuum energy functional W [γµν , g
I ], ∆σ gives zero up to a residual
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local contribution, depending just on γµν , g
I and their derivatives at x, so that
∆σ 16π
2W = −
∫
d4x
√−γ σ
(
− C F + 1
4
AG+ 1
72
BR2 + Eµν GIJ∂µg
I∂νg
J
+ 16R
(
EI∇2gI + FIJ∂µgI∂µgJ
)−X)
− 2
∫
d4x
√−γ ∂µσ
(
EµνWI∂νg
I + 16RHI∂
µgI + Y µ
)
−
∫
d4x
√−γ∇2σ
(
1
6
RD + Z
)
,
(2.4)
where the curvature terms, apart from the Ricci scalar R, are
F = CµνσρCµνσρ , G =
1
4
ǫµνσρǫ
αβγδRµναβR
σρ
γδ , E
µν = Rµν − 1
2
γµν R , (2.5)
so that G is the Euler density and Eµν is the Einstein tensor. With the normalisations in
(2.4)
Cfree =
1
40
(
1
3
nS + nW + 4nV
)
,
Afree =
1
90
(
nS +
11
2 nW + 62nV
)
,
(2.6)
for nS real scalars, nW Weyl fermions and nV vectors. The remaining terms in (2.4),
X, Y µ, Z, are independent of the curvature and involve just the local couplings gI and their
derivatives. X, Y µ, Z therefore remain on restriction to flat space and can be decomposed
in the form
X(g) = 12 AIJ ∇2gI∇2gJ +BIJK ∇2gI∂µgJ∂µgK + 12 CIJKL ∂µgI∂µgJ ∂νgK∂νgL ,
Y µ(g) = SIJ ∂
µgI∇2gJ + TIJK ∂µgI ∂νgJ∂νgK ,
Z(g) = UI ∇2gI + VIJ ∂µgI∂µgJ . (2.7)
Clearly GIJ , FIJ , FIJ , VIJ are symmetric while BIJK = BI(JK), TIJK = TI(JK) and
CIJKL = C(IJ)(KL) = C(KL)(IJ). The notation in (2.4) and (2.7) is an adaptation of
that in [10], with suitable modifications to ensure later simplifications. GIJ , AIJ , SIJ are
covariant tensors under a redefinition of the couplings gI → hI(g) while EI ,WI , HI , UI are
vectors. Since∇2gI → ∂JhI∇2gJ+∂J∂KhI∂µgJ∂µgK , the transformation of BIJK , CIJKL
under such a change in the couplings contains additional inhomogeneous terms. If AIJ is
invertible X may be written as
X = 12 AIJ D2gID2gJ + 12 CˆIJKL ∂µgI∂µgJ ∂νgK∂νgL , (2.8)
where D2gI is defined by
D2gI = ∇2gI +BIJK ∂µgJ∂µgK , BIJK = (A−1)ILBLJK , (2.9)
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with BIJK acting as a connection on Mg. In (2.8) CˆIJKL = CIJKL −BMIJBMKL which
then also transforms as a tensor under redefinitions of the couplings.
Defining the energy momentum tensor and local operators OI by
2
δ
δγµν(x)
W = −
√
−γ(x) 〈Tµν(x)〉 , δ
δgI(x)
W = −
√
−γ(x) 〈OI(x)〉 , (2.10)
the result (2.4) then encodes the standard form for the trace anomaly
16π2
(
γµν〈Tµν〉 − βI〈OI〉
)∣∣
∂g=0
= C F − 1
4
AG− 1
72
BR2 − 1
6
D∇2R . (2.11)
The crucial consistency conditions arise from the fact that the group of local Weyl
transformations is abelian so that
[
∆σ,∆σ′
]
= 0 . (2.12)
Using, under Weyl rescalings of the metric as in (2.1),
δσF = − 4σ F , δσG = −4σ G+ 8Eµν∇µ∇νσ , δσR = −2σ R − 6∇2σ ,
δσE
µν = − 4σ Eµν − 2(∇µ∇ν − γµν∇2)σ , δσ∇2 = −2σ∇2 + 2∂µσ∇µ ,
(2.13)
then the curvature dependent terms arising from imposing (2.12) give the integrability
condition
∂IA = GIJβ
J − LβWI , (2.14)
and relations which determine the R dependent terms
B = EIβ
I − LβD , (2.15)
and
EI = − AIJβJ − LβUI ,
FIJ = GIJ −BKIJβK − UK ∂I∂JβK − LβVIJ ,
HI = SIJβ
J − U˜I , U˜I ≡ UI + ∂IβJUJ + VIJβJ ,
(2.16)
together with the condition
E˜I ≡ EI + ∂IβJEJ + FIJβJ = LβHI . (2.17)
Further relations which constrain WI , GIJ are
∂[IWJ ] = −S˜[IJ ] , (2.18)
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defining
S˜IJ ≡ SIJ + ∂JβKSIK + TIJKβK , (2.19)
and
GIJ − LβSIJ = A˜IJ ≡ AIJ + ∂IβKAKJ +BJIKβK , (2.20)
and also a consistency relation involving the derivative of GIJ which can be simplified to
Γ(G)IJK − LβTIJK − SIL∂J∂KβL = BIJK + ∂IβLBLJK + CILJKβL , (2.21)
for
Γ(G)IJK =
1
2
(
∂JGIK + ∂KGIJ − ∂IGJK
)
, (2.22)
the Christoffel connection formed from GIJ . The constraint (2.17) follows by combining
(2.16) with (2.20).
In the above relations Lβ is the Lie derivative determined by βI so that
LβWI = βJ∂J WI + ∂IβJ WJ , LβD = βJ∂JD , (2.23)
with obvious extensions for LβSIJ ,LβVIJ , analogous to LβgIJ in (1.4). Lβ preserves
tensorial properties under redefinitions of the couplings gI → hI(g).
In (2.17), (2.19) and (2.20) E˜I , S˜IJ , A˜IJ are tensors. The relations (2.16) and also
(2.21) are not manifestly invariant under redefinitions but covariance can be verified by
combining different identities. The result for FIJ is thus equivalent to
GIJ =
(
FIJ − ∂(IEJ)
)
+
(
BKIJ − Γ(A)KIJ
)
βK + Lβ
(
VIJ − ∂(IUJ) − AIJ
)
, (2.24)
where the three terms each transform as a tensor. (2.20) determines GIJ , which is later
used as a metric on Mg, in terms of flat space results. It may be recast as
GIJ = AIJ − 12 βKDKAIJ + Lβ
(
S(IJ) +
1
2
AIJ
)
, (2.25)
where
DKAIJ = ∂KAIJ −BJKI −BIKJ . (2.26)
From (2.19) and (2.20) we may obtain
GIJ + ∂Jβ
KGIK + Γ
(G)
IJKβ
K = GIJ +
1
2LβGIJ − 12
(
∂I(GJKβ
K)− ∂J(GJK)βK)
)
= LβS˜IJ + G˜IJ , (2.27)
for
G˜IJ = (δI
K +∂Iβ
K)(∂J
L+∂Jβ
L)AKL+2 (δ(I
L+∂(Iβ
L)BLJ)Kβ
K +CIKJLβ
KβL . (2.28)
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The essential variation and RG equations (1.1) and (1.2) follow directly from (2.14)
for
A˜ = A+WIβ
I , TIJ = GIJ + ∂IWJ − ∂JWI . (2.29)
The coefficients in (2.4) have an intrinsic arbitrariness induced by adding to W local
terms of the same form as in (2.4) for σ a constant. This freedom gives an equivalence
WI ∼WI − ∂Ia+ gIJβJ ,
HI ∼ HI + eI + ∂IβJeJ + fIJβJ ,
SIJ ∼ SIJ + gIJ − aIJ − ∂IβKaJK − bJIKβK ,
TIJK ∼ TIJK + Γ(g)IJK − bIJK − ∂IβLbLJK − cILJKβL ,
D ∼ D − b+ eIβI ,
UI ∼ UI − eI − aIJβJ ,
VIJ ∼ VIJ + gIJ − fIJ − bKIJβK ,
FIJ ∼ FIJ + LβfIJ + ∂I∂JβKeK ,
BIJK ∼ BIJK + LβbIJK + ∂J∂KβLaIL ,
CIJKL ∼ CIJKL + LβcIJKL + ∂I∂JβM bMKL + ∂K∂LβM bMIJ ,
(2.30)
as well as
(A,B,C,EI, GIJ , AIJ) ∼ (A,B,C,EI, GIJ , AIJ) + Lβ(a, b, c, eI, gIJ , aIJ ) . (2.31)
With the definition (2.19) then from (2.30)
S˜IJ ∼ S˜IJ − ∂[I
(
gJ ]Kβ
K
)
+ gIJ +
1
2 LβgIJ
− (δIK + ∂IβK)(δJL + ∂JβL)aKL − 2 (δ(IL + ∂(IβL)bLJ)KβK
− cILJK βLβK .
(2.32)
As a consequence of (2.30) we may set, if δI
J + ∂Iβ
J is invertible,
S(IJ) = TIJK = D = UI = VIJ = 0 . (2.33)
To describe the RG flow of four dimensional quantum field theories it is necessary to
take into account contributions to the basic equations corresponding to relevant operators,
in addition to just the marginal operators with couplings {gI}. These may induce modi-
fications of the consistency conditions obtained above for the RG flow. We first consider
vector operators. A general analysis may be obtained by extending the global symmetry
group of the kinetic terms GK to a local symmetry by introducing background gauge fields
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aµ(x) ∈ gK , the Lie algebra corresponding to GK , and extending all derivatives to covari-
ant derivatives Dµ = ∂µ + aµ. The symmetry extends to the full quantum field theory if,
for any ω ∈ gK , the couplings gI and aµ transform as
δωg
I(x) = − (ωg)I(x) = −ωIJ (x)gJ(x) ,
δωaµ(x) = Dµω(x) = ∂µω(x) + [aµ(x), ω(x)] .
(2.34)
where ωIJ belongs to the appropriate representation of gK acting on the couplings {gI}.
Under such variations δωβ
I(g) = ωIJβ
J (g). The corresponding covariant derivative acting
on the couplings is then
Dµg
I = ∂µg
I + (aµg)
I , (aµg)
I = aµ
I
Jg
J , (2.35)
with the curvature as usual
fµν = ∂µaν − ∂νaµ + [aµ, aν] . (2.36)
The generator of local GK transformations as in (2.34) is then
∆ω =
∫
d4x
(
Dµω · δ
δaµ
− (ωg)I δ
δgI
)
,
[
∆ω,∆ω′
]
= ∆[ω,ω′] , (2.37)
with · denoting an invariant scalar product on gK .
The introduction of background gauge fields aµ, so that now we take W [γµν , g
I , aµ],
allows (2.10) to be extended to define local vector currents by
δ
δaµ(x)
W = −
√
−γ(x) 〈Jµ(x)〉 , Jµ ∈ gK . (2.38)
For this paper we assume manifest background gauge invariance so that
∆ωW = 0 , (2.39)
although in general there can be anomalies which involve ǫ-tensor contributions. If present
there would be additional consistency conditions. If (2.39) holds then from the definition
(2.38) the current Jµ satisfies the conservation equation
ω ·Dµ〈Jµ〉 = −(ωg)I〈OI〉 , ω ∈ gK . (2.40)
Under Weyl rescalings of the metric there are additional contributions to the functional
differential operator in (2.2) involving aµ given by
∆σ,a =
∫
d4x
(
σ ρIDµg
I − ∂µσ υ
) · δ
δaµ
, ρI(g), υ(g) ∈ gK . (2.41)
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Assuming (2.38) then (2.41) implies (1.5). We assume that manifest covariance under GK
is maintained so that, for all ω ∈ gK ,
[
∆ω,∆σ
]
=
[
∆ω,∆σ,a
]
= 0 , (2.42)
which implies
(ωg)J∂Jβ
I = (ωβ)I , (ωg)J∂JρI + ρJ ω
J
I = [ω, ρI ] , (ωg)
J∂Jυ = [ω, υ] , (2.43)
In this case (2.41) can be equivalently expressed as
∆σ,a =
∫
d4x
(
σ ρ˜IDµg
I −Dµ(σ υ)
) · δ
δaµ
, ρ˜I = ρI + ∂Iυ , (2.44)
since, using (2.43),
Dµυ = ∂µυ + [aµ, υ] = ∂IυDµg
I . (2.45)
For general quantum theories it is also necessary to consider the extra contributions
arising from operators {OM} with canonical dimension two. The associated couplings {M}
are mass terms belonging to the dual space VM . The vacuum self energy now extends
to a functional W [γµν , g
I , aµ,M ]. The action of gauge transformations in (2.34) now
extends also to δωM(x) =M(x)ωM(x)−ω¯M (x)M(x) for ωM , ω¯M belonging to appropriate
representations of gK . There is also a corresponding additional term in ∆ω in (2.37) which
requires that (2.40) is extended to
ω ·Dµ〈Jµ〉 = −(ωg)I〈OI〉 − (MωM − ω¯MM) · 〈OM 〉 . (2.46)
for δ
δM
W = −√−γ 〈OM 〉 and · also denoting the natural scalar product on VM × VM∗
As for gI local RG equations require extension to arbitrary M(x) ∈ VM . In (2.4)
describing the response to Weyl rescalings of the metric, besides ∆σ,a, it is necessary also
to include the additional term
∆σ,M = −
∫
d4x
(
σ
(
(2− γM )M + 16Rη + δI D2gI + ǫIJ DµgIDµgJ
)
+ 2 ∂µσ θID
µgI +∇2σ τ
)
· δ
δM
,
(2.47)
where η, δI , ǫIJ = ǫJI , θI , τ ∈ VM and γM : VM → VM . (2.42) is extended to [∆ω,∆σ,M ] =
0.
The requirement that
[
∆σ +∆σ,a +∆σ,M ,∆σ′ +∆σ′,a +∆σ′,M
]
= 0 , (2.48)
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imposes further consistency conditions which follow by using
(∆σ +∆σ,a)Dµg
I = ∂µσ B
I + σDµg
J
(
∂JB
I + (ρ˜Jg)
I
)
+ σ (υDµg)
I ,
(∆σ +∆σ,a)D
2gI = ∇2σ BI + 2 ∂µσDµgJΨJ I + σDµgJDµgK ΩJKI
+ σ
(− 2D2gI +D2gJ(∂JBI + (ρ˜Jg)I)+ (υD2g)I) ,
(2.49)
with BI the modified β-function defined in (1.7), ρ˜I as in (2.44), and
ΨJ
I = δJ
I + ∂JB
I + 1
2
(ρ˜Jg)
I ,
ΩJK
I = ∂J∂KB
I + (∂(J ρ˜K)g)
I + 2 (ρ˜(J)
I
K) .
(2.50)
The Lie derivative defined by (2.23) is also extended to ensure that it transforms covariantly
under GK rotations so that LβWI → LB,ρ˜WI where
LB,ρ˜WI = LBWI + (ρ˜Ig)JWJ . (2.51)
Hence LB−(ωg),ρ˜+∂ωWI = LB,ρ˜WI − (ωg)J∂JWI −WJ ωJI = LB,ρ˜WI for ω ∈ gK .
With these results, and Lυgυ = 0, the condition (2.48) requires
ρ˜IB
I = 0 , (2.52)
and
η = δIB
I − (LB − γM )τ . (2.53)
which determines η, and
ΨI
JδJ + ǫIJB
J =
(LB,ρ˜ − γM)θI . (2.54)
The property (2.52) ensures that the extended Lie derivative commutes with contraction
with BI so that in (2.51) BI LB,ρ˜WI = LB(BIWI). Furthermore, we then, with the
definitions in (2.50), obtain
[LB,ρ˜ , ΨIJ] = ΩIKJ BK . (2.55)
The functional differential operators in (2.41) and (2.47) are essentially arbitrary up
to variations arising from purely local contributions which automatically maintain the
consistency conditions (2.52) and (2.53). Such variations can be generated by
δ
(
∆σ +∆σ,a +∆σ,M
)
=
[D,∆σ +∆σ,a +∆σ,M ] ,
δ
(
∆σ +∆σ,a +∆σ,M
)
W = D (∆σ +∆σ,a +∆σ,M)W , (2.56)
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for any local functional differential operator D. Choosing
D =
∫
d4x rIDµg
I · δ
δaµ
, rI(g) ∈ gK , (2.57)
gives
δρ˜I = (rIg)
J ρ˜J − (ρ˜Ig)JrJ + (∂IrJ − ∂JrI)BJ , δυ = rIBI ,
δBI = −BJ (rJg)I , δδI = (rIg)JδJ , δθI = (rIg)JθJ ,
δǫIJ = (rIg)
KǫKJ + (rJg)
KǫIK + (∂(IrJ)g)
KδK + 2 δK(r(I)
K
J) .
(2.58)
From this it follows that δ
(LB,ρ˜ θI) = (rIg)JLB,ρ˜ θJ . In a similar fashion we may obtain
δη = (LB − γM )h , δτ = −h+ dIBI , δθI = ΨIJdJ + eIJBJ ,
δδI =
(LB,ρ˜ − γM)dI , δǫIJ = (LB,ρ˜ − γM)eIJ +ΩIJK dK , (2.59)
for h, dI , eIJ ∈ VM . In consequence we may set τ = 0.
The essential equation (2.4) is modified so that
(∆σ +∆σ,a +∆σ,M ) 16π
2W
= −
∫
d4x
√−γ σ
(
− C F + 14AG+ 172BR2 + Eµν GIJDµgIDνgJ
+ 1
6
R
(
EID
2gI + FIJD
µgIDµg
J + I ·M)−X)
− 2
∫
d4x
√−γ ∂µσ
(
Eµν WIDνg
I + 16RHID
µgI + Y µ
)
, (2.60)
where for simplicity the part involving ∇2σ is dropped since the relevant terms can be
set to zero by adding local contributions to W . In (2.60) I ∈ VM∗ and X, Y now have
additional terms involving f and M ,
X(g, a,M) = 12AIJ D
2gID2gJ +BIJK D
2gI DµgJDµg
K
+ 1
2
CIJKLD
µgIDµg
J DνgKDνg
L
+ 14 f
µν · βf · fµν + 12 M · βM ·M + fµν · PIJ DµgIDνgJ
+ JI ·M D2gI +KIJ ·M DµgIDµgJ ,
Y µ(g, a,M) = SIJ D
µgID2gJ + TIJK D
µgI DνgJDνg
K
+ fµν ·QIDνgI + LI ·MDµgI ,
(2.61)
for PIJ = −PJI , QI ∈ gK , JI , KIJ = KJI , LI ∈ VM∗.
The presence of the additional terms in (2.61), together with the extension ∆σ →
∆σ +∆σ,a +∆σ,M leads to modifications of the previous consistency conditions together
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with some further necessary relations. In general βI → BI , assuming GK -covariance as in
(2.43) with additionally
(ωg)K∂KGIJ +GKJω
K
I +GIKω
K
J = 0 , (2.62)
etc, but there are further required changes. To avoid too much complication we focus on
the results related to the variation of A. The basic equation (2.14) becomes
∂IA = GIJB
J − LB,ρ˜WI . (2.63)
Taking into account
∆σ,afµν = σ
(
[υ, fµν] + (fµνg)
I ρ˜I + (∂I ρ˜J − ∂J ρ˜I)DµgIDνgJ
)
+ ∂µσ ρ˜I Dνg
I − ∂νσ ρ˜I DµgI ,
(2.64)
and defining
SˆIJ = ΨJ
KSIK + TIJKB
K + LJ · θI + 12 ρ˜J ·QI , (2.65)
then instead of (2.18),
∂[IWJ ] = −Sˆ[IJ ] . (2.66)
There are also extra relations from terms involving fµν which give, for any ω ∈ gK ,
(ωg)IWI = − ω ·QIBI , (2.67a)
(ωg)JGIJ = − ω · LB,ρ˜QI + ω · PIJBJ − 12 ω · βf · ρ˜I , (2.67b)
where (2.51) is extended, as in [22],
ω · LB,ρ˜QI = ω · (LBQI(ρ˜Ig)JQJ
)
(ωg)J ρ˜J ·QI , (2.68)
so that LB−(ωg),ρ˜+∂ω QI = LB,ρ˜QI − (ωg)J∂JQI − QJ ωJI + [ω,QI ] = LB,ρ˜QI . From
(2.67a)
(ρ˜Ig)
JWJ = −ρ˜I ·QJBJ , (2.69)
so that the essential result (2.63) can still be rewritten in the succinct form (1.1)
∂IA˜ = TIJB
J , (2.70)
where A˜, TIJ are now defined, using (2.52), by an extension of (2.29) to
A˜ = A+WIB
I , TIJ = GIJ + 2 ∂[IWJ ] + 2 ρ˜[I ·QJ ] . (2.71)
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Furthermore from (2.67b), in conjunction with (2.67a),
(ωg)IGIJB
J = − ω ·BI∂I(QJBJ)− (ωg)I ρ˜I ·QJBJ
= (ωg)I
(
BJ∂JWI + (ρ˜Ig)
JWJ
)
+ (ωBI)WI = (ωg)
ILB,ρ˜WI ,
(2.72)
which ensures that (2.63) implies (ωg)I∂IA = 0.
The consistency conditions also generate additional relations for the terms in (2.60),
(2.61) containing M which take the form.
I + JIB
I = 0 , (2.73)
and
J˜I + LB,ρ˜ LI + LI · γM = θI · βM , J˜I ≡ ΨIJJJ +KIJBJ . (2.74)
The relation (2.20), determining GIJ , now becomes
GIJ = A˜IJ + LB,ρ˜ SIJ − JJ · θI − LI · δJ , A˜IJ = ΨIKAKJ +BJIKBK , (2.75)
which gives rise to a modification of (2.25),
GIJ = AIJ − 12
(
(ρ˜(Ig)
KAJ)K +B
KDKAIJ
)
+ LB,ρ˜
(
S(IJ) +
1
2AIJ
)− J(I · θJ) − L(I · δJ) , (2.76)
with the definition of DKAIJ unchanged from (2.26). Also (2.21) becomes
Γ(G)IJK = ΨI
LBLJK + CILJKB
L + ΩJK
L SIL + LB,ρ˜ TIJK
+
(
∂I ρ˜(J − ∂(J ρ˜I
) ·QK) − ρ˜(J · PK)I −KJK · θI − LI · ǫJK . (2.77)
By considering ΨJ
KGIK + Γ
(G)
IJKB
K we may obtain
GIJ +
1
2 LB GIJ − 12 ZIJ = GˆIJ + LB,ρ˜ SˆIJ − θJ · βM · θI + 14 ρ˜J · βf · ρ˜I , (2.78)
for
GˆIJ = ΨI
KΨJ
LAKL + 2Ψ(I
KBKJ)LB
L + CIKJLB
KBL
− 2L(I · (LB,ρ˜ − γM )θJ) − LB ρ˜(I ·QJ) ,
ZIJ = ∂I
(
GJKB
K
)− ∂J(GIKBK)− ((∂I ρ˜J − ∂J ρ˜I)g)KWK .
(2.79)
Instead of (2.70) we may then write
∂IAˆ = TˆIJB
J , Aˆ = A+WIB
I + 12 GIJB
IBJ , (2.80)
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with
TˆIJ = GˆIJ + LB,ρ˜ SˆIJ − θJ · βM · θI + 14 ρ˜J · βf · ρ˜I
+ 2 ∂[I
(
WJ ] +GJ ]KB
K
)
+ 2 ρ˜[I ·QJ ] − 12
(
(∂I ρ˜J − ∂J ρ˜I)g)KWK .
(2.81)
The equivalence relations (2.30), (2.31) also extend to the more general case with
additional terms stemming from the presence of aµ,M . In particular the essential equation
(2.70) is arbitrary up to the equivalence relations given by
A˜ ∼ A˜+ gIJBIBJ , GIJ ∼ GIJ + Lβ,ρ gIJ = GIJ + LB,ρ˜ gIJ ,
WI ∼WI + gIJBJ , ω ·QI ∼ ω ·QI − gIJ (ωg)J , ω ∈ gK .
(2.82)
Using SˆIJ ∼ SˆIJ + gIJ + 12 LB gIJ −∂[I
(
gJ ]KB
K
)
we may verify that (2.66) and (2.78) are
invariant. For simplicity we may choose Sˆ(IJ) = 0. There is also an additional arbitrariness
arising from local contributions to W involving fµν such as
QI ∼ QI + pIJBJ , ω · PIJ ∼ ω · PIJ + ω · LB,ρ˜ pIJ + (ωg)K ρ˜K · pIJ ,
CILJK ∼ CILJK + (∂Lρ˜(J − ∂(J ρ˜L) · pIK) + (∂I ρ˜(J − ∂(J ρ˜I) · pLK) ,
TIJK ∼ TIJK − ρ˜(J · pIK) , pIJ = −pJI ∈ gK .
(2.83)
This gives in (2.71) TIJ ∼ TIJ + 2 ρ˜[I · pJ ]KBK so that TIJBJ is invariant. From local
terms containing M we have further
JI ∼ JI + LB,ρ˜ jI + jI · γM , KIJ ∼ KIJ + ΩIJKjK , LI ∼ LI −ΨIJjJ ,
EI ∼ EI + jI · η , AIJ ∼ AIJ − 2 j(I · δJ) , BIJK ∼ BIJK − jI · ǫJK ,
SIJ ∼ SIJ + jJ · θI , jI ∈ VM∗ .
(2.84)
For consistency with omitting ∇2σ terms in (2.60) it is necessary to impose jIBI = 0. SˆIJ
in (2.65) and GˆIJ , ZIJ in (2.79) are invariant under (2.83) and (2.84).
3. Integration of Weyl Scaling
The consistency conditions obtained in the previous section are obtained as integra-
bility conditions for the response to local Weyl rescalings of the metric. Here we describe
how results for the vacuum energy functional W [γµν , g
I ] for finite rescalings of the metric
can be obtained.
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For simplicity we focus initially on two dimensional quantum field theories. With
the functional differential operator ∆σ given by the corresponding form to (2.2) in two
dimensions the basic equation (2.4) becomes
∆σ 2πW =
∫
d2x
√−γ
(
σ
(
C R−GIJ ∂µgI∂µgJ
)− 2∂µσWI ∂µgI
)
, (3.1)
for C(g), GIJ(g),WI(g) depending on the couplings g
I . The consistency conditions flowing
from (2.12) are just [10]
∂IC = GIJβ
J −LβWI , (3.2)
which is essentially identical to the four dimensional result given in (2.14).
To integrate (3.1) we define gσ
I by
d
dσ
gσ
I = βI (gσ) , g0
I = gI , (3.3)
where such running couplings depending on σ(x) were discussed in [14]. With this definition
(3.1) directly implies, for arbitrary δσ(x),
δσ 2πW [e
2σγµν , gσ
I ]
=
∫
d2x
√−γ
(
δσ
(
C(gσ) (R− 2∇2σ)−GIJ (gσ) ∂µgσI∂µgσJ
)− 2∂µσWI(gσ) ∂µgσI
)
,
(3.4)
where on the right hand side the dependence on σ is explicit. To integrate this we first
define C˘(σ) by
d
dσ
C˘(σ) = C(gσ) , C˘(0) = 0 , (3.5)
and then (3.4), using (3.2) with the condition GIJ = GJI , gives
δσ
(
2πW [e2σγµν , gσ
I ]−
∫
d2x
√−γ
(
C˘(σ)R+
(
C(gσ)−WI(gσ)βI(gσ)
)
∂µσ∂µσ
))
=−
∫
d2x
√−γ δσ GIJ (gσ) ∂¯µgσI ∂¯µgσJ
− 2
∫
d2x
√−γ (∂µδσWI(gσ) + δσ ∂µσLβWI(gσ)) ∂¯µgσI , (3.6)
where we define
∂¯µgσ
I = ∂µgσ
I − βI (gσ) ∂µσ . (3.7)
Noting that
δσ∂¯µgσ
I = δσ ∂Jβ
I(gσ) ∂¯µgσ
J , (3.8)
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does not involve ∂µδσ and defining G˘IJ (σ) by the solution to the differential equation
d
dσ
G˘IJ (σ) + ∂Iβ
K(gσ)G˘KJ(σ) + ∂Jβ
K(gσ)G˘IK(σ) = GIJ (gσ) , G˘IJ (0) = 0 , (3.9)
then we may finally obtain
2π
(
W [e2σγµν , gσ
I ]−W [γµν , gI ]
)
=
∫
d2x
√−γ W , (3.10)
where
W = C˘(σ)R+ C˜(gσ) ∂µσ∂µσ − G˘IJ (σ) ∂¯µgσI ∂¯µgσJ − 2WI(gσ) ∂µgσI∂µσ , (3.11)
for C˜ = C +WIβ
I .
The differential equations (3.5) and (3.9) may be formally solved as an expansion in
σ, noting that f(gσ) = exp(σLβ)f(g), in the form
C˘(σ) =
(
exp(σLβ)− 1
)Lβ−1C(g) , G˘IJ (σ) = ( exp(σLβ)− 1)Lβ−1GIJ (g) , (3.12)
which gives rise to results corresponding to those in [22]. The behaviour for large σ is less
apparent in this expression.
The result (3.10) with (3.11) provides an interpolation of the anomalous contributions
to the self energy functional W between UV fixed points as σ →∞ and IR fixed points as
σ → −∞ assuming gσI is on a RG trajectory linking to fixed points satisfying βI(g∗) = 0. If
this holds then asymptotically C˘(σ) ∼ C(g∗)σ and if the fixed point is a surfaceMg∗ in the
space of couplings, corresponding to exactly marginal operators, then onMg∗ ∂IC(g∗) = 0
since then ∂Iβ
J (g∗) = 0.
It is also of interest to rewrite (3.10) to determine the response to just a Weyl rescaling
of the metric which can be achieved by letting γµν → e−2σγµν . Apart from anomalous
terms arising from W the Weyl rescaling is realised by introducing the running couplings
gσ
I since (3.10) and (3.11) give
2π
(
W [e−2σγµν , g
I ]−W [γµν , gσI ]
)
=
∫
d2x
√−γ W ′ , W ′ = 2 ∂µσ∂µC˘ −W . (3.13)
To complete this result it is necessary to determine ∂µC˘. In general C˘(σ), determined by
(3.5), depends also the initial gI . It is convenient to let gI → gσI , C˘ = C˘(σ, gσ) and then
d
dσ =
∂
∂σ
+ βI(gσ)∂I . Hence ∂µC˘ =
∂
∂σ
C˘ ∂µσ+ ∂I C˘ ∂µgσ
I = C(gσ) ∂µσ+ ∂IC˘ ∂¯µgσ
I . From
(3.5), (3.9) with (3.2) we may obtain
d
dσ
(
∂I C˘(σ)− G˘IJ (σ)βJ(gσ) +WI(gσ)
)
+ ∂Iβ
K(gσ)
(
∂KC˘(σ)− G˘KJ (σ)βJ(gσ) +WK(gσ)
)
= 0 .
(3.14)
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This has the solution, with the necessary boundary conditions at σ = 0,
∂I C˘(σ)− G˘IJ (σ)βJ (gσ) +WI(gσ) = W˘I(σ) (3.15)
so long as
d
dσ
W˘I(σ) + ∂Iβ
J (gσ)W˘J(σ) = 0 , W˘I(0) =WI(g) . (3.16)
It is easy to check that W˘I(σ)∂¯µgσ
I = WI(g)∂µg
I , W˘I(σ)β
I(gσ) = WI(g)β
I(g). With
these results (3.15) gives, since ∂µ = ∂µσ
d
dσ
+ ∂¯µgσ
I∂I ,
∂µC˘(σ) = C(gσ) ∂µσ −WI(gσ) ∂¯µgσI + G˘IJ (σ) ∂¯µgσIβJ +WI(g) ∂µgI . (3.17)
Subject to (3.17), (3.10) and (3.11) then entails in (3.13)
W ′ = − C˘(σ)R+ C˜(g) ∂µσ∂µσ + G˘IJ (σ) ∂µgσI∂µgσJ + 2WI(g) ∂µgI∂µσ , (3.18)
where the result has been simplified by using
C˜(gσ)− C˜(g) = G˘IJ (σ)βI(gσ)βJ (gσ) =
∫ σ
0
dt GIJ (gt)β
I(gt)β
J (gt) . (3.19)
This follows from βI∂I C˜ = GIJβ
IβJ which may be integrated, with the definition (3.9),
to give (3.19). Assuming GIJ (g
′)βI(g′)βJ (g′) > 0 for all g′I ∈ (gI , gσI) then from (3.19)
C˜(gσ) < C˜(g) for σ < 0.
A similar analysis may be extended to four dimensions starting from (2.4). For sim-
plicity we impose D = UI = VIJ = 0, as in (2.33), although SIJ , TIJK are not restricted
initially. The integrability conditions (2.15) and (2.16) then become
B = EIβ
I , EI = −AIJβJ , FIJ = GIJ −BKIJβK , HI = SIJβJ . (3.20)
(2.13) extends to finite Weyl rescalings of the metric to give in four dimensions
Fσ = e
−4σ F ,
Gσ = e
−4σ
(
G+ 8Eµν∇µ∇νσ
− 4∇2(∂µσ ∂µσ) + 8∇µ(∂µσ∇2σ) + 8∇µ(∂µσ ∂νσ ∂νσ)
)
,
Eσ
µν = e−4σ
(
Eµν − 2(∇µ∇ν − γµν∇2) σ + 2 ∂µσ ∂νσ + γµν ∂λσ ∂λσ
)
,
Rσ = e
−2σ
(
R − 6∇2σ − 6 ∂µσ ∂µσ
)
, ∇σ2 = e−2σ
(∇2 + 2 ∂µσ ∂µ) .
(3.21)
It is also important in this case to extend (3.7) defining
∆gσ
I = ∇2gσI − βI (gσ)∇2σ − 2 ∂JβI(gσ) ∂µgσJ∂µσ + βJ (gσ) ∂JβI(gσ) ∂µσ∂µσ , (3.22)
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such that, analogous to (3.8),
δσ∆gσ
I = δσ ∂Jβ
I(gσ)∆gσ
J + δσ ∂J∂Kβ
I(gσ) ∂¯
µgσ
J ∂¯µgσ
K , (3.23)
and for gI → hI , ∆gσI → ∂JhI∆gσJ + ∂J∂KhI ∂¯µgσJ ∂¯µgσK .
Using (2.4) it follows that the local anomalous response to Weyl rescaling can be
written as
δσ 16π
2W [e2σγµν , gσ
I ] =
∫
d4x
√−γ A , (3.24)
where A is determined by (2.4) in conjunction with (3.21). Even with (2.33) the general
form is lengthy. Only the final expression is of possible interest but we include below
some intermediate steps in case of any desire to verify the calculational details. For the
curvature dependent terms, using (2.14), (2.17) as well as B = EIβ
I ,
Acurvature = δσ
(
C(gσ)F − 14A(gσ)G− 172EI(gσ)βI(gσ)R2 −Eµν GIJ (gσ) ∂¯µgσI ∂¯νgσJ
)
+ Eµν δσ
((
A(gσ)−WI(gσ)βI(gσ)
)
∂µσ∂νσ − 2WI(gσ) ∂¯µgσI∂νσ
)
− 1
6
R δσ
(
HI(gσ)
(
2 ∂¯µgσ
I∂µσ + β
I (gσ) ∂
µσ∂µσ
))
− 16R δσ
(
EI(gσ)∆gσ
I + FIJ (gσ) ∂¯
µgσ
I ∂¯µgσ
J
)
. (3.25)
There are also contributions which remain on flat space and are independent of ∂¯gσ
AA = δσ
(
A(gσ)
(∇2σ + 1
2
∂µσ∂µσ
)
∂νσ∂νσ
)
+ δσ ∂IA(gσ)
(∇2gσI + 2 ∂µgσI∂µσ(∇2σ + ∂νσ∂µσ))
+ δσ ∂I∂JA(gσ) ∂
µgσ
I∂µgσ
I − δσLβA(gσ)(∇2σ + 12 ∂νσ∂µσ)∂νσ∂νσ
+ 2 ∂µδσ ∂IA(gσ) ∂
µgσ
I ∂νσ∂νσ .
(3.26)
The remaining contributions in (3.24) are also curvature independent but involve ∂¯gσ in a
non-trivial fashion. From the R dependent terms
AEFH = δσ
(
EI(gσ)
(
∆gσ
I + 12 β
I(gσ)
(∇2σ + ∂µσ∂µσ))+ FIJ (gσ) ∂¯µgσI ∂¯µgσJ
+ LβHI(gσ)
(
2 ∂¯µgσ
I∂µσ + β
I(gσ) ∂
µσ∂µσ
))
(∇2σ + ∂νσ∂νσ)
+ 2 ∂µδσ HI(gσ)
(
∂¯µgσ
I + βI(gσ)∂
µσ
)
(∇2σ + ∂νσ∂νσ) .
(3.27)
For the terms involving WI , including those arising from A using (2.14) in (3.26),
AW = − δσ
(
WI(gσ)
(
∆gσ
I ∂νσ∂νσ + 2 ∂¯
µgσ
I∂µσ (∇2σ + ∂νσ∂νσ)
)
+ ∂JWI(gσ) ∂¯
µgσ
I ∂¯µgσ
J ∂νσ∂νσ +WI(gσ)β
I(gσ)
(
2∇2σ + 3
2
∂µσ∂µσ
)
∂νσ∂νσ
+ 2 ∂[IWJ ](gσ) ∂¯
µgσ
IβJ (gσ) ∂µσ ∂
νσ∂νσ
+ LβWI(gσ)
(
2 ∂¯µgσ
I + βI(gσ)∂
µσ
)
∂µσ ∂
νσ∂νσ
)
− 4 ∂µδσ ∂[IWJ ](gσ)
(
∂¯µgσ
I ∂¯νgσ
J + βI (gσ)∂
µσ∂¯νgσ
J + 12 ∂¯
µgσ
IβJ (gσ)∂
νσ
)
∂νσ. (3.28)
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In a similar fashion the corresponding contributions containing GIJ , including contri-
butions from FIJ in (3.27) and from (3.26) with (2.14) may be written, noting that
∂(Iβ
KGJ)K + Γ(IJ)Kβ
K = 12LβGIJ , as
AG = − δσ
(
GIJ (gσ)
(
∂¯µgσ
I ∂¯νgσ
J ∂µσ∂νσ − 12 ∂¯µgσI ∂¯µgσJ∂νσ∂νσ
)
− 14 GIJ (gσ) βI(gσ)βJ (gσ)∂µσ∂µσ ∂νσ∂νσ
)
− δσ
(
GIJ (gσ)
(
∆gσ
J + βJ (gσ)(∇2σ + ∂µσ∂µσ)
)
+ Γ(G)IJK(gσ)∂¯
µgσ
J ∂¯µgσ
K
)
× (2 ∂¯νgσI∂νσ + βI(gσ) ∂νσ∂νσ)
− δσ 1
2
(
GIJ (gσ) + ∂Jβ
K(gσ)GIK(gσ) + Γ
(G)
IJK(gσ)β
J (gσ)
)
× (2 ∂¯µgσI∂µσ + βI(gσ) ∂µσ∂µσ)(2 ∂¯νgσJ∂νσ + βJ (gσ) ∂νσ∂νσ) . (3.29)
For the corresponding result containing SIJ , TIJK we include also the terms arising from
from HI in (3.27) and from ∂[IWJ ] in (3.28). Using (2.18) we obtain, with S˜IJ given by
(2.19),
AS = − δσ
((
SIJ (gσ)∆gσ
J + TIJK(gσ) ∂¯
µgσ
J ∂¯µgσ
K
)(
2∂¯νgσ
I∂νσ + β
I(gσ) ∂
νσ∂νσ
)
+ 12 S˜IJ (gσ)
(
2 ∂¯µgσ
I∂µσ + β
I(gσ) ∂
µσ∂µσ
)(
2 ∂¯νgσ
J∂νσ + β
J (gσ) ∂
νσ∂νσ
))
+ δσ
(
LβSIJ (gσ)
(
∆gσ
J + βJ (gσ)(∇2σ + ∂µσ∂µσ)
)
+ L′βTIJK(gσ)∂¯µgσJ ∂¯µgσK
)
× (2 ∂¯µgσI∂µσ + βI(gσ) ∂µσ∂µσ)
+ δσ 12LβS˜IJ (gσ)
(
2 ∂¯µgσ
I∂µσ + β
I(gσ) ∂
µσ∂µσ
)(
2 ∂¯νgσ
J∂νσ + β
J (gσ) ∂
νσ∂νσ
)
.
(3.30)
The expressions (3.29) and (3.30) combine so that we may use (2.20) and (2.21) and also
(2.27) so that the remaining terms, with the results in (3.27) applying (3.20), become
AABC = δσ
(
1
2
AIJ (gσ)∆gσ
I∆gσ
J +BIJK(gσ)∆gσ
I ∂¯µgσ
J ∂¯µgσ
K
+ 12 CIJKL(gσ) ∂¯
µgσ
I ∂¯µgσ
J ∂¯νgσ
K ∂¯νgσ
L
)
.
(3.31)
With these results it is then possible to extend (3.10) to four dimensions in the form
16π2
(
W [e2σγµν , gσ
I ]−W [γµν , gI ]
)
=
∫
d4x
√−γ W , (3.32)
with W a local function expressible as sum of contributions W1,W2,W3. The curvature
dependent terms are contained in
W1 = C˘(σ)F − 14 A˘(σ)G
+ A˜(gσ)
(
Eµν∂µσ∂νσ +∇2σ ∂µσ∂µσ + 12 ∂µσ∂µσ ∂νσ∂νσ
)
− G˘IJ (σ) (Eµν + γµν 16R) ∂¯µgσI ∂¯νgσJ − 2WI(gσ)Eµν∂µgσI∂νσ ,
(3.33)
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where C˘(σ), A˘(σ) are defined analogously to (3.5) and G˘IJ (σ) is again given by (3.9).
(3.33) is an evident extension of the two dimensional result in (3.11) with γµν → Eµν .
The additional terms involving G,W , after some simplification, are given by
W2 = − 14 GIJ (gσ)
(
2∂µgσ
I∂µσ − βI(gσ)∂µσ∂µσ
)(
2∂νgσ
J∂νσ − βJ (gσ)∂νσ∂νσ
)
+ 1
2
GIJ (gσ)∂
µgσ
I∂µgσ
J ∂νσ∂νσ
− (WI(gσ)∇2gσI + ∂IWJ (gσ) ∂µgσI∂µgσJ) ∂νσ∂νσ
− 2WI(gσ) ∂µgσI∂µσ (∇2σ + ∂νσ∂νσ) .
(3.34)
The remaining contributions to W imposing, by a choice of aIJ in (2.32),
S˜(IJ)(g) = 0 , (3.35)
then reduce to
W3 =−
(
SIJ (gσ)
(∇2gσJ + 2 ∂µgσJ∂µσ + ( 16R −∇2σ − ∂µσ∂µσ)βI(gσ))
+ TIJK(gσ) ∂
µgσ
J∂µgσ
K
)(
2 ∂νgσ
I∂νσ − βI(gσ) ∂νσ∂νσ
)
+ 12 A˘IJ (σ) ∆ˆgσ
I∆ˆgσ
J + B˘IJK(σ) ∆ˆgσ
I ∂¯µgσ
J ∂¯µgσ
K
+ 1
2
C˘IJKL(σ) ∂¯
µgσ
I ∂¯µgσ
J ∂¯νgσ
K ∂¯νgσ
L .
(3.36)
In (3.36) R dependent terms have been absorbed in a redefinition of ∆gσ,
∆ˆgσ
I = ∆gσ
I + βI(gσ)
1
6
R , (3.37)
which satisfies the corresponding equation to (3.23).
In (3.36) A˘IJ (σ) is defined similarly to G˘IJ (σ) in (3.9) while B˘IJK(σ) is determined
by
d
dσ
B˘IJK(σ) + ∂Iβ
L(gσ)B˘LJK(σ) + ∂Jβ
L(gσ)B˘ILK(σ)
+ ∂Kβ
L(gσ)B˘IJL(σ) + ∂J∂Kβ
L(gσ)A˘IL(σ) = BIJK(gσ) , B˘IJK(0) = 0 ,
(3.38)
with a corresponding equation for C˘IJKL(σ). Just as in (3.12) there is a formal solution
B˘IJK(σ) =
(
exp(σLβ)− 1
)Lβ−1(BIJK(g)− ∂J∂KβL(g)Lβ−1AIL(g))
+
(
exp(σLβ)− 1
)Lβ−1(∂J∂KβL(g))Lβ−1AIL(g) . (3.39)
By obtaining analogous equations to (3.14) the relations (2.20) and (2.21) imply
G˘IJ (σ)− SIJ (gσ) + S˘IJ (σ) = ΨIK(gσ)A˘KJ(σ) + B˘JIK(σ)βK(gσ) ,
Γ˘IJK(σ)− TIJK(gσ) + T˘IJK(σ) = ΨIL(gσ)B˘LJK(σ) + C˘ILJK(σ)βL(gσ) ,
(3.40)
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with S˘IJ , T˘IJK defined similarly to W˘I in (3.16) and for ΨI
J (g) = δI
J + ∂Iβ
J (g). Γ˘IJK
satisfies (3.38) with B˘IJK → Γ˘IJK , BIJK → Γ(G)IJK and A˘IL → G˘IL and as a conse-
quence
Γ˘IJK = Γ
(G˘)
IJK , (3.41)
with Γ(G˘) defined in terms of G˘IJ as in (2.22). As a consequence of (3.35) we have from
(3.40)
G˘IJ (σ) +
1
2
LβG˘IJ (σ) = ΨIK(gσ)ΨJL(gσ)A˘KL(σ)
+ ΨJ
L(gσ)B˘LIK(σ)β
K(gσ) + ΨI
L(gσ)B˘LJK(σ)β
K(gσ)
+ C˘ILJK(σ)β
K(gσ)β
L(gσ) .
(3.42)
Applying (3.40) in (3.34) we may use
(
S˘IJ (σ)∆gσ
J + T˘IJK(σ) ∂¯
µgσ
J ∂¯µgσ
K
)
∂¯νgσ
I =
(
SIJ (g)∇2gJ + TIJK(g) ∂µgJ∂µgK
)
∂νg
I ,
S˘IJ (σ) ∂¯νgσ
IβJ (gσ) = SIJ (g) ∂νg
IβJ (g) , (3.43)
and similarly for ∂¯νgσ
I → βI (gσ). By applying ∂∂σ to (3.9) so that it becomes a homoge-
neous equation, we may obtain
LβG˘IJ (σ) ∂¯µgσI ∂¯µgσJ = GIJ (gσ) ∂¯µgσI ∂¯µgσJ −GIJ (g) ∂µgI∂µgJ , (3.44)
and also, as in (3.19),
A˜(gσ)− A˜(g) = G˘IJ (σ) βI(gσ)βJ (gσ) . (3.45)
Starting from (3.32), with (3.33), (3.34), (3.36), and letting γµν → e−2σγµν then,
similarly to (3.13),
16π2
(
W [e−2σγµν , g
I ]−W [γµν , gσI ]
)
=
∫
d4x
√−γ W ′ , (3.46)
For an IR fixed point so that gσ
I → g∗I as σ → −∞ then, assuming W [γµν , gσI ] →
W [γµν , g∗
I ] smoothly, W ′ determines the dependence on σ in the neighbourhood of the
fixed point.
To determine W ′ we use (3.21) for σ → −σ and the corresponding equation to (3.17)
and discard total derivatives as appropriate. Writing W ′ = W ′1 +W ′2 +W ′3 the result,
using (3.40), (3.42), (3.43), (3.44), (3.45), is
W ′1 = − C˘(σ)F + 14 A˘(σ)G
+ A˜(g)
(
Eµν∂µσ∂νσ −∇2σ ∂µσ∂µσ + 12 ∂µσ∂µσ ∂νσ∂νσ
)
+ G˘IJ (σ) (E
µν + γµν 16R) ∂µgσ
I∂νgσ
J + 2WI(g)E
µν∂µg
I∂νσ ,
(3.47)
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and
W ′2 =− 14 GIJ (g)
(
2∂µgI∂µσ + β
I (g)∂µσ∂µσ
)(
2∂νgJ∂νσ + β
J (g)∂νσ∂νσ
)
+ 12 GIJ (g)∂
µgI∂µg
J ∂νσ∂νσ
− (WI(g)∇2gI + ∂IWJ(g) ∂µgI∂µgJ) ∂νσ∂νσ
− 2WI(g) ∂µgI∂µσ (∇2σ − ∂νσ∂νσ) ,
(3.48)
and
W ′3 =
(
SIJ (g)
(∇2gJ − 2 ∂µgJ∂µσ + ( 16R +∇2σ − ∂µσ∂µσ)βJ (g))
+ TIJK(g)∂
µgJ∂µg
K
)(
2∂νgI∂νσ + β
I(g)∂νσ∂νσ
)
− 12 A˘IJ (σ)
(∇2gσI + 16RβI(gσ))(∇2gσJ + 16RβJ (gσ))
− B˘IJK(σ)
(∇2gσI + 16RβI (gσ)) ∂µgσJ∂µgσK
− 12 C˘IJKL(σ) ∂µgσI∂µgσJ ∂νgσK∂νgσL .
(3.49)
W ′1,W ′2,W ′3 may also be obtained fromW1,W2,W3 by letting gσ → g and then σ → −σ.
The contributions involving G˘IJ , as well as A˘IJ , B˘IJK , C˘IJKL depend on the RG trajectory
linking g and gσ, for variations arising from (2.30), (2.31) the associated freedom becomes
a difference of contributions from the end points of the RG flow.
These expressions simplify if we assume that the x-dependence in gσ arises only from
σ, so that in solving (3.3) gI is a constant. In this case we may take ∂µgσ
I = βI(gσ)∂µσ,
∇2gσI + 16RβI(gσ) = βI(gσ) 16R˘ + ΨJ I(gσ)βJ (gσ)∂µσ∂µσ for 16 R˘ = 16R +∇2σ − ∂µσ∂µσ
and then
W ′ = − C˘(σ)F + 14 A˘(σ)G
+ A˜(gσ) (E
µν∂µσ∂νσ −∇2σ ∂µσ∂µσ + 12 ∂µσ∂µσ ∂νσ∂νσ)
− 14 GIJ (gσ)βI(gσ)βJ (gσ) ∂µσ∂µσ ∂νσ∂νσ
+ 1
6
R˘ SIJ (gσ)β
I(gσ)β
J (gσ) ∂
µσ∂µσ − 12 ( 16 R˘)2 A˘IJ (σ)βI(gσ)βJ (gσ) .
(3.50)
Of course at a fixed point with a vanishing beta function this coincides with the result
used in [7] for σ → τ and a similar expression was obtained in [22].
Although lengthy, and tedious to obtain, the extended result (3.46), with (3.47), (3.48),
(3.49), is still relatively simple and potentially allows for the analysis of dilaton couplings
away from conformal fixed points.1 Setting the curvature terms to zero and σ → τ (3.47)
becomes part of the Lagrangian determining couplings of scalar fields OI to the dilaton
τ in the dilaton effective action. The results used in [6] and [7] depend also on imposing
additional boundary conditions whose generalisation is less apparent.
1 If all β terms are set to zero in (2.4) and the various conditions for integrability are imple-
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4. Broken Conformal Symmetry
The results obtained in section 2 depend on extending the quantum field theory to a
curved space background. In this section we show how a subset of the consistency relation
equations can be defined by restricting to flat space and considering broken conformal
symmetry. These are derived by considering diffeomorphisms, as well as Weyl rescalings.
Their intersection defines the conformal group
In general quantum field theories on curved space, within appropriate regularisation
schemes, are invariant under diffeomorphisms. This may be expressed, for arbitrary smooth
vµ(x), as ∫
d4x
(
Lvγµν δ
δγµν
+ vµ∂µg
I δ
δgI
)
W = 0 , (4.1)
where
Lvγµν = ∇µvν +∇νvµ . (4.2)
mented along with (2.33) then (2.4) becomes
∆σ 16π
2
W =
∫
d
4
x
√−γ σ
(
C F − 1
4
AG+ 1
2
GIJ(D2gID2gJ − 2 (Eµν + 16Rγµν) ∂µgI∂νgJ )
+ 1
2
CˆIJKL ∂
µ
g
I
∂µg
J
∂
ν
g
K
∂νg
L
)
− 2
∫
d
4
x
√−γ ∂µσ
(
E
µν
WI∂νg
I − ∂[IWJ] ∂µgI∇2gJ
)
,
where D2gI is defined as in (2.9) with AIJ → GIJ , BIJK → Γ(G)IJK and we must also im-
pose ∂IA = 0. This may be integrated straightforwardly to give 16π
2(W [e2σγµν ] −W [γµν ]) =∫
d4x
√−γ WFP where
WFP = σ
(
C F − 1
4
AG+ 1
2
GIJ(D2gID2gJ − 2 (Eµν + 16Rγµν) ∂µgI∂νgJ )
+ 1
2
CˆIJKL ∂
µ
g
I
∂µg
J
∂
ν
g
K
∂νg
L
)
+A (Eµν∂µσ∂νσ +∇2σ ∂µσ∂µσ + 12 ∂µσ∂µσ ∂νσ∂νσ)
−GIJ(∂µgI∂νgJ ∂µσ∂νσ − 12 ∂µgI∂µgJ ∂νσ∂νσ)
− 2WI Eµν∂µgI∂νσ + 2 ∂[IWJ] ∂µgI∇2gJ ∂µσ
− 2WI ∂µgI∂µσ (∇2σ + ∂νσ∂νσ)− (WI∇2gI + ∂IWJ∂µgI∂µgJ ) ∂νσ∂νσ .
This result is relevant at a fixed point when {gI} are the couplings for exactly marginal operators
and so parameterise the moduli space. The terms proportional to GIJ can be expressed in terms
of the Riegert operator, a conformally covariant 4th order differential operator acting on dimen-
sionless scalars. On the moduli space A is constant, whereas C may vary, and we expect, since
(ωg)IWI = 0, WI = ∂If for some scalar f , and so by virtue of the freedom in (2.30) we may then
set WI = 0.
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Conformal Killing vectors satisfy
∇µvν +∇νvµ = 2 σv γµν , (4.3)
and for any such conformal Killing vector acting on W we may take from (4.1) and (2.2)
∆σv → ∆v =
∫
d4x
(− vµ∂µgI + σv βI) δ
δgI
. (4.4)
Defining the commutator of two diffeomorphisms by
[v, v′]µ = vν∂ν v
′µ − v′ν∂ν vµ , (4.5)
(4.3) implies
vµ∂µ σv′ − v′µ∂µ σv = σ[v,v′] . (4.6)
It is then easy to verify that, from the definition (4.4),
[
∆v,∆v′
]
= ∆[v,v′] . (4.7)
On flat space the solutions of (4.3), for ∇µ → ∂µ, γµν → ηµν , are of course the usual
conformal Killing vectors
vµ(x) = aµ + ωµνx
ν + λxµ + bµx2 − 2 xνbν xµ , σv(x) = λ− 2 xµbµ , (4.8)
for ωµν = −ωνµ. Combining (4.1) with (2.4) gives a condition on the flat space vacuum
energy functional W [gI ] which reduces, since ∂2σv = 0, to
∆v 16π
2W =
∫
d4x
(
σvX − 2 ∂µσv Y µ
)
, (4.9)
for X(g), Y µ(g) given by (2.7), albeit ∇2 → ∂2. In Y µ, since S(IJ) ∂µgI∂2gJ =
S(IJ)
(
∂ν(∂µgI∂νg
J) − 1
2
∂µ(∂νgI∂νg
J)
)
and ∂ν∂µσv = 0, the symmetric part of SIJ may
be dropped. (4.9) expresses broken conformal symmetry2, valid so long as the couplings
are local functions of x.
Linear conditions on correlation functions for the operators OI , which reduce to stan-
dard RG equations for vµ(x) = λxµ and gI constant, can be obtained from
[
∆v,
δ
δgI(x)
]
= −vµ(x) ∂µ δ
δgI(x)
− σv(x)
(
d δI
J + ∂Iβ
J
(
g(x)
)) δ
δgJ(x)
, (4.10)
2 Broken conformal Ward identities were first discussed at the same time as the usual RG
equations [23] but in [24] ‘appear to be useless’. For other approaches see [25].
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with d = 4 here again. With the definition (2.10) then
16π2
(
∆v〈OI〉+ 4 σv〈OI〉+ σv ∂IβJ 〈OJ 〉+ vµ∂µ〈OI〉
)
= AI , (4.11)
for
AI = − δ
δgI
∫
d4x
(
σvX − 2 ∂µσv Y µ
)
. (4.12)
To impose (4.7) making use of (4.6) we note that
∆v
∫
d4x
(
σv′ X − 2 ∂µσv′ Y µ
)−∆v′
∫
d4x
(
σvX − 2 ∂µσv Y µ
)
=
∫
d4x
(
σ[v,v′]X − 2 ∂µσ[v,v′] Y µ
)
+
∫
d4x
(
2 kµK
µ + 4 lµν L
µν
)
,
kµ = σv′ ∂µσv − σv ∂µσv′ , lµν = ∂µσv′ ∂νσv − ∂µσv ∂νσv′ = 8 b′[µ bν] , (4.13)
for
Kµ =
(
AIJ + ∂Iβ
KAJK +BJIKβ
K + LβSIJ
)
∂µgI∂2gJ
+
(
BIJK + ∂Iβ
LBLJK + CILJKβ
L + SIL∂J∂Kβ
L + LβTIJK
)
∂µgI∂νgJ∂νg
K ,
Lµν = − (S[IJ ] − ∂[IβKSJ ]K + T[IJ ]KβK)∂µgI∂νgJ . (4.14)
Hence (4.7) is satisfied, assuming (4.9), if the terms involving Kµ and Lµν in (4.13) vanish.
As σv is just linear in x the conditions in this case do not require either K
µ or Lµν to be
zero. For the term involving lµν , since this is a constant, it is necessary and sufficient only
that Lµν is a total derivative so that we require
Lµν = ∂[µ
(
WI∂
ν]gI
)
, (4.15)
for some WI , which is then equivalent to the result (2.18) for ∂[IWJ ] and hence WI is
determined in terms of SIJ , TIJK up to the freedom WI ∼ WI − ∂Ia. For the term
containing kµ in (4.13) then since
∂(νkµ) = 0 , (4.16)
it is sufficient to require
Kµ = ∂ν
(
GIJ∂
µgI∂νgJ
)− 1
2
∂µ
(
GIJ∂
νgI∂νg
J
)
, GIJ = GJI , (4.17)
choosing the relative coefficients to match the form of Kµ in (4.14). Combining (4.14) and
(4.17) is equivalent to (2.20) and (2.21) with the definition (2.22).
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Although restricting to broken conformal symmetry on flat space does not directly
determine A, which plays the role of a c-function, the relations defining WI and GIJ are
sufficient to reconstruct the critical result (2.14). Using (2.20) and (2.21)
∂[I
(
GJ ]Kβ
K
)
= ∂[Iβ
KGJ ]K − Γ(G)[IJ ]KβK
= ∂[Iβ
KAJ ]K −B[IJ ]KβK
+ ∂[Iβ
KLβSJ ]K − S[I L∂J ]∂KβLβK −LβT[IJ ]KβK
= G[IJ ] −A[IJ ] −Lβ
(
S[IJ ] + T[IJ ]Kβ
K
)
+ ∂[Iβ
KLβSJ ]K − S[I L∂J ]∂KβLβK
= Lβ
(
∂[IWJ ]
)
= ∂[ILβWJ ] , (4.18)
using (2.18) and G[IJ ] = A[IJ ] = 0. (4.18) is the necessary condition for the inte-
grability of (2.14) so that A may be calculated in terms of the flat space quantities
AIJ , BIJK , SIJ , TIJK up to a g-independent constant.
If in (4.14)
∆SIJ = gIJ , ∆TIJK = Γ
(g)
IJK , (4.19)
then
∆Kµ = LβgIJ ∂µgI∂2gJ +
(
∂KLβgIJ − 12 ∂ILβgJK
)
∂µgI∂νgJ∂νg
K ,
∆Lµν = ∂[I
(
gJ ]Kβ
K
)
∂µgI∂νgJ ,
(4.20)
and it is easy to see that this implies
∆GIJ = LβgIJ , ∆WI = gIJβJ , (4.21)
in accord with (2.30) and (2.31).
At a fixed point, assuming
∂Iβ
J
∣∣
g=g∗
= −(4−∆I)δIJ , (4.22)
then with (2.10) the identity (4.9) requires, by considering δ
δgI(x)
δ
δgJ(y)
and then restricting
to constant couplings,(
vµ(x)∂µx +∆I σv(x) + v
µ(y)∂µy +∆J σv(y)
)〈OI(x)OJ(y)〉
=
1
16π2
AIJ ∂x
2∂y
2
(
σv(x)δ
4(x− y)) . (4.23)
There is a potential term involving SIJ but this cancels for SIJ = −SJI . The conformal
identity (4.23) has a solution only for ∆I = ∆J = ∆ when
〈OI(x)OJ(y)〉 = CIJ
((x− y)2)∆ −
1
16π2
AIJ
2(4−∆) ∂x
2∂y
2δ4(x− y)
=
1
∆− 4 (∂
2)3
(
CIJ
64(∆− 3)2(∆− 2)2(∆− 1)
1
((x− y)2)∆−3 −
AIJ
2(8π2)2
1
(x− y)2
)
.
(4.24)
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For this to be well defined for x ≈ y we must have (2π2)2CIJ = 24AIJ +O(∆− 4).
With the definition (2.11) and restricting to flat space then 〈Tµν〉 satisfies
∂µ〈Tµν〉+ ∂νgI 〈OI〉 = 0 , (4.25a)
16π2
(
ηµν〈Tµν〉 − βI〈OI〉
)
= X + 2 ∂µY
µ , (4.25b)
and also, with ∆v as in (4.4), a corresponding broken conformal identity
16π2
(
∆v〈Tµν〉+ 6 σv 〈Tµν〉+ Lv〈Tµν〉
)
= Aµν ,
Lv〈Tµν〉 = vρ∂ρ〈Tµν〉 − ∂ρvµ 〈T ρν〉 − ∂ρvν 〈Tµρ〉 ,
(4.26)
where
Aµν = 2 δ
δγµν
∫
d4x
√−γ (σX − 2 ∂ασ Y α)
∣∣∣
γµν→ηµν ,σ→σv
+ 13 (η
µν∂2 − ∂µ∂ν)(σv(EI∂2gI + FIJ∂αgI∂αgJ) + 2 ∂ασvHI∂αgI)
+Dµνσρ(σvGIJ∂σgI∂ρgJ + 2 ∂σσvWI∂ρgI) ,
(4.27)
with Dµνσρ defined so that
Dµνσρfσρ = ∂2fµν + ηµν ∂σ∂ρfσρ − 2 ∂(µ∂σfν)σ + (∂µ∂ν − ηµν∂2)ησρfσρ , (4.28)
for any fσρ = fρσ.
The form for Aµν in (4.26) is constrained by (4.25a, b) in conjunction with (4.11).
Using ∂µ(Lv + 6σv)Tµν = (Lv + 6σv)∂µTµν + ∂νσv ησρTσρ we may obtain from (4.25a)
∂µAµν + ∂νgI AI = ∂νσv (X + 2 ∂µY µ) , (4.29)
and from ηµν(Lv + 6σv)Tµν = (vρ∂ρ + 4σv)ηµνTµν from (4.25b)
ηµνAµν − βIAI =
(
∆v + 4 σv + v
µ∂µ
)
(X + 2 ∂νY
ν) . (4.30)
(4.30) constrains the additional derivative terms in (4.27) as it reduces to
∂2
(
σv(EI∂
2gI + FIJ∂
µgI∂µg
J) + 2 ∂µσvHI∂
µgI
)
− 2(ηµν∂2 − ∂µ∂ν)(σv GIJ∂µgI∂νgJ + 2 ∂µσvWI∂νgI)
= −∂2(σv(AIJ∂2gIβJ +BKIJ∂µgI∂µgJβK)− 2 ∂µσv SIJ∂µgIβJ)
+ 8 ∂µ
(
∂νσv S˜[IJ ] ∂
µgI∂νgJ
)
+ 2
(
∂µ σv + (∂µσv)
)(
(A˜IJ + LβSIJ )∂µgI∂2gJ
+ (B˜IJK + LβTIJK + ∂J∂KβLSIL)∂µgI∂νgJ∂νgK
)
,
(4.31)
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for S˜IJ , A˜IJ , B˜IJK as in (2.19), (2.20), (2.21). Since
(ηµν∂2 − ∂µ∂ν)(σv GIJ∂µgI∂νgJ + 2 ∂µσvWI∂νgI)
= 1
2
∂2
(
σv GIJ∂
µgI∂µg
J
)
+ 4 ∂µ
(
∂νσv ∂[IWJ ]∂
µgI∂νgJ
)
− (σv∂µ + 2(∂µσv))(GIJ∂µgI∂2gJ + Γ(G)IJK∂µgI∂νgJ∂νgK) ,
(4.32)
(4.31) reduces to the consistency relations (2.16), (2.18), (2.20) and (2.21). Hence the
broken conformal identity (4.26), with (4.27) may be used to define GIJ ,WI and also
EI , FIJ , HI just in terms of correlation functions involving the energy momentum tensor
on flat space.
The relations (4.25a, b) and (4.26) which are expressed in terms of local couplings
can be translated into equivalent constraints on various correlation functions involving the
energy momentum tensor and with gI constant. We describe here the simplest results
for the three point function 〈Tµν(x)OJ(y)OK(z)〉 in the conformal limit assuming (4.22)
with ∆J = ∆K = ∆. In this case we can drop contributions arising from HI , SIJ ,WI .
Suppressing the argument x the conformal Ward identity becomes
16π2
(Lv + 6 σv + vµ(y)∂µy +∆σv(y) + vµ(z)∂µz +∆σv(z))〈Tµν OJ (y)OK(z)〉
= AµνJK(y, z) ,
(4.33)
with
AµνJK(y, z) = AJK
(
2 ∂(µδy ∂
ν)(σv ∂
2δz) + 2 ∂
(µ(σv ∂
2δy) ∂
ν)δz
− ηµν (∂ρδy ∂ρ(σv ∂2δz) + ∂ρ(σv ∂2δy) ∂ρδz + σv ∂2δy ∂2δz))
+ 1
3
(ηµν∂2 − ∂µ∂ν)(σv((4−∆)AJK(∂2δy δz + δy ∂2δz) + 2GJK ∂ρδy ∂ρδz))
+ 2GJK Dµνσρ
(
σv ∂(σδy ∂ρ)δz
)
, (4.34)
for δy ≡ δ4(x − y), δz ≡ δ4(x − z) and where we have let EI → −AIJβJ , FIJ → GIJ .
Corresponding to (4.25a, b) we have
∂µ
〈
Tµν OJ (y)OK(z)
〉− ∂νδy 〈OJ OK(z)〉− ∂νδz 〈OJ (y)OK〉 = 0 ,
16π2
(
ηµν
〈
Tµν OJ (y)OK(z)
〉
+ (∆− 4) δy
〈OJ (y)OK(z)〉+ (∆− 4) δz 〈OJ (y)OK(z)〉) = AJK ∂2δy ∂2δz .
(4.35)
It is again somewhat non-trivial to check consistency of (4.33) and (4.35), the necessary
condition reduces to
GJK = (∆− 3)AJK , (4.36)
which is equivalent to (2.20) in the conformal limit.
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5. Beta functions for Scalar Fermion Theory
We consider as an example for the application of the general consistency relations a
general scalar fermion field theory involving nψ, nχ two component chiral spinor fermion
fields ψ, χ, of opposite chirality, and nφ complex scalars φi, i = 1, . . . nφ, with a Lagrangian
of the form
L = −∂φ¯i · ∂φi − ψ¯ iσ · ∂ ψ − χ¯ iσ¯ · ∂ χ− χ¯m(φ)ψ − ψ¯ m¯(φ¯)χ− V (φ¯, φ) , (5.1)
where σ·a σ¯·a = −a2 1, trσ(σ·a σ¯·b) = −2 a·b with · in this context denoting contraction of
Lorentz indices. In (5.1) we assume
m(φ) = yiφi + µ , m¯(φ¯) = φ¯
i y¯i + µ¯ , V (φ¯, φ) =
1
4 λij
kl φ¯iφ¯jφkφl +O(φ
2φ¯, φφ¯2) . (5.2)
The Yukawa coupling yi is a nχ × nψ matrix and y¯i = (yi)†. Also (λijkl)∗ = λklij . For
nχ = nψ (5.1) can be re-expressed in terms of four component Dirac fermions. The
Lagrangian (5.1) has a U(1)× U(1) symmetry for the dimension four interactions under
ψ → eiθψ , χ→ eiτχ , φi → ei(τ−θ)φi . (5.3)
This is sufficient to significantly reduce the number of Feynman diagrams at each loop
order.
The β-functions associated with the couplings y, λ in L can be expressed as
βy
i = β˜y
i + γχ y
i + yi γψ + y
jγφ j
i ,
βV = β˜V + V
jγφ j
iφi + φ¯
iγφ i
jVj ,
(5.4)
for
V j =
∂
∂φj
V , Vj =
∂
∂φ¯j
V . (5.5)
In addition
βy¯i = (βy
i)† . (5.6)
In giving results for β and related functions it is convenient to rescale
λij
kl → 16π2λijkl , yi → 4π yi , y¯i → 4π y¯i , (5.7)
thereby removing factors of 1/16π2 which arise at each loop order. The anomalous dimen-
sion matrices at one and two loops are given by
γχ
(1) = 1
2
yj y¯j , γψ
(1) = 1
2
y¯jy
j , γ
(1)
φ j
i = tr(y¯jy
i) , (5.8)
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and
γχ
(2) = − 18 yiy¯j yj y¯i − 34 tr(yj y¯i) yiy¯j ,
γψ
(2) = − 18 y¯i yj y¯j yi − 34 tr(yj y¯i) y¯jyi ,
γ
(2)
φ j
i = 14 λjk
mnλmn
ki − 34
(
tr(y¯j y
ky¯k y
i) + tr(y¯k y
k y¯j y
i)
)
.
(5.9)
The β-functions are then given by (5.4) with [26]
β˜ (1)iy = 0 , β˜
(2)i
y = 2 y
jy¯k y
iy¯j y
k − 2λjkli yj y¯l yk ,
β˜
(1)
V =
1
2 VrsV
rs − 2 tr(mm¯mm¯) ,
β˜
(2)
V = − 12 VrstV rsuV tu − 2 tr(y¯i yj)
(
V ikVkj + Vj
kVk
i
)
+ 2 tr(yk m¯ ylm¯)Vkl + 2 tr(y¯kmy¯lm)V
kl
+ 2
(
tr(yky¯kmm¯mm¯) + tr(y¯k y
km¯m m¯m) + 2 tr(ykm¯m y¯kmm¯)
)
,
(5.10)
where arb
r = aibi + aib
i and Vrs, Vrst are defined by obvious extensions of (5.5). In
consequence 12 VrsV
rs = VijV
ij + Vi
jVj
i.
Two special cases are of particular interest. Assuming nχ = r, nψ = rn, nφ = n we
require
m(φ)ψ = y φiψ
i , ψ¯ m(φ¯) = y¯ ψ¯iφ¯
i , V (φ¯, φ) = 1
2
λ (φ¯iφi)
2 , (5.11)
and there is then a manifest U(n) symmetry (for the scalar couplings the symmetry extends
to O(2n)), with χ, χ¯ singlets, and the couplings reduce to just λ, y, y¯. In the above formulae
λij
kl → λ(δikδjl + δilδjk) , yi y¯j → y¯y δji , y¯iyi → y¯y 1n . (5.12)
The anomalous dimensions are no longer matrices and from the above we get
γψ
(1) = 1
2
y¯y , γχ
(1) = 1
2
n y¯y , γ
(1)
φ = r y¯y ,
γψ
(2) = − 18 (6r + n) (y¯y)2 , γχ(2) = −18 (6r + 1)n (y¯y)2 ,
γ
(2)
φ = (n+ 1)
(
1
2λ
2 − 34r (y¯y)2
)
,
(5.13)
with r arising from the trace due to additional fermion degrees of freedom. Furthermore,
from (5.10)
β˜y
(1) = 0 , β˜y
(2) = 2
(
(y¯y)2 − (n+ 1) y¯y λ)y , β˜λ(1) = 2(n+ 4)λ2 − 4r (y¯y)2 ,
β˜λ
(2) = − 4(5n+ 11)λ3 − 4(n+ 4)λ2y¯y + 8r λ(y¯y)2 + 4(n+ 3)r (y¯y)3 , (5.14)
where now
βy = β˜y + (γχ + γψ + γφ) y , βλ = β˜λ + 4γφ λ . (5.15)
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Combining (5.14) and (5.13) for n = 2 reproduces standard model results in [17].3
The other special case corresponds to N = 1 supersymmetry. This is achieved by
letting nψ = nφ = nC and imposing
χ¯→ ψ˜ = ψTC , χ→ ˜¯ψ = −C−1ψ¯T , (5.16)
with CT = −C Cσ¯C−1 = −σT , and then rescaling ψ, ψ¯ to achieve a canonical kinetic
term. φi, ψi and φ¯
i, ψ¯i form nC chiral supermultiplets and a general renormalisable N = 1
supersymmetric Lagrangian is achieved by letting
V (φ¯, φ) = ui(φ) u¯i(φ¯) , m
ij(φ) = ui,j(φ) = mji(φ) , m¯ij(φ¯) = u¯i,j(φ¯) = m¯ji(φ¯) ,
Y ijk = ui,jk = Y (ijk) , Y¯ijk = u¯i,jk = Y¯(ijk) , λij
kl = Y¯ijmY
mkl . (5.17)
(5.16) is compatible with (5.3) if τ = −θ so that U(1) × U(1) → U(1)R corresponding to
the usual R-symmetry. Standard supersymmetry results based on superspace ensure that
the β-functions are determined in terms of the anomalous dimension
β ijkY = Y
ljkγ l
i + Y ilkγ l
j + Y ijlγ l
k , βY¯ ijk = γi
l Y¯ljk + γj
l Y¯ilk + γk
l Y¯ijl . (5.18)
Hence with the definitions (5.4)
β˜Y = 0 , β˜V (φ, φ¯) = 2 u
i(φ) γi
j u¯j(φ¯) . (5.19)
The results for anomalous dimensions and beta functions for (5.1) with (5.17) reduce to
the supersymmetric form so long as the coefficient of all traces, which each correspond to
a fermion loop, have an additional coefficient 12 . This reflects the restriction (5.16). Then
we have
γψ i
j = γφ i
j = γi
j , γχ
j
i = γ¯
j
i , (5.20)
With the modification of the trace coefficients the results (5.8) and (5.9) are compatible
with (5.20) for
γ(1)i
j = 12 (Y¯ Y )i
j , γ(2)i
j = −12 Y¯ikl (Y Y¯ )lm Y mkj . (5.21)
The results in (5.13) and (5.14) also correspond to a single field supersymmetric theory
for n = 1, r = 1
2
if λ = 1
2
y¯y.
3 Assuming (5.12) the detailed relation with the results of [17] at each loop order ℓ is given
by βλ
(ℓ)|n=2 = 4βλ(ℓ)|λ→ 1
2
λ, gs=0
, βy
(ℓ)|n=2 = 2 βyt(ℓ)|λ→ 1
2
λ, gs=0
, γψ
(ℓ)|n=2 = γt2,L(ℓ)|λ→ 1
2
λ, gs=0
,
γχ
(ℓ)|n=2 = γt2,R(ℓ)|λ→ 1
2
λ, gs=0
and γφ
(ℓ)|n=2 = γΦ2,L(ℓ)|λ→ 1
2
λ, gs=0
where y¯ = y = yt and r = dR.
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At three-loop order the general expressions for the anomalous dimensions are restricted
to correspond to one particle irreducible graphs and have the form for the fermions
γχ
(3) = a yiy¯j y
j y¯k y
ky¯i + b y
iy¯j y
ky¯k y
j y¯i + c y
iy¯j y
ky¯i y
j y¯k
+ d yiy¯j λim
klλkl
mj + e yiy¯k y
j y¯l λij
kl
+ f
(
tr(yj y¯k y
ky¯i) + tr(y
ky¯k y
j y¯i)
)
yiy¯j
+ g tr(yj y¯i) y
iy¯k y
ky¯j + h tr(y
j y¯i) y
ky¯j y
iy¯k
+ i tr(yj y¯k) tr(y
ky¯i) y
iy¯j ,
γψ
(3) = a y¯i y
j y¯j y
ky¯k y
i + b y¯i y
j y¯k y
ky¯j y
i + c y¯i y
j y¯k y
iy¯j y
k
+ d y¯j y
j λim
klλkl
mj + e y¯k y
iy¯l y
j λij
kl
+ f
(
tr(yj y¯k y
ky¯i) + tr(y
ky¯k y
j y¯i)
)
y¯j y
i
+ g tr(yj y¯i) y¯j y
ky¯k y
i + h tr(yj y¯i) y¯k y
iy¯j y
k
+ i tr(yj y¯k) tr(y
ky¯i) y¯j y
i ,
(5.22)
and for the scalar field
γ
(3)
φ j
i = a′
(
λjk
mnλmn
pqλpq
ki + 4λjk
mnλml
kpλnp
li
)
+ b′
(
λjk
mnλmn
li + 2λjm
lnλkn
mi
)
tr(yky¯l)
+ c′
(
tr(y¯j y
ky¯l y
m)λkm
li + λjl
km tr(y¯k y
l y¯m y
i)
)
+ d′
(
tr(y¯j y
ky¯k y
l y¯l y
i) + tr(y¯k y
ky¯l y
l y¯j y
i)
)
+ e′
(
tr(y¯j y
ky¯l y
l y¯k y
i) + tr(y¯k y
ly¯l y
k y¯j y
i)
)
+ f ′ tr(y¯k y
ky¯j y
l y¯l y
i) + g′ tr(y¯k y
ly¯j y
ky¯l y
i)
+ h′
(
tr(y¯j y
ky¯l y
i) + tr(y¯l y
k y¯j y
i)
)
tr(yl y¯k) .
(5.23)
The individual contributions in (5.22) and (5.23) are all hermitian except for those in-
volving the coefficient c′ where the two terms are hermitian conjugates. Furthermore, the
expressions are constrained by γχ ↔ γψ and γ (3)φ ji → γ (3)φ ij for yi ↔ y¯i, λijkl → λklij
everywhere.
Restricting to the U(n) case given by (5.12)
γχ
(3) = n
(
a+ n b+ c+ r(n+ 1) f + r (g + h) + r2 i
)
(y¯y)3 + n(n+ 1)
(
2d λ2y¯y + e λ(y¯y)2
)
,
γψ
(3) =
(
n2 a+ n b+ c+ r(n+ 1) f + rn (g + h) + r2 i
)
(y¯y)3 + (n+ 1)
(
2d λ2y¯y + e λ(y¯y)2
)
,
γ
(3)
φ = 2(n+ 1)
(
2(n+ 4) a′ λ3 + 3r b′ λ2y¯y + r c′ λ(y¯y)2
)
+ r
(
(n2 + 1) d′ + 2n e′ + n f ′ + g′ + r(n+ 1) h′
)
(y¯y)3 . (5.24)
Comparing with [17] for n = 2 we may obtain
a = − 532 , 2b+c = −78+ 32ζ(3) , d = −1132 , e = f = 1 , g+h = 516 , i = −38 , (5.25)
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and
a′ = − 116 , b′ = − 516 , c′ = 54 , h′ = 2 , 5d′ + 4e′ + 2f ′ + g′ = −2516 + 3ζ(3) . (5.26)
The graphs associated with a′, b′, c′ were calculated in [14], the numerical values given are
consistent with (5.26) if an additional factor of 2 for fermion loops is supplied due to the
absence of a symmetry factor here.
In the supersymmetric case given by (5.17) there are four independent terms [18] so
that
γ(3)i
j = Y¯ikl
(
A (Y Y¯ )lm(Y Y¯ )
m
n + C Y
lmp (Y¯ Y )p
q Y¯qmn
)
Y nkj
+ Y¯ikl
(
B (Y Y¯ )km(Y Y¯ )
l
n +DY
kps Y lqr Y¯prm Y¯qsn
)
Y mnj .
(5.27)
From (5.22) and (5.23)
A = a+ 1
4
i = a′ + d′ , B = 1
2
g = 1
2
(b′ + f ′) ,
C = b+ d+ f + 12h = b
′ + e′ + 12h
′ , D = c+ e = 2a′ + c′ + 12g
′ .
(5.28)
According to [18]
A = −14 , B = −18 , C = 1 , D = 32ζ(3) . (5.29)
This resolves the freedom present in (5.25) by requiring in addition
b = 116 , c = −1 + 32ζ(3) , g = −14 , h = 916 , (5.30)
with two additional linear constraints on the coefficients also satisfied. If the results for
a′, b′, c′, h′ in (5.26) are used in (5.28) with (5.29) then
d′ = − 316 , e′ = 516 , f ′ = 116 , g′ = −2 + 3ζ(3) . (5.31)
With these values 5d′ + 4e′ + 2f ′ + g′ is compatible with (5.26) providing a further check.
In a similar fashion we may write
β˜y
(3)i = αyj y¯k y
l λjl
mnλmn
ki + β yj y¯k y
l
(
λjm
niλnl
km + λjm
knλnl
mi
)
+ γ
(
tr(yj y¯m) y
my¯l y
k + tr(yky¯m) y
j y¯ly
m
)
λjk
li + δ tr(y¯ly
m) yjy¯m y
k λjk
li
+ ǫ
(
yky¯m y
my¯j y
l + yky¯j y
my¯my
l
)
λkl
ji + η
(
ymy¯j y
ky¯m y
l + yky¯m y
ly¯j y
m
)
λkl
ji
+ ζ yky¯m y
iy¯n y
l λkl
mn
+ ι
(
yj y¯l y
iy¯k y
l + yly¯k y
iy¯l y
j
)
tr(yky¯j) + κ
(
yj y¯k y
l + yly¯k y
j
)
tr(y¯j y
ky¯l y
i)
+ µ
(
yky¯j y
j y¯l y
iy¯k y
l + yky¯l y
iy¯k y
j y¯j y
l
)
+ ν
(
yky¯l y
j y¯j y
iy¯k y
l + yky¯l y
iy¯j y
j y¯k y
l
)
+ θ
(
yj y¯k y
ly¯j y
iy¯l y
k + yky¯l y
iy¯j y
ly¯k y
j
)
. (5.32)
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This reduces to
β˜y
(3) = (n+ 1)
(
2α+ (n+ 3)β
)
λ2y¯y y + (n+ 1)(2γ + δ) rλ(y¯y)2 y
+ (n+ 1)
(
(n+ 1)ǫ+ 2η + ζ
)
λ(y¯y)2 y
+
(
2ι+ (n+ 1)κ
)
r (y¯y)3 y + (n+ 1)(µ+ ν + θ) (y¯y)3 y .
(5.33)
Comparing with [17]
2α+ 5β = 8 , 2γ + δ = 5 , 3ǫ+ 2η + ζ = 152 , 2ι+ 3κ = −2 , µ+ ν + θ = −6 . (5.34)
In the supersymmetric case then β˜y
(3)i = 0 requires
α+ 12δ + 2ν = 0 ,
1
2γ + ǫ+
1
2 ι+ µ = 0 , β + η +
1
2ζ +
1
2κ+ θ = 0 . (5.35)
Each term in (5.32) corresponds to a particular Feynman graph. By calculating the relevant
integrals corresponding to individual graphs we found
α = 32 , β = γ = 1 , δ = 3 , ǫ =
1
2 , η = ζ = 2 , (5.36)
which are consistent with the first three relations in (5.34). In [14] those graphs corre-
sponding to α, β, γ, δ, ǫ, η were also calculated, the numbers quoted for each graph appear
to be in accord with the coefficients in (5.36) up to factors of 2 which are a consequence
of the different symmetry factors for the theory considered here. By using (5.34) and also
(5.35) with (5.36) it is easy to obtain
ι = −1 , κ = 0 , µ = −12 , ν = −32 , θ = −4 , (5.37)
so that the three-loop Yukawa beta function for the theory described the Lagrangian (5.1)
is fully determined.
6. Gradient Flow Properties
Based on the results for the scalar fermion β-functions we explore at low loop order the
constraints arising from the flow equation (1.1). Here we initially neglect the distinction
between the standard perturbative β-function and the modified B-function given by (1.7).
If TIJ = GIJ is symmetric and GIJ is positive definite then (1.1) defines a gradient flow.
For purely scalar theories a gradient flow was postulated and investigated by Wallace and
Zia [27], who showed how GIJ may be found by diagrammatic arguments to quite high
loop order. In general an antisymmetric part in TIJ is necessary to ensure (1.1) remains
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valid under the equivalence relations (2.82) which correspond to the freedom in (1.3) and
(1.4).
We assume here the lowest order results found in [9] determining GIJ . Applied to the
theory defined by (5.1), so that gI = {yi, y¯i, λijkl}, then at two-loop order
TIJ
(2) dgId′gJ = GIJ
(2) dgId′gJ = 13
(
tr(dyi d′y¯i) + tr(dy¯i d
′yi)
)
, (6.1)
for dgI = {dyi, dy¯i, dλijkl}, d′gI = {d′yi, d′y¯i, d′λijkl}. With the one-loop result for βyi
given by (5.4) and (5.8)
A˜(3) = 112
(
tr(y¯i y
iy¯j y
j) + tr(yiy¯i y
j y¯j)
)
+ 16 tr(y¯i y
j) tr(y¯j y
i) . (6.2)
At the next order the three-loop contribution to TIJ must be of the general form
TIJ
(3)dgId′gJ = 124 dλij
kl d′λkl
ij
+
(
α¯
(
tr(dy¯i d
′yi y¯j y
j) + tr(dy¯i y
j y¯j d
′yi)
)
+ β¯
(
tr(dy¯i d
′yj y¯j y
i) + tr(dy¯i y
iy¯j d
′yj)
)
+ γ¯
(
tr(dy¯i y
i d′y¯j y
j) + tr(dy¯i y
j d′y¯j y
i)
)
+ δ¯ tr(dy¯i d
′yj) tr(y¯j y
i) + η¯ tr(dy¯i y
j) tr(y¯j d
′yi)
+ ǫ¯ tr(dy¯i y
j) tr(d′y¯j y
i) + conjugate
)
,
(6.3)
where the first term was calculated in [9]. The remaining terms correspond to three-loop
vacuum diagrams, with one and two fermion loops, with two vertices selected. The result is
also required to be invariant under conjugation when y ↔ y¯. Although this is not imposed
the expression (6.3) is symmetric under dgI ↔ d′gI so that at this order TIJ(3) = GIJ(3).
The real coefficients α¯, β¯, γ¯, δ¯, η¯, ǫ¯ in (6.3) have not been determined hitherto. Without
explicit determination the integrability conditions necessary for (1.1) provide constraints
on these coefficients and also on the β-functions themselves, as was also demonstrated to
two-loop order in [9]. The dependence of A˜(4) on λ is determined in terms of βλ
(1) and
then this fixes the λ-dependent terms in βy
(2). Using the results for βλ
(1)
βλ
(1)
ij
kl = λij
mnλmn
kl + 4λm(i
n(kλj)n
l)m + 2 tr
(
y¯(i y
m
)
λj)m
kl + 2λij
m(k tr
(
y¯m y
l)
)
− 8 tr(y¯(i y(k y¯j) yl)) , (6.4)
and βy
(2) from (5.9) and (5.10) in (1.1), with (6.1) and (6.3), requires the three integrability
conditions on α¯, β¯, γ¯, δ¯, η¯, ǫ¯
2(β¯ + γ¯) = 4α¯+ 16 = 2α¯+ δ¯ +
1
2 = η¯ + ǫ¯ . (6.5)
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Subject to these conditions
A˜(4) = 1
72
(
λij
klλkl
mnλmn
ij + 4λij
klλkm
inλln
jm
)
+ 112 λij
kl tr(y¯l y
m)λkm
ij − 13 λijkltr(y¯k yiy¯l yj)
+ 29 tr(y¯i y
j y¯k y
iy¯j y
k) + 172
(
tr(y¯i y
i y¯j y
j y¯k y
k) + tr(yiy¯i y
j y¯j y
ky¯k)
)
− 1
6
(
tr(yiy¯i y
ky¯j) + tr(y¯i y
i y¯j y
k)
)
tr(y¯k y
j)− 1
18
tr(y¯i y
j) tr(y¯j y
k) tr(y¯k y
i)
+ 2α¯ tr
(
βy
(1)iβy¯
(1)
i
)
. (6.6)
Precise results forG(3)IJ can be obtained in terms of flat space calculations by applying
(2.76), noting that DKAIJ is zero at three loops. This gives, with the aid of results from
section 9,
α¯ = −1372 , β¯ = − 518 , γ¯ = 0 , δ¯ = −2536 , η¯ = − 718 , ǫ¯ = −16 . (6.7)
These of course satisfy (6.5). The freedom associated with (2.82) corresponding to letting
A˜→ A˜+ z tr(βyiβy¯ i) is realised at this order by
α¯ ∼ α¯+ 12z , β¯ ∼ β¯ + z , δ¯ ∼ δ¯ + z , η¯ ∼ η¯ + 2z , (6.8)
under which (6.5) is invariant. In this case we have correspondingly
WI
(3)dgI ∼WI(3)dgI + d 14z
(
tr(y¯i y
j y¯j y
i) + tr(yiy¯j y
j y¯i) + 2 tr(y¯i y
j) tr(y¯j y
i)
)
. (6.9)
Higher order results become more involved. At the next order the metric for the
purely scalar couplings has the general form
GIJ
(4) dgIdgJ
∣∣
λλ
= G¯
(
λij
mn dλmn
kl dλkl
ij + 4λim
kn dλjn
lm dλkl
ij
)
, (6.10)
where G¯ is essentially arbitrary due to the freedom in (1.4) but has been calculated in a
minimal subtraction scheme below. The λ-terms do not generate any consistency condi-
tions, in accord with [27], giving
A˜(5)
∣∣
λ
= 196 λij
klλkl
mnλmn
pqλpq
ij − 112 λijkl
(
λkl
mnλmp
iqλnq
jp + λkm
jnλnp
iqλlq
mp
)
+ 1
4
G¯ βλ
(1)
ij
klβλ
(1)
kl
ij . (6.11)
With the results for β-functions in the previous section we may extend these results
to include mixed scalar Yukawa contributions for the theory defined by (5.1). There is
then an additional four loop contribution so that instead of (6.10)
GIJ
(4) dgIdgJ
∣∣
λλ
= G¯
(
λij
mn dλmn
kl dλkl
ij + 4λim
kn dλjn
lm dλkl
ij
)
+ H¯ dλij
kl tr(y¯l y
m) dλkm
ij .
(6.12)
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In addition we assume
TIJ
(4) dgId′gJ
∣∣
λy
= A¯dλij
kl λkl
im tr(y¯m d
′yj) + B¯ dλij
kl tr(y¯l d
′ym)λkm
ij
+ C¯ dλij
kl tr(y¯k y
iy¯l d
′yj) ,
(6.13)
with a corresponding result for TIJ
(4) dgId′gJ
∣∣
λy¯
. In terms of (6.12) and (6.13), using the
one and two loop β-functions from the previous section,
A˜(5)
∣∣
λyy¯
= 2
3
λij
kl tr(y¯k y
my¯l y
i y¯m y
j)
+ (C¯ + 1
3
)λij
kl
(
tr(y¯m y
my¯k y
i y¯l y
j) + tr(ymy¯m y
i y¯k y
j y¯l)
)
+ (C¯ + 23)λij
kl
(
tr(y¯k y
m) tr(y¯m y
i y¯l y
j) + tr(y¯k y
i y¯l y
m) tr(y¯m y
j)
)
+ 16 λij
mnλmn
kl tr(y¯k y
i y¯l y
j)
+ 1
2
(A¯+ B¯ − 1
8
)λik
lmλlm
kj
(
tr(y¯j y
i y¯n y
n) + tr(y¯j y
ny¯n y
i)
)
+ (A¯+ B¯ − 112 )λiklmλlmkj tr(y¯j yn) tr(y¯n yi)
)
− 112
(
λij
mnλmn
kl + 2λim
nlλjn
mk
)
tr(y¯k y
i) tr(y¯l y
j)
− 1
12
(
λij
mnλmn
pqλpq
jk + 4λij
mnλmp
jqλnq
pk
)
tr(y¯k y
i)
+ 14G¯ βλ
(1)
ij
klβλ
(1)
kl
ij
∣∣
λyy¯
.
(6.14)
There is one integrability constraint which is used to eliminate H¯,
H¯ = 2 G¯− 1
6
. (6.15)
The result (6.14) may be used to constrain λ contributions to βy
(3) by considering
dy¯A˜
(5). For generality we must include further possible λ-dependent terms in TIJ
(4) for
which the relevant contributions are
TIJ
(4) dgId′gJ
∣∣
y¯λ
= A¯′ tr(dy¯i y
m)λmj
kl d′λkl
ji + B¯′ tr(dy¯k y
m)λij
kl d′λlm
ij
+ C¯′ tr(dy¯i y
ky¯j y
l) d′λkl
ij ,
(6.16)
and
TIJ
(4) dgId′gJ
∣∣
y¯y
= D¯ tr(dy¯i d
′yj)λjm
kl λkl
mi
+ E¯
(
tr(dy¯i d
′yk y¯j y
l) + tr(dy¯i y
ky¯j d
′yl)
)
λkl
ij ,
TIJ
(4) dgId′gJ
∣∣
y¯y¯
= F¯ tr(dy¯i y
k d′y¯j y
l)λkl
ij .
(6.17)
If TIJ
(4) is symmetric then A¯′ = A¯, B¯′ = B¯, C¯′ = C¯.
At this order it is necessary to take into account the potential necessity of modifying
the perturbative β-function as in (1.7). For the theory defined by (5.1)
υ = −υ† = {υφ ij , υψ, υχ} , (6.18)
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and (υg)I is obtained by using, for any υ ∈ gK ,
(υ y)i = υχy
i − yiυψ − yjυφ ji , (υ y¯)i = υψ y¯i − y¯iυχ + υφ ij y¯j ,
(υ λ)ij
kl = υφ i
mλmj
kl + υφ j
mλim
kl − λijmlυφmk − λijkmυφml .
(6.19)
At three loops all contributions to γ
(3)
φ j
i, γχ
(3), γψ
(3) in (5.22), (5.23) are separately hermi-
tian except the terms involving c′ in (5.23). Hence there is a unique three loop possibility
υ
(3)
φ j
i = u
(
tr(y¯j y
ky¯l y
m)λkm
li − λjlkm tr(y¯k yl y¯m yi)
)
. (6.20)
Applying (1.1) for dy¯A˜
(5) given by (6.14) requires combining (6.16) with βλ
(1) and
(6.17) with βy
(1), βy¯
(1). Using also (6.1) in conjunction with the λ dependent contributions
to the three-loop Yukawa beta functions given by (5.32), (5.22), (5.23) and (6.3) for γ¯ = 0,
combined with the corresponding two loop results determined by (5.10) and (5.9), then to
O(λ)
1
3 η =
1
3 ζ =
2
3 , (6.21)
and
1
3
e− 2 β¯ = − 2 α¯+ 1
2
E¯ = 1
3
ǫ+ 1
2
(E¯ + F¯ ) = C¯ + 1
3
,
1
3 (c
′ + u)− 2 η¯ − 8 B¯′ = 13 δ + C¯′ + F¯ = −2 δ¯ + C¯′
= 13 (c
′ − u)− 2 ǫ¯− 8 A¯′ = 13 γ + C¯′ + E¯ = C¯ + 23 − 8 G¯ .
(6.22)
To O(λ2)
1
3 β + 2 C¯
′ = − 16 G¯ ,
1
6 α+
1
2 C¯
′ = 16 − 4 G¯ ,
1
6
b′ + 1
2
(A¯′ + B¯′) = − 1
12
+ G¯ ,
2
3 d+
1
2 β¯ =
1
2 α¯ + D¯ = A¯+ B¯ − 18 ,
1
4
η¯ + B¯′ + D¯ = 1
4
(δ¯ + ǫ¯) + A¯′ = A¯+ B¯ − 1
12
+ G¯ ,
(6.23)
and to O(λ3)
1
3
a′ + A¯′ + B¯′ = − 1
12
+ 2 G¯ . (6.24)
The coefficient of G¯ is arbitrary as expected since (6.22), (6.23), (6.24) are invariant
under
G¯→ G¯+ ξ , A¯′ → A¯′ + ξ , B¯′ → B¯′ + ξ , C¯′ → C¯′ − 8ξ . (6.25)
as this corresponds to the freedom A˜→ A˜+ 14ξ βλ ijklβλ klij . Furthermore,(
tr(βy
(1)iβy¯
(2)
i) + tr(βy
(2)iβy¯
(1)
i)
)∣∣
λyy¯
= − 2λijkl
(
tr(y¯m y
my¯k y
i y¯l y
j) + tr(ymy¯m y
i y¯k y
j y¯l)
+ tr(y¯k y
m) tr(y¯m y
i y¯l y
j) + tr(y¯k y
i y¯l y
m) tr(y¯m y
j)
)
+ 14 λik
lmλlm
kj
(
tr(y¯j y
i y¯n y
n) + tr(y¯j y
ny¯n y
i) + 2 tr(y¯j y
n) tr(y¯n y
i)
)
,
(6.26)
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so that letting A˜→ A˜+ z tr(βyiβy¯ i) corresponds in (6.14) to
A¯+ B¯ → A¯+ B¯ + 12z , C¯ → C¯ − 2z . (6.27)
The consistency constraints (6.22), (6.23), (6.24) are then invariant if, along with (6.8), at
the same time
A¯′ → A¯′ + 14z , B¯′ → B¯′ − 14z , D¯ → D¯ + 14z , E¯ → E¯ − 2z , F¯ → F¯ − 2z . (6.28)
The conditions (6.23), (6.24) entail various constraint equations for the coefficients
appearing in the general expressions for the three-loop Yukawa β-function and associated
anomalous dimensions. Together with (6.22) the full list is
η = ζ = 2 , 2α− β = 2 , δ + γ − 2ǫ− β = 2 , a′ − b′ = 14 ,
2c′ − β + γ − 2e− 16d = 6 . (6.29)
Reassuringly these relations are in accord with the results (5.25), (5.26) and (5.36). In
addition
u = −12γ − e− 8d = 54 . (6.30)
This demonstrates that the RG equations such as (1.1) hold only for the modified β-
function determined by a non zero υ as in (6.20). The coefficient appears to be exactly
in accord with that determined by Fortin et al [15] by explicit three loop calculation for
a general scalar fermion theory.4 It is interesting to note that u = c′. There are also
constraints on the three-loop metric given by (6.3) with γ¯ = 0
2α¯− δ¯ = 1
6
(−2ǫ+ δ) = 1
3
,
β¯ − δ¯ = 112 (β + 2e+ 2) = 512 ,
2β¯ − ǫ¯− η¯ = 1
3
(e− c′ − 4a′) = 0 ,
(6.31)
which are equivalent to (6.5), and so (6.31) provides an additional confirmatory check on
the three loop results obtained in section 5.
From (6.23), (6.24)
A¯+ B¯ = α¯− 116 , C¯ = −4α¯− 16 (6.32)
so that A˜(5)|λyy¯ is determined in (6.14) up to the freedom of choice for G¯ and that cor-
responding to (6.27). We also have A¯′ + B¯′ = 2G¯ − 1
16
, C¯′ = −8G¯ − 1
6
so there is the
potentiality of a symmetric TIJ
(4) if we take α¯ = 2G¯ but this need not be true in general
renormalisation schemes (with dimensional regularisation α¯ = − 7
72
, G¯ = − 7
216
).
4 They considered couplings to real scalars and there was also a purely Yukawa contribution
to υφ
(3) which is absent in the model discussed here.
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7. Supersymmetry
For supersymmetric theories with just N = 1 supersymmetry there are further con-
straints which simplify many details significantly. The results obtained in [9] were restricted
to supersymmetric field theories previously in [19]. Here the analysis is extended to a gen-
eral N = 1 Wess-Zumino supersymmetric scalar fermion theory, which may be obtained
from (5.1) by imposing (5.16), (5.17), to a higher order. Such a theory can of course be
rewritten in terms of nC chiral and corresponding conjugate anti-chiral superfields. The
local couplings may also be extended so that Y ijk, Y¯ijk for this theory are also chiral, anti-
chiral superfields. Divergences which arise in a perturbative expansion are cancelled by
counterterms which are integrals of local polynomials in the fields and couplings of dimen-
sion two over full N = 1 superspace. This restriction crucially ensures that β-functions for
Y ijk, Y¯ijk are determined in terms of just the anomalous dimension matrix γ as in (5.18)
but further conditions on the functions which are present in local RG equations also arise.
The various RG functions are further constrained by assuming manifest U(nC) symmetry.
The formalism of section 2 can be adapted to this case by taking
gI = (Y ijk, Y¯ijk) , (ωg)
I =
(− (Y ∗ ω)ijk, (ω ∗ Y¯ )ijk) , ωij ∈ gl(nC ,C) , (7.1)
where
(Y ∗ ω)ijk ≡ Y ljkω li + Y ilkω lj + Y ijlω lk ,
(ω ∗ Y¯ )ijk ≡ ωil Y¯ljk + ωj l Y¯ilk + ωkl Y¯ijl .
(7.2)
With this notation the result for the Yukawa supersymmetric β-functions (5.18) becomes5
βY = Y ∗ γ , βY¯ = γ ∗ Y¯ . (7.3)
To avoid explicit indices where possible we also define, in this section and Appendix A, a
scalar product ◦ on Yukawa couplings so that for instance Y ◦ Y¯ = Y ijkY¯ijk.
Besides the β-functions other expressions appearing in the equations of section 2
are determined in terms of the anomalous dimension matrix γ. Based on a superspace
framework Fortin et al [28] showed that ρI to all orders is given by (a related result is
given in Appendix C of [29])
(
ρI(g) dg
I
)
i
j = −dY γij + dY¯ γij , (7.4)
5 More generally we may have βY = Y ∗ γ, βY¯ = γ¯ ∗ Y¯ . This form is preserved under transfor-
mations Y ijk → Y lmnGliGmjGnk = Y ′ijk, Y¯ijk → G¯ilG¯jmG¯knY¯lmn = Y¯ ′ijk for G ∈ Gl(nC ,C).
In this case β′Y = Y
′ ∗ γ′, β′Y¯ = γ¯′ ∗ Y¯ ′ with γ′ = G−1γ G + G−1G˙, γ¯′ = G¯ γ¯ G¯−1 + ˙¯GG¯−1 for
G˙ = (βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )G and similarly for
˙¯G. For U(nC) transformations G¯ = G
−1. Requiring
then G˙+ 1
2
(γ − γ¯)G = 0 ensures γ′ = γ¯′ so the general case can be reduced to γ = γ¯ by virtue of
U(nC) symmetry.
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for dY = dY ◦ ∂Y , dY¯ = dY¯ ◦ ∂Y¯ . In a similar fashion to the derivation of (7.4) we may
also obtain in (2.47) results which are determined just in terms of γi
j ,
(
δI(g) dg
I
)
i
j = 0 ,
(
ǫIJ (g) dg
IdgJ
)
i
j = 2dY¯ dY γi
j , (7.5)
The result (7.4) implies ρI(g) g
I = 0 which in turn ensures that in the supersymmetric
case
υ = 0 . (7.6)
Thus there is no modification of the β-function as in (1.7). The necessary constraint (2.52)
on ρI applied to (7.4) requires
βY ◦ ∂Y γi
j = βY¯ ◦ ∂Y¯ γi
j . (7.7)
This is a special case of the identity, for any ωi
j ,
(
(ω ∗ Y¯ ) ◦∂Y¯ − (Y ∗ ω) ◦∂Y
)
γi
j =
[
ω, γ]i
j , (7.8)
taking ω → γ. The result (7.8) was obtained in [30]6 and is a consequence of γij(Y, Y¯ )
transforming as a (1, 1) tensor under U(nC) with ω = −ω¯ ∈ u(nC), the associated Lie
algebra.
In the supersymmetric theory the equation (1.1) is assumed to now take the form
dY A˜ =
1
2
(
dY ◦T ◦βY¯ + βY ◦K ◦dY
)
, KT = −K ,
dY¯ A˜ =
1
2
(
βY ◦ T¯ ◦dY¯ + dY¯ ◦ K¯ ◦βY¯
)
, K¯T = −K¯ , (7.9)
so that
(βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )A˜ = βY ◦G ◦βY¯ , G =
1
2(T + T¯ ) . (7.10)
By U(nC) invariance
(
βY ◦ ∂Y − βY¯ ◦ ∂Y¯
)
A˜ = 0 so for consistency we should require
βY ◦T ◦βY¯ = βY ◦ T¯ ◦ βY¯ . T,K may be determined by perturbative calculations but from
the perspective of just analysing the integrability conditions flowing from (7.9) and using
known results for β-functions, as is considered mainly in this section, there is an ambiguity
such that T,K satisfy the equivalence relations
T ∼ T + T ′ , K ∼ K +K ′ if dY ◦T ′ ◦βY¯ + βY ◦K ′ ◦dY = 0 . (7.11)
The result (2.71) constrains the form of K and T − T¯ . Writing
WIdg
I = 12 (dY ◦ W¯ +W ◦dY¯ ) , QIdg
I = 12 (dY ◦ Q¯−Q ◦dY¯ ) ∈ u(nC) , (7.12)
6 See eq. (A.7).
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then
d′Y ◦K ◦dY = d′Y ◦dY W¯ − tr
(
d′Y ◦ Q¯ dY γ
)− d′Y ↔ dY ,
dY ◦ 12 (T − T¯ ) ◦dY¯ = dYW ◦dY¯ + tr
(
dY γ Q ◦dY¯
)− conjugate . (7.13)
The relation (2.67a) requires
3 (Y¯ W )− 3 (W¯Y ) = Q ◦βY¯ − βY ◦ Q¯ , (7.14)
defining (Y¯ W ), (W¯Y ) ∈ gl(nC ,C) by
(Y ∗ ω) ◦ W¯ = 3 tr((W¯Y )ω) , W ◦ (ω ∗ Y¯ ) = 3 tr((Y¯ W )ω) , ω ∈ gl(nC ,C) . (7.15)
If W ◦dY¯ corresponds to a ℓ-loop vacuum graph then (Y¯ W ) may be represented by an
associated (ℓ− 1)-loop graph with two external lines. For any Q′, Q¯′ such that
Q′ ◦βY¯ = βY ◦ Q¯
′ , (7.16)
then Q ∼ Q + Q′, Q¯ ∼ Q¯ + Q¯′ since (7.13) ensures that the corresponding T ′, K ′ satisfy
(7.11). Up to this equivalence (7.14) determines Q, Q¯ in terms of W, W¯ .
The RG flow equations (7.9) are invariant under
∆A˜ = βY ◦ g ◦βY¯ + (βY ◦ ∂Y + βY¯ ◦ ∂Y¯ )a , g = g¯ , (7.17)
when
d′Y ◦∆K ◦dY = 2d′Y ◦ g ◦ (dY γ ∗ Y¯ ) + d′Y ◦dY g ◦βY¯ − d′Y ↔ dY ,
dY ◦∆T ◦dY¯ = 2dY
(
(Y ∗ γ) ◦ g) ◦dY¯ + 2dY ◦ g ◦ (dY¯ γ ∗ Y¯ )
+ dY ◦
(
βY ◦ ∂Y + βY¯ ◦ ∂Y¯
)
g ◦ dY¯ − dY ◦dY¯ g ◦βY¯ − βY ◦dY g ◦ dY¯ .
(7.18)
For ∆K¯, ∆T¯ given by the conjugate equations to (7.18) then ∆G = 12 (∆T + ∆T¯ ) is
therefore
dY ◦∆G ◦dY¯ = dY ◦
(
βY ◦ ∂Y + βY¯ ◦ ∂Y¯
)
g ◦dY¯ + (dY ∗ γ) ◦ g ◦dY¯ + dY ◦ g ◦ (γ ∗ dY¯ )
+ 2 (Y ∗ dY γ) ◦ g ◦dY¯ + 2dY ◦ g ◦ (dY¯ γ ∗ Y¯ ) . (7.19)
(7.18) and (7.19) correspond exactly to the freedom in (2.82) assuming (7.4) and demon-
strate that it is consistent to require that G defines a hermitian metric for supersymmetric
theories. Corresponding to this freedom there are associated variations in WI , QI given by
∆W ◦dY¯ = βY ◦ g ◦ dY¯ − 2 dY¯ a , dY ◦∆W¯ = dY ◦ g ◦ βY¯ − 2 dY a ,
∆Q ◦dY¯ = − 3 (g ◦dY¯ Y ) + βY ◦ p ◦dY¯ , dY ◦∆Q¯ = −3 (Y¯ dY ◦ g) + dY ◦ p ◦βY¯ ,
(7.20)
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with (g ◦ dY¯ Y ), (Y¯ dY ◦ g) defined similarly to (7.15) and dY ◦ p ◦dY¯ ∈ gl(nC ,C). These
results ensure that (7.13) is compatible with (7.18), variations in Q, Q¯ arising from p satisfy
(7.16). We may also verify the invariance of (7.14), so long as (Y ∗ω) ◦∂Y a = (ω ∗ Y¯ ) ◦ ∂Y¯ a.
There is also freedom corresponding essentially to a choice of scheme. For this we
consider variations
δA˜ = −(Y ∗ h) ◦ ∂Y A˜ = −(h ∗ Y¯ ) ◦∂Y¯ A˜ , (7.21)
for arbitrary hi
j(Y, Y¯ ). We assume that there is a corresponding variation in γ of the form
δβY = Y ∗ δγ , δβY¯ = δγ ∗ Y¯ , (7.22)
for
δγ = βY¯ ◦ ∂Y¯ h− (Y ∗ h) ◦ ∂Y γ . (7.23)
This expression for δγ may be rewritten in various equivalent forms using (7.8) for ω → h
or for ω → γ, γ → h. In consequence δγ† = δγ if h† = h, γ† = γ and also if h corresponds
to a 1PI graph then so does δγ as well. Assuming (7.21) and (7.22), (7.23) the essential
equations (7.9) are invariant if
d′Y ◦ δK ◦dY = − d′Y ◦ ((Y ∗ h) ◦ ∂YK) ◦dY
− d′Y (Y ∗ h) ◦K ◦dY − d′Y ◦K ◦ dY (Y ∗ h) ,
dY ◦ δT ◦dY¯ = − dY ◦ ((Y ∗ h) ◦ ∂Y T ) ◦dY¯
− dY (Y ∗ h) ◦T ◦dY¯ − dY ◦T ◦ dY¯ h ∗ Y¯ .
(7.24)
since then 2 dY δA˜ = dY ◦T ◦ δβY¯ + δβY ◦K ◦dY + dY ◦ δT ◦ βY¯ + βY ◦ δK ◦ dY .
The basic equations (7.9) may be verified using perturbative results. For convenience
we adopt a notation where the one and two loop contributions to the anomalous dimension
γ in (5.21) are given by γ(1) = 12 (Y¯ Y ), γ
(2) = −12 (Y¯ Y Y¯ Y ). Restricting the metric (6.1)
to the supersymmetric case gives
dY ◦T (2) ◦dY¯ = 1
3
dY ◦dY¯ = 1
3
tr
(
(dY¯ dY )
)
, (7.25)
and in general
dY ◦T (3) ◦dY¯ = a tr
(
(dY¯ dY ) (Y¯ Y )
)
+ b tr
(
(dY¯ Y ) (Y¯ dY )
)
, (7.26)
where we note that tr
(
(Y¯1Y2Y¯3Y4)
)
= tr
(
(Y¯1Y4) (Y¯3Y2)
)
. To this order K, K¯ = 0 and
T = T¯ = G. For integrability we require
2a− b = −12 , (7.27)
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which accords with the constraints for supersymmetric theories described in [19].7 If we
let
dY ◦ g(2) ◦dY¯ = z dY ◦dY¯ , (7.28)
then (7.18) gives at this order ∆K = 0 and ∆T is determined by
∆a = 3z , ∆b = 6z , (7.29)
under which (7.27) is invariant. Integration of (1.1) subject to (7.27) then gives
A˜(3) = 1
8
tr
(
(Y¯ Y )2
)
,
A˜(4) = 124 tr
(
(Y¯ Y )3
)
+ 13a βY
(1)
◦βY¯
(1) .
(7.30)
Reducing the results in (6.3) requires a = 112 +2α¯+
1
2 δ¯, b = 2β¯ +
1
2 η¯ and hence from (6.7)
a = −58 , b = −34 , (7.31)
which of course satisfy (7.27).
This discussion can be extended to the next order using as input the form of the
three-loop γ given by (5.27). It is convenient to summarise this in the form
γ(3) = AγA +B γB + C γC +DγD , (7.32)
where the coefficients A,B,C,D are given in (5.29). However there is potential scheme-
dependence since if in (7.23) we take h = v (Y¯ Y Y¯ Y ) and βY¯ → βY¯(1), γ → γ(1) then
δA = v , δB = 12v . (7.33)
From (5.29) it is evident that we may use this freedom to set A = B = 0 but C is scheme-
independent. At this order there are three relevant connected 1PI vacuum graphs with
different topologies and to determine T (4) it is necessary to choose for each graph one Y
vertex and one Y¯ vertex in inequivalent ways. The number of possible terms multiply but
this procedure gives the general expression
dY ◦T (4) ◦dY¯ = a1 tr
(
(dY¯ dY ) (Y¯ Y Y¯ Y )
)
+ a2 tr
(
(dY¯ Y ) (Y¯ Y Y¯ dY )
)
+ a3 tr
(
(dY¯ Y ) (Y¯ dY Y¯ Y )
)
+ a4 tr
(
(Y¯ Y ) (dY¯ Y Y¯ dY )
)
+ a5 tr
(
(Y¯ dY ) (dY¯ Y Y¯ Y )
)
+ b1 tr
(
(dY¯ dY ) (Y¯ Y )2
)
+ b2 tr
(
(dY¯ Y ) (Y¯ dY ) (Y¯ Y )
)
+ b3 tr
(
(dY¯ Y ) (Y¯ Y ) (Y¯ dY )
)
+ c dY¯ikl dY
kps Y lqr Y¯prm Y¯qsnY
mni .
(7.34)
7 In terms of the parameters in [19] α = 2a, β = 2b, γ = 0.
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In this case tr
(
(Y¯1Y2) (Y¯3Y4Y¯5Y6)
)
= tr
(
(Y¯5Y4) (Y¯3Y2Y¯1Y6)
)
. At four loops there may also
be contributions to K in (7.9) so that, following a similar prescription as for T (4) but
choosing two Y vertices and antisymmetrising, there are two possible terms
d′Y ◦K(4) ◦ dY = e tr
(
(Y¯ d′Y ) (Y¯ Y Y¯ dY )
)
+ f tr
(
(Y¯ d′Y ) (Y¯ dY ) (Y¯ Y )
)
− d′Y ↔ dY . (7.35)
At this order T and T¯ are also no longer necessarily equal since
dY ◦ T¯ (4) ◦dY¯ = dY ◦T (4) ◦dY¯
∣∣
a2↔a5
. (7.36)
It is easy to see that, by virtue of (7.20), we may take Q(2),W (3) → 0. At the next
order there may be non-trivial Q,W . If we allow only contributions corresponding to
connected diagrams then it is sufficient to assume
dY ◦ W¯ (4) = −14e tr
(
(Y¯ Y ) (Y¯ Y Y¯ dY )
)
, dY ◦ Q¯(3) = e (Y¯ Y Y¯ dY ) , (7.37)
where the coefficients are related by imposing (7.14) and using (7.13) which relates (7.37)
to (7.34) and (7.35) if a2 = a5, f = 0.
At five loops A˜(5) is determined in terms of the five connected vacuum diagrams for
this theory at this order. The relevant contributions can be written in the general form
2 A˜(5) = X1 tr
(
(Y¯ Y )2 (Y¯ Y Y¯ Y )
)
+X2 tr
(
(Y¯ Y Y¯ Y )2
)
+X3 tr
(
(Y¯ Y ) γB
)
+X4 tr
(
(Y¯ Y )4
)
+X5 tr
(
(Y¯ Y ) γD
)
,
(7.38)
where γB, γD are explicitly defined by (5.27). Using (7.9) for dY A˜
(5) we may then obtain,
for arbitrary values for A,B,C,D in (7.32),
X1 =
1
2
(a2 + e) + a4 + b1 =
1
2
a5 + b2 + f − 12a
= 12(a1 − e) + b3 − f − 12b = 12(a3 + a5 − e) +A ,
X2 =
1
2(a1 + a2 + e− a) = 12(a3 − b+ C) ,
X3 =
1
2
a4 =
1
6
(a5 − e+ 2B) ,
X4 =
1
8(b1 + b2 + b3) , X5 =
1
2 c = D .
(7.39)
For each term in (7.38) integrability conditions arise whenever the number of inequivalent
Y vertices in the associated graph is greater than one. The equations (7.39) are invariant
under
a1 → a1 + µ , a2 → a2 − µ− ν , a5 → a5 + ν , e→ e+ ν , f → f + ω ,
b1 → b1 + 12µ , b2 → b2 − 12ν − ω , b3 → b3 − 12µ+ 12ν + ω ,
(7.40)
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which correspond to variations satisfying (7.11) for one loop βY , βY¯ . The freedom in (7.40)
in part can be realised by changes in Q, Q¯ satisfying (7.16). As a consequence, even setting
K(4) = 0, A˜(5) does not determine T (4).
If we take
dY ◦ g(3) ◦dY¯ = x tr
(
(dY¯ dY ) (Y¯ Y )
)
+ y tr
(
(dY¯ Y ) (Y¯ dY )
)
, (7.41)
then (7.18), with one loop results for γ, generates
∆a1 = 2x , ∆a2 = x+ 3y , ∆a3 = 4y , ∆a4 = 2x , ∆a5 = 3x+ y ,
∆b1 = 2x , ∆b2 = 2x+ y , ∆b3 = 3y , ∆e = −3x+ y , ∆f = −12 (x− y) ,
(7.42)
so that ∆X1 = 3x+2y, ∆X2 = 2y, ∆X3 = x, ∆X4 =
1
2
(x+ y). Corresponding to (7.28),
along with (7.29), we have in addition
∆a1 = ∆a2 = ∆a5 = ∆e = −3z , ∆a3 = −6z , (7.43)
which entails ∆X1 = −3z, ∆X2 = −6z. There is one invariant under (7.42) and (7.43)
2X1 −X2 − 4X3 − 4X4 = 12 A−B − 14 C = −14 , (7.44)
imposing the numerical results in (5.29). The freedom in (7.42) may be used to set
d′Y ◦K(4) ◦ dY = 0.
The results for T in (7.25), (7.26) and (7.34) determine the metric G at each order.
It is of interest to consider whether this is Ka¨hler so that
dY ◦G ◦dY¯ = dY dY¯ F . (7.45)
It is possible to construct F so long as the freedom due to variations as in (7.18) and
(7.24), or equivalently (7.23), are allowed for. From (7.25), (7.26)
F (2) = 13 tr
(
(Y¯ Y )
)
, F (3) = −14 tr
(
(Y¯ Y )2
)
, (7.46)
if we use (7.29) to set
a = b = −1
2
. (7.47)
At the next order the general expression has the form
F (4) = aˆ tr
(
(Y¯ Y )(Y¯ Y Y¯ Y )
)
+ 1
3
bˆ tr
(
(Y¯ Y )3
)
+ 2
9
D tr
(
γD
)
, (7.48)
and then (7.34) and (7.45) require
a1 = a3 = 2aˆ , a4 = aˆ , a2 = 2aˆ+ λ , a5 = 2aˆ− λ , b1 = b2 = b3 = bˆ . (7.49)
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for arbitrary λ since G(5) depends only on a2 + a5. Imposing the conditions in (7.39) is
possible only by choosing a scheme with A = B = 0, C = 1 and then aˆ, bˆ as well as e, f
are determined so that
aˆ = bˆ = 1 , e = −1− λ , f = 1
4
+ 1
2
λ , (7.50)
giving X1 =
5
2 , X2 =
7
4 , X3 =
1
2 , X4 =
3
8 .
For N = 1 supersymmetric theories there is, at critical points with vanishing β-
functions, an exact expression for a [31] in terms of the anomalous dimension matrix γ or
alternatively the R-charge R = 2
3
(1 + γ). Introducing terms linear in β-functions there is
a corresponding expression which is valid away from critical points and this can then be
shown to satisfy many of the properties associated with the a-theorem [32,33]. For the
theory considered here, with nC chiral scalar multiplets, these results take the form
A˜ = 1
12
nC − 12 tr(γ2) + 13 tr(γ3) + Λ ◦βY¯ + βY ◦H ◦βY¯ , (7.51)
where we require8
Λ ◦βY¯ = βY ◦ Λ¯ , H = H¯ . (7.52)
Λ is determined in (7.51) up to terms which may be absorbed in H so that Λ ◦dY¯ ∼
Λ ◦dY¯ +βY ◦ g ◦dY¯ . Assuming the result (7.51) for A˜ satisfies (7.9) then H is arbitrary as
a consequence of (7.17).
However Λ is constrained by imposing (7.9). Defining (Y¯ Λ)i
j in a similar fashion to
(7.15), then
dY
(− 1
2
tr(γ2) + 1
3
tr(γ3) + Λ ◦βY¯
)
= tr
(
dY γ
(
3 (Y¯ Λ)− γ + γ2))
+
(
dY Λ
)
◦βY¯ .
(7.53)
Hence if Λ is required to obey9
3 (Y¯ Λ) = γ − γ2 +Θ ◦βY¯ , Θ ◦dY¯ ∈ gl(nC ,C) , (7.54)
then (7.51), excluding the H term, satisfies (7.9) if we take
1
2 dY ◦T ◦ dY¯ = tr
(
dY γ Θ ◦ dY¯
)
+ dY Λ ◦dY¯ +
1
2 dY ◦T
′
◦ dY¯ ,
d′Y ◦K ◦ dY = 0 , dY ◦T ′ ◦βY¯ = 0 .
(7.55)
8 In [32] and [33] Λ plays the role of a Lagrange multiplier enforcing constraints on the R-
charges. At lowest order the result for Λ and also the metric G obtained in [32] are equivalent,
up to matters of definition and normalisation, with those obtained later here and in (7.25).
9 More generally if 3 (Y¯ Λ) = γ − γ2 +Θ ◦βY¯ + [Ξ, βY ◦ ∂Y γ], d′Y ◦K ◦ dY = tr(Ξ [d′Y γ, dY γ]).
Such a term can be removed by considering changes as in (7.11).
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A related result, with effectively Θ = 0, is contained in [32]. For supersymmetric theories,
satisfying (7.54) is consequently essentially equivalent to requiring (7.9), although terms
involving Θ are necessary at higher orders. The relations (7.54) and (7.55) are not invariant
under variations of g as in (7.52) and so this freedom is no longer present.
Since γ is hermitian a corollary of (7.54) is that Λ,Θ must satisfy
3 (Y¯ Λ)− 3 (Λ¯Y ) = Θ ◦βY¯ − βY ◦ Θ¯ . (7.56)
This is essentially identical to (7.14) and suggests a relation between Λ,Θ and W,Q but a
precise connection is as yet unclear.
For variations as in (7.21) and (7.23) then compatibility with (7.51) requires
δΛ ◦dY¯ = −(Y ∗ h) ◦ ∂Y Λ ◦dY¯ + δ′Λ ◦ dY¯ , (7.57)
where δ′Λ satisfies, assuming (7.54),
δ′Λ ◦βY¯ = −βY¯ ◦S ◦βY¯ , dY¯ ◦S ◦dY¯ = tr
(
dY¯ h Θ ◦ dY¯
)
. (7.58)
Furthermore, (7.54) is also invariant if
δΘ ◦dY¯ = −(Y ∗h) ◦∂YΘ ◦ dY¯ −dY¯ h+dY¯ h γ+ γ dY¯ h−Θ ◦ (dY¯ h ∗ Y¯ )+ δ′Θ ◦dY¯ , (7.59)
so long as
3 (Y¯ δ′Λ) = δ′Θ ◦ βY¯ . (7.60)
This can be solved subject to (7.58) by taking
δ′Λ ◦dY¯ = −βY¯ ◦S ◦ dY¯ , δ′Θ ◦dY¯ = −3 (Y¯ dY¯ ◦S) . (7.61)
Using (7.57),(7.59),(7.61) in (7.55) generates variations in agreement with (7.24) up to
contributions which may be absorbed in T ′. Such variations generate terms in Θ which
are 1PR. Also we may show δ(Λ ◦βY¯ −βY ◦ Λ¯) = 0 subject to (βY¯ ◦ ∂Y¯ −βY ◦ ∂Y )h = [γ, h].
The perturbative results obtained here for A˜ may be expressed in the form (7.51),
although this can require additional constraints on γ beyond those required for integrability
of (7.9). As was already shown in [19] the low order results in (7.30), with the one and
two loop expressions for γ in (5.21), can be expressed in the form (7.51). At lowest order
it is necessary that
Λ(2) ◦dY¯ = 16 Y ◦dY¯ ⇒ 3 (Y¯ Λ(2)) = γ(1) . (7.62)
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In general at the next order we may take
Λ(3) ◦ dY¯ = λ tr
(
(dY¯ Y ) (Y¯ Y )
)
, Θ(2) ◦dY¯ = θ (dY¯ Y ) . (7.63)
In this case
3 (Y¯ Λ(3))−Θ(2)◦ βY¯(1) = (λ− 12θ)
(
2(Y¯ Y Y¯ Y ) + (Y¯ Y )2
)
. (7.64)
Equating this to γ(2) − γ(1)2, in accord with (7.54), requires
λ− 1
2
θ = −1
4
, (7.65)
and determines γ(2) = −12(Y¯ Y Y¯ Y ) just as in (5.21). Using (7.63) in (7.55) is compatible
with (7.26) for
a = 2λ = −1
2
+ θ , b = 2λ+ θ = −1
2
+ 2θ . (7.66)
For A˜(4) given by (7.30), (7.51) is then satisfied with H(2) = 0.
At the next order there are several terms which may contribute to Λ(4) and Θ(3) in
(7.54). The general form is
Λ(4) ◦dY¯ = α tr
(
(Y¯ Y ) (dY¯ Y Y¯ Y )
)
+ β tr
(
(dY¯ Y ) (Y¯ Y Y¯ Y )
)
+ γ tr
(
(dY¯ Y ) (Y¯ Y )2
)
+D 19dY¯ tr
(
γD
)
,
Θ(3)◦dY¯ = σ (dY¯ Y Y¯ Y ) + τ (Y¯ Y dY¯ Y ) + µ (dY¯ Y )(Y¯ Y ) + ν (Y¯ Y )(dY¯ Y ) .
(7.67)
Imposing now
3 (Y¯ Λ(4))−Θ(3)◦βY¯(1) −Θ(2)◦βY¯(2) = γ(3) − γ(1)γ(2) − γ(2)γ(1) , (7.68)
determines γ(3) with
A = 2γ − 12(σ + τ) , B = α− 12σ , C = 2β − τ + θ , (7.69)
and from the 1PR contributions the additional relations
β − 12σ − ν = 14 , 2α− µ+ 12θ = 14 , γ − 12 (µ+ ν) = 0 . (7.70)
These equations require the constraint on γ(3)
A− 2B − 12C = −12 , (7.71)
which is satisfied by the calculated results (5.29).
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For simplicity we may assume Θ(2) is restricted to just 1PI contributions so that
µ = ν = γ = 0. Then using (7.67) with (7.69), (7.70) in (7.55) gives contributions to
T (4), K(4) of the form (7.34), (7.35) with
a1 = a2 = 2β =
3
4 − 2B − 12θ , a3 = 2β + τ = 12 − 2A , a4 = 2α = 14 − 12θ ,
a5 = 2β − θ = 34 − 2B − 32θ , b1 = b2 = b3 = 0 , e = f = 0 ,
(7.72)
which is compatible with (7.39) for X1 =
5
8
− B − 3
4
θ, X2 = 1 − 2B − 12θ, X3 = 18 − 14θ
and X4 = 0 so long as a, b satisfy (7.66). With these results we may check
A˜(5) = − tr(γ(1)γ(3))− 12 tr(γ(2)2)+ tr(γ(1)2γ(2))
+ Λ(2)◦βY¯
(3) + Λ(3)◦βY¯
(2) +Λ(4)◦βY¯
(1) ,
(7.73)
as required by (7.51) to this order with H = 0. The results for Λ may be expressed also
in the form
Λ(2) ◦dY¯ = dY¯
1
6 tr
(
(Y¯ Y )
)
, Λ(3) ◦dY¯ = dY¯
1
2λ tr
(
(Y¯ Y )2
)
,
Λ(4) ◦dY¯ = (α− 12β) tr
(
(Y¯ Y ) (dY¯ Y Y¯ Y )
)
+ dY¯
(
1
2
β tr
(
(Y¯ Y ) (Y¯ Y Y¯ Y )
)
+ 1
9
D tr
(
γD
))
.
(7.74)
At higher orders the number of potential constraints increases when the number of
inequivalent lines of a (ℓ+ 1)-loop vacuum graph, related to the number of terms in γ(ℓ),
becomes larger than the number of inequivalent vertices, which are related to possible
contributions to Λ(ℓ+1). The calculations of [34] for γ(4) in terms of Y, Y¯ correspond
to 11 distinct graphs which are related to 6 5-loop vacuum graphs giving 13 possible
Λ(5). However the number of independent terms in γ(4) may be reduced by considering
redefinitions as in (7.23) with h ∝ γA, γB, γC, γD and letting βY¯ → βY¯(1), γ → γ(1).
By taking h = 34ζ(4) γD all terms, corresponding to non planar graphs which contain
the γD subgraph, involving ζ(4) in the expression given in [34] are generated by (7.23).
There are 7 planar graphs relevant for γ(4) and applying (7.54) in conjunction with lower
order contributions gives one relation, which is invariant under changes of scheme and is
analogous to (7.71), amongst the coefficients. This is satisfied by results of [34].
Some calculations checking the validity of the essential equations (7.9) or (7.54) at
each loop order when new transcendental numbers appear are also undertaken in Appendix
A.
8. Renormalisation with Local Couplings
The results derived in section 2 can be specialised to renormalisable quantum field
theories when the metric GIJ and other quantities may be calculated in a perturbative
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loop expansion on a curved space background. Within the framework of dimensional
regularisation with minimal subtraction on flat space there is also a precise prescription
for determining quantities, such as SIJ and WI , which are initially defined in terms of
contributions involving ∂µσ, in terms of the σ-independent counterterms, necessary for a
finite theory, which are simple poles in ε = 4− d.
To demonstrate this we consider initially a generic renormalisable quantum field the-
ory described by a Lagrangian density L formed from fields Φ and their conjugates Φ¯
depending on local couplings {gI(x)} for a complete set of marginal operators {OI(x)}.
For renormalisability L must contain background gauge fields {aµ(x)} and local couplings
{M(x)} for all relevant dimension two operators, corresponding to contributions to L of
the form LM = −Φ¯M Φ. In L the kinetic terms, which are bilinear in the scalar/fermion
fields Φ and their conjugates Φ¯ and have the form LK = −Φ¯K(∂) Φ, are invariant un-
der a maximal symmetry group GK where, for any g ∈ GK , Φ → gΦ and Φ¯ → Φ¯ g¯ we
require g¯ g = 1, g¯K(∂) g = K(∂). For infinitesimal transformations corresponding to the
associated Lie algebra gK then for ω ∈ gK , ω + ω¯ = 0. In general GK is not simple but
is a product of U(n)’s or O(n)’s. The symmetry GK extends to the complete action L
if the couplings are also transformed appropriately, so that for any ω ∈ gK then δgI is
given by (2.34). A local symmetry GK is obtained as usual by replacing all derivatives in
K(∂) by appropriate covariant derivatives Dµ = ∂µ + aµ for aµ(x) ∈ gK . In general then
L(Φ, Φ¯, g, a,M).
As usual a finite quantum field theory in a perturbative expansion obtained from
L is achieved at each order by adding appropriate local counterterms Lc.t.. As well as
counterterms involving Φ, Φ¯ with x-dependent couplings, additional local contributions
independent of the fields involving contributions containing
∏
i ∂
migIi with
∑
imi ≤ 4
and also fµν as defined in (2.36), are also necessary. Assuming an invariant regularisation
then all derivatives of the couplings are extended to covariant derivatives, ∂µg
I → DµgI , as
in (2.35). RG equations are obtained by assuming that L is such that the bare Lagrangian
generating a finite perturbation expansion order by order is
L0 = L(Φ, Φ¯, g, a,M) + Lc.t.(Φ, Φ¯, g, a,M)
= L(Φ0, Φ¯0, g0, a0,M0)− 1
16π2
X (g, a,M) .
(8.1)
X includes all the extra field independent counterterms and is arbitrary up to total deriva-
tives. Assuming dimensional regularisation with minimal subtraction, then in a loop ex-
pansion
Lc.t.(Φ, Φ¯, g, a,M)(ℓ) =
ℓ∑
r=1
Lc.t.(Φ, Φ¯, g, a,M)(ℓ)r
1
εr
, (8.2)
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so that X contains just poles in ε.
The RG flow equations which are considered here are obtained from(
ε σ −Dσ −Dσ,Φ,Φ¯ − (2− ε) ∂µσDµgI ∂
∂D2gI
)
L(Φ0, Φ¯0, g0, a0,M0)
= ∂µ
(
∂µσ T · ∂
∂M
L(Φ0, Φ¯0, g0, a0,M0)
)
,
(8.3)
where σ is linear in x, of the same form as σv in (4.8), and the right hand side for T ∈ VM
is a potential total derivative contribution when σ is not constant which can be neglected
in the subsequent discussion. In (8.3) Dσ,Dσ,Φ,Φ¯ are derivatives defined by
Dσ = σβˆI · ∂
∂gI
+
(
σρIDµg
I − ∂µσ υ
) · ∂
∂aµ
+
(
σ(γMM − δI D2gI − ǫIJ DµgIDµgJ)− 2 ∂µσ θIDµgI
) · ∂
∂M
,
Dσ,Φ,Φ¯ =
(
σ ( 1
2
ε− γ) Φ) · ∂
∂Φ
+
(
σ Φ¯ ( 1
2
ε− γ¯)) · ∂
∂Φ¯
.
(8.4)
Here Dσ,Dσ,Φ,Φ¯ act on local functions of gI , aµ,M,Φ, Φ¯ and their derivatives so that for
instance acting on f(g(x), ∂µg(x)), h · ∂∂g = h(x) ∂∂g(x) + ∂µh(x) ∂∂∂µg(x) . The action of Dσ is
then equivalent to the corresponding contributions to the functional derivative operator
∆σ +∆σ,a +∆σ,M defined by (2.2), (2.41) and (2.47) although β
I → βˆI . A derivation of
(8.3) is sketched in Appendix B.
For the marginal couplings gI (2.3) becomes
βˆI (g) = −ε kIgI + βI(g) , (8.5)
and minimal subtraction ensures that βI(g) is independent of ε. In a loop expansion
(
1 +
∑
I kIg
I · ∂I − 12Φ · ∂Φ − 12 Φ¯ · ∂Φ¯
)Lc.t.(ℓ) = ℓLc.t.(ℓ) . (8.6)
Amongst the counterterms in L+Lc.t. for constant gI the quadratic kinetic terms are in
general modified just by the introduction of an appropriate matrix Z(g) = Z¯(g) = 1+O(g),
LK → −Φ¯Z K(∂) Φ. This determines the anomalous dimension matrices γ(g), γ¯(g) for the
fields Φ, Φ¯ in (8.3) through
βˆI(g)
∂
∂gI
Z(g) = γ¯(g)Z(g) + Z(g) γ(g) . (8.7)
At ℓ loops, with Z(ℓ) expanded as in (8.2), (8.7) requires γ(ℓ)+γ¯(ℓ) = −ℓ Z(ℓ)1 . The standard
prescription determines γ(ℓ)(g) by assuming γ¯(g) = γ(g) so that the eigenvalues are real.
In obtaining RG equations describing the RG flow it is necessary to factorise Z,
Z = Z¯ Z , (8.8)
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so that in (8.1)
Φ0 = ZΦ , Φ¯0 = Φ¯Z¯ . (8.9)
The factorisation in (8.8) has an essential arbitrariness generated by infinitesimal variations
δZ = ωZ, δZ¯ = Z¯ ω¯ = −Z¯ ω for ω ∈ gK . The RG equations for Z then take the form,
from (8.7),
βˆI(g)
∂
∂gI
Z(g) = ω(g)Z(g) + Z(g) γ(g) , ω(g) ∈ gK . (8.10)
Assuming γ¯ = γ and taking Z(1) = 1
2
Z(1), Z(2) = 1
2
Z(2) − 1
8
Z(1)2 then combining (8.7)
and (8.10) gives ω(2) = 14 [γ
(1), Z(1)] = 0 but ω(3) = 14 [γ
(2), Z(1)] + 14 [γ
(1), Z(2)] may be non
zero. It is possible to choose Z so that in (8.10) ω = 0 but then γ¯ 6= γ in general.
In (8.1)
a0µ = aµ + rIDµg
I , rI ∈ gK , (8.11)
is determined so that all terms involving derivatives of Φ or Φ¯ in Lc.t. are absorbed by
letting Φ, Φ¯ → Φ0, Φ¯0 and DµΦ, DµΦ¯ → D0µΦ0, D0µΦ¯0 with D0µ = ∂µ + a0µ. Hence
LK 0 = −Φ¯0K(D0) Φ0 up to total derivatives. The RG equation from (8.3) then requires
from (8.10)
Dσa0µ = −D0µ(σ ω) = −∂µ(σ ω)− σ [a0µ, ω] . (8.12)
The resulting equations from the terms in (8.12) proportional to σ and ∂µσ become
LBˆ,ρ˜ rI + ρ˜I = ∂I(υ − ω) + [rI , υ − ω] , (8.13)
for
BˆI = βˆI − (υg)I , (8.14)
and
rIBˆ
I = υ − ω . (8.15)
Assuming rI , ω contain only poles in ε, so that rI =
∑
n≥1 rI,n ε
−n, the O(1) terms in
(8.13) and (8.15) determine ρ˜I , υ
ρ˜I =
∑
J kJg
J(∂J rI,1 − ∂I rJ,1) , υ = −
∑
I rI,1kIg
I . (8.16)
Since
∑
I ρ˜I kIg
I = 0 then contracting (8.13) with BˆI and using (8.15) shows that these
equations require
ρ˜IBˆ
I = ρ˜IB
I = 0 , (8.17)
in agreement with (2.52).
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The counterterms contained in M0, where LM 0 = −Φ¯0M0Φ0, have the general form
M0 = ZM
(
M − dID2gI − eIJDµgIDµgJ
)
, (8.18)
with dI , eIJ ∈ VM , ZM : VM → VM . (8.3) then implies(
Dσ + (2− ε) ∂µσDµgI ∂
∂D2gI
)
M0 = σ
[
ω, M0
]
. (8.19)
This decomposes into
βˆI
∂
∂gI
ZM − [ω, ZM ] = −ZM γM , (8.20)
which determines γM
(ℓ) = ℓ Z
(ℓ)
M 1, and
−(LBˆ,ρ˜ − γM) dI = δI ,
−(LBˆ,ρ˜ − γM) eIJ − ΩˆIJKdK = ǫIJ ,
−ΨˆIJdJ − eIJ BˆJ = θI ,
(8.21)
for ΨˆI
J = (1− 12ε) δIJ + ∂IBˆJ + 12 (ρ˜Ig)J and ΩˆIJK as in (2.50) with B → Bˆ. (8.21) then
determines the ε independent δI , ǫIJ and
θI = (kI +
1
2 ) dI,1 +
∑
J eIJ,1kJg
J . (8.22)
By virtue of (8.17), (2.55) also extends to
[LBˆ,ρ˜ , ΨˆIJ] = ΩˆIKJ BˆK so that we may obtain
directly from (8.21) the finite relation
(LBˆ,ρ˜ − γM)θI = ΨˆIJδJ + ǫIJ BˆJ , (8.23)
for which the O(ε0) contribution is identical to (2.54) while the O(ε) terms equivalently
determine θI in terms of δI , ǫIJ .
The additional field independent local counterterms in (8.1) may be reduced, by dis-
carding total derivatives, to the form
X (g, a,M) = 12AIJ D2gID2gJ + BIJK D2gI DµgJDµgK
+ 12 CIJKLDµgIDµgJ DνgKDνgL
+ 1
4
fµν · Lf · fµν + 12 M · LM ·M + fµν · PIJ DµgIDνgJ
+ JI ·M D2gI +KIJ ·M DµgIDµgJ .
(8.24)
Assuming this expression the flat space contributionsX, Y in (2.60) are determined through
the RG equation(
ε σ −Dσ − (2− ε) ∂µσDµgI ∂
∂D2gI
)
X (g, a,M)− σX(g, a,M) + 2 ∂µσ Y µ(g, a,M)
= − 2 ∂µσ
(
∂ν(GIJ DµgIDνgJ)− 12 ∂µ(GIJ DνgIDνgJ)
)
= − 2 ∂µσ
(GIJDµgID2gJ − GIJ (fµνg)IDνgJ + Γ(G)IJKDµgIDνgJDνgK) , (8.25)
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allowing on the right hand side a total derivative which generates terms of the same form
as in X and X, Y µ as given by (2.61). To obtain (8.25) we assume that GIJ = GJI satisfies
(ωg)K∂KGIJ+GKJωKI+GIKωKJ = 0. The contributions in (8.25) arising from GIJ are the
same form as the terms in Y µ which involve S(IJ), TIJK , QI so ε-independent contributions
to GIJ give rise to a corresponding ambiguity in Y µ. This freedom is removed by requiring
that GIJ contains only poles in ε.
Decomposing (8.25) we find for the M -dependent terms
(
ε−LBˆ,ρ˜
)JI − JI · γM + δI · LM = JI ,(
ε− LBˆ,ρ˜
)KIJ −KIJ · γM − ΩˆIJKJK + ǫIJ · LM = KIJ ,
ΨˆI
JJJ +KIJ BˆJ − θI · LM = LI ,
(8.26)
which determine JI , KIJ , LI so that
LI = −(kI + 12)JI,1 −
∑
J KIJ,1kJgJ . (8.27)
Using (8.23), and in a similar fashion, assuming
(
ε− LBˆ,ρ˜
)LM − γM · LM −LM · γM = βM , (8.28)
(8.26) requires for consistency (ε−LBˆ,ρ˜)LI − LI · γM = ΨˆIJJJ +KIJ BˆJ − θI · βM which
is equivalent to (2.74). For the contributions involving fµν (8.25) reduces to
ω · (ε− LBˆ,ρ˜)PIJ − (ωg)K ρ˜K · PIJ − 12 ω · Lf · (∂I ρ˜J − ∂J ρ˜I) = ω · PIJ ,
ω · (ε− LBˆ,ρ˜)Lf · ω′ − ω · Lf · (ω′g)K ρ˜K − (ωg)K ρ˜K · Lf · ω′ = ω · βf · ω′ ,
− ω · PIJ BˆJ + 12 ω · Lf · ρ˜I + GIJ (ωg)J = ω ·QI .
(8.29)
To obtain (8.29) we presume GK covariance as in (2.42) to ensure βˆ, ρ→ Bˆ, ρ˜ so that for
instance ω · LBˆ,ρ˜PIJ = ω · Lβˆ,ρ PIJ − [ω, υ] · PIJ . From (8.29)
QI =
∑
J PIJ,1kJgJ , (8.30)
and also from (8.29) we may obtain, using −(∂I ρ˜J − ∂J ρ˜I)BˆJ = LBˆ,ρ˜ ρ˜I − (ρ˜Ig)J ρ˜J , the
finite relation
ω · (ε− LBˆ,ρ˜)QI − (ωg)J ρ˜J ·QI = −ω · PIJ BˆJ + 12 ω · βf · ρ˜I +GIJ (ωg)J , (8.31)
assuming (
ε− LBˆ,ρ˜
)GIJ = GIJ , (8.32)
58
with GIJ ε-independent. For ε→ 0 (8.31) is just (2.67b). Directly from (8.29)
ω ·QIBˆI = (ωg)IGIJ BˆJ . (8.33)
Since (8.30) ensures that
∑
I QIkIg
I = 0 so that QIBˆ
I = QIB
I , (2.67b) is satisfied if
WI = −GIJ BˆJ ⇒ WI =
∑
J GIJ,1kJgJ . (8.34)
The remaining equations arising from the decomposition of (8.25) are then
(
ε−LBˆ,ρ˜
)AIJ + 2J(I · δJ) = AIJ ,(
ε−LBˆ,ρ˜
)BIJK − ΩˆJKLAIL + J · ǫJK +KJK · δI = BIJK ,(
ε−LBˆ,ρ˜
)CILJK − ΩˆILMBMJK − ΩˆJKMBMIL +KIL · ǫJK +KJK · ǫIL
+ (∂I ρ˜(J − ∂(J ρ˜I) · PK)L + (∂Lρ˜(J − ∂(J ρ˜L) · PK)I = CILJK ,
(8.35)
and also for terms involving ∂µσ,
ΨˆI
KAKJ + BJIKBˆK − JJ · θI = SIJ + GIJ ,
ΨˆI
LBLJK + CILJKBˆL −KJK · θI − ρ˜(J · PK)I = TIJK + Γ(G)IJK .
(8.36)
This determines
SIJ = − (kI + 12)AIJ,1 −
∑
K BJIK,1kKgK ,
TIJK = − (kI + 12)BIJK,1 −
∑
L CILJK,1kLgL .
(8.37)
Since (ε − LBˆ,ρ˜)Γ(G)IJK − ΩˆJKLGIL + ((∂I ρ˜(J − ∂(J ρ˜I)g)L GK)L = Γ(G)IJK then apply-
ing ε−LBˆ,ρ˜ to (8.36) and using (8.35) gives finite relations which, after dropping O(ε)
contributions, are identical to (2.76) and (2.77).
Furthermore, eliminating AIJ ,BIJK , CIJKL from (8.36) gives
L[I · θJ ] + 12 ρ˜[I ·QJ ] − S˜IJ = Γ(G)[IJ ]KBˆK −
(
Ψˆ[I
K − 12 (ρ˜[Ig)K
)GJ ]K = ∂[IWJ ] , (8.38)
where S˜[IJ ] = −Ψˆ[IKSJ ]K + T[IJ ]KBˆK = −Ψ[IKSJ ]K + T[IJ ]KBK and WI is determined
by (8.34). Hence (2.66) is recovered.
9. Calculations for a Scalar Fermion Theory
For the theory defined by (5.1), where Φ = (φ, ψ, χ), gI = {yi, y¯i, λijkl}, then the
kinetic symmetry group GK = U(nφ)× U(nψ)× U(nχ) and for ω ∈ gK then
ω = −ω† = {ωφ ij , ωψ, ωχ} , ω · ω′ = ωφ ijω′φ ji + tr(ωψ ω′ψ) + tr(ωχ ω′χ) . (9.1)
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To allow application of the formalism of section 2 it is necessary to extend the theory to
include background gauge fields aµ = {aφµ ij , aψµ, aχµ} = −aµ† ∈ gK and a scalar field
mass term
L = −Dφ¯i ·Dφi − ψ¯ iσ ·Dψ − χ¯ iσ¯ ·Dχ− χ¯ yiφi ψ − ψ¯ φ¯i y¯i χ
−Mijφ¯iφj − 14 λijkl φ¯iφ¯jφkφl ,
(9.2)
where the covariant derivatives depending on the background gauge fields are
Dµφi = ∂µφi + aφµ i
jφj , Dµψ = ∂µψ + aψµψ , Dµχ = ∂µχ+ aχµχ . (9.3)
Acting on the local couplings, in accord with (2.35), the covariant derivative is deter-
mined by using (6.19) for (aµg)
I . For this theory the minimal subtraction βˆ-functions are
expressible as in (8.5) in the form
βˆλ ij
kl = −ε λijkl + βλ ijkl , βˆyi = −12ε yi + βyi , βˆy¯ i = −12ε y¯i + βy¯ i . (9.4)
To obtain counterterms involving derivatives of the couplings when they are x-
dependent the methods described in [35,26], which avoid momentum space, may be
adapted. For the theory defined by (5.1), neglecting mass terms and background gauge
fields, the propagators are given by
〈
ψ(x) ψ¯(y)
〉
= S(s) = −i σ¯ · ∂G0(s) ,
〈
χ(x) χ¯(y)
〉
= S¯(s) = −i σ · ∂G0(s) , (9.5)
and 〈
φi(x) φ¯
j(y)
〉
= δi
jG0(s) , (9.6)
with
G0(s) =
1
(d− 2)Sd (s
2)1−
1
2d , Sd =
2π
1
2d
Γ( 12d)
, s = x− y , (9.7)
so that −∂2G0(s) = δd(s). For graphs involving two vertices the ε poles may be determined
by using
G0(s)
n ∼ 2
ε
1
(16π2)n−1
1
(n− 1)!2 (∂
2)n−2δd(s) for n = 2, 3, . . . , (9.8)
and various extensions involving derivatives [35]. At one loop it is sufficient to use (9.8)
for n = 2 since
trσ
(
S(s) S¯(−s)) = −∂2G0(s)2 , S(s)G0(s) = −12 i σ¯ · ∂ G0(s)2 . (9.9)
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This formalism may also be extended to allow for mass terms and gauge fields in a mani-
festly gauge covariant fashion.
With these results it is straightforward to obtain
L(1)c.t. =
1
ε
(
2 φ¯i tr(y¯i
←−
∂ · ∂ yj)φj + ψ¯ y¯i iσ · ↔∂ yi ψ + χ¯ yi iσ¯ · ↔∂ y¯i χ
)
, (9.10)
for
↔
∂ = 12 (∂ −
←−
∂ ) and also rescaling the couplings as in (5.7). At two loops the corre-
sponding contribution to L(2)c.t. involving χ is given by
L(2)c.t.χ =
1
4ε2
(1− 1
4
ε)
(
χ¯ yiy¯j y
jiσ¯ · ∂ y¯i χ− χ¯ yi iσ¯ · ←−∂ y¯j yj y¯i χ
)
− 1
2ε2
(1− 5
4
ε) χ¯ yi iσ¯ · (y¯j↔∂ yj) y¯i χ
+
1
2ε2
(1− 34ε)
(
χ¯ yi tr(y¯i y
j) iσ¯ · ∂ y¯j χ− χ¯ yi iσ¯ · ←−∂ tr(y¯i yj) y¯j χ
)
− 1
ε2
(1 + 14ε) χ¯ y
i iσ¯ · tr(y¯i↔∂ yj) y¯j χ ,
(9.11)
and similarly for L(2)c.t.ψ obtained from (9.11) with χ → ψ, y ↔ y¯. Furthermore the two
loop scalar field counterterm is given by
L(2)c.t.φ =
1
4ε
φ¯iλik
mn←−∂ · ∂λmnkjφj
+
2
ε2
(1− 1
4
ε) φ¯iλik
ljtr
(
∂y¯l · ∂yk
)
φj − 1
2ε
φ¯iλik
lj
(
tr(∂2y¯l y
k) + tr(y¯l ∂
2yk)
)
φj
+
(
1
ε2
(1− 34ε) φ¯i tr
(
y¯i
←−
∂ · yky¯k ∂ yj
)
φj
+
1
ε2
(1− 14ε)
(
φ¯i tr
(
y¯i (y
k↔∂ y¯k) · ∂ yj
)
φj − φ¯i tr
(
y¯i
←−
∂ · (yk↔∂ y¯k) yj
)
φj
)
− 1
2ε2
(1− 54ε) φ¯i tr
(
y¯i ∂
2(yk y¯k) y
j
)
φj − 1
ε
φ¯i tr
(
y¯i ∂y
k · ∂y¯k yj
)
φj
+ φ¯↔ φ , y ↔ y¯
)
. (9.12)
The result (9.10) then determines
Z(1) = − 1
ε
{
tr(y¯i y
j), 12 y¯i y
i, 12 y
iy¯i
}
,
a0
(1)
µ = rI
(1)∂µg
I = − 1
ε
{
2 tr
(
y¯i
↔
∂µ y
j
)
, y¯i
↔
∂µ y
i, yi
↔
∂µ y¯i
}
,
(9.13)
as well as the required contributions to M0
(1)
M0
(1)
i
j =
1
ε
(
2λik
jlMl
k + tr(y¯i y
k)Mk
j +Mi
k tr(y¯k y
j)− 2 tr(∂µy¯i ∂µyj)
)
. (9.14)
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In consequence at one loop from (9.13) using (8.16)
ρI
(1)dgI = −{tr(y¯i dyj − dy¯i yj), 12 (y¯i dyi − dy¯i yi), 12 (yi dy¯i − dyi y¯i)} . (9.15)
From (9.14) using (8.18) and (8.21)
δI
(1)dgI = 0 ,
(
ǫIJ
(1)dgIdgJ
)
i
j = 2 tr
(
dy¯i dy
j
)
, (9.16)
and also (
θI
(1)dgI
)
i
j = 12
(
tr(y¯i dy
j) + tr(dy¯i y
j)
)
. (9.17)
From the two loop result (9.11) we may obtain, as well as Z(2)χ,
a0
(2)
χµ = − 1
4ε2
(1− 14ε)
(
yiy¯j y
j ∂µy¯i − ∂µyi y¯j yj y¯i
)
+
1
2ε2
(1− 54ε) yi (y¯j
↔
∂µ y
j) y¯i
− 1
ε2
(1− 34ε) tr(y¯i yj) (yi
↔
∂µ y¯j) +
1
ε2
(1 + 14ε) y
iy¯j tr(y¯i
↔
∂µ y
j)
− Z(1)χ↔∂µZ(1)χ − Z(1)χ a0(1)χµ − a0(1)χµZ(1)χ . (9.18)
Also from (9.12)
a0
(2)
φµ i
j = − 1
4ε
λik
mn↔∂µ λmnkj
− 1
2ε2
(1− 3
4
ε)
(
tr(y¯i y
ky¯k ∂µy
j)− tr(∂µy¯i yky¯k yj)
+ tr(y¯k y
ky¯i ∂µy
j)− tr(y¯k yk ∂µy¯i yj)
)
+
1
ε2
(1− 14ε)
(
tr(y¯i (y
k↔∂µ y¯k) yj)− tr((yk↔∂µ y¯k) y¯i yj)
)
− Z(1)φ ik↔∂µZ(1)φ kj −Z(1)φ ik a0(1)φµkj − a0(1)φµik Z(1)φkj .
(9.19)
Furthermore
M0
(2)
i
j = − 1
4ε
∂λik
mn · ∂λmnkj
− 2
ε2
(1− 14ε)λikljtr
(
∂y¯l · ∂yk
)
+
1
2ε
λik
lj
(
tr(∂2y¯l y
k) + tr(y¯l ∂
2yk)
)
− 1
ε2
(1− 34ε)
(
tr
(
∂y¯i · yky¯k ∂yj
)
+ tr
(
y¯k y
k ∂y¯i · ∂yj
))
− 1
ε2
(1− 1
2
ε)
(
tr
(
y¯i y
k ∂y¯k · ∂yj
)
+ tr
(
∂y¯i · ∂yk y¯k yj
)
+ tr
(
∂y¯k · yk y¯i ∂yj
)
+ tr
(
y¯k ∂y
k · ∂y¯i yj
))
+
1
4ε
(
tr
(
y¯i ∂y
k · y¯k ∂yj
)
+ tr
(
∂y¯i · yk ∂y¯k yj
)
62
+ tr
(
y¯k ∂y
k · y¯i ∂yj
)
+ tr
(
∂y¯k · yk ∂y¯i yj
))
− 1
4ε
(
tr
(
y¯i ∂
2(yk y¯k) y
j
)
+ tr
(
∂2(y¯k y
k) y¯i y
j
))
+
1
ε
(
tr
(
y¯i ∂y
k · ∂y¯k yj
)
+ tr
(
∂y¯k · ∂yk y¯i yj
))
− (∂Z(1)φ ik − a0(1)φ ik) · (∂Z(1)φkj + a0(1)φ kj)
− Z(1)φ ikM0(1)kj −M0(1)ikZ(1)φkj +O(M) . (9.20)
Letting in (9.13), using (6.19),
yi
↔
∂µ y¯i → yi↔Dµ y¯i = yi↔∂µ y¯i + yi aψµ y¯i + yiy¯j aφµij − 12 aχµ yiy¯i − 12 yiy¯i aχµ ,
tr
(
y¯i
↔
∂µ y
j
)→ tr(y¯i↔Dµ yj) = tr(y¯i↔∂µ yj)+ tr(y¯i aχµ yj)− tr(aψµ y¯i yj)
− 1
2
tr(y¯i y
k) aφµk
j − 1
2
aφµi
k tr(y¯k y
j) , (9.21)
we may verify that the RG equations (8.12) are consistent with the double pole terms in
(9.18) and (9.19) with ω = 0 to this order. The double ε-poles in (9.20) are also determined
by (8.19).
The two loop results (9.18) and (9.19) then entail
(
ρI
(2)dgI
)
χ =
1
8
(
yiy¯j y
j dy¯i − dyi y¯j yj y¯i
)− 5
8
yi (y¯j dy
j − dy¯j yj) y¯i
+ 34 tr(y¯i y
j) (yi dy¯j − dyi y¯j) + 14 yiy¯j tr(y¯i dyj − dy¯i yj) ,(
ρI
(2)dgI
)
φi
j = − 14 (λikmn dλmnkj − dλikmn λmnkj)
+ 3
4
tr
(
yky¯k (dy
j y¯i − yjdy¯i) + y¯k yk (y¯i dyj − dy¯i yj)
)
+ 14 tr
(
(dyk y¯k − yk dy¯k) yj y¯i + (y¯k dyk − dy¯k yk) y¯i yj)
)
.
(9.22)
A related calculation, which was extended to three loops, was described in [15]. Also from
(8.12) we obtain
υ(1) = υ(2) = 0 . (9.23)
A useful check is to restrict (9.15) and (9.22) to the supersymmetric case (5.17), where,
with a similar notation to that in section 7,
(
ρI
(1)dgI
)
Susyi
j = 12
(− (Y¯ dY )ij + (dY¯ Y )ij) ,(
ρI
(2)dgI
)
Susyi
j = 1
2
(
(Y¯ Y Y¯ dY )i
j − (dY¯ Y Y¯ Y )ij + (Y¯ dY Y¯ Y )ij − (Y¯ Y dY¯ Y )ij
)
.
(9.24)
These results are in accord with (7.4), using (5.21).
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The condition (2.52), which links different loop orders, provides a further verification
of the results (9.15) and (9.22). It is easy to check that ρI
(1)β(1)I = 0 and also
(
ρI
(2)βI(1)
)
ψ = −
(
ρI
(1)βI(2)
)
ψ =
1
16 y¯i y
j y¯j y
iy¯k y
k + 38 y¯i y
j y¯k y
k tr(yiy¯j)− conjugate ,(
ρI
(2)βI(1)
)
φi
j = − (ρI(1)βI(2))φij = 2λikmn tr(y¯m yk y¯n yj)− 14 λikmnλmnkl tr(y¯l yj)
+ 34
(
tr(y¯i y
ky¯k y
l) + tr(y¯k y
ky¯i y
l)
)
tr(y¯l y
j))− conjugate .
(9.25)
From (9.20) we may also read off
(
δI
(2)dgI
)
i
j = −λiklj
(
tr(dy¯l y
k) + tr(y¯l dy
k)
)
+ 1
2
tr
(
y¯i (dy
k y¯k + y
k dy¯k) y
j
)
+ 1
2
tr
(
(dy¯k y
k + y¯k dy
k) y¯i y
j
)
,(
ǫIJ
(2)dgIdgJ
)
i
j = 12 dλik
mn dλmn
kj − λiklj tr
(
dy¯l dy
k
)
− 32
(
tr
(
dy¯i y
ky¯k dy
j
)
+ tr
(
y¯k y
k dy¯i dy
j
))
− tr(y¯i yk dy¯k dyj)− tr(dy¯i dyk y¯k yj)− tr(dy¯k yk y¯i dyj)− tr(y¯k dyk dy¯i yj)
− 12
(
tr
(
y¯i dy
k y¯k dy
j
)
+ tr
(
dy¯i y
k dy¯k y
j
)
+ tr
(
y¯k dy
k y¯i dy
j
)
+ tr
(
dy¯k y
k dy¯i y
j
))
− tr(y¯i dyk dy¯k yj)− tr(dy¯k dyk y¯i yj) . (9.26)
Reducing (9.16) and (9.26) to the supersymmetric case
(
ǫIJ
(1)dgIdgJ
)
Susyi
j = (dY¯ dY )i
j ,(
ǫIJ
(2)dgIdgJ
)
Susyi
j = − (dY¯ Y Y¯ dY )ij − (dY¯ dY Y¯ Y )ij
− (Y¯ dY dY¯ Y )ij − (Y¯ Y dY¯ dY )ij ,
(9.27)
which agrees with (7.5).
The results are compatible with the consistency relation (2.54) or (8.23). Assuming
(9.17), and for simplicity dgI = (dyi, 0, 0), then
(Lβ(1)θI(1) dgI)ij = 12 tr(y¯i yky¯k dyj) + 12 tr(y¯k yky¯i dyj)
+ 14 tr(y¯i dy
ky¯k y
j) + 14 tr(y¯k dy
ky¯i y
j)
+ tr(y¯i y
k) tr(y¯k dy
j) + 1
2
tr(y¯i dy
k) tr(y¯k y
j) ,(
γM
(1)θI
(1) dgI
)
i
j = λik
lj tr(y¯l dy
k) + 12 tr(y¯i y
k) tr(y¯k dy
j) + 12 tr(y¯i dy
k) tr(y¯k y
j) ,(
(ρI
(1)g)JθJ
(1) dgI
)
i
j = 14 tr(y¯i dy
ky¯k y
j) + 14 tr(y¯k dy
ky¯i y
j) + 12 tr(y¯i y
k) tr(y¯k dy
j) .
(9.28)
The sum is then equal to (δI
(2) + ǫIJ
(1)βJ(1))i
j dgI , as required by (2.54) to this order.
Similar calculations determine X . At one loop there is no dependence on the couplings
and
X (a,M)(1) = 1
6ε
(
tr
(
fφ
µνfφµν
)
+ 2 tr
(
fψ
µνfψµν
)
+ 2 tr
(
fχ
µνfχµν
))
+
1
ε
Mi
jMj
i , (9.29)
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giving Lf(1) and LM(1) in (8.24). Two loop contributions to X , which determine the leading
contributions to AIJ ,PIJ ,JI ,KIJ in (8.24), may also be undertaken within the framework
of [35]. For the scalar/fermion theory determined by (9.2) there is just one two loop graph
involving only the Yukawa couplings. For zero aµ,M this gives
W (2) = −
∫
ddx ddy tr
(
yi(x) y¯i(y)
)
trσ
(
S(s) S¯(−s))G0(s) . (9.30)
Since trσ
(
S(s) S¯(−s))G0(s) = −13 ∂2G0(s)3 the divergent part of (9.30) is determined by
using (9.8) and gives, after rescaling according to (5.7), X (g)(2) = 16ε tr
(
∂2yi ∂2y¯i
)
as was
obtained in [9].
Extending this two loop calculation to include the additional contributions involving
the background gauge fields aµ and also M gives
X (g, a,M)(2)
=
1
ε
1
6
tr
(
D2yiD2y¯i
)
+
2
3ε2
(1 + 512ε) tr
(
Dµy
iDν y¯j) fφ
µν
i
j
+
2
3ε2
(1− 7
12
ε)
(
tr
(
Dµy
ifψ
µνDν y¯i
)− tr(DµyiDν y¯i fχµν)
)
− 2
ε2
(1− 14ε)Mij tr
(
Dµy¯j Dµy
i
)
+
1
2ε
Mi
j
(
tr(y¯j D
2yi) + tr(D2y¯j y
i)
)
− 1
4ε
(
tr
(
yifψ
µνfψ µν y¯i
)
+ tr
(
yiy¯i fχ
µνfχµν
))− 1
3ε2
(1− 112ε) tr
(
(fµνy)i (fµν y¯)i
)
+
1
6ε
tr
(
(fµνy)
iy¯j
)
fφ
µν
i
j +
2
ε2
λij
klMk
iMl
j +
2
ε2
(1− 12ε)Mij tr(y¯j yk)Mki , (9.31)
which is consistent with the general form (8.24). The RG equation (8.25) provides a non
trivial check of the double poles in ε present in X (2) which are determined in terms of
(9.29) and the one loop results (9.15) and (9.16). In the O(f2) terms it is useful to note
tr
(
(fµνy)ifψ µν y¯i
)
= −tr(yifψ µν(fµν y¯)i), with similar relations for fψ → fχ, fφ. For
(ωy)i, (ωy¯)i = 0 the O(f
2) contributions are just the two loop Yukawa contribution to the
gauge beta function [26,36].
The two loop contributions to X and Y µ are determined as in (2.61). This gives using
from (8.35) and (8.37)
GIJ
(2)dgIdgJ = AIJ
(2)dgIdgJ = 2
3
tr(dy¯i dy
i) ,
SIJ
(2)dgId′gJ = − 16
(
tr(dy¯i d
′yi) + tr(d′y¯i dy
i)
)
.
(9.32)
For terms involving M using (8.27),
(
JI
(2)dgI
)
i
j = tr(y¯i dy
j) + tr(dy¯i y
j) ,
(
KIJ
(2)dgIdgJ
)
i
j = tr(dy¯i dy
j) ,(
LI
(2)dgI
)
i
j = − 58
(
tr(y¯i dy
j) + tr(dy¯i y
j)
)
,
(9.33)
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while for the fµν terms, if PIJ , QI are decomposed as in (9.1),
PIJ
(2)dgId′gJ =
{− 518 tr(dy¯i d′yj − d′y¯i dyj),
7
18 (dy¯i d
′yi − d′y¯i dyi), 718 (dyi d′y¯i − d′yi dy¯i)
}
,
QI
(2)dgI =
{
5
72
tr(y¯i dy
j − dy¯i yj),− 772 (y¯i dyi − dy¯i yi), 772 (dyi y¯i − yi dy¯i)
}
.
(9.34)
It is easy to see that JI
(2) = 2 θI
(1) = θI
(1) ·βM(1) in accord with (2.74) at this order. From
(9.29) and (9.31)
ω · βf(1) · ω = 23
(
ωφ i
jωφ j
i + 2 tr(ωψ
2) + 2 tr(ωχ
2)
)
,
ω · βf(2) · ω = − 2 tr(y¯i yi ωψ2 + yiy¯i ωχ2) + 29 tr
(
(ωy)i(ωy¯i)
)
+ 43 tr
(
(ωy)iy¯j
)
ωφ i
j .
(9.35)
It is easy to check that GIJ
(2)(ωg)J = −12 ω · βf(1) · ρI(1), as required by (2.67b).
At three loops we determine for simplicity just contributions independent of aµ,M .
For the quartic scalar coupling there is a single vacuum graph
W (3)a =
1
8
∫
ddx ddy λij
kl(x)λkl
ij(y)G0(s)
4 , (9.36)
which gives, using (9.8) for n = 4,
Xa(λ)(3) = 1
ε
1
144
∂2λij
kl ∂2λkl
ij . (9.37)
At four-loop order the vacuum graphs involving just the scalar couplings also give
W (4) = − 1
48
∫
ddx ddy ddz
(
λij
mn(x)λmn
kl(y)λkl
ij(z) + λij
mn(y)λmn
kl(x)λkl
ij(z)
+ 8λmi
nk(x)λnj
ml(y)λkl
ij(z)
)
×RG0(x− z)2RG0(z − y)2RG0(x− y)2 , (9.38)
where
RG0(s)2 = G0(s)2 − 1
8π2ε
δd(s) . (9.39)
The additional pole term in ε is necessary to ensure subtraction of one loop sub-divergences
and would be generated by appropriate counterterms consistent with minimal subtraction.
Using results from appendix D the divergent part of (9.38) determines
X (λ)(4) = 1
ε2
(1 + 1112ε)
1
288
∂2
(
λij
mn λmn
kl + 4λim
kn λjn
lm
)
∂2λkl
ij
− 1
ε
1
96
(
λij
mn ∂2λmn
kl + 4λim
kn ∂2λjn
lm
)
∂2λkl
ij .
(9.40)
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It is easy to check that (8.25) determines the double poles in (9.40) using (6.4) and (9.4).
(9.40) gives (6.10) with G¯ = −7/216.
At three-loop order there are also further vacuum graphs involving solely the Yukawa
couplings. There are just two relevant graphs which contain two and one fermion loops
giving at this order in addition to (9.36)
W
(3)
b =
1
2
∫
ddx ddy tr
(
y¯i(x) ∂x
2Yyj (x, y)
)
tr
(
y¯j(y) ∂y
2Yyi(y, x)
)
,
W (3)c = −
1
8
∫
ddx ddy
(
tr trσ
(
y¯i(x) σ· ∂xYyi(x, y) σ¯·←−∂y y¯j(y) σ· ∂yYyj (y, x) σ¯·←−∂x
)
+ tr trσ
(
yi(x) σ¯· ∂xYy¯i(x, y) σ·←−∂y yj(y) σ¯· ∂yYy¯j (y, x) σ·←−∂x
))
,
(9.41)
using (9.9) with
Yf (x, y) =
∫
ddz RG0(x− z)2 f(z)G0(z − y) . (9.42)
From (9.42) it is easy to obtain
Yf (x, y)(−←−∂y2) = RG0(s)2f(y) . (9.43)
The analysis of (9.41) is more involved than obtaining (9.31) or (9.37) and is described
in appendix C by obtaining formulae for the local ε-poles which arise from products of Yf
with derivatives. Thus
χb(y, y¯)
(3) =
2
9ε2
(
1 + 512ε
)
tr(y¯i ∂
2yj) tr(∂2y¯j y
i) +
1
9ε2
(
1− 2512ε
)
tr(∂2y¯i ∂
2yj) tr(y¯j y
i)
+
1
36ε
(
tr(∂2y¯i y
j) tr(∂2y¯j y
i) + tr(y¯i ∂
2yj) tr(y¯j ∂
2yi)
)
+
2
9ε2
(
1− 7
12
ε
)(
tr(∂µy¯i ∂
2yj) tr(∂µy¯j y
i) + tr(∂2y¯i ∂
µyj) tr(y¯j ∂µy
i)
)
− 2
9ε2
(
1 + 512ε
)
tr(∂µy¯i ∂µy
j)
(
tr(∂2y¯j y
i) + tr(y¯j ∂
2yi)
)
− 1
9ε
(
tr(∂µy¯i ∂
2yj) tr(y¯j ∂µy
i) + tr(∂2y¯i ∂
µyj) tr(∂µy¯j y
i)
)
+
4
9ε3
(
1 + 512ε− 35144ε2
)
tr(∂µy¯i ∂
νyj)
(
tr(∂µy¯j ∂νy
i)− tr(∂ν y¯j ∂µyi)
)
+
4
3ε3
(
1− 1
4
ε− 19
48
ε2
)
tr(∂µy¯i ∂µy
j) tr(∂ν y¯j ∂νy
i)
+
1
18ε
tr(∂µy¯i ∂
νyj)
(
tr(∂µy¯j ∂νy
i) + tr(∂ν y¯j ∂µy
i)
)
, (9.44)
and
χc(y, y¯)
(3) =
1
18ε2
(
1− 1312ε
)
tr
(
∂2y¯i ∂
2yi y¯j y
j + ∂2yi∂2y¯i y
j y¯j
)
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+
1
9ε2
(
1− 712ε
)
tr
(
y¯i ∂
2yi ∂2y¯j y
j + ∂2yi y¯i y
j ∂2y¯j
)
− 1
72ε
tr
(
∂2y¯i y
i ∂2y¯j y
j + y¯i ∂
2yi y¯j ∂
2yj + ∂2yi y¯i ∂
2yj y¯j + y
i∂2y¯i y
j∂2y¯j
)
+
1
9ε2
(
1− 112ε
)
tr
(
∂µy¯i ∂
2yi ∂µy¯j y
j + ∂2y¯i ∂
µyi y¯j ∂µy
j
+ ∂µyi ∂2y¯i ∂µy
j y¯j + ∂
2yi ∂µy¯i y
j ∂µy¯j
)
+
1
18ε2
(
1 + 512ε
)(
∂µy¯i ∂µy
i (∂2y¯j y
j + y¯j ∂
2yj) + ∂µyi∂µy¯i (∂
2yj y¯j + y
j∂2y¯j)
)
+
2
9ε3
(
1− 712ε− 41144ε2
)
tr
(
∂µy¯i ∂
νyi (∂µy¯j ∂νy
j − ∂ν y¯j ∂µyj)
+ ∂µyi ∂ν y¯i (∂µy
j ∂ν y¯j − ∂νyj ∂µy¯j)
)
− 1
18ε
tr
(
∂µy¯i ∂µy
i ∂ν y¯j ∂νy
j + ∂µyi ∂µy¯i ∂
νyj ∂ν y¯j
)
+
1
18ε
tr
(
∂µy¯i ∂
νyi (∂µy¯j ∂νy
j + ∂ν y¯j ∂µy
j)
+ ∂µyi ∂ν y¯i (∂µy
j ∂ν y¯j + ∂νy
j ∂µy¯j)
)
. (9.45)
The double and triple ε-poles are determined by (8.25) starting from (9.31) using the one
loop results (9.15) and (9.16).
From (9.37), (9.44) and (9.45) we may determine X(g)(3) and Y µ(g)(3). In particular
the ∂2gI∂2gJ terms give the three loop contribution to AIJ which involves both the scalar
and Yukawa couplings
AIJ
(3)dgIdgJ = 124 dλij
kl dλkl
ij
− 1336 tr
(
dy¯i dy
i y¯j y
j + dyidy¯i y
j y¯j
)− 718 tr(y¯i dyi dy¯j yj + dyi y¯i yj dy¯j)
− 1
12
tr
(
dy¯i y
i dy¯j y
j + dyiy¯i dy
j y¯j + y¯i dy
i y¯j dy
j + dyi y¯i dy
j y¯j
)
− 2518 tr(dy¯i dyj) tr(y¯j yi) + 59 tr(y¯i dyj) tr(dy¯j yi)
+ 1
6
(
tr(dy¯i y
j) tr(dy¯j y
i) + tr(y¯i dy
j) tr(y¯j dy
i)
)
. (9.46)
At this order there are extra terms necessary to calculate GIJ . Using results in (9.15),
(9.17) and (9.32), (9.33) then, since S(IJ)
(2) + 1
2
AIJ
(2) = 0, (2.76) gives
GIJ
(3)dgIdgJ =
(
AIJ
(3) − 12 (ρI(1)g)KAKJ(2) − JI(2) · θJ(1)
)
dgIdgJ
= 124 dλij
kl dλkl
ij
− 13
36
tr
(
dy¯i dy
i y¯j y
j + dyidy¯i y
j y¯j
)− 5
9
tr
(
y¯i dy
i dy¯j y
j + dyi y¯i y
j dy¯j
)
− 2518 tr(dy¯i dyj) tr(y¯j yi)− 79 tr(y¯i dyj) tr(dy¯j yi)
− 16
(
tr(dy¯i y
j) tr(dy¯j y
i) + tr(y¯i dy
j) tr(y¯j dy
i)
)
. (9.47)
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This gives the results in (6.7). We have verified that the three loop result (9.47) is precisely
determined by the one and two loop results in (9.15), (9.22), (9.34) and (9.35), according
to (2.67b).
For
gIJ dg
IdgJ = tr(dy¯i dy
i) , (9.48)
then (Lβ(1),ρ(1) gIJ)dgIdgJ = tr(dy¯i dyi y¯j yj + dyidy¯i yj y¯j)
+ 2 tr
(
y¯i dy
i dy¯j y
j + dyi y¯i y
j dy¯j
)
+ 2 tr(dy¯i dy
j) tr(y¯j y
i) + 4 tr(y¯i dy
j) tr(dy¯j y
i) ,
(9.49)
which determines the possible freedom in GIJ
(3) shown in (6.8).
Using (8.34) we may determine from (9.32) and (9.47) the two and three loop contri-
butions to WI . This gives
WI
(2)dgI = d 112 tr(y¯i y
i) ,
WI
(3)dgI = d
(
1
144
λij
klλkl
ij − 5
48
tr(y¯i y
j) tr(y¯j y
i)
− 11288 tr(y¯i yi y¯j yj + yiy¯i yj y¯j)
)
,
(9.50)
which is compatible with (2.67a) since QI
(2)B(1)I = 0.
Restricting to the supersymmetric case according to the prescription described in
section 5 then (9.31), neglecting gauge fields and M terms, gives
X(Y, Y¯ )
(2)
Susy =
1
6 (∂
2Y¯ ∂2Y )i
i , (9.51)
while from (9.37), (9.44) and (9.45)
X(Y, Y¯ )
(3)
Susy = − 516 (Y¯ Y )ij (∂2Y¯ ∂2Y )ji − 18 (Y¯ ∂2Y )ij (∂2Y¯ Y )ji
− 18
(
(Y¯ ∂µY )i
j (∂2Y¯ ∂µY )j
i + (∂µY¯ Y )i
j (∂µY¯ ∂
2Y )j
i
)
− 1
16
(∂µY¯ ∂νY )i
j (∂µY¯ ∂νY )j
i + 9
16
(∂µY¯ ∂νY )i
j (∂ν Y¯ ∂µY )j
i
− 916 (∂µY¯ ∂µY )ij (∂ν Y¯ ∂νY )ji . (9.52)
This three loop result has been verified by an independent superspace calculation.
In the supersymmetric case the gauge field contributions at two loops may be obtained
from the calculations in the scalar/fermion model by letting aψ = −aχT = aφ so that the
results in (9.34) may be added to give
(
PIJ
(2)dgId′gJ
)
Susyi
j = 14 (dY¯ d
′Y − d′Y¯ dY )ij ,(
QI
(2)dgI
)
Susyi
j = 116(dY¯ Y − Y¯ dY )ij .
(9.53)
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Assuming (7.28) then (7.20) gives (∆QI
(2)dgI)Susy =
3
2z(dY¯ Y − Y¯ dY ) so that Q(2) → 0
if z = − 124 . If this is done, from (7.29) and (7.31), a → −34 , b → −1. Furthermore from
(9.35) (
ω · βf(1) · ω
)
Susy = 2 tr(ω
2) ,(
ω · βf(2) · ω
)
Susy = − 2 tr
(
ω2(Y¯ Y )
)− 1
3
(Y ∗ ω) ◦ (ω ∗ Y¯ ) . (9.54)
These results (9.54) together with (9.53) are sufficient to check (2.67b) with the three loop
GIJ given by (7.26) and (7.31). The one and two loop expressions for βf are compatible
with an extension of the NSVZ formula for the matter contributions to N = 1 gauge
β-function of the form (ω · βf · ω)Susy = 2 tr
(
ω2(1− 2γ))− (Y ∗ ω) ◦ G˜ ◦ (ω ∗ Y¯ ).
10. Conclusion
In this paper we have endeavoured to show that the existence of a metric on the space
of couplings, for renormalisable theories at least, and the associated equations, which
are related to gradient flow, provide significant constraints on β-functions and anomalous
dimensions. These results are applicable in the context of the standard model in that
their application here provides a partial check of the three-loop Yukawa β-function in
[17]. For supersymmetric theories there are additional constraints such as the metric being
hermitian and Ka¨hler which might follow from an extension of the present discussion to
superspace.
A critical issue which has not been analysed in any detail here is the role of anomalies
which render the assumption of invariance under arbitrary gauge transformations GK
invalid. This is crucial for a more complete analysis of supersymmetric theories where
careful analysis of anomaly matching links IR and UV limits under RG flow [31].
In this paper we have avoided perturbative calculations on curved space backgrounds.
Nevertheless the techniques described here for three loop calculations of vacuum graphs
with local couplings should allow an extension to arbitrary metrics following [37] although
as always the calculational details are non-trivial.
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Note Added
It has been pointed out to us by Zohar Komargodski that the requirement that the
metric be Ka¨hler in supersymmetric theories should only be possible for strictly marginal
operators. This suggests that (7.45) be modified to
dY ◦G ◦ dY¯ = dY dY¯ F + dY ◦H ◦ dY¯ ,
where H vanishes if βY or βY¯ are zero.
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Appendix A. Higher Loops in the Wess-Zumino Supersymmetric Theory
In higher loop calculations of the anomalous dimension γ transcendental numbers,
such as ζ(3) in three or more loops, arise. These numbers are associated to diagrams with
particular topologies which are possible initially only at some minimal loop order ℓ. The
connection between particular transcendental numbers and a particular graph topology
is valid only up to scheme-dependent contributions to γ and these need to be considered
separately. For each such non scheme dependent term γζ contributing to γ
(ℓ) = O(Y ℓY¯ ℓ),
which is proportional to a transcendental number ζ and corresponds to diagrams involving
a topology which are not present at lower loop orders, the equations simplify. It is only
necessary then to consider the lowest order T (2) and also T (ℓ+1) to determine the associated
contribution to A˜(ℓ+2).
The simplest case is when tr(γζ) corresponds to a connected symmetric graph with
ℓ+1 loops and ℓ Y -vertices linked to ℓ Y¯ -vertices. Such graphs are edge transitive so that
all 3ℓ lines are related by an automorphism and are therefore equivalent. In this case γζ
may be recovered from tr(γζ) by cutting any line. This implies the identity, for any ωi
j
and with notation as in section 7,
tr(ω γζ) =
1
3ℓ
(ω ∗ Y¯ ) ◦∂Y¯ tr(γζ) =
1
3ℓ
(Y ∗ ω) ◦∂Y tr(γζ) . (A.1)
With βζY¯ = (γζ ∗ Y¯ ) and T (2) given by (7.25)
dY ◦T (2) ◦ βζY¯ = tr
(
(Y¯ dY ) γζ
)
. (A.2)
To ensure integrability in (7.9) it is necessary to assume T (ℓ+1) contains a term proportional
to ζ of the form
dY ◦Tζ ◦dY¯ =
2
3ℓ
dY¯ dY tr(γζ) , (A.3)
since then
dY ◦T (2) ◦βζY¯ + dY ◦Tζ ◦βY¯
(1) = dY tr
(
(Y¯ Y ) γζ
)
. (A.4)
In consequence there is an associated contribution A˜ζ to A˜
(ℓ+2) given by
A˜ζ =
1
2 tr
(
(Y¯ Y ) γζ
)
=
1
3ℓ
βY¯
(1)
◦ ∂Y¯ tr(γζ) =
1
3ℓ
βY
(1)
◦ ∂Y tr(γζ) . (A.5)
For this case
−tr(γ(1)γζ) + Λ(2) ◦βζY¯ = 0 , (A.6)
so that we must take in (7.51)
A˜ζ = Λζ ◦βY¯
(1) , (A.7)
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where Λζ is part of Λ
(ℓ+1). Hence from (A.5)
Λζ ◦dY¯ =
1
3ℓ
dY¯ tr(γζ) ⇒ 3 (Y¯ Λζ) = γζ , (A.8)
in accord with (7.54). In this case the metric Gζ = Tζ so that (A.3) ensures (7.45) is
satisfied in this case with
Fζ =
2
3ℓ
tr(γζ) . (A.9)
These results apply when ℓ = 3 for the term proportional to ζ(3), γζ(3) = DγD where
tr(γζ(3)) =
3
2
ζ(3) (Y 3Y¯ 3)K3,3 , and also when ℓ = 4, according to [34], for the term propor-
tional to ζ(5), which satisfies tr(γζ(5)) = −10ζ(5) (Y 4Y¯ 4)M8 , with the vertices contracted
as in the symmetric non planar graphs K3,3, with 6 vertices 9 edges, and M8 forming a
cube respectively.
At the next order there are additional non planar contributions to γ(4) which are
proportional to ζ(3). These are determined by the corresponding term at three loops. To
show this we consider a contribution to γ, in addition to the ℓ-loop γζ satisfying (A.1), at
ℓ + 1 loops which is expressed in terms of γζ . It is sufficient to assume that the relevant
term in γ(ℓ+1) has the form
γ′ζ i
j = A Y¯ikmY
lmjγζ l
k , (A.10)
with an undetermined coefficient A. As usual γ′ζ determines β
′
ζY¯ = (γ
′
ζ ∗ Y¯ ) and hence we
may obtain dY ◦T (2) ◦β′ζY¯ +dY ◦T
(3)
◦βζY¯ which is part of dY A˜
′
ζ . There are also contri-
butions dY ◦Tζ ◦βY¯
(2), determined by (A.3), but it is necessary also to allow corresponding
terms in T (ℓ+1) and K(ℓ+1). Assuming these must contain the subgraph associated with
γζ they can have the general form proportional to γζ
dY ◦T ′ζ ◦dY¯ = α1 tr
(
(dY¯ dY ) γζ
)
+ α2 tr
(
(dY¯ Y ) dY γζ
)
+ α3 tr
(
(Y¯ dY ) dY¯ γζ
)
+ α4 tr
(
(Y¯ Y ) dY¯ dY γζ
)
,
d′Y ◦K ′ζ ◦dY = β tr
(
(Y¯ d′Y ) dY γζ
)− d′Y ↔ dY .
(A.11)
To calculate dY ◦T ′ζ ◦βY¯
(1) + βY
(1)
◦K ′ζ ◦ dY we use the identities
(
βY¯
(1)
◦ ∂Y¯ − βY(1) ◦ ∂Y
)
γζ =
1
2
[
(Y¯ Y ), γζ
]
, (A.12)
a special case of (7.8) valid for any γζ , and
tr
(
(Y¯ dY ) βY¯
(1)
◦ ∂Y¯ γζ
)
= tr
(
(Y¯ Y ) (dY βY¯
(1)) ◦ ∂Y¯ γζ
)
+ 12 tr
([
(Y¯ dY ), (Y¯ Y )
]
γζ
)
, (A.13)
which may be derived from (A.1) and reflects that all lines in the graph for tr(γζ) are
equivalent. Combining all contributions to dY A˜
′
ζ gives finally
2 A˜′ζ = Y1 tr
(
(Y¯ Y Y¯ Y ) γζ
)
+ Y2 tr
(
(Y¯ Y )2 γζ
)
+ Y3 tr
(
(Y¯ Y ) βY¯
(1)
◦ ∂Y¯ γζ
)
, (A.14)
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where
Y1 = 2a+ α1 = 2b+ A = −1 + α2 + β ,
Y2 = a+
1
4
(α3 + β) = b− 14(α3 + β) + 12α1 = 12 (α2 + β) ,
Y3 = α4 =
1
2 (α3 − β) .
(A.15)
The equations for Y1, Y2 give rise to integrability conditions once more so that we may
eliminate α1, α2 + β, α3 + β and then determine
A = −2 , (A.16)
independent of a, b. Remarkably this agrees with the non planar ζ(3) term in γ(4), after
subtracting scheme-dependent terms, obtained in [34]. Subject to (A.16)
Y1 = 4a− 1 , Y2 = 2a . (A.17)
At this order there is the freedom due to (7.18) arising from taking g = w gζ for
dY ◦ gζ ◦dY¯ =
1
3ℓ
dY dY¯ tr(γζ) , (A.18)
which leads to an arbitrariness under variations
∆α2 = ∆α3 = ∆α4 = −∆β = w , (A.19)
giving ∆Y1 = ∆Y2 = 0, ∆Y3 = w. The corresponding variation in A˜
′
ζ follows from
βY
(1)
◦ gζ ◦βY¯
(1) = 12 tr
(
(Y¯ Y ) βY¯
(1)
◦ ∂Y¯ γζ
)
. (A.20)
For (7.28), dY ◦ g ◦ dY¯ = z dY ◦dY¯ = z tr
(
(dY¯ dY )
)
, leading to (7.29) ∆a = 3z, ∆b = 6z
then also it is necessary that
∆α1 = ∆α2 = ∆α3 = ∆β = 6z , (A.21)
so that ∆Y1 = 12z, ∆Y2 = 6z, ∆Y3 = 0. In this case
1
3
(
βY
(1)
◦βζ Y¯ + βζ Y ◦βY¯
(1)
)
= 2 tr
(
(Y¯ Y Y¯ Y ) γζ
)
+ tr
(
(Y¯ Y )2 γζ
)
. (A.22)
If a = b = −1
2
, as in (7.47), (A.15) has the solution
α1 = α2 + β = α3 + β = −2 , (A.23)
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but the metric G′ζ obtained then from (A.11) cannot be written in the Ka¨hler form (7.45)
for any choice of α4 =
1
2 (α3 − β) making use of the the freedom under (A.19). However if
we also allow a change of scheme as in (7.24) with T → T (1) and h→ −γζ so that
dY ◦ δT ′ζ ◦ dY¯ = tr
(
(dY¯ dY ) γζ
)
+ tr
(
(dY¯ Y ) dY γζ
)
+ tr
(
(Y¯ dY ) dY¯ γζ
)
, (A.24)
then, taking β = 0, α4 = −1, dY ◦ (T ′ζ + δT ′ζ) ◦dY¯ = dY ◦G′ζ ◦dY¯ = dY dY¯ F ′ζ with
F ′ζ = −tr
(
(Y¯ Y ) γζ
)
. (A.25)
The result (A.14) with (A.17) may also be expressed in the form (7.51). To solve
(7.54) it is sufficient to take
Λ′ζ ◦ dY¯ = u tr
(
(dY¯ Y ) γζ
)
+ v tr
(
(Y¯ Y ) dY¯ γζ
)
. (A.26)
Using
[
(ω′ ∗ Y¯ ) ◦ ∂Y¯ , (ω ∗ Y¯ ) ◦ ∂Y¯
]
= ([ω, ω′] ∗ Y¯ ) ◦ ∂Y¯ then from (A.1) we may derive
tr
(
ω (ω′ ∗ Y¯ ) ◦ ∂Y¯ γζ
)
= tr
(
ω′ (ω ∗ Y¯ ) ◦ ∂Y¯ γζ
)
+ tr
(
[ω, ω′] γζ
)
, (A.27)
and hence obtain, with Θ(2) as in (7.63),
3 (Y¯ Λ′ζ)−Θ(2) ◦βζY¯ = γ′ζ + (u− v) (Y¯ Y ) γζ + (v − θ) γζ (Y¯ Y ) + v (Y¯ Y ) ∗ ∂Y¯ γζ , (A.28)
for γ′ζ as in (A.10) so long as
2(u− θ) = A . (A.29)
Hence 3 (Y¯ Λ′ζ)−Θ(2) ◦βζY¯ −Θζ ◦βY¯(1) = γ′ζ − γ(1)γζ − γζγ(1) if we take
Θζ ◦dY¯ = 2v dY¯ γζ , (A.30)
and
u− v = v − θ = −12 . (A.31)
Applying (A.31) in (A.29) gives (A.16) once more.
Using (A.26) and (A.30) in (7.55) gives a metric of the form (A.11) with
α1 = 2u = −2 + 2θ , α2 = α3 = 4v = −2 + 4θ , α4 = 2v = −1 + 2θ , β = 0 . (A.32)
These results satisfy (A.15) for a, b given by (7.66) so that
Y1 = −3 + 4θ , Y2 = Y3 = −1 + 2θ . (A.33)
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Since, with Λ(2),Λ(3) given in (7.74),
− tr(γ(1) γ′ζ)+Λ(2) ◦β′ζY¯ = −tr(γ(2) γζ)+Λζ ◦βY¯(2) = 0 ,
tr
(
γ(1)2 γζ
)
= 1
4
tr
(
(Y¯ Y )2 γζ
)
,
Λ(3) ◦ βζY¯ = 2λ tr
(
(Y¯ Y Y¯ Y ) γζ
)
+ λ tr
(
(Y¯ Y )2 γζ
)
,
Λ′ζ ◦βY¯
(1) = u tr
(
(Y¯ Y Y¯ Y ) γζ
)
+ 12u tr
(
(Y¯ Y )2 γζ
))
+ v tr
(
(Y¯ Y ) βY¯
(1)
◦ ∂Y¯ γζ
)
,
(A.34)
we may verify
A˜′ζ = − tr
(
γ(1) γ′ζ
)− tr(γ(2) γζ)+ tr(γ(1)2γζ)
+ Λ(2) ◦β′ζY¯ +Λ
(3)
◦βζY¯ +Λζ ◦βY¯
(2) +Λ′ζ ◦ βY¯
(1) ,
(A.35)
as required by (7.51) with H = 0.
Appendix B. Derivation of Local RG Equations
Usually RG equations are derived by considering the response to a change of cut-off
scale or using dimensional regularisation variations in the arbitrary mass scale µ which
is necessary for dimensions d 6= 4. For the equations in section 8, which are related to
broken conformal symmetry, a slightly different approach is required. For renormalisable
scalar fermion theories in d dimensions L(Φ0, Φ¯0, g0, a0,M0) can be chosen to be conformal
primary under conformal transformations so long as g0, a0,M0 transform appropriately as
well as Φ0, Φ¯0. The generator of conformal transformations for this theory is then, for any
conformal Killing vector vµ,
−D0,v =
(LvΦ0 − 12ε σv Φ0) · ∂∂Φ0 +
(LvΦ¯0 − 12ε σv Φ¯0) · ∂∂Φ¯0
+
(
vµ∂µ g0
I + ε σv kIg0
I
) · ∂
∂g0I
+ Lva0µ · ∂
∂a0µ
+ LvM0 · ∂
∂M0
,
(B.1)
for
LvΦ0 =
(
vµ∂µ − 12 ωvµνsΦµν + σv∆Φ
)
Φ0 ,
LvΦ¯0 = vµ∂µ Φ¯0 + Φ¯0
(
1
2 ωv
µνsΦ¯µν + σv∆Φ¯
)
,
Lva0µ = vν∂ν a0µ + ∂µvνa0ν ,
LvM0 = vµ∂µM0 + σv
(
4M0 −∆Φ¯M0 −M0∆Φ
)
,
(B.2)
where ωv
µν = ∂[µvν] and sΦµν , sΦ¯µν are the appropriate spin matrices. ∆Φ,∆Φ¯ are the
canonical dimension matrices for Φ, Φ¯ when d = 4 and in consequence Lv has no explicit
dependence on ε for each case in (B.2). It is easy to verify
[D0,v,D0,v′] = D0,[v,v′] . (B.3)
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The crucial assumption is then that L satisfies10
−D0,v L(Φ0, Φ¯0, g0, a0,M0) =
(
vµ∂µ + d σv
)L(Φ0, Φ¯0, g0, a0,M0) . (B.4)
The derivation of finite local RG equations depends on the detailed form of the relation
between Φ0, Φ¯0, g0
I , a0µ,M0 and the corresponding finite Φ, Φ¯, g
I , aµ,M implicitly defined
by (8.1). Defining
Dv = −vµ∂µ gI · ∂
∂gI
−Lvaµ · ∂
∂aµ
− LvM · ∂
∂M
− LvΦ · ∂
∂Φ
− LvΦ¯ · ∂
∂Φ¯
, (B.5)
then D0,v may be expressed in terms of gI , aµ,M,Φ, Φ¯ in the form
D0,v = Dv +Dσv +Dσv,Φ,Φ¯ , (B.6)
with Dσ,Dσ,Φ,Φ¯ as in (8.4). The commutation relation (B.3) ensures that the coefficients
in Dσ obey the required consistency conditions.
Since −DvZ = vµ∂µZ, −DvDµgI = LvDµgI then
−Dv Φ0 = LvΦ0 , −Dv Φ¯0 = LvΦ¯0 , −Dv a0µ = Lva0µ . (B.7)
However
−DvD2gI = (vµ∂µ + 2 σv)D2gI + ∂2vµDµgI , ∂2vµ = −(d− 2) ∂µσv . (B.8)
As M0 may contain counterterms involving D
2gI in general −DvM0 6= LvM0 but taking
this into account
−
(
Dv + (d− 2) ∂µσvDµgI ∂
∂D2gI
)
L(Φ0, Φ¯0, g0, a0,M0)
∼ (vµ∂µ + 4 σv)L(Φ0, Φ¯0, g0, a0,M0) ,
(B.9)
where ∼ denotes equality up to total derivatives. Subtracting (B.9) from (B.4) then gives
(
ε σ −Dσ −Dσ,Φ,Φ¯ − (2− ε) ∂µσDµgI ∂
∂D2gI
)
L(Φ0, Φ¯0, g0, a0,M0) ∼ 0 , (B.10)
for σ linear in x, which is identical to (8.3) for a suitable choice of total derivative contri-
butions. As shown in section 8 (B.10) is sufficient to determine the various contributions
to Dσ, in particular
βˆJ
∂
∂gJ
g0
I = −ε kIg0I . (B.11)
10 This is the condition for L to be a conformal primary, it dictates the form of the scalar kinetic
term so that LK0 = −∂φ¯0 · ∂φ0 + 12 ∂2(φ¯0 φ0).
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This is equivalent to the standard definition µ ddµg
I |g0 = βˆI when g0I = µkIε(gI + LI(g)),
with LI containing just poles in ε and gives the standard form (8.5).
We assume also that (B.4) with (B.6) extend also to L0 including also the field inde-
pendent counterterms so that
(Dv +Dσv +Dσv,Φ,Φ¯ + vµ∂µ + d σv)L0 ∼ 116π2
(
σvX − 2 ∂µσv Y
)
, (B.12)
In a similar fashion to the above this leads to (8.25). (B.12) directly implies the broken
conformal Ward identities discussed in section 4.
Appendix C. Calculations
Assuming continuation to a Euclidean metric the short distance divergent parts in
(9.41) may be obtained by using the integral formula
1
π
1
2d
∫
ddz
(
(x− z)2)−λ ((y − z)2)−µ f(z)
=
1
Γ(λ)Γ(µ)
∑
n≥0
1
n!
Γ(λ+ µ− 12d− n) (s2)
1
2d−λ−µ+n bn(x, y)
+ terms analytic in s ,
(C.1)
for
bn(x, y) =
∫ 1
0
dt t
1
2d−λ+n−1(1− t) 12d−µ+n−1 ( 1
4
∂2)nf(x− ts) . (C.2)
To verify (C.1) it is sufficient to consider Fourier transforms with respect to x, y where
∫
ddx eik·x (x2)−λ = π
1
2d
Γ( 12d− λ)
Γ(λ)
(
1
4
k2
)λ− 12d , (C.3)
and on the right hand side the sum over n reproduces the left hand side within an appro-
priate region of convergence. For generic λ, µ, bn satisfies
(s ·∂x+d−λ−µ+n−1)bn(x, y)−n 14∂x2bn−1(x, y) = ( 12d−λ−1)bn(x, y)
∣∣
λ→λ+1
, (C.4)
as well as the similar equation obtained by x ↔ y, λ ↔ µ. The t-integration in bn is
convergent when λ, µ < 12d+ n but it may be extended by analytic continuation. bn(x, y)
are smooth functions for y in the neighbourhood of x but there are poles for λ, µ =
1
2d + n + p, p = 0, 1, . . ., which reflect short distance sub-divergences. The poles present
in the expansion (C.1) at λ + µ = 12d+ n are generated by divergences for large z which
should be cancelled by the analytic terms assuming f(z) falls off sufficiently fast as z →∞.
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For calculations here the divergent ε-poles are obtained by using, for µ an arbitrary
scale mass,
p∑
i=0
αi (s
2)−
1
2d−n+
1
2 δi =
p∑
i=0
αi
µδi
δi
Sd
1
( 1
2
d)n n!
( 1
4
∂2)nδd(s) + O(1) , (C.5)
as ε→ 0 where αi, δi are assumed to depend on ε such that in this limit
δi = O(ε) , αi = O(ε
−p) ,
p∑
i=0
αi δi
r = O(1) , r = 0, . . . , p− 1 . (C.6)
The conditions (C.6) are necessary and sufficient for the left hand side of (C.5) to have
a finite limit as ε → 0 and also ensure that the pole terms on the right hand side, of
O(ε−r), r = 1, . . . , p, have no µ dependence. The result (9.8) is a special case of (C.5).
The results given in (C.1) and (C.5) may be used to obtain the ε-poles reflecting short
distance divergences in products involving Yf (x, y), as defined in (9.42), and also
Y˜f (x, y) =
∫
ddz G0(x− z) f(z)G0(z − y) . (C.7)
(C.1) gives the expansion, up to terms which are regular as s→ 0,
Yf (x, y) ∼ 1
4Sd2
1
(d− 2)2(d− 3) bf,0(x, y) (s
2)3−d − 1
ε
1
4SdS4
1
d− 2 f(x) (s
2)1−
1
2d
− 1
4Sd2
1
(d− 2)2(d− 3) bf,1(x, y)
1
ε
(
(s2)4−d − 1) , (C.8)
where
bf,n(x, y) =
∫ 1
0
dt tn+1−
1
2d (1− t)n ( 14∂2)nf(x− ts) , (C.9)
and also
Y˜f (x, y) ∼ − 1
4Sd
1
d− 2
2
ε
(
b˜f,0(x, y)− 1
3− 1
2
d
b˜f,1(x, y) s
2
) (
(s2)2−
1
2d − 1) , (C.10)
for
b˜f,n(x, y) =
∫ 1
0
dt tn(1− t)n ( 1
4
∂2)nf(x− ts) . (C.11)
In both (C.8) and (C.10) terms which are regular as s→ 0 have been subtracted to cancel
an IR divergence at ε = 0. The terms omitted in (C.8), (C.10) are then without any
ε-poles. In consequence
Yf (x, x) ∼ 1
ε
1
Sd2
1
(d− 2)2(d− 3)(6− d)(8− d)
1
4∂
2f(x) ,
Y˜f (x, x) ∼ 1
ε
1
2Sd
1
d− 2 f(x) .
(C.12)
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There is also a UV sub-divergence present in bf,0 since
bf,0(x, y) ∼ 2
ε
f(x) . (C.13)
The various results in the text can be obtained from analysing the singularities in
products involving Y˜f , Yf using (C.5). For two loop graphs relevant for calculating (9.18),
(9.19) we used
(16π2)2Y˜f (x, y)
←−
∂µy Yg(y, x)
←−
∂νx ∼ −(16π2)2∂νxY˜f (x, y)←−∂µy Yg(y, x)
=
1
2ε2
(1− 1
4
ε) f(x)g(x) δµνδ
d(s) ,
(C.14)
and
(16π2)2Yf (x, y)G0(s) ∼ − 2
ε2
(1− 1
2
ε) f(x) δd(s) ,
(16π2)2Yf (x, y)
←−
∂µy G0(s) ∼ 1
ε2
(1− 14ε) f(x) ∂µδd(s) +
1
2ε
∂µf(x) δ
d(s) ,
(16π2)2G0(s)
←−
∂µy Yf (y, x) ∼ 1
ε2
(1− 34ε) f(y) ∂µδd(s) +
1
2ε
∂µf(x) δ
d(s) .
(C.15)
For the three loop integrals in (9.41) it is necessary to determine the ε-poles in various
products involving Yf with Yg or G0
2. These can be reduced to
(16π2)3 Yf (x, y) Yg(y, x) ∼ 8
3ε3
(
1− 12ε− 14ε2
)
f(x)g(x) δd(s) , (C.16a)
(16π2)3 Yf (x, y)RG0(s)2 ∼ − 1
3ε2
(
1− 14ε
)(
f(x) ∂2δd(s) + ∂2f(x) δd(s)
)
+
1
3ε
f(y) ∂2δd(s) , (C.16b)
and with one derivative
(16π2)3 Yf (x, y)
←−
∂µy Yg(y, x) ∼ − 4
3ε3
(
1− 12ε− 14ε2
)
f(x)g(y) ∂µδ
d(s)
− 1
3ε2
(
1− 14ε
)
∂µ
(
f(x)g(x)
)
δd(s) , (C.17a)
(16π2)3 Yf (x, y)
←−
∂µyRG0(s)2 ∼ 1
9ε2
(
1− 712ε
)(
f(x) ∂µ∂
2δd(s)− ∂µ∂2f(x) δd(s)
)
+
2
9ε
(
∂µf(y) ∂
2δd(s)− ∂νf(y) ∂µ∂νδd(s)
)
, (C.17b)
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and with two derivatives
(16π2)3 Yf (x, y)
←−
∂µy Yg(y, x)
←−
∂νx
∼ −
( 2
9ε3
(
1− 112ε− 83144ε2
)
f(x)g(y)− 1
18ε2
(
1− 1312ε
) (
f(x)g(x) + f(y)g(y)
))
× (2∂µ∂ν + δµν∂2)δd(s)
+
1
3ε2
(
1− 14ε
)(
f(x)g(y)− 12
(
f(x)g(x) + f(y)g(y)
))
∂µ∂νδ
d(s)
+
1
18ε2
(
1− 112ε
)
δµν
(
f(x) ∂2g(x) + ∂2f(x) g(x)
)
δd(s)
− 1
18ε2
(
1− 7
12
ε
) (
f(x) ∂µ∂νg(x) + ∂µ∂νf(x) g(x)
)
δd(s)
+
1
3ε2
(
1− 14ε) ∂[µδd(s)
(
∂ν]f(x) g(y) + f(x) ∂ν]g(y)
)
+
1
9ε
(
δµν ∂f(x) · ∂g(x) + ∂µf(x) ∂νg(x) + ∂νf(x) ∂µg(x)
)
δd(s) .
(C.18)
By integrating ∂x
2, ∂y
2 by parts and using (9.43) with (C.16a, b), (C.17a, b) and (C.18)
we may obtain
(16π2)3
1
2
∫
ddx ddy h(x) ∂x
2Yf (x, y) k(y) ∂y
2Yg(y, x)
∼
∫
ddx
(
4
3ε3
(
1− 14ε− 1948ε2
)
∂µh ∂µf ∂νk ∂νg +
1
18ε
∂µh ∂νf
(
∂µk ∂νg + ∂νk ∂µg
)
+
4
9ε3
(
1 + 512ε− 35144ε2
)
∂µh ∂νf
(
∂µk ∂νg − ∂νk ∂µg
)
+
1
18ε2
(
1− 25
12
ε
)(
∂2h ∂2f k g + h f ∂2k ∂2g
)
+
1
9ε2
(
1 + 5
12
ε
)(
h ∂2f ∂2k g + ∂2h f k ∂2g
)
+
1
36ε
(
∂2h f ∂2k g + h ∂2f k ∂2g
)
+
1
9ε2
(
1− 712ε
)(
∂µh ∂
2f ∂µk g + ∂
2h ∂µf k ∂µg + h ∂µf ∂
2k ∂µg + ∂µh f ∂µk ∂
2g
)
− 1
9ε2
(
1 + 512ε
)(
∂µh ∂µf ∂
2k g + ∂µh ∂µf k ∂
2g + ∂2h f ∂µk ∂µg + h ∂
2f ∂µk ∂µg
)
− 1
18ε
(
∂2h ∂µf ∂µk g + ∂µh f ∂
2k ∂µg + ∂µh ∂
2f k ∂µg + h ∂µf ∂µk ∂
2g
))
. (C.19)
In a similar fashion, neglecting possible ǫ-tensor contributions,
−(16π2)3 1
4
∫
ddx ddy trσ
(
h(x) σ· ∂xYf (x, y) σ¯·←−∂y k(y) σ· ∂yYg(y, x) σ¯·←−∂x
)
∼
∫
ddx
(
4
9ε3
(
1− 7
12
ε− 41
144
ε2
)
∂µh ∂νf
(
∂µk ∂νg − ∂νk ∂µg
)
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− 1
9ε
∂µh ∂µf ∂νk ∂νg +
1
9ε
∂µh ∂νf
(
∂µk ∂νg + ∂νk ∂µg
)
+
1
18ε2
(
1− 13
12
ε
)(
∂2h ∂2f k g + h f ∂2k ∂2g
)
+
1
9ε2
(
1− 7
12
ε
)(
h ∂2f ∂2k g + ∂2h f k ∂2g
)− 1
36ε
(
∂2h f ∂2k g + h ∂2f k ∂2g
)
+
1
9ε2
(
1− 112ε
)(
∂µh ∂
2f ∂µk g + ∂
2h ∂µf k ∂µg + h ∂µf ∂
2k ∂µg + ∂µh f ∂µk ∂
2g
)
+
1
18ε2
(
1 + 512ε
)(
∂µh ∂µf ∂
2k g + ∂µh ∂µf k ∂
2g + ∂2h f ∂µk ∂µg + h ∂
2f ∂µk ∂µg
))
.
(C.20)
Appendix D. Four Loop Calculations for Scalar Fields
The additional counterterms necessary for x-dependent couplings may be extended to
four loops for purely scalar field theories. For simplicity we assume here a single component
real scalar field φ with interaction V (φ) = 1
24
λφ4. For arbitrary λ(x) the first relevant
vacuum graph is at three loops giving
W (3) =
1
48
∫
ddx ddy λ(x)λ(y)G0(s)
4 ∼ 1
(16π2)3
1
ε
1
864
∫
ddx ∂2λ ∂2λ . (D.1)
At four loops there is also just one vacuum graph which generates simple poles in ε
and therefore contributes to AIJ and other terms in (8.24),
W (4) = − 1
48
∫
ddx ddy ddz λ(x)λ(y)λ(z)RG0(x− z)2RG0(z − y)2RG0(x− y)2 , (D.2)
for RG02 as in (9.39). Letting
Y (x, y) =
∫
ddz RG0(x− z)2 λ(z)RG0(z − y)2 , (D.3)
then using (C.1), in order to determine just the contributions containing poles in ε it is
sufficient to replace
Y (x, y)→ Y0(x, y) + Y1(x, y) + Y2(x, y) , (D.4)
where
Y0(x, y) =
1
2(d− 2)4Sd3
Γ( 12d)Γ(
3
2d− 4)
Γ(d− 2)2 b0(x, y) (s
2)4−
3
2d
− 1
ε
1
4(d− 2)2Sd2S4
(
λ(x) + λ(y)
)
(s2)2−d +
1
ε2
1
16S42
λ(x) δd(s) ,
Y1(x, y) =
1
2(d− 2)4Sd3
Γ( 12d)Γ(
3
2d− 5)
Γ(d− 2)2 b1(x, y) (s
2)5−
3
2d ,
Y2(x, y) =
1
4(d− 2)4Sd3
Γ( 1
2
d)Γ( 3
2
d− 6)
Γ(d− 2)2 b2(x, y)
(
(s2)6−
3
2d − 1) ,
(D.5)
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where now
bn(x, y) =
∫ 1
0
dt t1−
1
2d+n(1− t)1− 12d+n ( 14∂2)nλ(x− ts) . (D.6)
b0 has the expansion
b0(x, y) =
Γ(3− 1
2
d)2
Γ(5− d)
(
2
ε
(
λ(x) + λ(y)
)− 1
5− d
1
4
(
(s · ∂)2λ(x) + (s · ∂)2λ(y))
+
34− 5d
(5− d)(7− d)
1
192
(
(s · ∂)4λ(x) + (s · ∂)4λ(y))+O(s6)
)
.
(D.7)
Applying (C.5) gives
(16π2)4 Y0(x, y)G0(s)
2 ∼ − 1
36ε2
(
1− 7
12
ε
)(
λ(x) + λ(y)
)
∂2∂2δd(s)
− 1
24ε
(
∂µ∂νλ(x) + ∂µ∂νλ(y)
)(
2∂µ∂ν + δµν∂
2
)
δd(s)
+
7
144ε
∂2∂2λ(x) δd(s) ,
(16π2)4 Y1(x, y)G0(s)
2 ∼ 1
8ε
((
∂2λ(x) + ∂2λ(y)
)
∂2δd(s)− 13 ∂2∂2λ(x) δd(s)
)
,
(16π2)4 Y2(x, y)RG0(s)2 ∼ − 1
36ε2
(
1− 1
3
ε
)
∂2∂2λ(x) δd(s) , (D.8)
and hence
(16π2)4 Y (x, y)RG0(s)2 ∼ − 1
36ε2
(
1 + 1112ε
)((
λ(x) + λ(y)
)
∂2∂2δd(s) + ∂2∂2λ(x) δd(s)
)
+
1
12ε
((
∂2λ(x) + ∂2λ(y)
)
∂2δd(s) + ∂x
2∂y
2
(
λ(x) δd(s)
))
.
(D.9)
This gives
W (4) ∼ 1
(16π2)4
1
ε2
1
576
∫
ddx
((
1 + 1112ε
)
λ2 ∂2∂2λ− 3ε λ(∂2λ)2) . (D.10)
Using (D.4) with (D.5) we may further find
(16π2)3 Y (x, y)G0(s) ∼ − 1
3ε2
(1− 1
4
ε)
(
λ(x) + λ(y)
)
∂2δd(s) +
1
3ε
∂2λ(x) δd(s) , (D.11)
which is equivalent to (C.16b), and to a result obtained in [9], and also
(16π2)3 Y˜f (x, y)RG0(s)3 ∼ − 1
3ε2
(1− 38ε)
(
f(x)+f(y)
)
∂2δd(s)+
1
3ε2
(1− 78ε) ∂2f(x) δd(s) .
(D.12)
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