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Resumen
En la literatura se han propuesto diversos algoritmos para la estimacio´n del RTT (por sus siglas en ingle´s: Round-Trip Delay
Time). E´stos buscan obtener un mejor desempen˜o que el del algoritmo de estimacio´n adoptado por el esta´ndar TCP (por sus siglas
en ingle´s: Transfer Control Protocol), propuesto en los an˜os ochenta. En general, los resultados de la evaluacio´n del desempen˜o de
las distintas alternativas en la literatura, se presentan en forma gra´ﬁca, considerando un u´nico escenario de conexio´n o a trave´s de
simulacio´n. No se cuenta con me´tricas de evaluacio´n que permitan determinar, cuantitativamente, el rendimiento de los distintos
algoritmos o realizar una comparacio´n entre ellos. Lo anterior motiva el presente trabajo en que se estudian e implementan diversos
algoritmos de estimacio´n del RTT en la literatura, se deﬁne un marco experimental de prueba y se realizan comparaciones usando
una me´trica y escenarios comunes. Como segunda contribucio´n, se propone un algoritmo adaptativo de estimacio´n del RTT, capaz
de reaccionar ra´pido frente a cambios repentinos en dicha sen˜al y, a la vez, menos sensible a ruidos transitorios que alternativas en
la literatura. Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Diariamente se establecen millones de conexiones a trave´s
de Internet. Dado que los volu´menes de datos son cada vez
mayores, resulta de gran importancia que estas conexiones
sean eﬁcientes. El protocolo de comunicacio´n ma´s utilizado es
TCP (por sus siglas en ingle´s: Transfer Control Protocol), el
cual ya era usado en el an˜o 2000 en ma´s de un 70% de las
conexiones y, en el an˜o 2006, en un 95% de las conexiones (Lei
et al., 2006; McCreary and Claﬀy, 2000). Dada la naturaleza
de una conexio´n, es preciso contar con algoritmos para la
estimacio´n de ciertos para´metros que determinan el desempen˜o
del protocolo y, por lo tanto, el funcionamiento de la red.
En el caso del protocolo TCP, un para´metro de relevancia
para su desempen˜o es el RTT (por sus siglas en ingle´s:
Round-Trip Delay Time). La mayorı´a de las implementaciones
TCP existentes utilizan el algoritmo de estimacio´n del RTT
introducido por Jacobson en 1988 (Jacobson, 1988; Paxon and
Allman, 2000; Haeri and A.H.M.Rad, 2004).
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Existen diversos trabajos que indican que el uso del
algoritmo de Jacobson se traduce en un rendimiento
insatisfactorio (Balakrishnan et al., 1998; Ludwig and Sklower,
2000; Seddigh, 2000). Dicho algoritmo se basa en un ﬁltro
lineal e invariante en el tiempo. Este tipo de estimadores son
o´ptimos cuando la sen˜al a estimar puede modelarse como
un proceso Gaussiano y estacionario (Anderson and Moore,
1979). Sin embargo, la sen˜al RTT no puede ser modelada de
forma precisa como un proceso Gaussiano ni estacionario pues,
usualmente, presenta un comportamiento impulsivo (Li, 2000).
Dado lo anterior, diversos me´todos de estimacio´n del RTT han
sido propuestos en la literatura. Estos se basan, principalmente,
en ﬁltros adaptativos y algoritmos de deteccio´n de cambios,
lo que permite lidiar con las caracterı´sticas no estacionarias
del RTT. Ası´, (Ma et al., 2004) proponen un me´todo de
estimacio´n del RTT basado en ﬁltros de medianas ponderadas
(vea (Arce and Paredes, 2000; Yin et al., 1996)). Los autores
de (Ma et al., 2004) aﬁrman que el algoritmo propuesto es
adecuado para conexiones cortas en las cuales se envı´an pocos
paquetes. Sin embargo, dada la descripcio´n del algoritmo
y la forma en que ha de implementarse, son necesarias al
menos cinco mediciones del RTT antes de poder realizar
una prediccio´n. Esto se traduce en que el me´todo propuesto
no sea aplicable a conexiones cortas. Un problema similar
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presenta el me´todo propuesto por (Li et al., 2009). Dicho
me´todo se basa en un ﬁltro de respuesta a impulso ﬁnita (ﬁnite
impulse response (FIR)), cuyos coeﬁcientes son actualizados en
funcio´n del error de estimacio´n del RTT obtenido en instancias
anteriores. De acuerdo a la implementacio´n del algoritmo,
e´ste precisa contar con un nu´mero relativamente elevado de
mediciones pasadas del RTT para efectuar una prediccio´n.
En (Li et al., 2009), el desempen˜o del estimador es evaluado
usando una realizacio´n particular del RTT, y los resultados son
presentados en forma gra´ﬁca, no siendo e´stos concluyentes.
Los autores de (Li et al., 2009) aﬁrman que el algoritmo de
estimacio´n propuesto no logra reaccionar ra´pidamente frente a
cambios signiﬁcativos en el valor del RTT, los cuales pueden
surgir ante la aparicio´n (o desaparicio´n) de tra´ﬁco de larga
duracio´n en algu´n punto de la red. Es importante, entonces,
que el estimador utilizado reaccione ra´pidamente ante dichos
cambios. Motivados por esto, (Ngwenya and Hancke, 2004)
proponen dos me´todos de estimacio´n del RTT basados en
algoritmos de deteccio´n de cambios (vea (Basseville and
Nikiforov, 1993; Gustafsson, 2000)). El primero de ellos deﬁne
un intervalo de conﬁanza (Silvey, 1975) y supone que si el
valor del RTT medido se encuentra fuera de e´ste, entonces la
media del proceso de RTT ha cambiado. En estos casos, el
valor del RTT estimado se reinicia apropiadamente. El segundo
me´todo, se basa en el log-likelihood ratio test (Basseville and
Nikiforov, 1993), suponiendo una distribucio´n normal para el
RTT. Nuevamente, se toman medidas apropiadas si un cambio
se detecta en las estadı´sticas del proceso. Los resultados de
(Ngwenya and Hancke, 2004) son presentados en forma gra´ﬁca,
evalua´ndose so´lo la habilidad de cada algoritmo para seguir
ra´pidamente la media o cambios en el nivel del RTT. Un
enfoque similar es el adoptado por Jacobsson et al. (Jacobsson
et al., 2004), proponiendo el uso combinado de un ﬁltro de
Kalman (Anderson and Moore, 1979), junto al algoritmo de
sumas acumulativas para la deteccio´n de cambios (CUSUM;
(Gustafsson, 2000; Page, 1954)). Sin embargo, los autores de
(Jacobsson et al., 2004) suponen que la varianza de los ruidos
de proceso y de medicio´n, en un modelo de primer orden para
el RTT, son iguales a la varianza del RTT y suponen e´sta
conocida. Por otra parte, los para´metros del algoritmo CUSUM
son considerados constantes en (Jacobsson et al., 2004). Esto
afecta el rendimiento del algoritmo en escenarios en que el RTT
sufra cambios de magnitudes considerables (Shu and Jiang,
2006). La evaluacio´n del algoritmo de estimacio´n en (Jacobsson
et al., 2004), al igual que en (Li et al., 2009; Ngwenya and
Hancke, 2004), es hecha utilizando una realizacio´n particular
del RTT.
La discusio´n anterior muestra que no se ha evaluado el
desempen˜o de los distintos algoritmos de estimacio´n del RTT
en una forma uniforme, que permita llegar a conclusiones
signiﬁcativas. Se hace, por lo tanto, necesario contar con una
me´trica especı´ﬁca para evaluar el desempen˜o de los distintos
algoritmos de estimacio´n del RTT, utilizando escenarios
comunes. Por otra parte, concluimos que no se ha propuesto
un algoritmo de estimacio´n del RTT completamente adaptativo,
capaz de seguir ra´pidamente los cambios de media del RTT y, al
mismo tiempo, poco sensible a condiciones de ruido transitorio.
En este trabajo, se evalu´an diversos algoritmos propuestos
en la literatura para la estimacio´n del RTT. Para ello se usa una
me´trica especı´ﬁca y diversos escenarios de conexio´n comunes
a todos los algoritmos. Asimismo, se presenta un nuevo
me´todo de estimacio´n adaptativo, basado en el ﬁltro de Kalman
y complementado con un algoritmo adaptativo de sumas
acumulativas (ACUSUM; (Sparks, 2000)) para la deteccio´n
de cambios, y con un algoritmo de minimizacio´n del error
de prediccio´n para la estimacio´n recursiva de los para´metros
en el ﬁltro de Kalman (prediction error method (PEM);
(Goodwin and Sin, 1984)). El algoritmo propuesto logra un
mejor desempen˜o cuando se le compara con algoritmos de
para´metros esta´ticos.
La organizacio´n del artı´culo es la siguiente: En la Seccio´n
2 se discute la importancia de una correcta estimacio´n del RTT
y co´mo e´sta inﬂuye en el rendimiento de una conexio´n TCP. La
Seccio´n 3 presenta algunos de los algoritmos de estimacio´n del
RTT propuestos en la literatura. Lo anterior motiva la propuesta
del nuevo algoritmo de estimacio´n del RTT presentado en la
Seccio´n 4. La Seccio´n 5 deﬁne la me´trica de evaluacio´n de
desempen˜o y se presentan los resultados obtenidos. Finalmente,
en la Seccio´n 6, se presentan conclusiones.
2. Importancia de la estimacio´n del RTT
El Round-Trip Delay Time (RTT) se deﬁne como el tiempo
transcurrido entre el envı´o de un paquete y la recepcio´n del
acuse de recibo (ACK) correspondiente por parte del receptor
(Kurose and Ross, 2010). Por otra parte, se deﬁne como
Timeout (RTO) al tiempo ma´ximo durante el cual el transmisor
espera el arribo de un ACK, antes de considerar que el paquete
se ha perdido y re-enviarlo (Kurose and Ross, 2010).
En el contexto descrito ma´s arriba, surge la pregunta de
co´mo elegir el RTO. Dada la deﬁnicio´n del RTT, es claro
que el RTO debera´ ser, al menos, igual al RTT para evitar
la retransmisio´n innecesaria de paquetes. De no ser ası´, el
transmisor esperara´ un ACK durante un intervalo menor al
que le toma, efectivamente, a este mensaje viajar hasta el
receptor. Esto se interpretara´ erro´neamente como la pe´rdida de
un paquete, genera´ndose la retransmisio´n del mismo, con el
consiguiente mal uso de la capacidad del canal. Por otra parte,
la eleccio´n de un RTO mucho mayor al RTT, se traducira´ en
un tiempo de espera innecesario luego de la pe´rdida de un
paquete, aumentando ası´ la latencia de la conexio´n. Lo anterior
se ilustra en la Fig. 1, donde se presenta la densidad de
probabilidades del RTT para una conexio´n TCP en particular.
En ella se observa co´mo la eleccio´n de un RTO muy pequen˜o,
digamos T1, producira´ retransmisiones innecesarias, mientras
que una eleccio´n muy holgada, digamos T2, llevara´ al retardo
en el reenvı´o de un paquete perdido. Por otro lado, la media y
varianza de la distribucio´n del RTT puede cambiar ra´pidamente
dentro de unos pocos segundos debido a un aumento o
disminucio´n de la congestio´n en la red (Tanenbaum, 2003). Esto
impide ﬁjar un valor para RTO que garantice buen desempen˜o
en todos los escenarios posibles.
En la pra´ctica, el RTO se elige en funcio´n de estimaciones
del RTT. Un algoritmo popular sugiere utilizar la relacio´n
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Figura 1: Densidad de probabilidades del tiempo de arribo de acuse de
recibo (RTT) en una conexio´n TCP particular (estimada usando datos reales
capturados segu´n se indica en la Seccio´n 5.1).
siguiente (Paxon and Allman, 2000)
RTO(i + 1)  ˆRTT(i + 1) + kσˆ(i + 1), (1)
donde RTO(i + 1) corresponde al RTO a utilizar en el instante
i + 1, ˆRTT(i + 1) corresponden a una estimacio´n del RTT en
el instante i + 1, obtenida en base a mediciones del RTT en
instantes anteriores, k es un para´metro (usualmente se elige k =
4 (Paxon and Allman, 2000)), y σˆ(i + 1) es una estimacio´n de
la varianza del error de estimacio´n RTT(i + 1) − ˆRTT(i + 1).
Esta estimacio´n se puede construir de acuerdo a la recursio´n
(Jacobson, 1988)
σˆ(i + 1)  (1 − β)σˆ(i) + β| ˆRTT(i) − RTT(i)|, (2)
donde β es un para´metro (tı´picamente β = 0.25 (Jacobson,
1988)) y RTT(i) es el RTT medido en el instante i.
Tal como se discutio´ en la seccio´n introductoria, existen
diversos trabajos que muestran que el algoritmo de estimacio´n
del RTT utilizado en el protocolo TCP (Paxon and Allman,
2000), es decir, el algoritmo de Jacobson (Jacobson, 1988),
alcanza un desempen˜o insatisfactorio. En una prueba llevada
a cabo en (Balakrishnan et al., 1998), se observaron 857′142
retransmisiones de paquetes TCP. Entre ellas, so´lo 436′747
paquetes fueron realmente perdidos. Esto signiﬁca que casi
la mitad de las retransmisiones fue innecesaria, e ilustra la
importancia de una correcta estimacio´n del RTT en conexiones
basadas en el protocolo TCP.
3. Algoritmos para la Estimacio´n del RTT
Esta seccio´n describe varios algoritmos para la estimacio´n
del RTT propuestos en la literatura. Usaremos x(i), con i ∈
N0  {0, 1, . . .}, para denotar al i-e´simo RTT, y(i) para denotar
a la medicio´n de x(i), y xˆ(i) para referirnos a una estimacio´n
de x(i), obtenida en funcio´n de las mediciones de RTT en
instantes anteriores (i.e., obtenida en base a y(i−1), y(i−2), . . . ).
Deﬁnimos, adema´s, el error de estimacio´n como
ε(i)  y(i) − xˆ(i). (3)
Usaremos subı´ndices para distinguir las estimaciones obtenidas
con distintos algoritmos.
3.1. Me´todo de estimacio´n de Jacobson (Jacobson, 1988)
Cuando se usa este algoritmo para la estimacio´n del RTT,
xˆJ(0)  φ, xˆJ(1) = y(0), (4a)
xˆJ(i + 1)  [1 − α]xˆJ(i) + αy(i), i  1, (4b)
donde α corresponde a un factor ajustado en forma empı´rica
(se ha propuesto α = 0.125 (Jacobson, 1988)) y φ es cualquier
nu´mero real.
Como se menciono´ en la seccio´n anterior, las estimaciones
del RTT se usan para deﬁnir el para´metro RTO. Inicialmente
(es decir, si i = 0), este valor es deﬁnido de forma empı´rica y
por lo tanto xˆ(0) no juega rol alguno (Paxon and Allman, 2000).
Las estimaciones entregadas por el algoritmo descrito en
(4) corresponden a la salida de un ﬁltro estrictamente causal,
de primer orden, lineal e invariante en el tiempo, excitado por
las mediciones del RTT. Por lo tanto, es razonable esperar que
dicho algoritmo se desempen˜e razonablemente bien si el RTT
pudiese modelarse como un proceso Gaussiano y estacionario
(Anderson and Moore, 1979). Lamentablemente, e´ste no es el
caso: La sen˜al RTT presenta un comportamiento que puede
variar ra´pidamente y cuya distribucio´n dista de ser Gaussiana
(Li, 2000). Lo anterior se ilustra en la Fig. 2.
La discusio´n anterior explica, al menos en forma preliminar,
el mal desempen˜o que el algoritmo de Jacobson alcanza en
algunos regı´menes de conexio´n (Balakrishnan et al., 1998;
Ludwig and Sklower, 2000; Seddigh, 2000). A continuacio´n
se describen varias alternativas al algoritmo de Jacobson
propuestas en la literatura. Cada una de ellas apunta a
la consideracio´n de algu´n aspecto no tomado en cuenta
por Jacobson y, en ocasiones, permiten obtener mejores
estimaciones del RTT.
3.2. Estimador del RTT basado en un ﬁltro de medianas
ponderadas (Ma et al., 2004)
(Ma et al., 2004) aﬁrman que la distribucio´n del RTT puede
aproximarse como una distribucio´n Laplaciana. Motivados
por esto, proponen la utilizacio´n de un ﬁltro de medianas
ponderadas (WM, por sus siglas en ingle´s: Weighted Medians)
para estimar el RTT. Este tipo de ﬁltro presenta un buen
desempen˜o cuando la sen˜al a estimar obedece una distribucio´n
con cola pesada (heavy tail) como por ejemplo Laplaciana
(Arce and Paredes, 2000; Yin et al., 1996). El estimador
propuesto en (Ma et al., 2004) puede ser expresado como
xˆWM(i + 1) WM
([





donde N es el nu´mero de estimaciones pasadas consideradas,
M es el nu´mero de mediciones pasadas consideradas, y W
es el vector de pesos asociados a cada una de ellas, deﬁnido
como W  [A0, A1, . . . , AN−1, B0, B1, . . . , BM−1]T , donde A,
con  ∈ {0, 1, . . . ,N − 1}, corresponde a los pesos asociados
a las estimaciones pasadas, y Bj, con j ∈ {0, 1, . . . ,M − 1},
son los pesos asociados a las mediciones pasadas. (Ma et al.,
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Figura 2: Sen˜al RTT en una conexio´n TCP en que se envı´a un paquete de 20
(bytes) cada 500 (ms) (intervalo determinı´stico, ﬁjado en forma arbitraria).
2004) proponen la utilizacio´n de un ﬁltro WM con pesos
reales positivos, basando en las ideas presentadas por (Arce and
Paredes, 2000). El algoritmo puede describirse como sigue:







2. Ordenamiento en forma ascendente, segu´n
magnitudes, de las estimaciones pasadas,
xˆWM(i), xˆWM(i − 1), . . . , xˆWM(i − N + 1), junto a las
mediciones pasadas, y(i), y(i − 1), . . . , y(i − M + 1).
3. Suma de las magnitudes de los pesos asociados a cada
una de las muestras ordenadas previamente, comenzando
con el peso asociado a la muestra de valor ma´ximo, y
continuando en forma descendente.
4. Finalmente, la salida del ﬁltro, y por tanto la estimacio´n
del RTT xˆWM(i + 1), sera´ igual a la muestra cuyo peso
asociado causo´ que la suma fuese mayor o igual a T0.
Los para´metros del estimador descrito son N,M y los
coeﬁcientes A, Bj. Los autores de (Ma et al., 2004) realizan
simulaciones que sugieren que elegir N > 1 no provee mejoras
signiﬁcativas en el desempen˜o del algoritmo y, por lo tanto,
recomiendan utilizar N = 1. Asimismo, determinan que M = 5
es un valor razonable para capturar la correlacio´n entre las
mediciones del RTT. Los coeﬁcientes A, Bj son elegidos segu´n
A(1) = β, B( j) = α j−1, (6)
donde j = {0, . . . ,M − 1}, (recuerde que N = 1) y α = 0.875
y β = 0.5 corresponden a una eleccio´n adecuada en un amplio
rango de escenarios de conexio´n (Ma et al., 2004).
Descrito el funcionamiento del algoritmo, y utilizando
los valores para los para´metros N y M sugeridos en (Ma
et al., 2004), es posible notar la necesidad de contar con 1
prediccio´n previa, al igual que con la observacio´n de al menos 5
mediciones de RTT antes de lograr una estimacio´n del mismo.
Dado esto, los autores de (Ma et al., 2004) sugieren ﬁjar los
valores de RTO de forma empı´rica hasta lograr registrar las
mediciones de RTT necesarias para ejecutar el algoritmo. En el
presente trabajo, el foco es la estimacio´n del RTT. Por lo tanto,
la implementacio´n del algoritmo fue realizada tomando como
condiciones iniciales los primeros 5 valores estimados por el
algoritmo de Jacobson (Jacobson, 1988). Ası´, xˆ(i+1) = xˆJ(i+1)
si i ∈ {0, 1, . . . , 4}, y xˆWM(i+1) estara´ dado por (5) en otro caso.
3.3. Estimador del RTT basado en un ﬁltro de respuesta a
impulso ﬁnita (Li et al., 2009)
A diferencia de los me´todos de estimacio´n del RTT basados
en ﬁltros invariantes en el tiempo propuestos por Jacobson o Ma
et al., (Li et al., 2009) proponen el uso de ﬁltros adaptativos.
Especı´ﬁcamente, proponen un ﬁltro de respuesta a impulso
ﬁnita (FIR), cuyos coeﬁcientes se ajustan en lı´nea. Deﬁna el
vector de dimensio´n p
Yi  [y(i) y(i − 1) · · · y(i − p + 1)]T . (7)
El estimador propuesto en (Li et al., 2009) esta´ dado por
xˆFIR(i + 1)  WTi Yi, (8)
donde Wi  [w(i) w(i − 1) · · · w(i − p + 1)]T corresponde al
vector de coeﬁcientes del ﬁltro FIR.
La adaptacio´n de los coeﬁcientes del ﬁltro se hace en base
al algoritmo Widrow-Hoﬀ LMS (Zaknich, 2005). Ası´,
Wi = Wi−1 + 2με(i)Yi, (9)
donde ε(i) corresponde al error de estimacio´n del RTT, i.e.,
ε(i) = y(i)− xˆFIR(i), y μ es un factor responsable de controlar la
agresividad de la adaptacio´n. En (Li et al., 2009), no se propone




≥ μ > 0, (10)
garantizarı´a la convergencia de W si el RTT fuese estacionario.








eleccio´n que se encuentra en el centro de la regio´n que garantiza
la convergencia de W (vea (10)).
El algoritmo en (8) precisa contar con p mediciones
pasadas del RTT para realizar las estimaciones. El trabajo (Li
et al., 2009) no menciona las condiciones iniciales utilizadas.
Por lo tanto, supondremos xˆFIR(0) = 0, mientras que
Y0 = [y(0), y(0), . . . , y(0)],Y1 = [y(1), y(0), . . . , y(0)],Y2 =
[y(2), y(1), y(0), . . . , y(0)], etc. De esta forma, las mediciones
faltantes del RTT sera´n reemplazadas por la primera medicio´n
hecha, es decir, por y(0), hasta la instancia i = p. Por otra parte,
la eleccio´n de p debe hacerse considerando que un mayor valor
de p permitira´ una prediccio´n ma´s suave y menos sensible a
condiciones de ruido transitorio, pero con una reaccio´n ma´s
lenta frente a cambios repentinos, lo que es comu´n en el
caso del RTT. (Li et al., 2009) proponen p = 15 y W0 =
[1/15, . . . , 1/15].
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3.4. Estimador del RTT basado en intervalos de conﬁanza
(Ngwenya and Hancke, 2004)
Este me´todo deﬁne, en cada instate, un intervalo de
conﬁanza para el RTT. Denote el estimador del RTT en el
instante i por xˆIDC(i) y suponga que se cuenta con estimaciones
de la varianza del error de estimacio´n correspondiente,
denotadas por σˆ(i). Deﬁna el intervalo
[xˆIDC(i) − kσˆ(i), xˆIDC(i) + kσˆ(i)], (12)
donde k es una constante que deﬁne el nivel de conﬁanza
deseado (Silvey, 1975). Suponiendo que el RTT es Gaussiano,
que xˆIDC(i) es la media condicional de x(i) dadas las mediciones
pasadas (i.e., que xˆIDC(i) es el mejor estimador de x(i) dadas
las mediciones pasadas), y que σˆ(i) es la varianza del error
de estimacio´n asociado, entonces se puede determinar la
probabilidad de que, condicionado a las mediciones pasadas del
RTT, el intervalo anterior contenga al RTT x(i). En particular,
si k = 3, dicha probabilidad es del 99.75% (Silvey, 1975).
Los autores de (Ngwenya and Hancke, 2004) proponen
estimar la varianza del estimador usando la relacio´n recursiva
(Jacobson, 1988)
σˆ(i) = [1 − β]σˆ(i − 1) + β|x(i) − xˆIDC(i)|, (13)
con β = 0.25.
En cada instancia i, se construye el intervalo de conﬁanza
descrito en (12) y se veriﬁca la pertenencia de la medicio´n y(i) a
dicho intervalo. Si esta medicio´n esta´ contenida en el intervalo,
entonces se usa el algoritmo de Jacobson (ver Seccio´n 3.1) para
estimar el RTT en la instancia i + 1, es decir, para estimar
x(i + 1). Si la medicio´n y(i) no esta´ contenida en el intervalo,
entonces se usa la medicio´n y(i) como estimacio´n de x(i + 1).
Concretamente, el algoritmo propuesto esta´ dado por
xˆIDC(i + 1) 
⎧⎪⎪⎨⎪⎪⎩
y(i) , si |y(i) − xˆIDC(i)| > kσˆ(i),
[1 − α]xˆIDC(i) + αy(i), en otro caso, (14)
donde α = 0.125 (Jacobson, 1988) y las condiciones iniciales,
al igual que en el algoritmo de Jacobson, se eligen como
xˆIDC(0) = 0 y xˆIDC(1) = y(0), comenzando la ejecucio´n del
algoritmo a partir de i = 1. El algoritmo necesita, adema´s, la
condicio´n inicial σˆ(1) = 0.
3.5. Estimacio´n del RTT usando el log-likelihood ratio test
(Ngwenya and Hancke, 2004)
Los autores de (Ngwenya and Hancke, 2004) proponen,
tambie´n, un algoritmo similar al descrito en la seccio´n anterior,
pero reemplazando el test de pertenencia a un intervalo
de conﬁanza por el test log-likelihood ratio (Basseville and
Nikiforov, 1993).
La idea central de este algoritmo es suponer que el RTT
esta´ distribuido de forma normal, con media μ(i) variante en el





donde μˆ(i) es una estimacio´n de μ(i), σˆ(i) es una estimacio´n
de σ y pμ,σ(y)  1σ√2πe
(y−μ)2
σ2 es la verosimilitud (likelihood)
de y, dados los para´metros μ y σ. Si s(i) > 0, entonces
la verosimilitud de xˆ(i) es mayor con para´metros (μˆ(i), σˆ(i))
y por lo tanto se puede suponer que ha habido un cambio
en la media del RTT entre las instancias i − 1 e i. En caso
contrario, es decir , si s(i)  0, entonces se puede suponer
que no ha habido cambios en la media del RTT. Al detectarse
cambios en la media, (Ngwenya and Hancke, 2004) fuerza la
estimacio´n del RTT a ser igual a la nueva medicio´n y(i). Si no
es ası´, la estimacio´n del RTT se construye usando el algoritmo
de Jacobson (ver Seccio´n 3.1). Explotando la suposicio´n de
Gaussianidad del RTT, el procedimiento anteriormente descrito
puede resumirse como sigue:
xˆLLR(i + 1) = [1 − α]xˆLLR(i) + αy(i) (16a)
s(i + 1) =








Si s(i + 1) > 0 y s(i + 1) > s(i) entonces
xˆLLR(i + 1) = y(i), (16c)
Fin
donde α = 0.125 (Jacobson, 1988), σˆ(i+ 1) se calcula como en
(13), mientras que las condiciones iniciales del algoritmo son
xˆLLR(0) = 0, xˆLLR(1) = y(0), σˆ(1) = 0 y s(1) = 0.
Note que, para evitar el efecto de outliers en las
estimaciones, los autores consideran cambios sostenidos en la
media del RTT para gatillar la deteccio´n de cambios. Esto se
captura en la condicio´n adicional s(i + 1) > s(i).
3.6. Estimacio´n del RTT usando un ﬁltro de Kalman
Uno de los algoritmos ma´s populares para la estimacio´n de
sen˜ales es el ﬁltro de Kalman (Anderson and Moore, 1979).
Para usar el ﬁltro de Kalman, es preciso contar con un modelo
adecuado de la sen˜al a estimar. En el caso de estimar RTT, se
puede utilizar el modelo propuesto por (Jacobsson et al., 2004),
quienes suponen que el RTT es una sen˜al suave junto a una
componente de ruido de alta frecuencia. El modelo propuesto
en (Jacobsson et al., 2004) tiene la forma
x(i + 1) = x(i) + v(i), (17a)
y(i) = x(i) + e(i), (17b)
donde v y e son procesos de ruido blanco de media cero,
no correlacionados entre sı´. La caracterı´stica ruidosa de la
medicio´n del RTT es capturada por el ruido e(i), de varianza
Re, mientras que los cambios repentinos de la sen˜al RTT son
modelados por el ruido v(i), de varianza Rv.
Usando como base el modelo en (17a) y las ecuaciones
del ﬁltro de Kalman (Anderson and Moore, 1979), se puede
proponer el siguiente estimador para el RTT:
xˆK(0)  φ, xˆK(1)  y(0), (18a)
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, P(i + 1) = [1 − K(i)]P(i) + Rv. (19)
Note que la inicializacio´n del algoritmo anterior se hace como
en el algoritmo de Jacobson descrito anteriormente. Dado que
la ejecucio´n del ﬁltro de Kalman comenzara´ a partir de i = 1,
es preciso contar con P(1) = P0 como condicio´n inicial. Ası´, el
algoritmo descrito en (18a) posee tres para´metros de disen˜o: las
varianzas de los ruidos v y e, y la condicio´n inicial P0.
El desempen˜o alcanzable con este me´todo de estimacio´n
depende de cuan acertado sea el modelo en (17a), y de la
precisio´n con que se conozcan los para´metros Rv,Re y P0. Los
autores de (Jacobsson et al., 2004) proponen elegir las varianzas
Rv y Re iguales a una estimacio´n de la varianza del RTT. Sin
embargo, no presentan un valor para el para´metro P0, cuya
conﬁguracio´n se discute en la Seccio´n 5.1.
Independientemente de la eleccio´n que se haga para los
para´metros del algoritmo en (18a), e´ste sufre de un problema
fundamental: Supone, implı´citamente, que las varianzas de v
y e son constantes. Esta suposicio´n no es razonable pues, tal
como se discutio´ en la Seccio´n 2, el RTT cambia sus estadı´sticas
en el tiempo. A continuacio´n se propone un algoritmo para la
estimacio´n dina´mica de Rv y Re.
3.7. Estimacio´n del RTT usando un ﬁltro de Kalman con
estimacio´n adaptativa de varianzas
Considere el siguiente modelo para el RTT:
x(i + 1) = x(i) + bw1(i), (20a)
y(i) = x(i) + dw2(i), (20b)
donde w1 y w2 son secuencias de ruido blanco de media cero y
varianza unitaria. En (20a), bw1 y dw2 juegan el rol de los ruidos
v y e presentados previamente en (17a). Supondremos que
ambos ruidos no se encuentran correlacionados. Claramente,
Rv = b2 y Re = d2, es decir, los para´metros b y d deﬁnen las
varianzas de los ruidos v y e.
En esta seccio´n usaremos un ﬁltro de Kalman para estimar















a las estimaciones de b y d obtenidas con las mediciones
y(i), y(i − 1), . . .. Consideraremos el siguiente estimador del
RTT:
xˆKP(i + 1)  xˆKP(i) + K(i)|θ=θˆ(i) [y(i) − xˆKP(i)], i  1, (23)
donde la ganancia del ﬁltro, es decir K(i)|θ=θˆ(i), es una funcio´n
de los valores estimados de b y d. Como estimaciones iniciales
para el RTT se consideran las mismas usadas en la seccio´n
anterior, es decir, xˆKP(0) = 0 y xˆKP(1) = y(0).
Para estimar θ y, como consecuencia de ello, determinar
la ganancia del ﬁltro de Kalman en (23), proponemos utilizar
el me´todo de minimizacio´n del error de prediccio´n (PEM
(Goodwin and Sin, 1984, pp. 308–315)). Procediendo como
en (Goodwin and Sin, 1984), obtenemos el siguiente estimador
recursivo para θ:
θˆ(i) = θˆ(i − 1) + M(i − 1)ψ(i − 1)[y(i) − xˆ(i)], (24a)
M(i − 1) = M(i − 2)
− M(i − 2)ψ(i − 1)ψ(i − 1)
T M(i − 2)
1 + ψ(i − 1)T M(i − 2)ψ(i − 1) , (24b)




K(i − 1)[y(i − 1) − xˆKP(i − 1)], (24c)
donde xˆKP(i) corresponde al estimador en (23), la derivada debe






























= [1 − K(i − 1)]∂P(i − 1)
∂b





= [1 − K(i − 1)]∂P(i − 1)
∂d
− P(i − 1)∂K(i − 1)
∂d
. (27b)
Dadas las deﬁniciones anteriores, la ganancia del ﬁltro de








1 − K(i − 1)|θ=θˆ(i−1)
]
P(i − 1) + bˆ2(i − 1). (29)
El uso del estimador en (23) implica contar con ciertas
condiciones iniciales para la ejecucio´n del algoritmo PEM. A
saber, se necesita conocer θˆ(1),M(1), ψ(1) y ∂P(1)
∂θ
. θˆ(1) puede
elegirse igual a los para´metros utilizados por el estimador
basado en el ﬁltro de Kalman sin uso del algoritmo PEM
(vea la Seccio´n 3.6). Las condiciones iniciales restante pueden
determinarse en forma empı´rica (vea la Seccio´n 5.1).
3.8. Estimacio´n del RTT usando el ﬁltro CUSUM-Kalman
(Jacobsson et al., 2004)
Este algoritmo se inspira en el hecho de que las estadı´sticas
del RTT pueden experimentar cambios repentinos en el tiempo.
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Esto motiva el uso de algoritmos de deteccio´n de cambios
en la estimacio´n del RTT. (Jacobsson et al., 2004) proponen
el uso del algoritmo de suma acumulativa (CUSUM) en su
versio´n one-sided (Gustafsson, 2000), en conjunto con un ﬁltro
de Kalman (Anderson and Moore, 1979). A continuacio´n se
presenta el algoritmo.
Defı´nase
g(i + 1) =
⎧⎪⎪⎨⎪⎪⎩
0 , si ma´x(0, g(i) + ε(i + 1) − ξ) > h
ma´x(0, g(i) + ε(i + 1) − ξ), en otro caso. (30)
La sen˜al g(i + 1) corresponde, esencialmente, a la suma
acumulativa de la entrada auxiliar ε(i + 1). En caso de que
esta suma supere cierto umbral de control h, una alarma
sera´ activada, indicando un posible cambio de media en el
proceso. Para los propo´sitos de este trabajo, la sen˜al auxiliar se
deﬁne como el error de estimacio´n del RTT ε(i). Para evitar la
activacio´n de una falsa alarma, el algoritmo CUSUM substrae
un valor pequen˜o ξ en cada ciclo del algoritmo (ver (30)). Por
otro lado, la versio´n de CUSUM en (30) iguala la sen˜al g(i + 1)
a cero si e´sta toma valores negativos. Esto implica que (30) so´lo
detecta cambios ascendentes en la media del RTT, justiﬁcando
el nombre de one-sided CUSUM.
El modelo del sistema utilizado por (Jacobsson et al., 2004),
es similar al presentado en (17a), pero considera, adema´s, una
variable adicional ϕ(i) que permite la integracio´n del ﬁltro de
Kalman con el algoritmo CUSUM:
x(i + 1) = x(i) + ϕ(i)v(i), ϕ(i) ∈ {0, 1}, (31a)
y(i) = x(i) + e(i), (31b)
donde la caracterı´stica ruidosa de las mediciones del RTT
queda capturada por el ruido de medicio´n e(i), mientras que
los cambios repentinos de la sen˜al RTT son modelados por el
ruido v(i), de varianza Rv, junto a la variable discreta ϕ(i). Esta
u´ltima tomara´ el valor 1 si se detecta un cambio signiﬁcativo en
las estadı´sticas del RTT, y 0 en otro caso.
Como se menciono´ anteriormente, la estimacio´n de x(i +
1) es hecha a trave´s de un ﬁltro de Kalman, mientras que
la deteccio´n de cambios en el RTT se realiza usando el
algoritmo CUSUM en su versio´n one-side (Gustafsson, 2000).
Combinando ambos algoritmos, se logra el siguiente ﬁltro
denominado ﬁltro CUSUM-Kalman:
xˆCK(i + 1)  xˆCK(i) + K(i)[y(i) − xˆCK(i)] (32a)
K(i) = P(i) (P(i) + Re)−1 (32b)
P(i + 1) = [1 − K(i)]P(i) + ϕ(i)Rv (32c)
ε(i + 1) = y(i + 1) − xˆCK(i + 1) (32d)
g(i + 1) = ma´x(0, g(i) + ε(i + 1) − ξ) (32e)
Si g(i + 1) > h entonces
ϕ(i + 1) = 1 (32f)
g(i + 1) = 0 (32g)
Si no
ϕ(i + 1) = 0 (32h)
Fin
Dado que los autores de (Jacobsson et al., 2004) no presentan
condiciones iniciales, deﬁnimos, nuevamente, xˆCK(0) = 0 y
xˆCK(1) = y(0), inicia´ndose la ejecucio´n del algoritmo a partir
de i = 1, con g(1) = 0, ϕ(1) = 1 y P(1) = P0.
El ﬁltro en (32a) necesita, al igual que el ﬁltro de Kalman,
contar con los valores de las varianzas del ruido de medicio´n e
y del ruido del proceso v. Jacobsson et al. realizan el supuesto
de que ambas varianzas son iguales a la varianza del RTT
observado. Adema´s, el algoritmo en (32a) cuenta con dos
para´metros de disen˜o adicionales: ξ y h. ξ corresponde a la
mitad del cambio de media esperado para el RTT y h, al
umbral de control (Gustafsson, 2000). Jacobsson et al. ajustan
ambos para´metros en forma empı´rica, proponiendo ξ = 0.005
y h = 0.05. Una eleccio´n incorrecta de estos para´metros afecta
considerablemente el desempen˜o del algoritmo CUSUM (Shu
and Jiang, 2006).
Resulta evidente que la propuesta anterior puede mejorarse
utilizando el algoritmo PEM descrito en la Seccio´n 3.7, para
estimar, para cada valor de i, los para´metros Rv y Re. Asimismo,
se podrı´a considerar un mecanismo adaptativo que permita
modiﬁcar, en lı´nea, los para´metros ξ y h. Las observaciones
anteriores motivan el algoritmo propuesto en la Seccio´n 4.
4. Algoritmo Propuesto: CUSUM-Kalman Adaptativo
4.1. Motivacio´n
El algoritmo descrito en la Seccio´n 3.8 busca reaccionar
ra´pidamente ante cambios abruptos en la media del RTT y, a
la vez, ser poco sensible a ruido transitorio. Para lograr esto, se
utiliza, en forma combinada, el algoritmo CUSUM y un ﬁltro
de Kalman (ver Seccio´n 3.8).
Desde su introduccio´n por Page (Page, 1954), el algoritmo
CUSUM ha sido utilizado para la deteccio´n de cambios en
la media de procesos, existiendo diversos estudios que han
demostrado su buen desempen˜o (Lorden, 1971; Moustakides,
1986; Pollak, 1985; Siegmund, 1985). Sin embargo, este
desempen˜o depende grandemente de la eleccio´n de los
para´metros h y ξ (Shu and Jiang, 2006). Se han propuestos
diversos criterios de ajuste de estos para´metros. Por ejemplo
(Sparks, 2000) aﬁrma que, si se desea detectar cambios de
magnitud δ en la media, entonces ξ = δ/2 es una buena
eleccio´n. E´sta y otras elecciones en la literatura, requieren
informacio´n precisa sobre magnitud del cambio de media
esperado. Dada la cantidad de escenarios de conexio´n posibles,
y la naturaleza no estacionaria del RTT, resulta imposible contar
con esta informacio´n cuando se estima el RTT.
Por otro lado, el trabajo (Jacobsson et al., 2004) utiliza una
versio´n one-sided de CUSUM y, por lo tanto, so´lo considera
cambios ascendentes en la media del RTT. Sin embargo, la
media del RTT se ve fuertemente inﬂuenciada por el aumento
o disminucio´n de la congestio´n en la red. Ası´, es esperable
que la consideracio´n de una versio´n de CUSUM que detecte
tanto cambios ascendentes como descendentes, permita lograr
mejores estimaciones del RTT. Asimismo, serı´a deseable contar
con un mecanismo que pueda elegir en lı´nea los para´metros
de dicho algoritmo. Un algoritmo con estas caracterı´sticas se
presenta a continuacio´n.
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4.2. Algoritmo CUSUM Adaptativo (ACUSUM) (Sparks,
2000)
(Sparks, 2000) propone un algoritmo CUSUM adaptativo
que logra un desempen˜o satisfactorio cuando se desconocen
las magnitudes de los cambios en las medias de la sen˜al a
monitorear. La propuesta de Sparks activa una alarma para
sen˜alar cambios signiﬁcativos en la media del RTT si
g+(i+1) > h(δˆ+(i+1)) o g−(i+1) < −h(−δˆ−(i+1)), (33)
donde
g+(i + 1)  ma´x(0, g+(i) + ε(i + 1) − δˆ+(i + 1)/2), (34a)
g−(i + 1)  mı´n(0, g−(i) + ε(i + 1) − δˆ−(i + 1)/2), (34b)
δˆ+(i + 1)  ma´x(λε(i + 1) + [1 − λ]δˆ+(i), δmin), (34c)
δˆ−(i + 1)  mı´n(λε(i + 1) + [1 − λ]δˆ−(i),−δmin), (34d)
g+(0) = g−(0) = 0, ε(i + 1) corresponde al error de estimacio´n
del RTT, λ ∈ [0, 1] es un para´metro de disen˜o, δmin es el
menor cambio de media que se desea detectar, y δˆ+(0) y δˆ−(0)
son condiciones iniciales para δˆ+ y δˆ−, las cuales debera´n ser
deﬁnidas de forma apropiada.
Note que el algoritmo anterior detecta tanto cambios
ascendentes como descendentes en la media del RTT, es decir,
es una versio´n two-sided de CUSUM. Es importante notar,
adema´s, que la deﬁnicio´n de δˆ+ y δˆ− implica no detectar
cambios de magnitud menor a δmin.
En el algoritmo propuesto, el umbral de control h no
esta´ ﬁjo, sino que cambia en funcio´n de δˆ+ y δˆ−. Resta,
entonces, obtener una expresio´n para el umbral de control en
funcio´n de dichos para´metros. Para ello, se pueden usar los








es una eleccio´n razonable. En (35), ARLic puede interpretarse
como el nu´mero promedio de observaciones del RTT, antes de
la activacio´n de una falsa alarma (Ryu et al., 2010). Se desea,
por lo tanto, un valor de ARLic alto.
Los autores de (Shu and Jiang, 2006) proponen la siguiente
guı´a para la sintonı´a del algoritmo ACUSUM: Sea [δ1, δ2] el
rango de cambios de media posibles.
1. Elija δmin = δ1.
2. Fije δˆ+(0) = δmean y δˆ−(0) = −δmean, con δmean  (δ1 +
δ2)/2.
3. Elija λ en [0.05, 0.25], siendo usual λ = 0.1 o´ λ = 0.2.
4. Elija un valor para ARLic.
Al igual que en el disen˜o del algoritmo de CUSUM
tradicional, la propuesta de (Shu and Jiang, 2006) y (Sparks,
2000) necesita que el usuario elija ciertos para´metros. Sin
embargo, no se necesita contar con informacio´n exacta respecto
a la sen˜al que se desea monitorear.
4.3. Algoritmo de estimacio´n propuesto
El algoritmo propuesto corresponde a una versio´n
adaptativa del algoritmo presentado por Jacobsson et al.
(Jacobsson et al., 2004). Concretamente se propone usar el
algoritmo PEM para estimar en lı´nea las varianzas de los ruidos
de proceso y medicio´n, y utilizar el algoritmo de CUSUM
adaptativo descrito anteriormente para detectar cambios. Es
posible resumir la ejecucio´n del algoritmo como sigue:
Ejecute el algoritmo PEM y deﬁna
Rv  bˆ(i)2,Re  dˆ(i)2 (36a)





P(i + 1) = [1 − K(i)]P(i) + ϕ(i)Rv (36d)
ε(i + 1) = y(i + 1) − xˆACK(i + 1) (36e)
Ejecute el algoritmo ACUSUM para obtener
δˆ+,−(i + 1), g+,−(i + 1), h(δˆ+(i + 1)), h(δˆ−(i + 1)). (36f)
Si g+(i + 1) > h(δˆ+(i + 1))
o´ g−(i + 1) < −h(δˆ−(i + 1)) (36g)
entonces
ϕ(i + 1) = 1 (36h)
δˆ+(i + 1) = δmean (36i)
δˆ−(i + 1) = −δmean (36j)
g+(i + 1) = g−(i + 1) = 0 (36k)
Si no
ϕ(i + 1) = 0 (36l)
Fin
Al igual que los algoritmos presentados hasta ahora, la
ejecucio´n del estimador comenzara´ a partir de i = 1 y se elige
xˆACK(0) = 0, xˆACK(1) = y(0). Las condiciones iniciales del
algoritmo son P(1) = P0, g+(1) = g−(1) = 0, δˆ+(1) = δmean
y δˆ−(1) = −δmean, con δmean  (δ1 + δ2)/2. Las condiciones
iniciales del algoritmo PEM son las usadas en la Seccio´n 3.7.
5. Evaluacio´n de los algoritmos de estimacio´n
5.1. Escenarios de prueba y deﬁnicio´n de la me´trica de
evaluacio´n
La evaluacio´n de los algoritmos de estimacio´n del RTT
puede ser hecha de dos formas: Mediante simulacio´n, con
el uso de programas como ns-2 (ns-2, 2009), o utilizando
mediciones reales del RTT. Dada la complejidad de Internet, y
los diversos escenarios de conexio´n posibles, resulta imposible
crear un escenario de simulacio´n que reﬂeje las propiedades
estadı´sticas del RTT (Paxson and Floyd, 1997). Ası´, se opto´ por
considerar un enfoque experimental para la evaluacio´n de los
algoritmos discutidos anteriormente. Para ello, se utilizo´ la
herramienta de ana´lisis hping3 (hping, 2004), con la cual se
establecieron conexiones TCP entre la Universidad Te´cnica
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Federico Santa Marı´a (www.utfsm.cl), y el sitio de CAIDA
(por sus siglas en ingle´s: The Cooperative Association for
Internet Data Analysis, www.caida.org). Concretamente, se
ejecuto´ el comando hping3 -I eth0 -S -i u500000 -c
10000 www.caida.org -p 80, desde un terminal Linux (vea
detalles en (hping, 2004)). La conexio´n fue establecida el dı´a
Mie´rcoles 27 de Abril de 2011 a las 18:20 h. (GMT-4). Los
datos fueron capturados y analizados usando los programas de
co´digo abierto Wireshark y Tshark (Wireshark, 2011).1
Las condiciones iniciales y eleccio´n de para´metros de los
distintos algoritmos se resumen en la Tabla 1. En la primera
columna de la tabla se presentan los valores utilizados por
el ﬁltro de Kalman, presente tanto en el estimador del RTT
basado en este ﬁltro, como en el estimador CUSUM-Kalman
propuesto por (Jacobsson et al., 2004). El valor de P(1) fue
elegido de forma empı´rica, mientras que los valores de las
varianzas Rv y Re fueron ﬁjados de forma empı´rica, en base al
supuesto realizado en (Jacobsson et al., 2004), es decir, ambas
varianzas se consideran iguales a una estimacio´n de la varianza
del RTT. A continuacio´n, en la columna dos, se presentan las
condiciones iniciales usadas en la ejecucio´n del algoritmo PEM
utilizado para la estimacio´n adaptativa de las varianzas, donde
θ = (b d)T , Rv = b2 y Re = d2 (ver Seccio´n 3.7). Ası´, se




Re)T , donde Rv y Re son los valores
utilizados por el ﬁltro de Kalman, presentados en la primera
columna. Los valores elegidos para ψ(1), ∂P(1)
∂θ
y M(1) fueron
elegidos en forma empı´rica. Finalmente, en la tercera columna,
se presentan los valores usados para la implementacio´n del
algoritmo de estimacio´n del RTT propuesto, donde nuevamente
los para´metros fueron elegidos en forma empı´rica.
Es importante sen˜alar que, para la eleccio´n de aquellos
para´metros ajustados de forma empı´rica, se utilizo´ un conjunto
de datos distinto al usado para la evaluacio´n de los algoritmos
de estimacio´n.
Para evaluar el desempen˜o de los algoritmos estudiados
se utilizo´ la me´trica de evaluacio´n MAE (por sus siglas en
ingle´s: Mean Absolute Error), la cual corresponde al promedio
del valor absoluto del error de estimacio´n, es decir, MAE 
1/m
∑m
i=1 |ε(i)|, donde ε(i) = y(i) − xˆ(i) (Hyndman and Koehler,
2006).
5.2. Resultados
En el presente trabajo se opto´ por la evaluacio´n de los
algoritmos utilizando mediciones reales del RTT. Para ello,
y reconociendo las limitaciones de trabajar con realizaciones
especiﬁcas, se tomaron 96 series de datos, i.e., se consideraron
96 realizaciones del RTT. Para cada realizacio´n, se calculo´ el
ı´ndice MAE y luego se promediaron los ı´ndices sobre todas
las realizaciones. Reconocemos que los datos experimentales
utilizados para la evaluacio´n de los algoritmos no representan a
todos los escenarios de conexio´n posibles, y so´lo representan
el estado de la conexio´n entre los servidores mencionados
anteriormente en un momento especı´ﬁco. Sin perjuicio de lo
1Las mediciones realizadas y los algoritmos considerados se encuentran
disponibles en: http://profesores.elo.utfsm.cl/∼agv/DDocmac
Tabla 1: Para´metros de disen˜o y condiciones iniciales.
Kalman PEM ACUSUM-Kalman
P(1) = 1 θˆ(1) = (0.0187 0.0187)T P(1) = 1






4.67 × 10−4 ψ(1) = (0 0)T δ2 = 0.01
∂P(1)/∂θ = (0 0)T λ = 0.1
ARLic = 400
anterior, nuestro procedimiento contrasta con los resultados
presentados en la literatura donde es usual que los autores
obtengan conclusiones basadas en so´lo una realizacio´n del RTT
y donde, en general, no se hace una evaluacio´n cuantitativa de
las mejoras obtenidas.
Las Tablas 2 a 5 muestran el desempen˜o alcanzado por cada
uno de los algoritmos. En cada caso, la columna MAE presenta
el promedio del MAE sobre las 96 realizaciones. Se indica,
adema´s, el porcentaje de mejorı´a o deterioro del desempen˜o
de cada algoritmo, para las realizaciones consideradas, cuando
se compara con el algoritmo de Jacobson (1988). (Porcentajes
positivos (negativos) implican que el algoritmo en cuestio´n
alcanza un desempen˜o peor (mejor) que el que es alcanzado por
el algoritmo de Jacobson.) Los valores nume´ricos reportados
en este trabajo corresponden a los obtenidos en el escenarios
descrito anteriormente, y mostraron consistencia con series de
datos obtenidas en condiciones alternativas.
En las Tablas 2 a 5 es posible observar que la utilizacio´n
de algoritmos de estimacio´n adaptativos basados en el ﬁltro de
Kalman, logran mejoras que van desde un 2.7% a un 12.7%
con respecto al algoritmo de Jacobson.
Comenzando por el algoritmo de estimacio´n del RTT
propuesto por Jacobson, el cual puede ser visto como un ﬁltro
de Kalman estacionario de ganancia K(i) = 0.125, es posible
apreciar como los resultados mejoran a medida que se utilizan
algoritmos adaptativos de estimacio´n. Ası´, de las Tablas 2 y
3, se observa una mejorı´a de hasta un 8.9% al utilizar un
ﬁltro de Kalman junto con la estimacio´n adaptativa de las
varianzas, a trave´s del algoritmo PEM. No obstante, las Tablas
4 y 5, presentan resultados desfavorables para Kalman frente a
Jacobson. Esto puede ser explicado por la sensibilidad del ﬁltro
de Kalman frente a outliers (Farahmand et al., 2010), los cuales
tienen mayor probabilidad de aparecer cuando se considera una
cantidad elevada de datos, como es el caso de envı´os de 50 y
100 paquetes. Lo anterior, se ve contrarrestado al incorporar
el algoritmo de deteccio´n de cambios CUSUM, el cual evita la
reaccio´n del estimador frente a cambios aislados en la media del
RTT, y con el que se logra en promedio, una mejorı´a de un 5.7%
respecto a Jacobson. Nuevamente, es posible observar una
mejorı´a en los resultados al incorporar la estimacio´n adaptativa
de las varianzas, sin embargo, e´sta no resulta signiﬁcativa. Por
otra parte, el algoritmo de estimacio´n del RTT propuesto en
el presente trabajo, compuesto por la estimacio´n adaptativa
de los para´metros de disen˜o del algoritmo de CUSUM, en
conjunto con el uso de su versio´n two-sided, logra una mejorı´a
de hasta un 8.9%, frente al estimador CUSUM-Kalman original
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presentado en (Jacobsson et al., 2004), y entre un 8.9% y
un 12.7% frente a Jacobson. Finalmente, aquellos algoritmos
de estimacio´n del RTT que no se encuentran basados en el
ﬁltro de Kalman, presentan, en general, una mal desempen˜o,
a excepcio´n del ﬁltro de medianas ponderadas. Este algoritmo
logra, en promedio, una mejorı´a de un 17% con respecto al
algoritmo de Jacobson. Este valor es cercano al presentado por
los autores de este algoritmo en (Ma et al., 2004).
Los resultados presentados permiten concluir que, si bien
el uso de estrategias adaptativas implica una mejora en el
desempen˜o de estrategias de estimacio´n del RTT, e´stas no son
lo suﬁcientemente exitosas como para lograr un desempen˜o
superior al alcanzado por el algoritmo de medianas ponderadas
propuesto en (Ma et al., 2004). Lo anterior no es sorprendente
pues los ﬁltros de medianas ponderadas son o´ptimos con
respecto a la me´trica MAE considerada en este trabajo
(Yli-Harja et al., 1991).
6. Conclusio´n
En este trabajo se evaluaron diversos algoritmos para
la estimacio´n del RTT, considerando para ello una me´trica
particular y escenarios de conexio´n comunes. Adema´s de
considerar propuestas en la literatura, se presento´ un me´todo
de estimacio´n adaptativo, basado en un ﬁltro de Kalman
complementado con algoritmos de deteccio´n de cambios y
de estimacio´n de para´metros en lı´nea (ACUSUM y PEM).
El algoritmo propuesto logro´ un desempen˜o mejor que aquel
alcanzado por procedimientos de estimacio´n con para´metros
esta´ticos. En particular, el algoritmo alcanza un desempen˜o
en promedio 10.7% mejor que el alcanzado por el algoritmo
cla´sico de Jacobson. Sin embargo, debemos mencionar que el
desempen˜o del algoritmo propuesto es, en general, inferior al
alcanzado por el algoritmo de medianas ponderadas propuesto
en (Ma et al., 2004).
Es relevante recordar que las estimaciones del RTT no
tienen valor per se. Su utilidad radica en que permiten dar
un mejor uso a la red, evitando congestio´n derivada de la
retransmisio´n innecesaria de paquetes, o excesiva latencia
derivada de la espera innecesaria de ACKs asociados a paquetes
perdidos. Cuantiﬁcar el modo en que la calidad de las
estimaciones del RTT inﬂuyen en el uso del ancho de banda
de una red, o en la latencia de la misma, ası´ como un estudio
acabado de la complejidad computacional de los algoritmos
propuestos, son temas para trabajo futuro.
English Summary
Assessment of algorithms for round-trip delay time
estimation and a proposal.
Abstract
Several algorithms have been proposed for the estimation
of the Round-Trip Delay Time (RTT). They aim at achieving
better performance than the estimation algorithm adopted by
Tabla 2: Desempen˜o de algoritmos para conexiones de largo 10 paquetes.
xˆ MAE (ms) % vs. xˆJ
xˆJ (Jacobson, 1988) 4.1406 -
xˆWM (Ma et al., 2004) 3.6632 −11.5294
xˆFIR (Li et al., 2009) 4.2306 2.1731
xˆIDC (Ngwenya y Hancke, 2004) 4.1385 −0.0509
xˆLLR (Ngwenya y Hancke, 2004) 4.9024 18.3988
xˆK (Seccio´n 3.6) 3.7716 −8.9122
xˆK + PEM (Seccio´n 3.7) 3.7710 −8.9262
xˆCK (Jacobsson et al., 2004) 3.6816 −11.0857
xˆCK + PEM (Seccio´n 3.8∗) 3.6810 −11.1011
xˆACK (Seccio´n 4) 3.6147 −12.7008
∗Este algoritmo fue insinuado al ﬁnal de la Seccio´n 3.8.
Tabla 3: Desempen˜o de algoritmos para conexiones de largo 20 paquetes.
xˆ MAE (ms) % vs. xˆJ
xˆJ (Jacobson, 1988) 3.9325 -
xˆWM (Ma et al., 2004) 3.2514 −17.3209
xˆFIR (Li et al., 2009) 4.3354 10.2445
xˆIDC (Ngwenya y Hancke, 2004) 4.6448 18.1123
xˆLLR (Ngwenya y Hancke, 2004) 5.5624 41.4459
xˆK (Seccio´n 3.6) 3.8254 −2.7254
xˆK + PEM (Seccio´n 3.7) 3.8248 −2.7401
xˆCK (Jacobsson et al., 2004) 3.5937 −8.6154
xˆCK + PEM (Seccio´n 3.8∗) 3.5933 −8.6268
xˆACK (Seccio´n 4) 3.5089 −10.7731
∗Este algoritmo fue insinuado al ﬁnal de la Seccio´n 3.8.
Tabla 4: Desempen˜o de algoritmos para conexiones de largo 50 paquetes.
xˆ MAE (ms) % vs. xˆJ
xˆJ (Jacobson, 1988) 3.3570 -
xˆWM (Ma et al., 2004) 2.6859 −19.9915
xˆFIR (Li et al., 2009) 3.8969 16.0818
xˆIDC (Ngwenya y Hancke, 2004) 4.8015 43.0299
xˆLLR (Ngwenya y Hancke, 2004) 5.7686 71.8367
xˆK (Seccio´n 3.6) 3.4242 2.0023
xˆK + PEM (Seccio´n 3.7) 3.4240 1.9947
xˆCK (Jacobsson et al., 2004) 3.2449 −3.3413
xˆCK + PEM (Seccio´n 3.8∗) 3.2445 −3.3510
xˆACK (Seccio´n 4) 3.0042 −10.5098
∗Este algoritmo fue insinuado al ﬁnal de la Seccio´n 3.8.
Tabla 5: Desempen˜o de algoritmos para conexiones de largo 100 paquetes.
xˆ MAE (ms) % vs. xˆJ
xˆJ (Jacobson, 1988) 3.2060 -
xˆWM (Ma et al., 2004) 2.5905 −19.1968
xˆFIR (Li et al., 2009) 3.8427 19.8596
xˆIDC (Ngwenya y Hancke, 2004) 4.6933 46.3931
xˆLLR (Ngwenya y Hancke, 2004) 5.8852 83.5689
xˆK (Seccio´n 3.6) 3.3595 4.7894
xˆK + PEM (Seccio´n 3.7) 3.3598 4.7969
xˆCK (Jacobsson et al., 2004) 3.2090 0.0958
xˆCK + PEM (Seccio´n 3.8∗) 3.2087 0.0864
xˆACK (Seccio´n 4) 2.9205 −8.9036
∗Este algoritmo fue insinuado al ﬁnal de la Seccio´n 3.8.
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the Transfer Control Protocol (TCP) standard proposed in the
late eighties. In general, the algorithms in the literature are
assessed qualitatively, observing the estimation errors for a
single connection scenario or via simulations. There are no
works considering a quantitative evaluation metric, comparing
the performance achieved by diﬀerent algorithms. This
motivates the present work in which several RTT estimation
algorithms are compared using a common performance metric,
and common experimental scenarios. As a second contribution,
we propose an adaptive algorithm to estimate RTT, which
is able to react quickly against sudden changes in the signal
and, simultaneously, is less sensitive to noise interference than
alternatives in the literature.
Keywords:
ACUSUM, adaptive ﬁlters, communication networks,
estimation, Kalman ﬁlter, PEM, Round-Trip Delay Time
(RTT), TCP.
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