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WELL-POSEDNESS AND QUALITATIVE BEHAVIOUR OF A
TWO-PHASE NAVIER-STOKES/MULLINS-SEKERKA SYSTEM
WITH BOUNDARY CONTACT
MAXIMILIAN RAUCHECKER AND MATHIAS WILKE
Abstract. We consider a coupled two-phase Navier-Stokes/Mullins-Sekerka
system describing the motion of two immiscible, incompressible fluids inside
a bounded container. The moving interface separating the liquids meets the
boundary of the container at a constant ninety degree angle. This common
interface is unknown and has to be determined as a part of the problem.
We show well-posedness and investigate the long-time behaviour of solutions
starting close to certain equilibria. We prove that for equal densities these
solutions exist globally in time, are stable, and converge to an equilibrium
solution at an exponential rate.
1. Introduction
In this article we study the two-phase Navier-Stokes equations with surface ten-
sion coupled to the Mullins-Sekerka problem inside a bounded domain in two or
three space dimensions. In our model, the interface separating the two fluids meets
the boundary of the domain at a constant ninety degree angle. This leads to a
free boundary problem for the interface involving a contact angle problem at the
boundary as well.
We assume that the domain Ω ⊂ Rn, n = 2, 3, can be decomposed as Ω =
Ω+(t)∪˙Γ˚(t)∪˙Ω−(t), where Γ˚(t) denotes the interior of Γ(t), an (n − 1)-dimensional
submanifold with boundary. We interpret Γ(t) to be the interface separating the
two phases, Ω+(t) and Ω−(t), which will both be assumed to be connected. The
boundary of Γ(t) will be denoted by ∂Γ(t). Furthermore we assume Γ(t) to be
orientable, the unit normal vector field on Γ(t) pointing from Ω−(t) into Ω+(t) will
be denoted by νΓ(t).
Let us introduce some notation. Let VΓ(t) denote the normal velocity and HΓ(t)
the mean curvature of the free interface Γ(t). By J·K we denote the jump of a quantity
across Γ(t) in direction of νΓ(t), that is,JfK(x) := lim
ε→0+
[f(x+ ενΓ(t))− f(x− ενΓ(t))], x ∈ Γ(t).
Furthermore, a⊗b is defined by [a⊗b]ij := aibj for vectors a, b ∈ Rn and A> denotes
the transposed matrix of A.
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2 MAXIMILIAN RAUCHECKER AND MATHIAS WILKE
We assume that Ω is filled by two immiscible, incompressible fluids with respective
constant densities ρ± > 0 in the two phases. Their respective constant viscosities
are denoted by µ± > 0 and σ > 0 is a given surface tension constant. To economize
our notation, we let ρ := ρ+χΩ+(t) +ρ
−χΩ−(t) and µ := µ+χΩ+(t) +µ−χΩ−(t), where
χM is the indicator function of a set M . In our model, u is the velocity of the fluids,
p the pressure, η the chemical potential and Γ(t) the free interface at time t ≥ 0.
Let us consider the case where the domain is a cylindrical container Ω = Σ ×
(L1, L2), where −∞ < L1 < 0 < L2 < ∞ and Σ ⊂ R2 is bounded and has
smooth boundary. By a standard localization method however we can also show
well-posedness for smooth, bounded domains. In a forthcoming paper discussing
effects of gravity and Rayleigh-Taylor instability, cf. [26], this simpler geometry is
useful. We denote the lateral walls of the cylinder Ω by S1 := ∂Σ × (L1, L2) and
bottom and top by S2 := Σ×{L1, L2}. As usual, ν∂Ω denotes the unit normal vector
field pointing outwards of Ω and νS1 = ν∂Ω on the walls S1. The projection to the
tangent space of S1 is defined by PS1 := I − νS1 ⊗ νS1 .
In a cylindrical domain the full problem for two possibly different, constant den-
sities and viscosities reads as
ρ∂tu− µ∆u+ div[(ρu+ JρK∇η)⊗ u] +∇p = 0, in Ω\Γ(t),
div u = 0, in Ω\Γ(t),
−Jµ(Du+Du>)KνΓ(t) + JpKνΓ(t) = σHΓ(t)νΓ(t), on Γ(t),JuK = 0, on Γ(t),
VΓ(t) − u|Γ(t) · νΓ(t) = −JνΓ(t) · ∇ηK, on Γ(t),
νΓ(t) · νS1 = 0, on ∂Γ(t),
∆η = 0, in Ω\Γ(t),
η|Γ(t) = σHΓ(t), on Γ(t),
ν∂Ω · ∇η|∂Ω = 0, on ∂Ω\Γ(t),
PS1
(
µ(Du+Du>)νS1
)
= 0, on S1\∂Γ(t),
u · νS1 = 0, on S1\∂Γ(t),
u = 0, on S2,
u(0) = u0, on Ω\Γ(0),
Γ(0) = Γ0.
(1.1)
Here we want to mention that we implicitly impose that Γ(t) ⊂ Ω and ∂Γ(t) ⊂ S1
for all t ≥ 0, that is, the interface stays inside the domain for positive times and the
boundary of the interface is contained in the boundary of the domain as well. This
only makes sense from a physical standpoint.
Note that in this model proposed by Abels, Garcke, and Gru¨n in [2] the momen-
tum balance (1.1)1 contains an extra term involving the chemical potential η since
the densities in the two phases are different. This term however is needed to get
an energy structure for the system, cf. Section 5 in [2]. It is shown there that the
energy
E(t) :=
∫
Γ(t)
σdHn−1 + 1
2
∫
Ω
ρ(t)u(t)2dx (1.2)
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Figure 1. The cylindrical capillary Ω with lateral walls S1 and
bottom and top S2. G := Σ× {0} is the reference surface and Γ(t)
the time-dependent free interface.
satisfies the energy-dissipation relation
d
dt
E(t) = −D(t) := −
∫
Ω
µ|Du(t)|2dx−
∫
Ω
|∇η(t)|2dx. (1.3)
Hereby, Du is the symmetric part of the gradient Du. There is a remark in order
regarding this extra term in (1.1)1. Since div u = 0 and ∆η = 0 in the bulk phases
Ω\Γ(t), we obtain
div[(ρu+ (ρ+ − ρ−)∇η)⊗ u] = ρ(u · ∇)u+ (ρ+ − ρ−)(∇η · ∇)u, in Ω\Γ(t).
In the case of equivalent densities, say for simplicity ρ = 1, the extra term div[(ρ+−
ρ−)∇µ⊗ u] vanishes and the system reduces to
∂tu− µ±∆u+ (u · ∇)u+∇p = 0, in Ω\Γ(t),
div u = 0, in Ω\Γ(t),
−Jµ±(Du+Du>)KνΓ(t) + JpKνΓ(t) = σHΓ(t)νΓ(t), on Γ(t),JuK = 0, on Γ(t),
VΓ(t) − u|Γ(t) · νΓ(t) = −JνΓ(t) · ∇ηK, on Γ(t),
νΓ(t) · νS1 = 0, on ∂Γ(t),
∆η = 0, in Ω\Γ(t),
η|Γ(t) = σHΓ(t), on Γ(t),
ν∂Ω · ∇η|∂Ω = 0, on ∂Ω\Γ(t),
PS1
(
µ±(Du+Du>)νS1
)
= 0, on S1\∂Γ(t),
u · νS1 = 0, on S1\∂Γ(t),
u = 0, on S2,
u(0) = u0, on Ω\Γ(0),
Γ(0) = Γ0.
(1.4)
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Note that in both cases, (1.1) and (1.4), individual masses are conserved,
d
dt
|Ω±(t)| = 0, t ∈ R+, (1.5)
since ∆η = 0 and div u = 0 in the bulk phases Ω\Γ(t).
Outline of this paper. In Section 2 we briefly introduce techniques and func-
tions spaces we work with. In Section 3 we rewrite the free boundary problem of the
moving interface as a nonlinear problem for the height function parametrizing the
interface. Section 4 deals with an analysis of the underlying linear problem proving
maximal regularity in an Lp−Lq scale for the distance function and an Lr scale for
the velocity. Section 5 renders that the nonlinear problem is also well-posed, whereas
Section 6 deals with qualitative behaviour, stability properties, and convergence to
equilibrium solutions.
2. Preliminaries and function spaces
We now introduce function spaces and techniques we work with. For a more
detailed discussion we refer the reader to the books of Triebel [28] and Pru¨ss and
Simonett [24].
2.1. Bessel-Potential, Besov and Triebel-Lizorkin Spaces. As usual, we will
denote the classical Lp-Sobolev spaces on Rn by W kp (Rn), where k is a natural
number and 1 ≤ p ≤ ∞. The Bessel-potential spaces will be denoted by Hsp(Rn) for
s ∈ R and the Sobolev-Slobodeckij spaces by W sp (Rn). We will also denote the usual
Besov spaces by Bspr(Rn), where s ∈ R, 1 ≤ p, r ≤ ∞. Lastly, the Triebel-Lizorkin
spaces are denoted by F spr(Rn).
These function spaces on a domain Ω ⊂ Rn are defined in a usual way by restric-
tion. The Banach space-valued versions of these spaces are denoted by Lp(Ω;X),
W kp (Ω;X), H
s
p(Ω;X), W
s
p (Ω;X), B
s
pr(Ω;X), F
s
pr(Ω;X), respectively. For precise
definitions we refer to [19].
For results on embeddings, traces, interpolation and extension operators we refer
to [1], [8], [17], [18], [24], [27], [28].
2.2. Maximal Regularity. Let us recall the property of maximal Lp-regularity, as
is e.g. done in Definition 3.5.1 in [24].
Definition 2.1. Let X be a Banach space, J = (0, T ), 0 < T <∞ or J = R+, and A
a closed, densely defined operator on X with domain D(A) ⊂ X. Then the operator
A is said to have maximal Lp-regularity on J , if and only if for every f ∈ Lp(J ;X)
there is a unique u ∈W 1p (J ;X) ∩ Lp(J ;D(A)) solving
d
dt
u(t) +Au(t) = f(t), t ∈ J, u|t=0 = 0,
in an almost-everywhere sense in Lp(J ;X).
There is a wide class of results on operators having maximal regularity, we refer
to [5], [6], [9], [10], [11], [20], [21], and [24], for further discussion.
TWO-PHASE NAVIER-STOKES/MULLINS-SEKERKA WITH BOUNDARY CONTACT 5
3. Reduction to a flat interface
In this section we transform the equations defined on the time-dependent domain
Ω\Γ(t) and the moving interface Γ(t) to a fixed reference frame. We follow the ideas
of [29], see also [15], [23], [3], [14], [25], [22]. To simplify notation let n = 3, the
modifications for n = 2 are obvious.
We now assume that the interface at time t is given as a graph over the fixed
reference surface Σ := Ω ∩ {x3 = 0}. More precisely, we assume that there is a
height function h : Σ× [0,∞)→ (L1, L2), such that
Γ(t) = Γh(t) := {x ∈ Σ× (L1, L2) : x3 = h(x′, t), x′ = (x1, x2) ∈ Σ}, t ≥ 0.
We will now construct a Hanzawa-type transformation, which is an isomorphism on
Ω and maps the moving interface Γ(t) to the reference surface Σ for every t ≥ 0.
To this end pick some smooth bump function χ ∈ C∞0 (R; [0, 1]) such that χ(s) = 1
for |s| ≤ δ/2 and χ(s) = 0 for |s| ≥ δ, where 0 < δ ≤ min{−L1, L2}/3. Define a
mapping
Θh : Ω× R+ → Ω, Θh(x, t) := x+ χ(x3)h(x′, t)e3 =: x+ θh(x, t),
where x = (x′, x3). Then
DΘh =
 1 0 00 1 0
∂1hχ ∂2hχ 1 + hχ
′
 .
It clearly follows that DΘh is a regular matrix and Θh is invertible, provided hχ
′ is
sufficiently small. For instance, this is the case whenever
|h|L∞((0,T )×Σ) ≤
1
2|χ′|L∞(R)
.
Note that |χ′|∞ can be bounded by a constant depending on δ only. For the sequel
we will fix the bump function χ and choose 0 < d0 < 1/(2|χ′|∞) sufficiently small
and assume that |h|∞ ≤ d0. This way we ensure that the inverse Θ−1h : Ω → Ω is
well defined and maps the free interface Γ(t) to the fixed reference surface Σ.
We will now calculate how the equations behave under this transformation. Define
the transformed quantities
w(x, t) := u(Θh(x, t), t), q(x, t) := p(Θh(x, t), t), ϑ(x, t) := η(Θh(x, t), t),
for x ∈ Ω, t ∈ R+. We now determine the equations which (w, q, ϑ) solve. Define
DΘ−>h := ((DΘh)
−1)>, as well as the transformed quantities
∇h := DΘ−>h ∇, ∇hu := (∇hu>k )3k=1, divh := Tr(∇h), ∆h := divh∇h.
With this it is straightforward to check that
∇u(Θh(x, t), t) = ∇hw(x, t), [(u · ∇)u](Θh(x, t), t) = [(w · ∇h)w](x, t),
∆u(Θ(x, t), t) = ∆hw(x, t), div u(Θ(x, t), t) = divh w(x, t), x ∈ Ω, t ∈ R+.
Furthermore,
∂tu(Θh(x, t), t) = ∂tw(x, t) +Dw(x, t)∂tΘ
−1
h (Θh(x, t), t), x ∈ Ω, t ∈ R+.
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The upper unit normal at the free interface Γ(t) and the normal velocity of which
can both be expressed in terms of h by
νΓ(t) =
(−∇h, 1)>√
1 + |∇h|2 , VΓ(t) =
∂th√
1 + |∇h|2 , x ∈ Σ, t ∈ R+.
We are now able to transform the Two-phase Navier-Stokes/Mullins-Sekerka system
(1.1) to the fixed reference frame, the transformed system reads as
ρ±∂tw − µ±∆w +∇q = a±(h;Dx, D2x)(w, q) + a¯(h,w), in Ω\Σ,
divw = Gd(h,w), in Ω\Σ,
−Jµ±(Dw +Dw>)− qIKνΣ = σ∆x′hνΣ +GS(h,w, q), on Σ,JwK = 0, on Σ,
∂th = w · νΣ − J∂3ϑK +GΣ(h,w, ϑ), on Σ,
(−∇x′h, 1)> · νS1 = 0, on ∂Σ,
∆ϑ = Gc(h, ϑ), in Ω\Σ,
ϑ|Σ − σ∆x′h = Gκ(h), on Σ,
ν∂Ω · ∇ϑ|∂Ω = GN (h, ϑ), on ∂Ω\Σ,
PS1
(
µ±(Dw +Dw>)νS1
)
= G±P (h,w), on S1\∂Σ,
w · νS1 = 0, on S1\∂Σ,
w = 0, on S2,
w(0) = w0, on Ω\Σ,
h(0) = h0, on Σ,
(3.1)
where νΣ = e3, and
a±(h;Dx, D2x)(w, q) := µ
±(∆h −∆)w + (∇−∇h)q,
a¯(h,w, ϑ) := Dw · ∂tΘ−1h − (w · ∇h)w − (ρ+ − ρ−)(∇hϑ · ∇h)w,
Gd(h,w) := (div−divh)w,
GS(h,w, q) := Jµ± ((DΘh − I)Dw +Dw>(DΘh − I)>))KνΓh+
+ J(µ±(Dw +Dw>)− qI) (e3 − νΓh)K + σ(K(h)νΓh −∆x′he3),
GΣ(h,w, ϑ) := w · (−∇x′h, 0)> − Je3 · (∇−∇h)ϑK− J(−∇x′h, 0)> · ∇hϑK,
Gc(h, ϑ) := (∆−∆h)ϑ,
Gκ(h) := σ(K(h)−∆x′h),
GN (h, ϑ) := ν∂Ω · (∇−∇h)ϑ,
G±P (h,w) := PS1
(
µ±
(
(DΘh − I)Dw +Dw>(DΘh − I)>)
)
νS1
)
.
Here, cf. [13], the mean curvature is given in terms of h by
K(h) = H(Γh) = div
(
∇h√
1 + |∇h|2
)
, x ∈ Σ, t ∈ R+.
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Furthermore, we want to point out that we used the fact that the normal νS1 is
independent of x3 and that the transformation Θh leaves the Dirichlet-boundary S2
invariant.
Since νΣ = e3, one can also easily decompose the stress tensor condition (3.1)3
into tangential and horizontal parts, cf. [29]. Then, (3.1)3 reads as
−Jµ±∂3(w1, w2)K− Jµ±∇x′w3K = (GS(h,w, q))1,2, on Σ,
−2Jµ±∂3w3K + JqK− σ∆x′h = (GS(h,w, q))3, on Σ.
To economize notation, we define
G
‖
S(h,w, q) := (GS(h,w, q))1,2, G
⊥
S (h,w, q) := (GS(h,w, q))3.
Hereby we understand a1,2 to be (a1, a2) for a given vector a = (a1, a2, a3) ∈ R3.
4. Maximal regularity of the linear problem
The main goal of this section is to derive a maximal regularity result for the
linearization of (1.1).
4.1. Linearization, regularity and compatibility conditions. In this section
we consider the linear part of the Two-phase Navier-Stokes/Mullins-Sekerka system,
which reads as
ρ±∂tu− µ±∆u+∇pi = g1, in Ω\Σ,
div u = g2, in Ω\Σ,
−Jµ±∂3(u1, u2)K− Jµ±∇x′u3K = g3, on Σ,
−2Jµ±∂3u3K + JpiK− σ∆x′h = g4, on Σ,JuK = g5, on Σ,
∂th− (u+3 + u−3 )/2 + J∂3ηK = g6, on Σ,
(−∇x′h, 0)> · νS1 = g7, on ∂Σ,
∆η = g8, in Ω\Σ,
η|Σ − σ∆x′h = g9, on Σ,
ν∂Ω · ∇η|∂Ω = g10, on ∂Ω\Σ,
PS1
(
µ±(Du+Du>)νS1
)
= PS1g11, on S1\∂Σ,
u · νS1 = g12, on S1\∂Σ,
u = g13, on S2,
u(0) = u0, on Ω\Σ,
h(0) = h0, on Σ.
(4.1)
Here we take (u+3 + u
−
3 )/2 instead of the trace of u in equation (4.1)6 since u is
allowed to have a jump across Σ. Hereby u±3 denote the directional traces of u3 with
respect to {x3 ≷ 0}.
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4.2. Regularity of the solution. The question of function spaces is now a very
delicate matter. The main idea already used by Abels and Wilke in the case of no
boundary contact [4] is to treat the Navier-Stokes part of the evolution as lower
order compared to the Mullins-Sekerka part. They consider some height function
h as given and solve the two-phase Navier-Stokes equations in dependence of h by
a function u = u(h). Afterwards plugging in the solution u(h) in the evolution
equation for h they obtain a problem only dependent on h. If now u is sufficiently
more regular as the other terms in the evolution equation for ∂th, the Navier-Stokes
equations can be seen as a lower order perturbation. By choosing the time interval
sufficiently small one gets well-posedness also for the coupled system, stemming from
the unique solvability of the pure Mullins-Sekerka evolution of h.
Let us begin by recalling the maximal regularity class for h of the pure Mullins-
Sekerka system with boundary contact, cf. [3]. For 6 < p < ∞ and q ∈ (5/3, 2) ∩
(2p/(p+ 1), 2), we obtained a unique local in time strong solution
h ∈W 1p (0, T ;W 1−1/qq (Σ)) ∩ Lp(0, T ;W 4−1/qq (Σ)),
and η ∈ Lp(0, T ;W 2q (Ω\Σ)) of the linearized Mullins-Sekerka with boundary contact
for some T > 0, cf. Theorem 5.1 in [3].
Two things are important for the analysis: to be later able to treat the Navier-
Stokes part as lower order, we need to know that u|Σ has better time regular-
ity and at least as much space regularity as the other terms in (4.1)6, namely
Lp(0, T ;W
1−1/q
q (Σ)). On the other hand, the linearized curvature term ∆x′h has to
be at least of the same regularity as Du|Σ, cf. (4.1)4. By choosing a setting where
u is too regular, ∆x′h fails to be admissible data, and by choosing u not regular
enough, u|Σ may not be treated as a lower order perturbation. In the following lines
we want to explain a setting of function spaces, in which the coupling is of lower
order and u is still regular enough to control the nonlinear terms.
The first possibility is to choose an Lp − Lp ansatz, where p as above is large.
The vector field u would then be very regular, hence making the nonlinearities easy
to handle since in particular p > 5. In this ansatz we search for
u ∈W 1p (0, T ;Lp(Ω)) ∩ Lp(0, T ;W 2p (Ω\Σ)),
whence by classical theory, u ∈ BUC([0, T ];W 2−2/pp (Ω\Σ)). Taking traces yields
u|Σ ∈ BUC([0, T ];W 2−3/pp (Σ)), and hence it can be seen as a lower order perturba-
tion in Lp(0, T ;W
1−1/q
q (Σ)). However,
∆x′h ∈W 2/3−1/(3q)p (0, T ;Lq(Σ)) ∩ Lp(0, T ;W 2−1/qq (Σ)), (4.2)
on the other hand,
Du|Σ ∈W 1/2−1/(2p)p (0, T ;Lp(Σ)) ∩ Lp(0;T ;W 1−1/pp (Σ)).
It is now a consequence of Sobolev-type embedding theorems to see that W
2−1/q
q (Σ)
does not embed into W
1−1/p
p (Σ) in general, due to 5/3 < q < 2 and p > 6. Hence
this Lp − Lp ansatz with large p does not work.
Alternatively, one can make an Lq − Lq ansatz, searching for some
u ∈W 1q (0, T ;Lq(Ω)) ∩ Lq(0, T ;W 2q (Ω\Σ)),
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where 5/3 < q < 2. Clearly, the function u possesses way less regularity in this
ansatz. It is then easy to check that ∆x′h is admissible data by comparing the
regularity classes of ∆x′h and Du|Σ. Also,
u|Σ ∈ L2q/(2−q)(0, T ;W 1−1/qq (Σ)).
Note that as q → 2, the time regularity index 2q/(2 − q) tends to +∞. Hence the
Stokes part may be treated as lower order whenever q < 2 is close to 2. However
we want to point out that handling the nonlinearities may be more difficult since
certain Sobolev embeddings fail since q < 2.
By choosing an Lp − Lq approach one may get better regularity for u, however
if one takes any trace of u on the boundary, for instance in the simplest case of the
Dirichlet conditions on top and bottom of the container, one ends up with Triebel-
Lizorkin spaces in time. It is well known that the optimal regularity for the trace of
a function
u ∈W 1p (0, T ;Lq(Ω)) ∩ Lp(0, T ;W 2q (Ω\Σ))
on the boundary, e.g. S2, is
u|S2 ∈ F 1−1/(2q)pq (0, T ;Lq(S2)) ∩ Lp(0, T ;W 2−1/qq (S2)).
It is particularly hard to treat this problem in a mixed Lp−Lq setting, since even in
the model problems it is not clear how to generalize for instance the results of Pru¨ss
and Simonett in [23] regarding the Dirichlet-to-Neumann operator. This operator is
well understood in an Lp − Lp setting, however the proof of Proposition 3.3 given
in [23] is not easily generalizable to a mixed setting where p 6= q. The proof heavily
relies on real interpolation method and Triebel-Lizorkin spaces do not naturally arise
as real interpolation spaces.
The explanations above motivate our introduction of a third integration scale.
We will show that for given q < 2 sufficiently close to 2 and 6 < p < ∞ finite but
large, there is some exponent 3 < r = r(q) < 7/2 < ∞ such that the following
is true: ∆x′h is admissible data in the Stokes part, and u|Σ is lower order in the
evolution equation for h. This Lr−Lr approach with r > 3 circumvents the problem
of Triebel-Lizorkin data spaces in the Stokes part completely and hence makes the
problem a lot easier to tackle. Also it allows to make use of known results of Pru¨ss
and Simonett in [23] and makes the nonlinearities easier to handle in the contraction
estimates. We will give the precise choice of r below in Theorem 4.1 and prove the
above assertions rigorously.
Theorem 4.1. Let n = 3, that is, dim Σ = n − 1 = 2. Let 5/3 < q < 2 and
6 < p <∞. Furthermore, let 0 < T ≤ T0 for some fixed T0 <∞. Let
2 ≤ r < 7
6/q − 1 .
Then, for any h ∈W 1p (0, T ;W 1−1/qq (Σ)) ∩ Lp(0, T ;W 4−1/qq (Σ)), we have that
∆x′h ∈W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0;T ;W 1−1/rr (Σ)).
Furthermore, there is some C = C(T ) > 0, such that
|∆x′h|W 1/2−1/(2r)r (0,T ;Lr(Σ))∩Lr(0;T ;W 1−1/rr (Σ))
≤ C(T )|h|
W 1p (0,T ;W
1−1/q
q (Σ))∩Lp(0,T ;W 4−1/qq (Σ)).
(4.3)
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Furthermore, if 2 > q > 9/5, we can choose r to satisfy 3 < r < 7/2. If 3 < r < 7/2,
we have
W 1r (0, T ;Lr(Ω)) ∩ Lr(0, T ;W 2r (Ω\Σ)) ↪→
↪→ L∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1r (Ω\Σ)) ∩ Lr(0, T ;W 1∞(Ω\Σ)).
(4.4)
Moreover,
trΣ : W
1
r (0, T ;Lr(Ω)) ∩ Lr(0, T ;W 2r (Ω\Σ))→ L∞(0, T ;W 1−1/qq (Σ)), (4.5)
is bounded provided the trace on Σ is well defined, for instance if JuK = 0. Otherwise
the statement is true for the restrictions on Ω±, that is, tr±Σ : u 7→ u±|Σ, where
u± := u|Ω± .
By restricting to height functions h with initial trace zero, h(0) = 0, the embedding
constant in (4.3) can be chosen to be independent of T and only depending on T0.
In particular, the embedding does not degenerate and the embedding constant stays
bounded as T ↓ 0.
Restricting to vanishing traces at t = 0 in (4.4), the embedding constant is also
independent of T > 0.
Proof. Let 2 ≤ r ≤ p and 0 < T ≤ T0. Note that due to p ≥ r, we have that
Lp(0, T ) ↪→ Lr(0, T ). The embedding constant here only depends on T0, which
stems from Ho¨lder’s inequality,
|f |Lr(0,T ) ≤ T (p−r)/(pr)|f |Lp(0,T ) ≤ T (p−r)/(pr)0 |f |Lp(0,T ), f ∈ Lp(0, T ).
Now, due to Sobolev’s embedding theorem, W
2−1/q
q (Σ) ↪→ W 1−1/rr (Σ), provided
that 2− 3/q > 1− 3/r, which gives an upper restriction on r reading as
r <
3q
3− q , (4.6)
cf. [1], [28]. Summing up, Lp(0, T ;W
2−1/q
q (Σ)) ↪→ Lr(0, T ;W 1−1/rr (Σ)), provided
r ≤ p and (4.6) holds.
Since we want to use the results of [16] on the half line, we now consider some
h ∈W 1p (R+;W 1−1/qq (Σ)) ∩ Lp(R+;W 4−1/qq (Σ)).
Firstly, using Proposition 5.37 in [16] on the half line, h ∈ Hθp (R+;W 1−1/q+3(1−θ)q (Σ)),
whenever θ ∈ (0, 1). It follows that
∆x′h ∈ Hθp (R+;W 2−1/q−3θq (Σ)), θ ∈ (0, 1).
Let  > 0 small. By choosing θ := 2/3− 1/q + 2/(3r)−  ∈ (0, 1), we obtain
∆x′h ∈ H2/3−1/q+2/(3r)−p (R+;W 2/q−2/r+3q (Σ)).
By Sobolev embeddings for Besov spaces,
∆x′h ∈ H2/3−1/q+2/(3r)−p (0, T ;Lr(Σ)),
for any small  > 0. Assume for a moment that
2/3− 1/q + 2/(3r) > 1/2− 1/(2r). (4.7)
Then we may choose  > 0 so small, such that
2/3− 1/q + 2/(3r)−  > 1/2− 1/(2r). (4.8)
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Then ∆x′h ∈W 1/2−1/(2r)p (0, T ;Lr(Σ)) ↪→W 1/2−1/(2r)r (0, T ;Lr(Σ)). Inequality (4.7)
however is equivalent to r < 7/(6/q − 1) since q < 2. Estimate (4.3) is a direct
consequence of these considerations. Furthermore, whenever h has vanishing trace
at t = 0, a standard extension argument allows to see that the estimate does not
degenerate as T → 0, that is, C(T ) stays bounded as T → 0 since it only depends
on T0.
Choosing q < 2 close enough to 2 we may assume that r > 3, since 7/(6/q−1)→
7/2 as q → 2. Now let u ∈W 1r (0, T ;Lr(Ω))∩Lr(0, T ;W 2r (Ω\Σ)) for r > 3. We may
use the embedding
W 1r (0, T ;Lr(Ω)) ∩ Lr(0, T ;W 2r (Ω\Σ)) ↪→ BUC([0, T ];W 2−2/rr (Ω\Σ)), (4.9)
cf. [5], to see that Du ∈ BUC([0, T ];W 1−2/rr (Ω\Σ)), which then in turn yields
Du ∈ L∞(0, T ;Lr(Ω)). It also follows that Du ∈ Lr(0, T ;L∞(Ω)). Regarding the
trace operator, we note that
BUC([0, T ];W 2−2/rr (Ω\Σ)) ↪→ L∞(0, T ;W 1q (Ω\Σ)), (4.10)
whenever r ≥ 5q/(q + 3), which is surely satisfied since r > 3 and q < 2. The proof
is complete. 
Remark 4.2. Let us comment on the regularity of solutions.
(1) Note that we can choose from now on p ∈ (6,∞), q ∈ (9/5, 2)∩(2p/(p+1), 2),
and r ∈ (3, 7/2). In particular, the set of admissible indices is not empty.
(2) Note that if r > 5/2, it holds that u ∈ BUC([0, T ];C0(Ω)).
(3) There is still room for improvement in these embeddings. For instance, u is
L∞(0, T ;L∞(Ω)) whenever r ≥ 5/2. Furthermore, it can be shown that
Du ∈ L2r/(5−r)−ε(0, T ;L∞(Ω)) ∩ L∞(0, T ;L3r/(5−r)−ε(Ω)),
for any small ε > 0. This may be used to lower the index r and consider
initial data with lower regularity.
This motivates to choose the following setting for the solutions to the Two-phase
Navier-Stokes/Mullins-Sekerka system and its linearization (4.1).
Let T ∈ (0,∞), p ∈ (6,∞), q ∈ (9/5, 2) ∩ (2p/(p + 1), 2), and r ∈ (3, 7/2) as in
Theorem 4.2. From now on, we will fix the integration scales p, q and r. We are
looking for solutions (u, pi, h, µ) of (4.1) with
u ∈W 1r (0, T ;Lr(Ω)) ∩ Lr(0, T ;W 2r (Ω\Σ)), pi ∈ Lr(0, T ; H˙1r (Ω)),JpiK ∈W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0, T ;W 1−1/rr (Σ)),
h ∈W 1p (0, T ;W 1−1/qq (Σ)) ∩ Lp(0, T ;W 4−1/qq (Σ)), µ ∈ Lp(0, T ;W 2q (Ω\Σ)).
4.3. Regularity of the data. To be able to derive a maximal regularity result, we
will now deduce optimal regularity classes for the data in problem (4.1). Given a
solution (u, pi, JpiK, h, µ) in the classes of (4.2), we derive by standard trace theory
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the following necessary conditions for the data,
g1 ∈ Lr(0, T ;Lr(Ω)), g2 ∈ Lr(0, T ;W 1r (Ω\Σ)),
g3, g4 ∈W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0;T ;W 1−1/rr (Σ)),
g5 ∈W 1−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0, T ;W 2−1/rr (Σ)),
g6 ∈ Lp(0, T ;W 1−1/qq (Σ)), g8 ∈ Lp(0, T ;Lq(Ω)),
g7 ∈ F 1−2/(3q)pq (0, T ;Lq(∂Σ)) ∩ Lp(0, T ;W 3−2/qq (∂Σ)),
g9 ∈ Lp(0, T ;W 2−1/qq (Σ)), g10 ∈ Lp(0, T ;W 1−1/qq (∂Ω)),
PS1g11 ∈W 1/2−1/(2r)r (0, T ;Lr(S1)) ∩ Lr(0;T ;W 1−1/rr (S1)),
g12 ∈W 1−1/(2r)r (0, T ;Lr(S1)) ∩ Lr(0, T ;W 2−1/rr (S1)),
g13 ∈W 1−1/(2r)r (0, T ;Lr(S2)) ∩ Lr(0, T ;W 2−1/rr (S2)),
u0 ∈W 2−2/rr (Ω\Σ), h0 ∈ B4−3/p−1/qqp (Σ).
(4.11)
For the regularity of g7 we refer to Appendix A in [3]. At this point we note that in
(4.11) the function g2 does not have to have the time regularity of Du in Ω\Σ. This
is due to the fact that there is some compatibility condition hidden in the system
stemming from the divergence equation, which inherits a certain time regularity for
(g2, g5, g12, g13). This will be discussed in the next section regarding compatibility
conditions. However we clearly want to point out that g2 being Lr(0, T ;W
1
r (Ω\Σ))
alone is a necessary but not a sufficient condition.
4.4. Compatibility conditions. We now shall discuss all the compatibility condi-
tions for the data (gj)
13
j=1, u0, h0 of system (4.1). In Lemma 4.3 below we rigorously
show these conditions all occur and are well-defined. The following observations
have already been made in [3] and [29].
At the starting point of the evolution at time t = 0 we have to have that
div u0 = g2|t=0, −Jµ±∂3(u0)1,2K− Jµ±∇x′(u0)3K = g3|t=0,Ju0K = g5|t=0, u0 · νS1 = g12|t=0, u0|S2 = g13|t=0,
(−∇x′h0, 1)> · νS1 = g7|t=0, PS1(µ±(Du0 +Du>0 )νS1) = PS1g11|t=0,
(4.12)
by evaluating the respective equations at time zero. Here, (u0)1,2 denotes the vector
in R2 with the first two entries of u0, similarly (u0)3 denotes the last entry of u0.
Since ∂Σ ⊆ S1 6= ∅ and bottom, top and walls of the container have a common
boundary, ∂S1 ∩ ∂S2 6= ∅, there are additional compatibility conditions. Simply by
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comparing equations we getJg12K = g5 · νS1 , on ∂Σ,J(g11 · e3)/µ± − ∂3g12K = ∂νS1 (g5 · e3), on ∂Σ,
P∂Σ[(Dx′Πg5 + (Dx′Πg5)
>)ν∂Σ] = JP∂ΣΠg11/µ±K, on ∂Σ,
g3 · (νS1)1,2 = −Jg11 · e3K, on ∂Σ,
g13 · νS1 = g12, on ∂S2,
P∂Σ[µ
±(Dx′Πg13 + (Dx′Πg13)>)ν∂Σ] = P∂ΣΠg11, on ∂S2,
µ±∂νS1 (g13 · e3) + µ±∂3g12 = g11 · e3, on ∂S2.
(4.13)
Here, Πv := (v1, v2) ∈ R2 for v = (v1, v2, v3) ∈ R3 and ν∂Σ := ΠνS1 . The projection
then is given by P∂Σ := I − ν∂Σ ⊗ ν∂Σ. For further discussion we refer to [29].
We want to point out that there is no additional compatibility condition for ∂tg7
on ∂Σ as there is in [29], since g7 does not have a well defined time derivative on
∂Σ in our regularity class. This is due to the fact that we have a different maximal
regularity class for h as in [29].
Finally we turn to the divergence equation and want to point out that there
is another compatibility and regularity condition hidden in the system, which has
already been investigated in [29]. For completeness we explain it here briefly.
Consider the divergence equation div u = g2 and multiply this equation with
a testfunction ϕ ∈ W 1r′(Ω), where r′ = r/(r − 1) is the conjugate exponent. An
integration by parts on the two Lipschitz domains Ω ∩ {x3 ≷ 0} and using the
equations entails that∫
Ω\Σ
g2ϕdx−
∫
S1
g12ϕ|S1dS1 −
∫
S2
(g13 · νS2)ϕ|S2dS2
+
∫
Σ
(g5 · νΣ)ϕ|ΣdΣ = −
∫
Ω\Σ
u · ∇ϕdx,
(4.14)
see also Proposition A.14 in [29]. Hence the functional ϕ 7→ 〈(g2, g5, g12, g13), ϕ〉 de-
fined by the left hand side of (4.14) is continuous on W 1r′(Ω) with respect to the semi-
norm |∇ · |Lr′ (Ω). Since C∞0 (Ω) ⊆W 1r′(Ω) is dense in the homogeneous space H˙1r′(Ω)
with respect to this seminorm, it follows that ϕ 7→ 〈(g2, g5, g12, g13), ϕ〉 defines a
functional on H˙1r′(Ω). In other words, (g2, g5, g12, g13) ∈ Hˆ−1r (Ω) := (H˙1r′(Ω))′. The
norm of (g2, g5, g12, g13) in Hˆ
−1
r (Ω) is then given by
|(g2, g5, g12, g13)|Hˆ−1r (Ω) := sup{〈(g2, g5, g12, g13), ϕ〉/|∇ϕ|Lr′ (Ω) : ϕ ∈W 1r′(Ω)}.
We now turn again to the equations. Since u ∈ W 1r (0, T ;Lr(Ω)), it follows from
(4.14) that ddt (g2, g5, g12, g13) is well defined and is in Lr(0, T ; Hˆ
−1
r (Ω)). Conse-
quently,
(g2, g5, g12, g13) ∈W 1r (0, T ; Hˆ−1r (Ω)) (4.15)
is another necessary compatibility and regularity condition. We close this subsection
by showing that the compatibility conditions we have deduced above are all well-
defined conditions.
Lemma 4.3. Let r > 3. Then all appearing traces and hence the compatibility
conditions are all well-defined.
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Proof. Firstly, gj , j = 2, 3, 5, 7, 12, 13, and PS1g11 all have a well-defined trace at
t = 0 since r > 3. Indeed, the condition for g7 is independent of r (and fulfilled
by choice of p and q) and the rest easily follow by trace theory. Pick for instance
g3. Then g3 surely has a trace at t = 0 whenever 1/2 − 1/(2r) − 1/r > 0. This is
however equivalent to r > 3. By taking traces in the spatial variables one easily sees
that all the other traces are well-defined. 
4.5. Maximal regularity. Let us consider the linear problem
ρ±∂tu− µ±∆u+∇pi = g1, in Ω\Σ,
div u = g2, in Ω\Σ,
−Jµ±∂3(u1, u2)K− Jµ±∇x′u3K = g3, on Σ,
−2Jµ±∂3u3K + JpiK− σ∆x′h = g4, on Σ,JuK = g5, on Σ,
∂th− (u+3 + u−3 )/2 + J∂3µK = g6, on Σ,
(−∇x′h, 1)> · νS1 = g7, on ∂Σ,
∆µ = g8, in Ω\Σ,
µ|Σ − σ∆x′h = g9, on Σ,
ν∂Ω · ∇µ|∂Ω = g10, on ∂Ω\Σ,
PS1
(
µ±(Du+Du>)νS1
)
= PS1g11, on S1\∂Σ,
u · νS1 = g12, on S1\∂Σ,
u = g13, on S2,
u(0) = u0, on Ω\Σ,
h(0) = h0, on Σ.
(4.16)
The main result on maximal regularity for (4.16) is the following.
Theorem 4.4. Let µ±, ρ±, σ > 0 be constant, −∞ < L1 < 0 < L2 <∞, (p, q, r) as
in Theorem 4.1 and Σ ⊂ R2 be a bounded, smooth domain. Let Ω := Σ × (L1, L2),
S1 := ∂Σ × (L1, L2), and S2 := Σ × {L1, L2}. Let 0 < T < ∞. The coupled linear
system (4.16) then admits a unique solution (u, pi, JpiK, h, µ) with regularity (4.2),
if and only if the data satisfy the regularity and compatibility conditions (4.11),
(4.12), (4.13), and (4.15). Furthermore, the solution map [((gj)j=1,...,13, u0, h0) 7→
(u, pi, JpiK, h, µ)] between the above spaces is continuous.
Proof. First we reduce to trivial initial data by solving an auxiliary ninety degree
angle linear Mullins-Sekerka problem of type
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∂th¯+ J∂3µ¯K = g6, on Σ,
(−∇x′ h¯, 1)> · νS1 = g7, on ∂Σ,
∆µ¯ = g8, in Ω\Σ,
µ¯|Σ − σ∆x′ h¯ = g9, on Σ,
ν∂Ω · ∇µ¯|∂Ω = g10, on ∂Ω\Σ,
h¯(0) = h0, on Σ,
by functions
h¯ ∈W 1p (0, T ;W 1−1/qq (Σ)) ∩ Lp(0, T ;W 4−1/qq (Σ)), µ¯ ∈ Lp(0, T ;W 2q (Ω\Σ)).
Then we solve an auxiliary two-phase Stokes problem
ρ±∂tu¯− µ±∆u¯+∇p¯i = g1, in Ω\Σ,
div u¯ = g2, in Ω\Σ,
−Jµ±∂3(u¯1, u¯2)K− Jµ±∇x′ u¯3K = g3, on Σ,
−2Jµ±∂3u¯3K + Jp¯iK = g4 − σ∆x′ h¯, on Σ,Ju¯K = g5, on Σ,
PS1
(
µ±(Du¯+Du¯>)νS1
)
= PS1g11, on S1\∂Σ,
u¯ · νS1 = g12, on S1\∂Σ,
u¯ = g13, on S2,
u¯(0) = u0, on Ω\Σ,
(4.17)
using Theorem A.11 in [29] by functions
u¯ ∈W 1r (0, T ;Lr(Ω)) ∩ Lr(0, T ;W 2r (Ω\Σ)), p¯i ∈ Lr(0, T ; H˙1r (Ω\Σ)), (4.18)
with Jp¯iK ∈ W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0, T ;W 1−1/rr (Σ)). Here we want to point
out two things: ∆x′ h¯ has sufficient regularity to be admissible data and that there is
no compatibility condition stemming from (4.17)4. Hence g4 − σ∆x′ h¯ is admissible
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data for the problem. Having now (u¯, p¯i, h¯, µ¯) at hand, we are left to solve
ρ±∂tu− µ±∆u+∇pi = 0, in Ω\Σ,
div u = 0, in Ω\Σ,
−Jµ±∂3(u1, u2)K− Jµ±∇x′u3K = 0, on Σ,
−2Jµ±∂3u3K + JpiK− σ∆x′h = 0, on Σ,JuK = 0, on Σ,
∂th− u3|Σ + J∂3µK = (u¯+3 + u¯−3 )/2, on Σ,
(−∇x′h, 1)> · νS1 = 0, on ∂Σ,
∆µ = 0, in Ω\Σ,
µ|Σ − σ∆x′h = −σ∆x′ h¯, on Σ,
ν∂Ω · ∇µ|∂Ω = 0, on ∂Ω\Σ,
PS1
(
µ±(Du+Du>)νS1
)
= 0, on S1\∂Σ,
u · νS1 = 0, on S1\∂Σ,
u = 0, on S2,
u(0) = 0, on Ω\Σ,
h(0) = 0, on Σ.
We do this as follows. Define LMS : 0EMS,T → 0FMS,T by
LMS : (h, µ) 7→

∂th− J∂3µK
∆µ
µ|Σ − σ∆x′h
n∂Ω · ∇µ|∂Ω
(−∇x′h|∂Σ, 1)> · νS1

where
0EMS,T := [0W 1p(0, T ;W 1−1/qq (Σ)) ∩ Lp(0, T ;W 4−1/qq (Σ))]× Lp(0, T ;W 2q (Ω\Σ)),
and
0FMS,T := Lp(0, T,W 1−1/qq (Σ))× Lp(0, T ;Lq(Ω))× Lp(0, T ;W 1−1/qq (Σ))
× Lp(0, T ;W 1−1/qq (∂Ω))× [0F 1−2/(3q)pq (0, T ;Lq(∂Σ)) ∩ Lp(0, T ;W 3−2/qq (∂Σ))].
In [3] we have shown that LMS : 0EMS,T → 0FMS,T is boundedly invertible. Define
LS : 0EMS,T → [0W 1r(0, T ;Lr(Ω))∩Lr(0, T ;W 2r (Ω\Σ))] by LS(h) := u, where (u, pi)
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is the unique solution of
ρ±∂tu− µ±∆u+∇pi = 0, in Ω\Σ,
div u = 0, in Ω\Σ,
−Jµ±∂3(u1, u2)K− Jµ±∇x′u3K = 0, on Σ,
−2Jµ±∂3u3K + JpiK = σ∆x′h, on Σ,JuK = 0, on Σ,
PS1
(
µ±(Du+Du>)νS1
)
= 0, on S1\∂Σ,
u · νS1 = 0, on S1\∂Σ,
u = 0, on S2,
u(0) = 0, on Ω\Σ,
cf. Theorem A.11 in [29]. It then stems from Theorem 4.1 that LS is well defined,
linear and bounded. Define B : 0EMS,T → 0FMS,T and G(u¯, h¯) ∈ 0FMS,T by
B(h) := (−LS(h)|Σ, 0, 0, 0, 0)>, G(u¯, h¯) := ((u¯+3 + u¯−3 )/2, 0,−σ∆x′ h¯, 0, 0)>.
We can hence rewrite the problem as
LMS(h, µ) = −B(h) +G(u¯, h¯), in 0FMS,T .
We now solve this equation by a Neumann series argument. Clearly this equation is
equivalent to
(I + L−1MSB)(h, µ) = L
−1
MSG(u¯, h¯), in 0FMS,T ,
hence it remains to show that |L−1MSB|B(0EMS,T ) ≤ 12 , if T > 0 is small enough. Then
by a Neumann series argument, (I +L−1MSB) is invertible and the theorem is shown.
Since we now have that LMS is boundedly invertible and the norm of the inverse
is independent of T - recall we only consider functions with vanishing time trace at
t = 0 - the claim follows from Theorem 4.1. Indeed,
|B(h)|
0FMS,τ = |LS(h)|Lp(0,τ ;W 1−1/qq (Σ)) ≤ τ
1/p|LS(h)|L∞(0,τ ;W 1−1/qq (Σ))
≤ τ1/p|h|
0EMS,τ , τ > 0.
Note that again since h has vanishing time trace, all embeddings in Theorem 4.1
are time-independent. In particular, by choosing τ > 0 sufficiently small, we get a
unique solution (h, µ) in the proper regularity class on (0, τ). Solving then the two-
phase Stokes system for this particular h gives a proper (u, pi) in the Lr-regularity
scale, again on (0, τ).
Shifting back the equations via u˜(t) := u(t− τ), p˜i(t) := pi(t− τ), h˜(t) := h(t− τ)
and µ˜ := µ(t − τ) we can again apply this argument and solve again on the same
length time interval (0, τ), which in turn gives us now a solution on (0, 2τ) in fact.
Repeating the steps we can solve then the problem on (0, T ), cf. Section 2.3 in
[29]. 
5. Nonlinear Well-Posedness
In this section we show local well-posedness for the full nonlinear problem (3.1).
The main result is the following.
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Theorem 5.1. Let µ±, ρ±, σ > 0 be constant, −∞ < L1 < 0 < L2 <∞, p ∈ (6,∞),
q ∈ (2p/(p+ 1), 2) ∩ (19/10, 2), 3 < r < 7/2, Σ ⊂ R2 be a bounded, smooth domain.
Let Ω := Σ×(L1, L2), S1 := ∂Σ×(L1, L2) be the walls and S2 := Σ×{L1, L2} bottom
and top of the container. Furthermore let (u0, h0) ∈W 2−2/rr (Ω\Σ)×B4−1/q−3/pqp (Σ)
be admissible by the compatibility conditions
div u0 = Gd(h0, u0), in Ω\Σ,
−Jµ±∂3(u0)1,2K− Jµ±∇x′(u0)3K = G‖S(u0, h0), Ju0K = 0, on Σ,
PS1(µ
±(Du0 +Du>0 )νS1) = 0, u0 · νS1 = 0, on S1,
u0|S2 = 0, on S2, (−∇x′h0, 1)> · νS1 = 0, on ∂Σ.
(5.1)
Then the full nonlinear (transformed) problem (3.1) admits a unique local-in-time
strong solution, that is, there is some T0 > 0, such that for every 0 < T ≤ T0 there
is some ε = ε(T ) > 0, such that whenever the smallness condition
|u0|W 2−2/rr (Ω\Σ) + |h0|B4−1/q−3/pqp (Σ) ≤ ε (5.2)
is satisfied there is a unique strong solution (u, pi, JpiK, h, µ) of (3.1) on (0, T ) with
regularity (4.2).
Proof. We first again reduce the problem to (u0, h0) = 0. This can be done by solving
an auxiliary problem first by functions (u∗, pi∗, h∗, µ∗) in the proper regularity classes,
cf. Section 3.2 in [29].
Let us now introduce notation. Let
0Eu(T ) := 0W 1r(0, T ;Lr(Ω)) ∩ Lr(0, T ;W 2r (Ω\Σ)), Epi(T ) := Lr(0, T ; H˙1r (Ω\Σ)),
0Eq(T ) := 0W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0, T ;W 1−1/rr (Σ)),
0Eh(T ) := 0W 1p(0, T ;W 1−1/qq (Σ)) ∩ Lp(0, T ;W 4−1/qq (Σ)),
and Eµ(T ) := Lp(0, T ;W 2q (Ω\Σ)). Furthermore, let
0E(T ) := 0Eu(T )× Epi(T )× 0Eq(T )× 0Eh(T )× Eµ(T ) ∩ {(u, pi, q, h, µ) : q = JpiK}.
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Moreover, let
F1(T ) := Lr(0, T ;Lr(Ω)), F2(T ) := Lr(0, T ;W 1r (Ω\Σ)),
F3(T ) := 0W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0;T ;W 1−1/rr (Σ)),
F4(T ) := 0W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0;T ;W 1−1/rr (Σ)),
F5(T ) := 0W 1−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0, T ;W 2−1/rr (Σ)),
F6(T ) := Lp(0, T ;W 1−1/qq (Σ)),
F7(T ) := 0F 1−2/(3q)pq (0, T ;Lq(∂Σ)) ∩ Lp(0, T ;W 3−2/qq (∂Σ)),
F8(T ) := Lp(0, T ;Lq(Ω)), F9(T ) := Lp(0, T ;W 2−1/qq (Σ)),
F10(T ) := Lp(0, T ;W 1−1/qq (∂Ω)),
F11(T ) := 0W 1/2−1/(2r)r (0, T ;Lr(S1)) ∩ Lr(0;T ;W 1−1/rr (S1),
F12(T ) := 0W 1−1/(2r)r (0, T ;Lr(S1)) ∩ Lr(0, T ;W 2−1/rr (S1)),
F13(T ) := 0W 1−1/(2r)r (0, T ;Lr(S2)) ∩ Lr(0, T ;W 2−1/rr (S2)).
Let
0F(T ) := ×13j=1Fj(T ) ∩ {(g2, g5, g12, g13) ∈W 1r (R+; Hˆ−1r (Ω))}. (5.3)
Define a linear operator by the left hand side of (3.1), that is, define L : 0E(T ) →
0F(T ) via
L(u, pi, q, h, µ) :=

ρ±∂tu− µ±∆u+∇pi
div u
−Jµ±∂3(u1, u2)K− Jµ±∇x′u3K
−2Jµ±∂3u3K + q − σ∆x′hJuK
∂th− u3|Σ + J∂3µK
(−∇x′h, 1)>|∂Σ · νS1
∆µ
µ|Σ − σ∆x′h
ν∂Ω · ∇µ|∂Ω
PS1
(
µ±(Du+Du>)νS1
)
u|S1 · νS1
u|S2

.
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We collect the right hand side in the operator R : E(T )→ F(T ) defined by
R(u, pi, q, h, µ) :=

a±(h;D2x)(u, pi) + a¯(h, u)
Gd(u, h)
GS(u, pi, h)1,2
GS(u, pi, h)3
0
GΣ(u, h, µ)
0
Gc(h, µ)
Gκ(h)
GN (h, µ)
G±P (u, h)
0
0

.
Hereby E(T ) and F(T ) are defined similarly but without the trace properties at
t = 0.
It is now clear that for h ∈ 0E(T ) (which is a function having vanishing time trace)
the compatibility condition (−∇x′h(t = 0), 1)>|∂Σ · νS1 = 0 is satisfied. Regarding
the compatibility conditions for the Stokes system we refer to Section 3.1 in [29].
Therefore both operators are well defined.
Let z := (u, pi, q, h, µ) and z∗ := (u∗, pi∗, Jpi∗K, h∗, µ∗) the reference solution as
above. We can now rewrite the problem abstractly as
L(z + z∗) = R(z + z∗), z ∈ 0E(T ).
Note that we already know that L is invertible from 0E(T ) to 0F(T ) and the norms
are independent of T . This renders the fixed point equation
z = L−1(R(z + z∗)− Lz∗), in 0E(T ).
Define K : 0E(T )→ 0E(T ) by means of [z 7→ L−1(R(z+ z∗)− Lz∗)]. We now need to
establish contraction estimates for R.
Lemma 5.2. We have
|R(z1 + z∗)− R(z2 + z∗)|0F(T )
≤ C(Tα + |z∗|E(T ) + |z1|0E(T ) + |z2|0E(T ))|z1 − z2|0E(T ),
(5.4)
for some α > 0 and for all z1, z2 ∈ B(r, 0) ⊂ 0E(T ), if r > 0 and T = T (r) > 0 are
sufficiently small.
Having these estimates at hand we proceed as in the proof of Theorem 5.1 in [3]
to obtain a fixed point of K by Banach’s contraction mapping principle by choosing
ε(T ) > 0 in (5.2) small enough. This finishes the proof. 
Proof of Lemma 5.2. Let us first note that
[h 7→ ∆h] ∈ C1(U ;B(W 2r (Ω\Σ);Lr(Ω))), (5.5)
[h 7→ ∇h] ∈ C1(U ;B(W kr (Ω\Σ);W k−1r (Ω\Σ))), k = 1, 2, (5.6)
where U ⊂ B4−1/q−3/pqp (Σ) is a sufficiently small neighbourhood of zero. This can
be shown as in Lemma 3.4 in [3].
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We estimate every nonlinearity separately. We recall that a±(h;Dx)(u, pi) =
µ±(∆h −∆)u− (∇−∇h)pi. Clearly,
|(∆h −∆)u|Lr(0,T ;Lr(Ω)) ≤ |∆h −∆|L∞(0,T ;B(W 2r (Ω\Σ);Lr(Ω)))|u|Lr(0,T ;W 2r (Ω\Σ)).
Using (5.5) this gives
|(∆h −∆)u|Lr(0,T ;Lr(Ω)) ≤ C|h|0E(T )|u|Lr(0,T ;W 2r (Ω\Σ)).
The same arguments give
|(∇h −∇)pi|Lr(0,T ;Lr(Ω)) ≤ C|h|0E(T )|pi|Lr(0,T ;H˙1r (Ω\Σ)),
since (5.6) is also true for the homogeneous counterparts H˙kr replacing W
k
r . Note
that these estimates and the C1-dependence of h and the bilinear structure in (u, pi)
of a±(h)(u, pi) then automatically give rise to a contraction estimate of form
|a±(h1)(u1, pi1)− a±(h2)(u2, pi2)|Lr(0,T ;Lr(Ω)) ≤ (5.7)
≤ C|h1 − h2|0E(T )
(
|u1 − u2|Lr(0,T ;W 2r (Ω\Σ)) + |pi1 − pi2|Lr(0,T ;H˙1r (Ω\Σ))
)
,
valid for all h1, h2 ∈ U, u1, u2 ∈ Lr(0, T ;W 2r (Ω\Σ)), pi1, pi2 ∈ Lr(0, T ; H˙1r (Ω\Σ)). In-
deed, we have that a± ∈ C2 (Eh(T )× Eu(T )× Epi(T );Lr(0, T ;Lr(Ω))) and a±(0) =
0, Da±(0) = 0. Alternatively, one can explicitly estimate the difference and end up
with (5.7). Before we estimate a¯(u, h, η) := Du ·∂tΘ−1h +(u ·∇h)u+(ρ+−ρ−)(∇hη ·
∇h)u, some remarks are in order. Firstly, Du · ∂tΘ−1h = −χ∂th(1 + hχ′)−1∂3u,
see [24].
Contracting the (transformed) convection term (u · ∇h)u is easy due to the fact
that Eu(T ) ↪→ L∞(0, T ;L∞(Ω)) ∩ L∞(0, T ;W 1r (Ω\Σ)). More precisely,
|(u · ∇h)u|Lr(0,T ;Lr(Ω)) ≤
T 1/r|u|L∞(0,T ;L∞(Ω))|∇h|L∞(0,T ;B(W 1r (Ω\Σ);Lr(Ω)))|u|L∞(0,T ;W 1r (Ω\Σ)).
Regrading the other terms we recall that Du ∈ L2r(0, T ;L∞(Ω)) due to r > 3. We
then get by Ho¨lder inequality that
|Du · ∂tΘ−1h |Lr(0,T ;Lr(Ω)) ≤
|χ(1 + hχ′)−1|L∞(0,T ;L∞(Ω))|Du|Lp1 (0,T ;L∞(Ω))|∂th|Lp(0,T ;Lr(Σ))|1|Lp0 (0,T ;L∞(Ω)),
where 1 < p0, p1 <∞ are such that
1
r
=
1
p1
+
1
p
+
1
p0
. (5.8)
By choice of q < 2 and 3 < r < 7/2, Sobolev’s embedding theorem gives
W 1−1/qq (Σ) ↪→ Lr(Σ).
Choosing p1 = 2r and recalling p > 2r gives that there is some 1 < p0 < ∞ such
that (5.8) is fulfilled. Note that these estimates are not optimal but sufficient in our
case. We then obtain that there is some ε = ε(p, q, r) > 0 such that
|Du · ∂tΘ−1h |Lr(0,T ;Lr(Ω)) ≤ CT ε|u|Eu(T )|h|Eh(T ).
Furthermore,
|(∇hη · ∇h)u|Lr(0,T ;Lr(Ω)) ≤ |∇hη|Lp(0,T ;Lr(Ω))|∇hu|Lp1 (0,T ;L∞(Ω))|1|Lp0 (0,T ;L∞(Ω)),
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where p0, p1 are as above. Again by Sobolev embedding, W
1
q (Ω\Σ) ↪→ Lr(Ω), whence
|(∇hη·∇h)u|Lr(0,T ;Lr(Ω)) ≤ |∇hη|Lp(0,T ;W 1q (Ω\Σ))|∇hu|Lp1 (0,T ;L∞(Ω))|1|Lp0 (0,T ;L∞(Ω)).
In view of (5.6), these estimates together with the smooth dependence
a¯ ∈ C∞(Eu(T )× Eh(T );F1(T ))
as well as a¯(0, 0, 0) = 0 and Da¯(0, 0, 0) = 0 give rise to contraction estimates for a¯.
For Gd(u, h) := (div−divh)u, the estimate in F2(T ) is straightforward,
|Gd(u, h)|Lr(0,T ;W 1r (Ω\Σ)) ≤ |∇ −∇h|L∞(0,T ;B(W 1r (Ω\Σ);Lr(Ω)))|u|Lr(0,T ;W 2r (Ω\Σ)),
where we used that Gd(u, h) = Tr(∇−∇h)u.
The contraction estimates for Gc(h, η) := (∆ −∆h)η = (div∇ − divh∇h)η and
GN (h, η) := ν∂Ω · (∇ − ∇h)η easily stem from (5.5)-(5.6) with q replacing r, see
also [3]. Note that there the contraction estimates for Gκ(h) := σ(K(h)−∆x′h) are
already proven in a far more general setting. In this graph situation case we can give
a much easier proof. Recall that in this case K(h) = divx′(∇x′h(1 + |∇x′h|2)−1/2),
whence
Gκ(h) =
(
1− 1√
1 + |∇x′h|2
)
∆x′h+∇x′h · ∇x′
(
1√
1 + |∇x′h|2
)
. (5.9)
Again using the product estimate
|∇h · ∇2h|F9(T ) ≤ C|∇h|L∞(0,T ;B3−1/q−3/pqp (Σ))|∇
2h|F9(T ) ≤ C|h|20Eh(T )
and the fact that Gκ ∈ C∞(0Eh(T );F9(T )), Gκ(0) = 0, DGκ(0) = 0 ensure the
contraction property of Gκ.
Regarding G±P (u, h) it is shown in Section 3.1 in [29], that
G±P (u, h)
= PS1
[
1
1 + χ′h
(
χ∂3u((−∇x′h, 1)> · νS1) +
(
χ∇x′h
χ′h
)
∂3(u · νS1)
)]
.
(5.10)
Therefore, due to the fact that u · νS1 = 0 on S1\∂Σ and (−∇x′h, 1)> · νS1 = 0 on
∂Σ × (L1, L2), the nonlinearity G±P (u, h) vanishes for the solution. Hence we may
replace G±P (u, h) by zero in the definition of R.
Now, for GS(h, u, pi) we split GS(h, u, pi) = G
S
S(h, u, pi) +G
κ
S(h), where
GSS(h, u, pi) := Jµ± ((DΘh − I)Du+Du>(DΘh − I)>))KνΣh+
+ J(µ±(Du+Du>)− piI) (e3 − νΣh)K,
GκS(h) := σ(K(h)νΣh −∆x′he3).
Regarding the estimates of GSS(h, u, pi) we refer to [23]. Note that due to Remark 1.2.
(c) in [23] we may use these results since r > 3 and Eh(T ) ↪→ BUC([0, T ];C2(Σ)).
Considering GκS(h) we may write G
κ
S(h) = Gκ(h)e3+K(h)(νΣh−e3) and estimate
each term separately. In particular, we have to control terms of the form ∇h ·∇2h in
the norm of F3(T ) = 0W 1/2−1/(2r)r (0, T ;Lr(Σ)) ∩ Lr(0, T ;W 1−1/rr (Σ)). This stems
from the observation in (5.9). Now, by Theorem 4.1 we already know that the space
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in which second derivatives of h live in embeds into F3(T ). We may now use the
product estimate of Proposition 5.7 in [19] to obtain
|∇h · ∇2h|
W
1/2−1/(2r)
r (0,T ;Lr(Σ))
. |∇h|L∞(0,T ;L∞(Σ))|∇2h|W 1/2−1/(2r)r (0,T ;Lr(Σ))+
+ |∇h|
W
1/2−1/(2r)
r (0,T ;L∞(Σ))
|∇2h|L∞(0,T ;Lr(Σ)).
Furthermore,
|∇h · ∇2h|
Lr(0,T ;W
1−1/r
r (Σ))
. |∇h|L∞(0,T ;C1(Σ))|∇2h|Lr(0,T ;W 1−1/rr (Σ)).
These estimates show that the product terms of form ∇h · ∇2h are well defined in
F3(T ).
These observations allow us to conclude contraction estimates for GκS since again
GκS(0) = 0, DG
κ
S(0) = 0.
Regarding GΣ(u, h, µ) = u|Σ ·(−∇x′h, 0)>−Je3 ·(∇−∇h)µK−J(−∇x′h, 0)> ·∇hµK,
the last two terms can be controlled as before. Clearly the first term is smooth in
(u, h) and quadratic and the bound
|u|Σ · (−∇x′h, 0)>|Lp(0,T ;W 1−1/qq (Σ)) ≤ T
1/p|u|L∞(0,T ;W 1q (Ω\Σ))|∇h|L∞(0,T ;C1(Σ))
renders contraction estimates also for GΣ. This concludes the proof of the contrac-
tion estimates. 
6. Qualitative behaviour
In this section we investigate the long-time behaviour of solutions starting close
to equilibria. By a study of the spectrum of the linearization we will show that
solutions starting close to certain equilibria converge to an equilibrium solution at
an exponential rate.
Let us again consider the case of a cylindrical container Ω = Σ× (L1, L2), where
−∞ < L1 < 0 < L2 <∞ and Σ ⊂ R2 is open, bounded and has smooth boundary.
We want to study stability properties of
ρ∂tu− µ∆u+ div[(ρu+ JρK∇η)⊗ u] +∇p = 0, in Ω\Γ(t),
div u = 0, in Ω\Γ(t),
−Jµ(Du+Du>)KνΓ(t) + JpKνΓ(t) = σHΓ(t)νΓ(t), on Γ(t),JuK = 0, on Γ(t),
VΓ(t) − u|Γ(t) · νΓ(t) = −JνΓ(t) · ∇ηK, on Γ(t),
νΓ(t) · νS1 = 0, on ∂Γ(t),
∆η = 0, in Ω\Γ(t),
η|Γ(t) = σHΓ(t), on Γ(t),
ν∂Ω · ∇η|∂Ω = 0, on ∂Ω\Γ(t),
PS1
(
µ(Du+Du>)νS1
)
= 0, on S1\∂Γ(t),
u · νS1 = 0, on S1\∂Γ(t),
u = 0, on S2,
u(0) = u0, on Ω\Γ(0),
Γ(0) = Γ0.
(6.1)
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We recall that ρ := ρ+χΩ+(t) + ρ
−χΩ−(t) and µ := µ+χΩ+(t) + µ−χΩ−(t).
6.1. Equilibria and spectrum of the linearization. We note that the pressure p
as well as the chemical potential µ may be reconstructed by the semiflow (u(t),Γ(t))
as follows. For given Γ(t) we can solve the two-phase elliptic problem
∆η = 0, in Ω\Γ(t),
η|Γ(t) = σHΓ(t), on Γ(t),
n∂Ω · ∇η|∂Ω = 0, on ∂Ω,
and the weak transmission problem
(∇p/ρ|∇ϕ)L2(Ω) = ([µ/ρ]∆u− u · ∇u|∇ϕ)L2(Ω), for all ϕ ∈W 1r′(Ω),JpK = Jµ(Du+Du>)νΓ(t) · νΓ(t)K + σHΓ(t), on Γ(t),
where r′ = r/(r − 1), cf. Lemma A.7 in [29]. Therefore we may concentrate on the
set of equilibria E for the semiflow (u(t),Γ(t)). Note that the set of equilibria for
(6.1) is given by E = {(u,Γ) : u = 0, HΓ = const.}. In particular, also µ is constant,
p is constant in the two phases of Ω\Γ and also the jump JpK is constant on Γ.
Remark 6.1. We want to point out that in the special case when Γ is a C2-graph
of a function h over Σ, we can even deduce that HΓ = 0 and h is constant. A proof
of this can be found in [3].
We again now work in the graph situation, that is, we assume the free interface
Γ(t) is a graph of a height function h over Σ.
The linearization of the transformed Two-phase Navier-Stokes/Mullins-Sekerka
problem (6.1) around the trivial equilibrium (0,Σ) ∈ E induces us to study the
problem
ρ∂tu− µ∆u+∇p = fu, in Ω\Σ,
div u = 0, in Ω\Σ,
−Jµ(Du+Du>)Ke3 + JpKe3 + σ∆x′he3 = 0, on Σ,JuK = 0, on Σ,
∂th− u3 + J∂3ηK = fh, on Σ,
(∇x′h,−1)> · νS1 = 0 on ∂Σ,
∆η = 0, in Ω\Σ,
η|Σ + σ∆x′h = 0, on Σ,
ν∂Ω · ∇µ|∂Ω = 0, on ∂Ω\Σ,
PS1
(
µ(Du+Du>)νS1
)
= 0, on S1\∂Σ,
u · νS1 = 0, on S1\∂Σ,
u = 0, on S2,
u(0) = u0, in Ω\Σ,
h(0) = h0, on Σ,
(6.2)
where fh is assumed to be mean value free. Let us note the following observations.
Integrating equation (6.2)5 over Σ yields
∫
Σ
h(t)dx =
∫
Σ
h0dx for all t ∈ R+. In
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other words, whenever h0 and fh are mean value free, the solution h will stay mean
value free for all times. Furthermore, applying PΣ = I − e3 ⊗ e3 to equation (6.2)3
directly yields that PΣ(Jµ±(Du+Du>)Ke3) = 0 on Σ.
We want to write system (6.2) as an abstract evolution equation. To this end let
X0 := Lr,σ(Ω)×W 1−1/qq (Σ), X1 := (Lr,σ(Ω) ∩W 2r (Ω\Σ))×W 4−1/qq (Σ),
and define a linear operator A : D(A) ⊂ X1 → X0 by
A(u, h) := (−[µ/ρ]∆u+∇p,−u3 + J∂3ηK)
with domain
D(A) := {(u, h) ∈ X1 : JuK = 0 on Σ, PS1 (µ±(Du+Du>)νS1) = 0 on S1\∂Σ,
u · νS1 = 0 on S1\∂Σ, u = 0 on S2,
PΣ(Jµ±(Du+Du>)Ke3) = 0 on Σ, (∇x′h,−1)> · νS1 = 0 on S1}.
Here, p ∈ H˙1r (Ω\Σ) solves the weak transmission problem
(∇p/ρ|∇ϕ)L2(Ω) = ([µ/ρ]∆u|∇ϕ)L2(Ω), for all ϕ ∈W 1r′(Ω),JpK = σ∆x′h+ (Jµ±(Du+Du>)Ke3|e3)L2(Σ), on Σ,
cf. Lemma A.7 in [29] and η ∈W 2q (Ω\Σ) solves the elliptic problem
∆η = 0, in Ω\Σ,
η|Σ + σ∆x′h = 0, on Σ,
∂νη = 0, on ∂Ω.
As in [4] and [29], we will sometimes make use of the notation via solution operators,
that is,
∇p/ρ = T1[(µ/ρ)∆u] + T2[σ∆x′h+ (Jµ(Du+Du>)Ke3|e3)L2(Σ)],
cf. Lemma A.7 in [29]. Note that ∆x′h ∈ W 2−1/qq (Σ) ↪→ W 1−1/rr (Σ) for h ∈
W
4−1/q
q (Σ) by Sobolev embedding, since r < 3q/(3− q).
We can then rewrite problem (6.2) in a more compact form as
z˙(t) +Az(t) = f(t), t ∈ R+, z(0) = z0, (6.4)
where z := (u, h), f := (fu, fh) and z0 := (u0, h0). We can now show a similar result
as in [4] about properties of the operator A.
Lemma 6.2. Let n = 2, 3, (p, q, r) as in Theorem 4.1, ρ±, µ±, σ > 0 constant and
X0 and A as above. Then the following statements are true.
(1) The linear operator −A generates an analytic C0-semigroup e−At in X0.
(2) The spectrum σ(−A) consists of countably many eigenvalues with finite al-
gebraic multiplicity.
(3) λ = 0 is a semi-simple eigenvalue with multiplicity 1 and X0 = N(A)⊕R(A).
(4) σ(−A)\{0} ⊂ C− := {z ∈ C : Re z < 0}.
(5) The kernel N(A) is isomorphic to the tangent space T(0,Σ)E of E at the trivial
equilibrium (0,Σ) ∈ E and is given by N(A) = {(u, h) : u = 0, h = const.}.
(6) The restriction of e−At to R(A) is exponentially stable.
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Proof. The first assertion follows from Theorem 4.4 and the proof of Proposition 1.2
in [21]. Since D(A) compactly embeds into X0, the resolvent of A is compact and
therefore the spectrum of A consists only of countably many eigenvalues with finite
multiplicity. By classical results, it does not depend on q and r, cf. [7], [12]. So let
λ ∈ σ(−A) be an eigenvalue with eigenfunctions (u, h) ∈ D(A). The corresponding
eigenvalue problem reads as
λρu− µ∆u+∇p = 0, in Ω\Σ,
∆η = 0, div u = 0, in Ω\Σ,
−Jµ(Du+Du>)Ke3 + JpKe3 − σ∆x′he3 = 0, on Σ,
λh− u3 + J∂3ηK = 0, on Σ,
(∇x′h,−0)> · νS1 = 0 on ∂Σ,JuK = 0, JηK = 0, η|Σ + σ∆x′h = 0, on Σ,
ν∂Ω · ∇µ|∂Ω = 0, on ∂Ω\Σ,
u · νS1 = 0, PS1
(
µ(Du+Du>)νS1
)
= 0, on S1\∂Σ,
u = 0, on S2.
(6.5)
Testing equation (6.5)1 with u in L2(Ω) and invoking boundary and transmission
conditions yields
λ|ρ1/2u|L2(Ω) + |µ1/2(Du+Du>)|L2(Ω) + σλ¯|∇x′h|2L2(Σ) + |∇η|L2(Ω) = 0. (6.6)
Let λ = 0. Then u = 0 by Korn’s inequality and η = const., whence ∆x′h is
constant on Σ. An integration over Σ together with the boundary condition (6.5)6
yields that ∆x′h = 0 on Σ. Hence h has to be constant. We obtain that the kernel
N(A) is one-dimensional and N(A) = {(u, h) : u = 0, h = const.}. Taking real
parts in (6.6) yields Reλ ≤ 0. We also easily obtain that σ(−A) ∩ iR = {0}, hence
σ(−A)\{0} ⊂ C−. Next we show that the eigenvalue λ = 0 is semi-simple. Pick
z = (u, h) ∈ N(A2). Then z1 := Az ∈ N(A), hence z1 = (0, h1) and h1 is constant.
The problem for z = (u, h) now reads as
−µ∆u+∇p = 0, in Ω\Σ,
div u = 0, in Ω\Σ,
−Jµ(Du+Du>)Ke3 + JpKe3 − σ∆x′he3 = 0, on Σ,JuK = 0, on Σ,
−u3 + J∂3ηK = h1, on Σ,
(∇x′h,−1)> · νS1 = 0 on ∂Σ,
∆η = 0, in Ω\Σ,
η|Σ + σ∆x′h = 0, on Σ,
ν∂Ω · ∇µ|∂Ω = 0, on ∂Ω\Σ,
PS1
(
µ(Du+Du>)νS1
)
= 0, on S1\∂Σ,
u · νS1 = 0, on S1\∂Σ.
u = 0, on S2.
(6.7)
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Integrating (6.7)5 over Σ and using the fact that h1 is constant yields that h1 = 0,
since the other terms are mean value free. This yields that (u, h) ∈ N(A), whence
N(A2) ⊂ N(A). Since A has compact resolvent, R(A) is closed in X0 and λ = 0 is a
pole of (λ−A)−1. Therefore λ = 0 is semi-simple, cf. [17], and X0 = N(A)⊕R(A).
Since also σ(A|R(A)) ⊂ C+ we obtain that the restricted semigroup e−At|R(A) is
exponentially stable. 
Define now a linear operator L : D(L) ⊂ X1 → X˜0 by L(u, h) := A(u, h), where
D(L) := D(A) ∩ {(u, h) ∈ X1 : (h, 1)L2(Σ) = 0},
and X˜0 := X0 ∩ {(u, h) ∈ X0 : PΣ0 h = 0}. Hereby
PΣ0 h :=
1
|Σ|
∫
Σ
hdx.
Then L is well-defined and σ(−L) ⊂ {λ ∈ C : Reλ ≤ −κ < 0} for some κ > 0, since
we have a spectral gap.
6.2. Parametrization of the nonlinear phase manifold. We recall, cf. (3.1),
that the transformed equations around the trivial equilibrium (0,Σ) ∈ E read as
ρ∂tu− µ∆u+∇p = Fu(h, u, p), in Ω\Σ,
div u = Gd(h, u), in Ω\Σ,
−Jµ(Du+Du>)− pIKe3 = σ∆x′he3 +GS(h, u, p), on Σ,JuK = 0, on Σ,
∂th = u3 − J∂3ηK +GΣ(h, u, η), on Σ,
(−∇x′h, 0)> · νS1 = 0, on ∂Σ,
∆η = Gc(h, η), in Ω\Σ,
η|Σ − σ∆x′h = Gκ(h), on Σ,
ν∂Ω · ∇η|∂Ω = GN (h, η), on ∂Ω\Σ,
PS1
(
µ(Du+Du>)νS1
)
= 0, on S1\∂Σ,
u · νS1 = 0, on S1\∂Σ,
u = 0, on S2,
u(0) = u0, on Ω\Σ,
h(0) = h0, on Σ,
(6.8)
where Fu(h, u, p) := a
±(h;Dx)(u, p) + a¯(h, u), cf. (3.1). The nonlinear phase mani-
fold is given by
PM := {(u, h) ∈W 2−2/rr (Ω\Σ) ∩B4−1/q−3/pqp (Σ) : div u = Gd,
PΣ(µ
±(Du+Du>)e3) = ((GS)1,2, 0), JuK = 0, (∇x′h|n∂Σ) = 0,
(h|1)L2(Σ) = 0, PS1
(
µ±(Du+Du>)νS1
)
= 0, u · νS1 = 0, u|S2 = 0}
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as a subset of Xγ := W
2−2/r
r (Ω\Σ) ∩ B4−1/q−3/pqp (Σ). The linear phase manifold is
given by
PM0 := {(u, h) ∈W 2−2/rr (Ω\Σ) ∩B4−1/q−3/pqp (Σ) : div u = 0,
PΣ(µ
±(Du+Du>)e3) = 0, JuK = 0, (∇x′h|n∂Σ) = 0,
(h|1)L2(Σ) = 0, PS1
(
µ±(Du+Du>)νS1
)
= 0, u · νS1 = 0, u|S2 = 0}.
We now refer to Section 4.2 in [29], where it is shown that there is a local parametriza-
tion of PM over PM0 around zero. More precisely there is a small r > 0, such that
for every (u0, h0) ∈ B(r, 0) ⊂ PM there is a C2-function ϕ and a decomposition
(u0, h0) = (u˜0, h˜0) + (ϕ(u˜0, h˜0), 0), (u˜0, h˜0) ∈ PM0. (6.9)
For details we refer to Proposition 4.3 and Section 4.2 in [29].
6.3. Convergence to equilibria. We now state and prove the main result.
Theorem 6.3. The trivial equilibrium (0,Σ) ∈ E is stable in the following sense.
For each ε > 0 there exists some δ = δ(ε) > 0 such that for all initial values
(u0, h0) ∈ Xγ ∩ PM satisfying
|u0|W 2−2/rr (Ω\Σ) + |h0|B4−1/q−3/pqp (Σ) ≤ δ(ε), (6.10)
there exists some global in time solution
u ∈W 1r (R+;Lr(Ω)) ∩ Lr(R+;W 2r (Ω\Σ)),
h ∈W 1p (R+;W 1−1/qq (Σ)) ∩ Lp(R+;W 4−1/qq (Σ)),
such that
|u(t)|
W
2−2/r
r (Ω\Σ) + |h(t)|B4−1/q−3/pqp (Σ) ≤ ε, t ∈ R+.
Moreover,
|u(t)|
W
2−2/r
r (Ω\Σ) + |h(t)− P
Σ
0 h0|B4−1/q−3/pqp (Σ) →t→∞ 0,
where PΣ0 h0 =
1
|Σ|
∫
Σ
h0 is the mean value of h0. The convergence is at an exponen-
tial rate.
Proof. We follow the lines of [4] and [29]. Let ε > 0 be given and (u0, h0) ∈ Xγ ∩PM
such that the smallness condition (6.10) holds for some δ > 0 to be specified later.
By (6.9), we can decompose the initial data
(u0, h0) = (0, P
Σ
0 h0) + (u˜0, h˜0) + (ϕ(u˜0, h˜0), 0),
where (u˜0, h˜0)+(ϕ(u˜0, h˜0), 0) ∈ PM and (u˜0, h˜0) ∈ PM0. We now want to decompose
the solution (u(t), h(t)) suitably and write
(u(t), h(t)) = (0, PΣ0 h0) + (u˜(t), h˜(t)) + (u¯(t), h¯(t)), t ∈ R+,
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where (u˜(t), h˜(t)) ∈ PM0 for t ∈ R+, and estimate each term separately. We consider
the two coupled systems
ωρu¯+ ρ∂tu¯− µ±∆u¯+∇p¯i = Fu(PΣ0 h0 + h˜+ h¯, u˜+ u¯, p˜i + p¯i), in Ω\Σ,
div u¯ = Gd(P
Σ
0 h0 + h˜+ h¯, u˜+ u¯), in Ω\Σ,
−PΣ(Jµ±(Du¯+Du¯>)e3K) = G‖S(PΣ0 h0 + h˜+ h¯, u˜+ u¯), on Σ,
−2Jµ±∂3u¯3K + Jp¯iK− σ∆x′ h¯ = G⊥S (PΣ0 h0 + h˜+ h¯, u˜+ u¯), on Σ,Ju¯K = 0, on Σ,
ωh¯+ ∂th¯− u¯3 + J∂3η¯K = GΣ(PΣ0 h0 + h˜+ h¯, u˜+ u¯, η˜ + η¯), on Σ,
(−∇x′ h¯, 0)> · νS1 = 0, on ∂Σ,
∆η¯ = Gc(P
Σ
0 h0 + h˜+ h¯, η˜ + η¯), in Ω\Σ,
η¯|Σ − σ∆x′ h¯ = Gκ(PΣ0 h0 + h˜+ h¯), on Σ,
ν∂Ω · ∇η¯|∂Ω = GN (PΣ0 h0 + h˜+ h¯, η˜ + η¯), on ∂Ω\Σ,
PS1
(
µ±(Du¯+Du¯>)νS1
)
= 0, on S1\∂Σ,
u¯ · νS1 = 0, on S1\∂Σ,
u¯ = 0, on S2,
u¯(0) = ϕ(u˜0, h˜0), on Ω\Σ,
h¯(0) = 0, on Σ,
(6.11)
where ω > 0, and
ρ∂tu˜− µ±∆u˜+∇p˜i = ωρ(I − T1)u¯, in Ω\Σ,
div u˜ = 0, in Ω\Σ,
−PΣ(Jµ±(Du˜+Du˜>)e3K) = 0, on Σ,
−2Jµ±∂3u3K + Jp˜iK− σ∆x′ h˜ = 0, on Σ,Ju˜K = 0, on Σ,
∂th˜− u˜3 + J∂3η˜K = ω(h¯− PΣ0 h¯), on Σ,
(−∇x′ h˜, 0)> · νS1 = 0, on ∂Σ,
∆η˜ = 0, in Ω\Σ,
η˜|Σ − σ∆x′ h˜ = 0, on Σ,
ν∂Ω · ∇η˜|∂Ω = 0, on ∂Ω\Σ,
PS1
(
µ±(Du˜+Du˜>)νS1
)
= 0, on S1\∂Σ,
u˜ · νS1 = 0, on S1\∂Σ,
u˜ = 0, on S2,
u˜(0) = u˜0, on Ω\Σ,
h˜(0) = h˜0, on Σ.
(6.12)
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Let us note a few things here. The right hand side of (6.12)1 can equivalently be
written as ωρ(I − T1)u¯ = ωρu¯ − ωρ∇q¯, where q¯ ∈ H˙1r (Ω\Σ) is the unique solution
of the weak transmission problem
(∇q¯|∇ψ)L2(Ω) = (u¯|∇ψ)L2(Ω), for all ψ ∈W 1r′(Ω),Jq¯K = 0, on Σ.
Furthermore, the initial value h˜0 in (6.12) is mean value free. Note that the right
hand side of (6.12)6 is mean value free as well, hence an integration of (6.12)6 over
Σ yields that h˜ stays mean value free for all times t > 0. In particular, we can
equivalently rewrite (6.12) in the projected base space X˜0 as
d
dt
z˜(t) + Lz˜(t) = R(z¯)(t), t > 0, z(0) = z˜0 := (u˜0, h˜0). (6.13)
Here, z˜ := (u˜, h˜), z¯ := (u¯, h¯) and R(z¯) := (ω(I − T1)u¯, (I − PΣ0 )h¯). Note that by
Lemma 6.2, the spectral bound of −L satisfies s(−L) ≤ −κ < 0 and the restricted
semigroup e−Lt is exponentially stable on X˜0.
We now solve this evolution equation in exponentially time-weighted spaces to get
suitable decay estimates, cf. [4] and [29]. Let us introduce notation. Let Eu(R+) :=
H1r (R+;Lr(Ω)) ∩ Lr(R+;H2r (Ω\Σ)) and
Eh(R+) := W 1p (R+;W 1−1/qq (Σ)) ∩ Lp(R+;W 4−1/qq (Σ)).
For β ∈ [0,−s(−L)) define
e−βtEu(R+) := {w ∈ Lr(R+;Lr(Ω)) : eβtw ∈ Eu(R+)},
e−βtEh(R+) := {w ∈ Lp(R+;Lq(Ω)) : eβtw ∈ Eh(R+)}.
In a similar way we define e−βtLr(R+;Lr(Ω)). Since 0 ≤ β < −s(−L), we obtain
that for every
(fu, fh) ∈ e−βt[Lr(R+;Lr(Ω))× Lp(R+;W 1−1/qq (Σ))],
and (uˆ0, hˆ0) ∈ Xγ there is a unique solution (u, h) ∈ e−βt[Eu(R+)× Eh(R+)] of the
linear evolution problem
∂t(u, h) + L(u, h) = (fu, fh), t ∈ R+, (u, h)|t=0 = (uˆ0, hˆ0),
by maximal regularity in exponentially time-weighted spaces. Furthermore, there is
some M > 0 such that
|(u, h)|e−βt[Eu(R+)×Eh(R+)]
≤M |(fu, fh, uˆ0, hˆ0)|e−βt[Lr(R+;Lr(Ω))×Lp(R+;W 1−1/qq (Σ))]×Xγ .
In particular, we may then easily solve (6.13) in dependence of z¯ = (u¯, h¯),
(u˜, h˜) =
(
d
dt
+ L, tr |t=0
)−1
(ω(I − T1)u¯, (I − PΣ0 )h¯, u˜0, h˜0). (6.14)
Let us now discuss problem (6.11). For given ω > 0, let Lω be given by the left hand
side of (6.11) and N the collection of nonlinearities on the right hand side. Then we
can rewrite problem (6.11) in the shorter form
Lωw¯ = N(w∞ + w˜ + w¯), (u¯, h¯)(0) = (ϕ(u˜0, h˜0), 0),
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where w¯ := (u¯, h¯, p¯i, η¯), w˜ := (u˜, h˜, p˜i, η˜) and w∞ := (0, PΣ0 h0, 0, 0). Note at this
point that w∞ is constant and N does not explicitly depend on w∞. Furthermore,
due to the first part of the proof, w˜ depends only on (u˜0, h˜0, u¯, h¯), cf. (6.14).
In order to solve problem (6.11) we need to resolve the initial data and the com-
patibility conditions at t = 0 properly. By solving certain auxiliary problems in
exponentially weighted spaces, we may construct an extension operator
extβ : X¯γ → e−β [Eu(R+)× Eh(R+)],
satisfying extβ(v, g)|t=0 = (v, g) for all (v, g) ∈ X¯γ , where
X¯γ := {(u, h) ∈ Xγ :u|S2 = 0, (u|νS1) = 0, PS1(µ±(Du+Du>)νS1) = 0,JuK = 0, (∇x′h|ν∂Σ) = 0},
cf. [29]. Now define
M(u˜0, h˜0, w¯) := N(w∞ + w˜ + w¯ + extβ [(ϕ(u˜0, h˜0), 0)− (u¯(0), h¯(0))]).
By construction, M(u˜0, h˜0, w¯)|t=0 = N(u0, h0, 0, 0). This allows us to solve the prob-
lem
Lωw¯ = M(u˜0, h˜0, w¯), (w¯1, w¯2)|t=0 = (ϕ(u˜0, h˜0), 0),
by the implicit function theorem, since all relevant compatibility conditions at t = 0
are satisfied. Following the lines of [4], we obtain that there is some small ρ > 0
and a ball B(0, ρ) ⊂ Xγ ∩ PM0, such that there is a Φ ∈ C1(B(0, ρ); e−βt[Eu(R+)×
Eh(R+)×Epi(R+)×Eη(R+)]) satisfying w¯ = Φ(u˜0, h˜0). By construction, w¯ is the so-
lution of (6.11). Here, Epi(R+) := Lr(R+; H˙1r (Ω\Σ)), Eη(R+) := Lp(R+;W 2q (Ω\Σ)).
We then obtain that the convergence (u(t), h(t)) → (0, PΣ0 h0) in Xγ is at an
exponential rate. The proof is complete. 
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