Many dependence tests have been proposed for loop parallelization in the case of arrays with linear subscripts, but little work has been done on the arrays with non-linear subscripts, which sometimes occur in parallel benchmarks and scientific and engineering applications. This paper focuses on array subscripts coupled integer power index variables. We attempt to use the integer interval theory to solve the above difficult dependence test problem. Some "interval solution" rules for polynomial equations have been proposed in this paper. Furthermore, based on the proposed rules, we present a novel approach to loop dependence analysis, which is termed the Polynomial Variable Interval test or PVI-test, and also develop a related algorithm. Some case studies show that the PVI-test is effective and efficient. Compared to the VI test, the PVI-test makes significant improvement, and is therefore a more general scheme of dependence test.
Introduction
Data dependence analysis is critical for parallel compiler to detect independent operations. Especially, a great deal of effort has been spent on loop dependence tests because of rich parallelism hidden in loops. The dependence analysis for array references, in fact, can be reduced to solving Diophantine equations [1] . It is a NP complete problem. Therefore a majority of dependence tests are heuristic methods in the literature. The GCD test [2] is based on the elementary number theory, which states that a linear equation has an integer solution if and only if the greatest common divisor of the coefficients divides the constant term. It is a necessary but not sufficient condition for data dependence. The Banerjee bound test [3] checks whether there is a real solution for the dependence equation. If the test produces yes answer, in practice, it implies the existence of dependence. The Omega test [4] is a general purpose algorithm that is based on Fourier-Motzkin variable elimination (FMVE) [5] and its integer extensions, while the Power test [6] combines the Generalized GCD test with FMVE [5] and takes loop limits and direction vector constraints into consideration. Though the two tests produce exact yes/no answers, they have worst-case exponential time complexity. The I-test [7] is a polynomial time test. Generally speaking, the I-test is a linear time exact test in most cases for single dimensional array references, but cannot precisely handle multidimensional array references involving coupled subscripts and rely on information known at compile time [8] . The DVI test [9] checks the existence of integer solutions and takes loop constant bounds and direction vector constraints into account for one-dimensional arrays. The GDVI test [10] extends the DVI test to handle loops with variable bounds. The IR test [11, 12] aims to a typical kind of loops with an arbitrary direction vector and triangular bound. The VI test [13] , related to our research, has begun original work on dependence test using integer interval theory. But it can only prove or disprove the existence of data dependences in loops with linear subscripts. Other data dependence tests can be seen in the literature [14] [15] [16] [17] [18] [19] [20] [21] . As mentioned above, in short, the most existing approaches to dependence test perform well only for nested loop with linear (affine) array subscripts, and in each test there is trade off between accuracy and efficiency. However, in the case of subscripts coupled integer power variable, such as b i + ∑ ∑ of array subscripts occurring in some science application, few works have been done to deal with the situation. Thus this paper focuses on this kind of complicated problem. In order to determine the data dependence in array references with nonlinear subscripts coupled integer power variable, we develop a general dependence analysis method, named PVI-test, based on the integer interval theory. The PVI-test presents a significant improvement over the VI-test through experiment.
The remainder of this paper is structured as follows. Section 2 presents problem description and introduces the integer interval theory. Section 3 proposes theories served the PVI-test. On basis of proposed theories, section 4 develops a novel algorithm for recognizing the data dependence in multidimensional arrays with non-linear subscripts. Then a case study is illustrated in section 5. Finally, Section 6 concludes the paper and pointes out the future work.
Preliminaries

Nested Loop with Nonlinear Subscripts Coupled Integer Power Variables
To describe clearly, we first depict the addressed loop program as shown in Figure1. Without loss of generality, we assume that all bounds of the loop are linear functions of the outer loop indices, and each value of lower and upper bounds is positive integer. The loop step is 1. S 1 and S 2 are statements in the loop body. There maybe exist dependence between the two array references. Their array subscripts, coupled integer power variables, have the following form of polynomial expression: 
To make it easier for us to solve the problem, we will change the above equation (1) subject to (2) to the following polynomial interval equation (3) 
Integer Interval Theory
As discussed above, it is rather difficult to solve the equation (1) subjected to the inequalities (2). So we give up finding the exact solutions. But the existence of solutions may be determined by integer interval theory. The followings are some concepts of integer interval theory. Definition 1 We define the positive and negative part of an integer a, respectively, as
Definition 2 Given an integer region R ∈ Z n and two functions L and U from R to Z, we define the variable integer interval, denoted [L(x), U(x)], as the union of all integer intervals for all values x i of x in R:
Definition 3 Given an integer region R⊆Z n and three functions F, L, and U from R to Z, we define a variable interval equation of the following form:
The above equation is said to be integer solvable in R iff there exist a value of x, x 0 R such that L(x 0 ) F(x 0 ) U(x 0 ).
Theories towards the Polynomial Variable Interval Test
To facilitate dependence test, we first present some "interval solution" rules for polynomial equations based on the integer interval theory.
Theorem 1
The polynomial interval equation
] is integer solvable subject to a set of constraints on x in R and the constraint
], is integer solvable subject to the same constraints.
Proof Let us assume that the polynomial interval equation
According to Definition 3 we can prove the polynomial interval equation:
] is integer solvable subject to the same constraints.
Theorem 2
The 
The proof of the theorem can be divided into the following two parts:
[part ]: if the condition of µν 0, or µν> 0 and U L+(µ ν) 
+1 min(|µ|, |ν|), exist where µν > 0. We will consider two conditions of µν > 0; one is µ> 0 and ν> 0 and another is µ <0 and ν<0.
Proof of part
, according to Definition 2, we will prove that
] on the hypothesis of µν 0, or µν > 0 and U L+(µ ν)
+1 min(|µ|,|ν|). We will take account of two aspects: (1) µν 0 or µν > 0 and (2) U L+ (µ ν) ]. For the case of µ 0 and ν 0 we can prove similarly. On the condition of µ <ν, the same conclusion can be obtained.
By induction we can prove that, the integer interval [L+µ P U L+(ν µ)
The conclusion is proved in this case.
(2) µ<0 and ν<0
We can prove this case similarly in the same way. Then the part can be proved.
Theorem 3
Consider If (b a)(c a) 0, or (b a)(c a) 
(x), where X does not appear in any of the constraints in R.
If µv 0, or µν >0 and min(U(x) L(x)+(ν µ)
+ P 2 (x) (ν µ) Q 2 (x)+1) min(|µ |,|ν |), then the above variable integer interval is equal to [L(x)+µ + P 2 (x) µ Q 2 (x),U(x)+ν + Q 2 (x) ν P 2 (x)],) (x Q X ) (x P 2 j i 2 j i i 2 2 j i 2 ] X ) U(x , µX ) [L(x ≤ ≤ + + = [L(x i )+µ + P 2 (x i ) µ Q 2 (x i ),U(x i )+ν + Q 2 (x i ) ν − P 2 (x i )], for all x i ∈Z n , where P 2 (x i ) Q 2 (x i ). ) (x Q ) (x P ) (x Q X ) (x P 2 j i 2 j i i 2 i 2 i 2 2 j i 2 ] X ) U(x , µX ) [L(x ≤ ≤ ≤ + + = ) (x Q ) (x P 2 j i 2 j i i 2 i 2 ] X ) U(x , µX ) [L(x ≤ + + =[L(x i )+µ + P 2 (x i ) µ Q 2 (x i ),U(x i )+ν + Q 2 (x i ) ν P 2 (x i )]> 0 and min(U(x) L(x)+(c b) + P 2 (x) (c b) Q 2 (x) +1 ) min(|b a|,
|c a|), then the equation above is integer solvable iff the variable interval equation:
F
(x)] is integer solvable subject to the same constraints on x in R and the constraint P 2 (x) Q 2 (x).
Proof
According to the Theorem 1, the polynomial interval equation 
min(|b a|, |c a| ), then the equation above is integer solvable iff the variable interval equation:
F(x)=[L(x)+(b a) + P n (x) (b a) Q n (x),U(x)+(c a) + Q n (x) (c
a) P n (x)] is integer solvable subject to the same constraints on x in R and the constraint P n (x) Q n (x).
Proof
The proof is the same as Theorem 4.
Especially, when n=1, theorem 5 just is reduced to theorem 5 in the VI-test [13] . Also obviously theorem 2 is the instance of theorem 5. So theorem 5 is a general rule to solve the problem of array references either with linear subscripts or non-linear.
The Algorithm for the PVI-test
Basic idea
Our algorithm consists of three steps: the first is to rewrite the Diophantine equations (1) into the form of polynomial interval equation (3) subjected to inequalities (4) . The second is to repeatedly eliminate variables which do not appear in any constraints in the equation, in order to decrease the constraints. The last is to judge whether dependence exists. During the step 2, according to Theorem 5, we treat the X i as a variable with its own constrain like a usual variable X. At the end of the step 2, an integer interval equation with zero on the left-hand side and an integer interval on the right-hand side, is obtained. If zero belongs to the integer interval on the right-hand side, there exists integer solutions to the equation (1) , that is to say that dependence exists in the loop.
Furthermore, before eliminating each variable from the polynomial interval equation, we should check following two accuracy conditions [13] . Accuracy Condition 1 For every variable X, eliminated from the variable interval equation:
, n∈Z subject to a set of constraints on x in R and P 
The algorithm
According to the theories and analysis about the PVI-test, we propose an algorithm for our dependence test towards the loop shown in Figure 1 . The variables, which can be eliminated, are found by the procedure called Detector and pushed into a stack. The procedure acc_condition is used to judge whether variable satisfies above two accurate conditions, or adjust the lower bound to satisfy conditions and turn back the revised value of lower bound. The procedure Pos and Neg return the positive and negative part of an integer x, respectively.
Algorithm: PVI-test for data dependence Input:
(a 0 ,a 11 ,…,a 1m ,a 21 ,…,a 2m , a n1 ,…,a nm ,l (11) ,…, l }; F←{ a 11 X 1 ,…, a 12 
Case Study
To verify the proposed PVI-test in previous session, we demonstrate how to handle loops with subscripts coupled integer power index variable and detect the dependence based on interval solution rules.
A [i+i The variables that may be eliminated, according to our algorithm, are X 3 2 and X 4
The PVI-Test concludes that there indeed exists an integer solution to the polynomial interval equation subject to the constraints.
Conclusion
Though many well-known research works have been done on the dependence analysis such as the Banerjee test, the I-test, the Omega test and the Power test, they tend to ignore the case of arrays with non-linear subscripts. But loops with non-linear subscripts are sometimes found in scientific source code, especially with polynomial subscripts coupled with integer power variables.
We have developed a novel dependence analysis scheme, the PVI-test, which can accurately handle loops with subscripts couple polynomial expressions and trapezoidal bounds. The test is based on "interval solution" theories for polynomial equation and solves the problem by repeatedly eliminating variables from the polynomial interval equation. In addition we illustrate how to use it to handle data dependence problems in loops and testify its accuracy. Compared to the others tests, the PVI-test is much more general and efficient to detect dependence in arrays either with linear subscripts or non-linear. Furthermore, the PVI-test extends the VI test which fails to solve problem with non-linear subscripts, as well as inherits all the benefits of the VI test. Our future work is to add the PVI-test into our parallel compiler.
