Abstract. We consider Volterra-type integration operators T g between Bergman spaces induced by weights satisfying a doubling property. We derive estimates for the operator norms, essential and weak essential norms of
Introduction
Let D be the unit disk in the complex plane and T be the boundary of D. ω(s)ds with C = C(ω) > 0. Essential norms of T g between classical weighted Bergman spaces have been estimated by Rättyä in [12] for 1 < p ≤ q < ∞. Later essential norms of T g on Hardy spaces, BMOA and the Bloch space have been investigated in [7, 6] .
Let X and Y be complete metric spaces. For a bounded linear operator T : X → Y, the essential norm (resp. weak essential norm), denoted by T e,X→Y ( resp. T w,X→Y ), is the distance of T (in the operator norm) from the closed ideal of compact operators (resp. weakly compact operators) K : X → Y. There are some previous results on the weak compactness of T g . For example, it has been shown in [7] that the compactness and weak compactness of the operator T g are equivalent on Hardy space H 1 and BMOA. In the case of BMOA a different proof of this fact was obtained in an independent work of Blasco et al. [2] using different techniques.
The presence of large class of weights in our setting brings its own difficulties which were not present in the previous works concerning essential norms of operator T g . For example, Littlewood-Paley type formula is usually used to get rid of the integral in the definition of T g . However, there is no such formula in general for A p ω , ω ∈ D unless p = 2, see [11, Chapter 4] . In order to circumvent this problem we had to use different equivalent norms inherited from the theory of Hardy spaces, see [11, Chapter 4] .
For each radial weight ω, its associated weight ω * is defined by
For α ≥ 1 and ω ∈ D, the space
e iθ ∈ I, 1 − |I| ≤ r < 1} is the Carleson square associated with I ⊆ T, |E| is the Lebesgue measure of E ⊆ T and ω(S (I)) = S (I) ω(z)dA(z). We associate each a ∈ D \ {0} with the
, and denote S (a) = S (I a ). The space
Throughout the paper the notation A B indicates that there is a constant c independent of said or implied variables or functions such that A ≤ cB.
If A B and B A, we write A ≃ B and say that A and B are equivalent quantities.
The next result is a generalization of a part of Theorem 4.1 in [11] for the weights in the class D.
Below are our main results. The first result is a quantitative extension of Theorem A.
Then there exists η = η(ω) > 1 large enough such that the following quantities are comparable:
Constants of comparison are independent of g.
In particular, the operator T g is weakly compact on A 1 ω if and only if it is compact.
The paper is organized as follows. In section 2, we give some preliminary results. In section 3, the proofs of norm estimates are presented. In section 4, we investigate essential norms between two weighted Bergman spaces and weak compactness on A 1 ω .
Preliminaries
An integrable function ω : D → (0, ∞) is called a weight function or simply a weight. For 0 < p < ∞ and a weight ω, the weighted Bergman space A p ω stands for the space of all functions f ∈ H(D) satisfying
which is subadditive and used to induce the complete translation invariant metric. The operator norm is defined as usual
is a quasi-norm, but we make no distinction between that and the operator norm.
A weight ω is radial if ω(z) = ω(|z|) for all z ∈ D. Let D be the class of radial weights such that ω(r) = 1 r ω(s)ds satisfies the doubling property, that is, there exists C = C(ω) such that
A radial weight ω is called regular if ω is continuous and satisfies
The weight ω * is regular if ω ∈ D. The class of regular weights is denoted by R. Also, a radial weight ω is in the class of rapidly increasing weights I if it is continuous and satisfies
See [11] for more information on classes I and R.
Recall that non-tangential regions and the tents are defined by
The maximal function related to the measure ω(·)dA is defined by
where ψ ∈ L 
Moreover, if µ is a q-Carleson measure for
µ is bounded if and only if µ satisfies (1) and
Remark 1. The operator ψ → M ω (ψ) is sublinear, but its norm is defined like in the case of a linear operator.
See [11, Theorem 4.2] for the next lemma.
Lemma 2. Let 0 < p < ∞, n ∈ N and f ∈ H(D), and let ω be a radial weight. Then
where the constants of comparison depend only on p, n and ω. In particular,
Recall that the non-tangential maximal function of f in the unit disk is defined by
The following equivalent norm will be used in our proof also, see [11, Lemma 4.4] . Lemma 3. Let 0 < p < ∞ and let ω be a radial weight. Then
Proposition 4.7 in [11] also holds for weights in the class D and it states that f ∈ C α (ω * ), α > 1 if and only if
Furthermore, the proof of Proposition 4.7 in [11] implies that
In the next lemma, we classify spaces C α (ω * ) and C α 0 (ω * ) according to how fast the quantity (ω * (r))
The proof is straightforward and we omit it.
.
A function-theoretic quantity to estimate the distance of a general
Proof. The lower estimate is trivial from the definitions of C α (ω * ) and C α 0 (ω * ). For the upper estimate we consider three cases. Let β be the number defined in Lemma 5.
Case 1-Assume α > 1 and β = 0. It follows immediately from the case (i) of Lemma 5 that
Case 2-Assume α > 1 and β ∈]0, ∞[. Define 
by the case (ii) of Lemma 5. Now (7) sup
Since g ′ ∈ H ∞ (D), we can assume by rotation invariance that there exist the non-tangential limit g
. Now we can estimate
Hence sup
G(t)
and letting r 0 → 1 − we get
Now by (7) and (8) we get
Thus we have established the upper estimate in the case β ∈]0, ∞[.
Thus we have
Given an interval I ⊂ T, let e iθ 0 ∈ I be the center point of I and define a Carleson window
for all I ⊂ T by the doubling property. Thus by the change of variables u = rz, we get 1 ω(S (I)) α
for all r ∈]1 − δ, 1[ and consequently
Now the estimate (9) becomes
The proof is complete.
Norm Estimate
where γ = β(ω) > 0 is the constant in Lemma 1.1 [11] . A simple computation shows that sup a∈D f a,p A p ω 1, and f a (z) → 0 uniformly on compact subsets of D as |a| → 1.
Proof. We split the analysis into two cases. Case 1-Assume p = q. For this, we divide the proof of the claim (12) into three sub-cases.
Sub-case 1: p > 2. We may assume that |a| > 1/2. For z ∈ S (a), it is easy to see that f a,p (z) ≃ ω(S (a)) − 1 p , and so
Furthermore, by applying Fubini's theorem, Hölder's inequality, Lemma 3 and (4), we obtain
This last estimate, along with (13) gives
Sub-case 2: p = 2. The desired estimate follows from (5) immediately. Sub-case 3: 0 < p < 2. Let 1 < α, β < ∞ be such that β/α = p/2 < 1, |a| > 1/2 and let α ′ and β ′ be the conjugate indexes of α and β respectively. It follows from Fubini's theorem , Hölder's inequality, and (4) that
for any bounded function ψ on D. From 1 < β < α, we obtain
Combining Fubini's theorem, Hölder's inequality, and Lemma 1, we conclude that
The last estimate, along with (14) and (15) gives
, from which we obtain
It is easy to see that
The last equality and (16) 
By Cauchy's integral formula, we get two well-known estimates as
The last inequality is due to ω * (a) ≃ (1−|a|) 
Two cases have to be analyzed. Case 1-Assume q ≥ 2. Applying (3) and Hölder's inequality, for q > 2 we get
Noticing that (19) is also true for q = 2. We have to control U and V from above. To do so, set dµ(z) = |g ′ (z)| 2 ω * (z)dA(z). The assumption g ∈ C α (ω * ) and Theorem A yield the boundedness of (2) is applied to deduce that
and
and so we find that
Upon taking the infimum of both sides of this inequality over all compact
Next, we consider the weak essential norm of T g on A 1
ω . Recall that the notion of weak compactness of an operator is non-trivial only on nonreflexive spaces. The non-reflexivity of A 1 ω can be shown e.g. by constructing an isomorphic copy of the sequence space ℓ 1 inside A 1 ω . For this one uses suitable normalized functions so that the closed subspace spanned by these functions is isomorphic to ℓ 1 . One may use e.g. functions
where r k ∈ (0, 1), r k → 1 sufficiently fast, g r k ,γ (z) = The condition (i) follows from the doubling property of ω and the choice for the parameter γ to be large enough. The condition (ii) is evident. These properties and the fact that r k → 1 sufficiently fast ensure that the map
is an isomorphism onto its image. In order to deal with the weak essential norm of T g on A |T g f a (z)|ω(z)dA(z) = 0.
Proof. We may assume that g(0) = 0 and 0 < a < 1 due to rotation invariance. It is not hard to see that for all 0 ≤ r < 1 and |θ| ≤ π, we have |1 − are iθ | ≥ c|θ|, where c > 0 is an absolute constant. For z ∈ D \ J(a) and a > The last inequality, along with Lemma 6 completes the proof.
