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Resumo 
data warehouse espacial, sistemas de informação orientados ao contexto, 
sistemas de recomendação, map matching 
A utilização de sistemas de geo-localização já faz parte do quotidiano das 
pessoas, através dos mais variados equipamentos de recepção de dados 
posicionais. Com o aumento de utilização deste tipo de equipamentos, a 
estruturas de armazenamento associadas a dados geográficos foram aper- 
feiçoadas de forma a permitir uma gestão mais eficiente. Neste trabalho é 
apresentado uma Data Warehouse espacial orientado ao contexto para o ar- 
mazenamento de dados relativos ao tráfego automóvel. Esses dados são 
obtidos através de dados posicionais e representados num mapa rodoviário 
digital. O mapeamento é analisado através da comparação das similarida- 
des de trajectos criados a partir de dados posicionais de veiculos em Aalborg 
(Dinamarca), usando diferentes períodos de amostragem. Após o armaze- 
namento dos trajectos, dos dados posicionais e dos troços percorridos em 
três Data Marts distintas, foi feita uma análise de rotas em zonas residenciais, 
estradas secundárias e em pontos turísticos em Pequim (China). Através da 
análise faz-se a relação entre as rotas mais rápidas, as mais curtas, o número 
de paragens e o contexto em que esses dados foram registados. A análise 
mostra que, nas zonas de estradas secundárias as rotas utilizadas com mais 
frequência são na maioria dos casos a rota mais rápida, o que não acontece 
nas zonas residenciais e nas zonas turísticas. A análise mostrou que a re- 
levância temporal influenciou o nível de tráfego e que o factor meteorológico 
não teve influência na escolha das rotas. 
Keywords 
Abstract 
spatial data warehousing, context aware information systems, recommenda- 
tion systems, map matching 
The use of Geographic Information Systems is part of today's people's lives. 
As the use of these systems keeps growing, data storage and management 
structures are improving in order to allow a better use of spatio-temporal data. 
In this dissertation a Data Warehouse for traff ic and contextual storage is pre- 
sented. The main data sources are GPS datasets and digital road maps. A 
map matching algorithm was implemented and evaluated using data from ve- 
hicles in Aalborg (Denmark). The data stored in three Data Marts, a route 
analysis in severa1 zones of Beijing city was presented. With this analysis, 
we show the relationship between the shortest routes, the fastest routes, the 
number of stoppages and the contextual data. The analysis shows that in 
secondary road zones, the routes used more frequently are usually the fastest 
routes. In residential zones and in turistic locations this conslusion was not 
found valid. It was concluded that time is a dimension that influences traffic 
levels, but no pattern was found beetween route selection and weather condi- 
tion influenced the traffic level. 
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Os sistemas modernos de geo-localização têm permitido avanços tecnológicos significativos na área 
dos Sistemas de Inf~rma~ção Geográfica (SIG). O aumento da recolha de da,dos foi uma das grandes 
consequências dessa evolução tecnológica e a gestão eficiente de dados espaciais tem sido um problema 
analisado pelo investigadores. Alguns Sistemas de Gestão de Base de Dados suportam dados espaciais 
(por exemplo, PostgreSQL ou Oracle), dispo~libilizando métodos de iiidexação espacial e um conjunto 
de operações para a análise e processamento de dados em SIG. 
Tal como os SIG, os sistemas de armazenamento de dados de grandes dimensões foram aperfeiçoados 
através de novos paradigmas que se focain na concepção de Base de Dados inulti-diinensionais, orientados 
para a análise de dados ein múltiplas perspectivas, facilitando a criação de relatórios baseados em 
dados passados e a tomada de decisão. 
O objectivo desta dissertação consiste: 
No desenho e iinp1ementac;ão de um modelo multidimensional de dados associados ao tráfego de 
veículos e aos dados que representam o seu contexto; 
Na representa,ção de da.dos posicionais num mapa de estradas digital; 
Na obtenção e utilização de dados externos para a valorização contextual dos dados posicionais; 
Na implementação de métodos de análise dos dados capazes de obter informação relativa ao 
coinportameiito das trajectórias dos veículos. 
A partir do modelo multidimensional, deve ser criada uma Data IVarehouse para o armazenamento 
de dados relativos a trajectórias registadas por um conjunto de veículos. Essas trajectórias devem 
criadas sob um mapa de estradas digital, onde os dados posicionais devem ser associados ao mapa 
através de um algoritmo de inapeamento de dados. 
A análise será focada na verificação de múltiplas trajectórias com origens e destinos comuns, ou seja, 
verificar a existência de diferentes rotas a partir de uma determinada origem e de um destino e caso 
existam, verificar se as rotas mais ut,ilizadas são as mais rápidas, as mais curtas ou outras, procurando 
padrões nas selecções das rotas. 
A análise das trajectórias deverá ser feita através de um cubo de dados. Esse cubo de dados deverá. 
ter a capacidade de obter informação necessária da Data Warehouse (DW) para fazer as análises 
mencionadas anteriormente, tais como a apresentação das rotas mais rápidas entre uma origem e um 
destino, as rotas alternativas e a taxa de utilização de cada rota. 
Para fazer o armazenamento das trajectórias, foram criados um conjunto de ferramentas para a 
extracção e limpeza de dados Global Positioning System (GPS). Através do PostgreSQL foi criada a 
Data Warehouse e o Cubo de Dados necessários para a análise das trajectórias. Essas ferramentas 
serviram para a criação de trajectos e inserção de dados nas DWs. 
Todas as ferramentoas foram cruciais para o desenvolvimento da Data Warehouse e do Cubo de 
Dados e para a análise das trajectórias. 
Esta Dissertação está organiza,da em 6 capítulos: 
1 - Introdução Na introdução é feita uma contextualização dos assuntos abordados nesta disser- 
tação através da descrição actual do estado das tecnologias de geo-localização, bem coino do 
armazenamento de dados espaciais em modelos inultidimensionais. 
De seguida são apresentadas as tarefas principais que foram delineadas no início desta dissertação 
e posteriormente, uma breve explicação dos passos utilizados para o desempenho das tarefas. 
2 - Estado de Arte Neste capítulo são apresentados trabalhos que estão relacionados com os assuntos 
abordados nesta dissertação. 
Inicialmente, é apresentado o conceito de Map Matching e as várias técnicas de inapeamento 
utilizadas ao longo do tempo. 
De seguida são apresentados os Sistemas de geo-informação mais utilizados actualmente. Os 
sistemas analisados foram o Google Maps, Microsoft Bing Maps, Yandex Maps e OpenStreetMap. 
Todos os sistemas foram analisados usando o mesmo conjunto de critérios, de for.ma a facilitar a 
comparação entre os sistemas. Os critérios foram o nível de cobertura do sistema, a qualidade 
dos serviços de criação de rotas, a qualidade de serviços de Geocoding e restrições ou limitações 
encontradas. 
De seguida apresenta-se uin conjunto de métricas de similaridade utilizadas para medir a 
semelhança entre formas geométricas. Estas métricas foram analisadas com o objectivo de, após 
a associação dos dados posicionais ao mapa de estradas digitais, possibilitar a análise e validação 
dos resultados mapeados. As métricas analisados foram o coeficiente de similaridade de Jaccard, 
a métrica de deslocamento de terra e a Distância de Hausdorff. 
De seguida é feita a apresentação do conceito de Data Warehousing. Após a apresentaçãio do 
conceito, são apresentados os tipos de abordagens existentes para a modelação do sistema, e 
as fases de desenvolvimento inerentes à criação e gestão dos dados neste tipo de paradigma. 
Após a apresentnqão de trabalhos relacionados com Data \Varehousing, h apresentado o conceito 
de Data Warehousing espacial e os modelos dimensionais abordados até à data. Depois são 
apresentados trabalhos relacionados com este paradigina, havendo uma secção especifica para 
os trabalhos relacionados com o armazenamento de trajectórias. 
A secção seguinte apresenta trabalhos relacionados com o agrupamento de trajectórias, utilizando 
modelação multidimensional. 
No final deste capítulo, é apresentado uma breve análise aos trabalhos feitos previamente e a 
contribuição que este trabalho acrescenta a,os trabalhos a,presentados. 
3 - Problema Neste capítulo apresentam-se as soluções propostas durante a dissertação. 
Inicialmente é feita uma análise de requisitos para uma posterior organização eficiente dos dados 
no sistema e consequentemente, para uma melhor análise. 
Após a análise de requisitos, procedeu-se à criação do modelo conceptual do sistema. Este 
modelo permite fazer a apresentação e a descrição geral do sistema. Através deste modelo, é 
possível perceber o funcionamento do sistema e de como os requisitos definidos anteriormente 
são abordados. O modelo foi representado usando a notação Dimentional Fact Model (DFM) [I]. 
De seguida, foi implementado o desenho lógico do sistema. Este desenho é obtido a partir 
do modelo conceptual criado anteriormente. O modelo lógico permite determinar o tipo de 
armazenamento de dados mais apropriado para este sistema. 
A partir do desenho lógico, foi implementado o modelo físico do sistema. O modelo físico descreve 
a forma como os dados são armazenados, as estruturas de armazenamento e as funcionalidades 
de que permitem um acesso eficiente aos dados. 
Depois foi delineado o processo de Extração, Transformação e Carregamento (ETC) dos dados 
relativos às posições dos veículos e ao contexto. O processo é descrito em detalhe com o auxilio 
de um diagrama, falando da limpezas dos dados, passando pela associaqão dos dados posicionais 
ao mapa digital e o carregamento dos dados. 
Durante o carregamento dos dados, são realçadas as fontes externas utilizadas para definir o 
contexto dos dados. 
4 - Resultados Neste capítulo são apresentados os resultados obtidos através das resoluções propostas. 
Inicialmente, são apresentados os resultados relativos ao mapeamento dos dados posicionais no 
mapa digital usando diferentes períodos de amostragem. Esses trajectos são comparados com o 
trajecto original, através de uma medida de similaridade. 
De seguida é apresentado uma análise de trajectos em diferentes tipos de zonas numa cidade. 
Essa análise é feita através de um conjunto de consultas capazes de obter informação tal como a 
rota mais rápida, a rota mais curta, rotas alternativas, durações, médias, medianas das distâncias 
feitas e o desvio padrão. 
5 - Discussão Neste capítulo faz-se uma análise ms resultados obtidos neste trabalho. São discutidos 
os resultados obtidos no mapeamento de 2 conjuntos de dados posicionais com características 
distintas. É realçado a taxa de resultados válidos e a influência das características dos dados 
nos resultados. Em relação à analise de trajectos, é feita uma análise aos dados estatísticos das 
rotas utilizadas pelos veículos, tirando ilações das rotas seleccionadas tendo em conta a zona 
analisada e dados relativos ao contexto. 
6 - Conclusão Neste capítulo apresentam-se as conclusões da dissertação, apresentando as contri- 
buições dadas e faz-se referência ao trabalho futuro que poderá ser feito tendo como base o 
trabalho apresentado. 
Este capítulo foca 5 tópicos principais relacionados com as tarefas propostas para este trabalho. 
O primeiro tópico, Map Matching, apresenta o conceito e diferentes técnicas de mapeamento conhecidas. 
De seguida são apresentados Sistemas de geo-informação. Esta pesquisa foi feita com o objectivo de 
analisar e seleccionar o sistema com melhores mapas rodoviários digitais a serem utilizados para o 
mapeamento dos dados posicionais. De seguida são apresentados o resultado de uma pesquisa de 
trabalhos relacionados com os sistemas mencionados anteriormente. 
No segundo tópico, Similaridade de Tkajectos, são abordadas métricas de similaridade da associação 
tendo em vista avaliação dos trajectos resultantes dos dados posicionais com as estradas. Após a 
apresentação das métricas, são apresentados trabalhos relacionados com as métricas propostas. 
No terceiro tópico, Integração e Armazenamento de Dados, é apresentado o conceito de Data Wa- 
rehousing. De seguida, são apresentados vários trabalhos que utilizam este tipo de armazenamento. 
Esses trabalhos realçam técnicas de modelação e criação de Data Warehoiises, bem como um conjunto 
de técnicas, estruturas e operações utilizados para o acesso aos dados (por exemplo, operações de 
agregação, utilização de vistas materializadas, entre outros). No mesmo capítulo é apresentado o 
conceito de Data Warehousing espacial e vários modelos apresentados até à data. De seguida são 
apresentados vários trabalhos que utilizam este paradigma. 
No capítulo seguinte, Agrupamento de Trajectórias, são apresentados trabalhos rela,cionados com 
o agrupamento de trajectórias. Nestes trabalhos são analisadas as ferramentas utilizadas para o 
agrupamento de trajectórias, bem como a performance dos algoritmos de agrupamento mais utilizados. 
No último tópico é feito um pequeno sumário da análise feita aos trabalhos pesquisados nos tópicos 
mencionados anteriormente. 
2 .1 MAP MATCHING 
As  técnica.^ de Map Matching permitem o mapeamenlo de posições geográficas, isto é, de dados 
GPS relativos à posição de veículos ao longo do tempo em mapas de redes rodoviárias digitais. 
Estas técnicas permitem não só estimar o segmento onde uma localização GPS foi registado, mas 
também o ponto dentro do segmento qiie melhor corresponde a essa localização. Porém, a precisão do 
registo dos pontos GPS difere entre diferentes receptores, bein como nas suas ca.ra.cterísticas iilereiltes 
(frequência. de ainostragein da.s localizações, capacidade diferencial [2], entre outras características). 
Estes factores fazem coin que a margem de erro do registo de uma localização GPS possa. ser de 
30 metros. O mesmo problema. depende tainbéin da qualidade do inapa rodoviário digital [3]. No 
processo de digitaliza.ção, é possível que hajam estradas que não tenham sido registadas, características 
incompletas, por exemplo, que não tenham informação relativa ao sentido, tipo (estrada., ponte, túnel), 
entre outras 1imita.ções. 
Estando ciente destes factores, as técnicas de Map Matching procuram fazer o melhor mapeamento 
entre estes dados, de forma. a. conseguir cria.r tra.jectórias rodoviá.rias com a maior fiabilida,de possível. 
As técnicas de Map Ma.tching podem ser executadas em tempo real (online), isto é, quando 
um ponto GPS (ou um conjunto de pontos, dependendo do algoritmo) é registado, o algoritmo de 
mapeaineilto é executado, produzindo resultados iinedia.tos. Qua.iido o ina.peainento é feito com 
dados que não estão a. ser processados em teinpo real, ou seja, dados obtidos antecipadamente, o 
processamento pode ser feito ofline. 
Enquanto a primeira abordagem dá mais ênfase à perform,an.ce e ao tempo de execução, já que é 
necessário que os resultados sejam obtidos quase em teinpo real, a segunda abordagem dá inais ênfase 
na qualidade dos resultados. 
Podemos então verificab que a qualidade dos resultados de um algoritmo de Map Match,inq depende 
muito do tempo de execução que é necessário pa.ra obter esses dados. 
Os algoritmos de Map Matching podem seguir várias técnicas, tais como a geométrica, topológica, 
probabilística ou avançadas. De seguida. são apresentadas algumas técnicas técnicas de Map Matching. 
Mapeamento Geométrico é uma técnica de Map Matching que tem apenas em conta a informação 
geométrica das redes rodoviárias [4]. Nesta técnica, os dados relativos à forma como os segmentos 
estão ligados entre eles não é considerada. Esta técnica pode ser dividida em três categorias: 
Ponto-a-ponto (Point-to-point [5], [6]) Esta estratégia é a inais simples de implemei1ta.r. Como 
pode-se constatar a partir da Figura 2.1, o algoritino utilizado nesta estratégia faz corresponder 
o ponto pt, coin o nó mais próximo do inapa rodoviário. Apesar de ser uma técnica eficaz relati- 
vaineilte ao seu teinpo de execução, esta estratégia tem desva.iita,gens de relevância consideráveis 
para a criação de uma trajectória. Uma delas é o facto de existir uma grande probabilidade dos 
pontos GPS corresponderem a segmentos com um número elevado de nós associado. Na r ' g  '1 ura 
2.1, podemos verifica.r que, se seguirmos uma correspondência relativa aos nós, o segmento mais 
próximo seria, o [BO - B2], c0111 O nó B1 mais próximo da posiçã.o pt; quaado na rea,lidade, é 
visível que o segmento mais próximo é o segmento [A0 - A']. 
Outra de~vant~gem é o facto das correspondências não terem em conta correspondências prévias, 
ou seja, não é ina.iltido um historial. Isto possibilita a. produçáo de trajectos irreais. Um caso 
típico ein que este probleina pode acontecer é no cenário de estradas paralelas, onde devido à 
(falta de) precisão dos registos dos pontos de localização, a correspondência desses pontos pode 
ser feita em diferentes estradas paralelas. A Figura 2.2a ilustra esse caso, em que os pontos pO 
e p2 são correspondidos a Am A, enquanto que, devido a uma ligeira deslocação, o ponto p l  é 
correspondido a Are B. 
Figura 2.1: Estratégia ponto a ponto [5] 
Ponto-a-curva (Point-to-curve) [5], [7] Esta estratégia faz a correspondência dos dados de cada 
ponto com o segmento mais próximo num mapa rodoviário digital. Tal como a estratégia 
ponto-a-ponto, o facto de não armazenar um historial de correspondências pode levar à produção 
de trajectos irreais, com pontos consecutivos a serem correspondidos, a segmentos paralelos 
distintos (Figura 2.2a). Na estratégia pontea-curva também podem haver problemas de decisão 
em pontos que estejam próximos de nós que representem intersecções. Na imagem 2.2b, podemos 
ver que sem um historial de correspondências precedentes, é impossível definir qual é o melhor 
segmento (A ou B) para fazer a correspondência com o ponto p2. 
Curva a curva ( Cume-to-curve [5], [7], [a]) Esta estratégia faz o cálculo do ângulo mais pequeno 
entre a uma trajectória constituída por um conjunto de pontos com segmentos do mapa rodoviário 
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(a) Estradas paralelas (b) Interseções 
Figura 2.2: Problemas da estratégia ponto a curva [5] 
(a) Estratégia CTC 
Figura 2.3: 
(b) Estratégia CTC relativa à distância 
Mapeamento (CTC) 
digital (Figura 2.3a). Na Figura 2.3b, o conjunto de pontos hl-p7] são correspondidos ao 
segmento A, já que o ângulo entre o segmento rodoviário e o segmento resultante do conjunto 
de pontos (O0) é menor do que o ângulo resultante com o segmento B (90"). Apesar de 
utilizarem um historial de pontos precedentes, esta estratégia é sensível a valores atípicos, já 
que a na construção inicial da trajectória é utilizada a estratégia ponto-a-ponto. Por isso, caso 
a correspondência do primeiro ponto seja errada, é muito provável que as correspondências 
seguintes também o sejam [9]. 
Filtro de redução de estradas (Road Reduction filter [10]) Esta estratégia utiliza dados rela- 
tivos à posição, velocidade e sentido (height-aiding), obtidos através de dados espaciais do mapa 
de estradas e da correcção de pontos GPS diferenciais virtuais [ll]. Com a utilização dos dados 
relativos à posição, velocidade e sentido, esta técnica melhora significativamente a precisão do 
registo dos pontos GPS. Tal como na estratégia Curva-a-curva, esta estratégia é sensível a 
valores atípicos já que utiliza a estratégia ponto-aponto para fazer a correspondência do ponto 
inicial [7]. 
São considerados algoritmos de mapeamento topológicos (Figuras 2.4) as técnicas que utilizam 
informação relativa às relações entre formas geométricas [12]-[14], como a adjacência (com polígonos), 
a conectividade (com linhas) e a contenção (com pontos). Desta forma, é possível evitar a criação de 
trajectórias impossíveis num cenário real, evitando segmentos que não sejam alcançáveis a partir de 
um determinado segmento. Isto é evitado não só devido à verificação das adjacências e conectividade 
das estradas, mas também devido à informação das características das estradas como o sentido, a 
velocidade o ângulo das curvas, entre outras características. Na Figura 2.4a, temos um conjunto 
de pontos pl ,  p2 e p 3  que não estão representados no mapa rodoviário digital. Na figura 2.4b, são 
verificados os segmentos válidos para o mapeamento dos pontos. Após essa selecção, são analisadas as 
relações geométricas e as características dos segmentos rodoviários para a selecção do segmento onde 
os pontos devem ser mapeados. 
(a) Disponibilização dos pontos no niapa 
digital, antes do mapeamento 
(b) Processo de selecçáo de segmentos ro- 
doviários 
Figura 2.4: Mapeamento topológico 
Em 2001 foi proposto um método de mapeamento que utiliza a técnica de múltiplas hipóteses [15], 
de forma a determinar a estrada de uma forma probabilística. A técnica de múltiplas hipóteses obtém 
múltiplos trajectos possíveis numa determinada área sem uma ordem aparente, através de uma função 
de similaridade. Para a execução da técnica de múltiplas hipóteses, é necessário fazer o cá,lculo de 
medidas (pseudo-measurements), medidas essas geradas através de informação topológica das estradas, 
tais como as liga~ões entre segmentos, direcção e informação inerente aos segmentos. Para aumentar a 
qualidade dos resultados de mapeamento provenientes dos erros dos mapas digitais, é aplicado um 
filtro de Kalman para estimar esses erros. Segundo os autores, os resultados experimentais de campo 
mostraram que a técnica de mapeamento proposto tem performances consistentes não só em áreas 
simples, mas também em áreas complexas como em áreas urbanas centrais, áreas com estradas cruzadas 
e áreas com estradas adjacentes paralelas. 
Em 2002, foi proposto um algoritmo baseado em pesos para uma rede rodoviária topológica que faz 
apenas a utilização de dados referentes às coordenadas das posições GPS [4], descartando informação 
relacionada com sentido e velocidade, sendo estes valores calculados. Como é sensível a valores atípicos, 
a determinação do sentido dos pontos pode ser incorrecta. 
Em 2003, foi publicada uma versão melhorada [16] do algoritmo mencionado anteriormente [4], 
utilizando critérios semelhantes uma vez que o tempo de execução é linear relativamente à dimensão 
do conjunto de dados, 6 recomendado a utilização do algoritmo com conjuntos de dados de pequenas 
dimensões, de forma a que o tempo de processamento não seja elevado. 
Em 2004, foi publicado um algoritmo [li'] de mapeamento que se baseia apenas nas coordenadas GPS 
e na topologia das estradas. Segundo os autores, o algoritmo foczcse principalmente no mapeamento 
ofline de conjuntos de dados de grandes dimensões. Através de vários testes, os autores demonstraram 
a eficiência do algoritmo em termos da exactidão dos resultados e da velocidade de processamento. . 
Em 2006, foi apresentado um algoritmo [18] baseado na análise topológica de uma rede rodoviária. 
O algoritmo faz a correlqão entre a trajectória dos veículos e as características da estrada (curvatura: 
ligqões, pontos de viragem). O algoritmo foi implementado utilizando dados de navegqão adquiridos 
de GPS, técnicas de navegação estimada (Dead Reckoning), e dados espaciais da rede rodoviária, 
incluindo informação referente a pontos de saída e entroncamentos, de forma a melhorar a performance. 
Este algoritmo não foi aconselhado para o processamento de dados em tempo real, devido ao facto de, 
nos casos em que hajam intersecções, o algoritmo necessita de fazer um pós-processamento de forma a 
identificar a ligação correta. 
Em 2007, foi apresentado um algoritmo [19] de mapeainento que procura uma sequência de 
segmentos rodoviários que correspondam aos pontos de veículos a serem mapeados e que sejam 
transversais em intervalos de tempo associados aos pontos GPS. Inicialmente, o algoritmo utiliza 
uma variação do inapeamento topológico para obter rotas rodoviárias candidatas ao mapeamento 
de um conjunto de pontos. Na selecção de seginentos rodoviários, é utilizado o modelo oculto de 
Markov para eliminar transições entre segmentos que não são adjacentes. Ao obter as rotas candidatas, 
são comparados os dados temporais relativos pontos com dados temporais relativos aos segmentos 
rodoviários, ou seja, os tempos em que os segmentos são passíveis de serem percorridos por um veículo. 
Essas medidas temporais são obtidas através de um software de routing. O algoritnlo foi treinado e 
testado com dados obtidos de um conjunto grande de condutores reais e segundo os autores, o nivel de 
exactidão dos resultados dos mapeamentos são positivos. 
Em 2010, foi proposto um algoritmo [20] iterativo de inapeamento baseado em votos ( Voting-based 
Map Matching). Na produção de resultados, este algoritmo tem em conta três pontos: 
i O contexto posicional dos pontos GPS, bem como a informação topológica da rede de estradas; 
ii A influência mútua entre pontos GPS. O resultado do mapeamento de um ponto é iuna referência 
para as posições dos pontos vizinhos. Então, ao nlapear esses pontos, o ponto mapeado previamente 
também será referenciado. 
iii O peso da influência mútua entre os pontos GPS calculado através da distância entre os pontos 
GPS. Quanto maior for a. distância, menor será o peso da influência mútua. 
Segundo os autores, o algoritmo não só tem em conta a informação espaço-temporal das trajectórias 
mas também uma estratégia de voto para a modelação das influências míituas entre pontos GPS. 
Para a avaliação do algoritmo, foi utilizado um conjunto de trajectórias reais feitas por utilizadores. 
Este tipo de abordagem foi proposto pela primeira vez em 1989 [21] e utiliza uma área de confiança, 
elíptica ou rectangular, fixa à volta dos pontos fixos obtidos pelo GPS, fazendo a correspondência 
entre os esses pontos e os segmentos contidos na área de codança, através de um sensor de navegação 
estimada (Dead reckoning). Um sensor de navegação estimada calcula a posição actual através da 
posição anterior, a direcção do movimento e pela distância percorrida. 
Em 1897 foi proposto que o tamanho da área de confiança seja determinado tendo em conta os erros 
provenientes dos dispositivos GPS [22]. Essa área é depois sobreposta na rede rodoviária para fazer a 
identificação do segmento onde o ponto foi registado. Caso a área de confiança contenha múltiplos 
segmentos, são então tidos em conta dados referentes ao sentido da viagem, ligação entre segmentos, 
proximidade, velocidade do veículo e a distância para o junção mais próxima. 
Em 2004, é apresentada uma versão melhorasda, dos algoritmos apresentados anteriormente [3]. Este 
algoritmo cria a área de confiança só quando o ponto fixo estiver perto de uma junção, ao contrario 
dos anteriores que criam para todos os pontos fixos, independentemente da sua localização em relação 
aos segmentos. Este detalhe faz com que o processamento do algoritmo seja mais rápido, já que essa 
área não é criada quando os pontos estão numa ligação, o que é o cenário mais comum. Este algoritmo 
também leva em conta critérios baseados em estudos empíricos para a detecção de viragens em junções, 
de forma a identificar de uma forma mais precisa a mudança de um veículo entre segmentos. Este 
algoritmo também tem em conta o erro relativo ao sentido da viagem dos veículos proveniente dos 
equipamentos de captura quando a viagem é feita em velocidade lenta. Nestes casos, é feita uma 
estimação óptima da localização do veículo. Estes casos podem ser aplicados em zonas urbanas onde o 
tráfego é lento com paragens frequentes. 
MAPEAMENTO AVANÇADO 
Este tipo de abordagem utiliza conceitos aperfeiçoados para o processamento das correspondências, 
tais como os filtros de Kalman [23]-[28], a teoria de Dempster-Shafer [29], [30], modelos de espaço de 
estados com filtros de partículas [31], modelos de interacção múltipla [32], modelos de lógica difusa [22], 
[28], [33]-[36] ou a aplicação da inferência de Bayes [15], [31]. De seguida são mencionados trabalhos 
relativos a esses conceitos. 
Em 2002 é apresentado um sistema de navegação integrado composto por um dispositivo GPS, um 
sensor de navegação estimada e um algoritmo de correspondência aplicáveis em sistemas de transporte 
inteligente. Inicialmente, é aplicada uma estratégia ponto a curva, de forma a encontrar o segmento 
correto. De seguida, através de uma projecção ortogonal, é determinada a posição da localização do 
veículo no segmento. 
Para corrigir o erro relativo ao desvio lateral, é aplicado um filtro de Kalrnan para determinar a 
posição do veículo na estrada. A precisão desse cálculo depende da qualidade da rede rodoviária e da 
representação das curvaturas. 
Note-se que, como é inicialmente aplicado a estratégia ponto a curva, não é certo que o segmento 
escolhido seja o correto devido à sua sensibilidade a outliers, especialmente em cenários urbanos. Por 
isso, a precisão dos resultados do filtro irá sempre depender da precisão dessa selecção. 
Em 2002, Gustafsson et al. criaram uma solução para o posicionamento, navegação e rastreamento 
de partículas através de um filtro baseado no método recursivo de Bayes [31]. O argumento necessário 
para o processamentos do algoritmo é a velocidade. O artigo afirma que com a utilização deste filtro, 
uma eventual correspondência incorrecta na fase inicial é corrigida com uma margem de erro de um 
metro com a utilização deste filtro. 
Inicialmente, a primeira posição fixa é registada pelo utilizador através de um dispositivo GPS ou 
outro sistema. A área de correspondência do mapa rodoviário deve cobrir cerca de dois quilómetros, 
para que a performance do algoritmo seja boa. Este algoritmo mostrou bons resultados em áreas 
abertas, dependendo sempre da qualidade dos dados obtidos do dispositivo GPS. No que toca a 
cenários urbanos não foram publicados quaisquer resultados. 
Em 2003, Gui e Ge criaram um algoritmo que visa resolves a correspondência das posições fixas 
em cenários urbanos [32], onde existem elementos como árvores ou prédios que podem bloquear os 
sinais para os dispositivos GPS. Assumindo que ao entrar numa área urbana o segmento de entrada é 
conhecido, o algoritmo determina a partir daí as posições do veículo. Em junções, algoritmo utiliza um 
método de correspondência probabilístico integrado com um filtro de Kalrnan para estimar a posiçh 
do veículo e o segmento correto para qual o veículo circula. A performance deste algoritmo não foi 
avaliada. 
Dos quatro tipos de mapeamento apresentados, para este trabalho foi utilizado o mapeamento 
topológico. A escolha teve em conta o facto dos dados posicionais utilizados não terem os atributos 
necessários para serem usados por algoritmos de mapeamento probabilístico ou avançado (por exemplo, 
dados relativos à elevação e sentido do veículo). Em comparação com o mapeamento geométrico, 
o mapeamento topológico tem menor probabilidade de criar trajectos irreais, utilizando informação 
rodoviária para o mapeamento dos dados. 
Para fazer o mapeamento das localizações, foi necessário seleccionar um Sistema de geo-informação 
adequado às necessidades deste trabalho 1371. De seguida são analisados um conjunto de serviços de 
geo-informação em termos de cobertura (área onde o serviço pode ser disponibilizado, em termos de 
nível de detalhe e precisão), routing (funções e API fornecidos a o auxilio no routing e na navegação), 
Geocoding (processo de conversão das de dados geográficos em coordenadas geográficas, por exemplo, 
latitude e longitude) e restrições/limitações. 
GOOGLE MAPS [38] 
Cobertura Fornece cobertura inuildial, com zonas do globo mais detalhadas do que outras. O nível de 
detalhe pode ser consultado através de uma tabela de cobertura disponibilizada pelo Google [39]. 
A zona com maior nível de detalhe são os Estados Unidos da América. 
Routing Para o encaminhamento, o Google Directions A P I  [40] é um serviço com capacidade de 
fornecer direcções consoante o tipo de navegação, através de pedidos IITTP. As direcções podem 
ser delineadas através de pontos iniciais e finais, bem como pela representação textual das 
coordenadas. Como a.s direcções são  calculada,^ a partir de pontos conhecidos, este serviço 
não deve ser utilizado em tempo real. Para isso, são disponibilizados os serviços JavaScript 
Directions [41] e Distance Matriz [42]. 
Geocoding Para o Geocoding, existe o serviço Google Geocoding API [43]. Este serviço deve ser 
utilizado através de pedidos HTTP. Tal como no Google Directions API, este serviço não foi 
concebido para responder ein tempo real. 
Restrições/Limitaçóes Todos os serviços mencionados anteriormente têm restrições no número dc 
pedidos possíveis num determinado período de tempo. havendo uma diferenciação no número 
de pedidos entre utilizadores registados e não registados. 
MICROSOFT BING MAPS [44] 
Cobertura Fornece cobertura, mundial, com zonas do globo mais detalhadas do que outras. O nível 
de detalhe de cobertura pode ser consultado através de uma tabela de cobertura disponibilizada 
na página do Bing MSDN [45]. Existe ainda uma ferramenta de análise de cobertura que 
possibilita o registo de novas áreas [46]. Criada pela comunidade do OpenStreetMaps, esta 
ferramenta possibilita a comparação entre mapas Bing e mapas OSM. As áreas mais detalhadas 
são os Estados Unidos e a Europa Ocidental. 
Routing A Microsoft disponibiliza o Bing Map Routes A P I  [47] onde é possível criar rotas através de 
duas ou mais locdizações através de pedidos HTTP. Os utilizadores podem escolher o tipo de 
transporte, bem com adicionar informação relativa a tráfego. 
Geocoding O Microsoft Bing Maps fornece um API de localização capaz de fazer geocoding [48], bem 
como a sua inversão em todas as regiões disponíveis, mas com precisão variável. 
Restrições/Limitações Para além do número de pedidos limitados, para cada rota é possivel 
especificar apenas 25 pontos de localizaçã~o. 
YANDEX MAPS [49] 
Cobertura Fornece cobertura mundial: com grande detalhe na Rússia e na Turquia; 
Routing As operações de routing são disponibilizadas através do JavaScript Yandex Map API [50]. 
O número de pontos entre o inicio e o fim de uma rota são ilimitados. 
Geocoding O Javascript APZ [50] permite o acesso às operações de geocoding através de pedidos 
HTTP. A resposta dos pedidos pode ser enviada em formato XML, YMapsML ou em JSON. 
Restrições/Limitações Para além do número de pedidos limitados, este serviço não pode ser 
utilizado por serviços que tenham vertentes comerciais. 
OPENSTREETMAP [SI] 
Cobertura Fornece cobertura mundial, com o nível de detalhe a variar dependendo do nível de 
actividade da comunidade de utilizadores numa determinada região. 
Routing Este serviço fornece apenas os dados, sendo a comunidade responsável pela criação e 
manutenção de aplicações e funções de routing. As aplicações mais conhecidas para a criação de 
rotas são o pgRouting [52], GraphHopper [53], pyRoute [54], entre outras. 
Geocoding As funções de geocoding também são criadas e mantidas pela comunidade de utilizadores. 
Restrições/Limitações Os dados do OpenStreetMaps são de livre utilização, podendo ser modi- 
ficados por qualquer utilizador. O facto destes dados serem de livre acesso, possibilita aos 
utilizadores a criação dos seus próprios serviços com características feitas de acordo com as suas 
necessidades. No entanto, a livre modificação dos mapas digitais compromete a fiabilidade dos 
segmentos rodoviários. 
2.1.3 TRABALHOS RELACIONADOS 
Vários trabalhos que necessitam de mapas rodoviários têm sido desenvolvidos ao longo dos anos, 
muitos deles ligados ao Map Matching, à apresentação de rotas, entre outros. Porém, nem todos os 
mapas são os mais adequados para o trabalho que se pretende fazer. 
Nesta secção apresenta-se o resultado de pesquisas feitas aos trabalhos desenvolvidos baseados em 
diferentes mapas de estradas, de forma a ser posteriormente possível fazer uma decisão ponderada do 
mapa de estradas a ser utilizado para este trabalho. 
Em 2014, Mattheis et. al. apresentam um sistema escalável de código aberto com a capacidade de 
fazer Map Matching online baseado, com um algoritmo baseado no modelo oculto de Markov [55]. Este 
sistema foi desenvolvido com o objectivo de fornecer serviços baseados na localização. Neste artigo, 
os autores mencionam os factores necessários para obter um trajectória com qualidade, tais como a 
determinação dos segmentos candidatos a rotas, das emissões e das probabilidades de transição. Os 
autores realçam a capacidade do sistema suportar dados espaçu-temporais e a utilidade da integração 
com outros projectos de código aberto, t,ais como o OpenStreetMap e Apache Foundation Software. 
Teslya apresentou um serviço de Map Matching web para urna aplicação turística móvel [37]. 
Este serviço é orientado ao contexto, tendo a capacidade de fornecer informação aos utilizadores 
antes, durante e depois de irna viagem. Este serviço permite ao utilizador usar múltiplos sistemas de 
mapping, tais como a Google (I\iIaps), Microsoft e a Yandex. Este serviço ta.inbéin fornece serviços 
de projectos mapping de código livre tais como o OpenStreetMap, Leaflet, PostGIS, pgRoutiilg e 
Nominatim. Depois de uma análise aos serviços de mapping, o autor concluiu que a maioria dos serviços 
fornecem um conjunto de funcionalidades de visualização de ina.pas, encamirihamento, geocoding entre 
outras. Porém, muitas dessas funcionalidades são restringidas de forma livre. O autor realça que 
OpenStreetMap fornece os dados e f~lncionalidades de manipulação dos dados 0penStreetMa.p de 
forma livre, havendo a. possibilidade do desenvolvimento de serviços baseados nos da.dos desse projecto. 
Depois de executado um caso de estudo, o autor verificou que os testes à performance mostraram 
tempos de execução baixos na utilização das funções do sistema,, podendo o sistema dessa forma ser 
utilizado fornecer serviço de alta. qualidade aos utilizadores. 
Hann desenvolveu uma tese basea.da na análise do efeito das auto-estradas na performance das 
firmas na Hungria [56], utilizando dados de cerca de 20.000 empresa.s entre 1992 e 2003 com várias 
fontes de da.dos SIG. Segundo o autor, o mapa de estradas utilizado foi o OpenStreetMap, Overpass 
Turbo e Overpa,ss API. Com estas ferramentas, o autor obteve os mapas de estradas entre 1992 e 2003, 
podendo desta forma verificas os desenvolvimentos feitos nas estradas nesse período. O utilizador põe 
em causa a confiabilidade dos mapas de estradas, que podem ser actualizados por qualquer pessoa e 
essas mudanças são armazena.das sem qualquer verifica.ção. Por essa raxã.0, o a.utor fez uma comparação 
dos mapas de estradas fornecidas pelo OpenStreetMap com o Google Maps. Após a. compa.raçá,o, o 
autor detectou pouquíssiinos erros nas estradas e algumas áreas pouco detallladas, especificamente em 
a.lgumas estradas de menor impoitâ.ncia. 
Ha.rt, Sim e Urquharl apresentaram uma aplicação hiper-heilrística cria.da para encontrar soliições 
rápidas e aceitáveis para o TVorkforce Scheduling (regras pré-definidas para a optimização aiitomática 
de a.gendainentos e da utilização de recursos ta.is como pess0a.s ou veículos [57]), e problemas de 
encamiilhainento [58]. Os autores realçam uma i~11lçã.o interactiva ut;ilizada. a,través da. aplicação, com 
a capacidade de activar 5 objectivos diferentes utilizados como pesos e de acordo com as preferências 
do utilizador. Segundo os autores, a aplicação utiliza. uma rede de estradas! o OpenStreetMap, pa.ra 
calcular as distâncias entre localizações. A aplicação também utiliza o GraphHopper para tratar do 
encaminhamento. Os resultados de testes não foram publicados devido a. questões de confidencialidade. 
0 s  mesinos a.utores, este a.no, a.presentarain um modelo para o problema de encaminhamentro de 
veículos que captura vária,s restrições da vida. real [59]. O modelo utiliza o GraphHopper para calcular 
distâncias e tempos de percurso e segue uma taxonomia proposta que se foca nesse probleina e tainbém 
no problema das características físicas. Segundo os ailtores, o modelo apresentado gera 4.800 instâncias 
de encaminhamento de veículos, pelo que foram todas disponibilizadas ao público. Os autores realçam 
que este inodelo é um recurso para problemas de encaininhainento de veículos que pode ser usado 
como plataforma para os investigadores fazerem análise e comparação com novos inélodos e soluções, 
aproximando assim no futuro a investigação acadérnica à prática. 
Khachay criou um navegador pedestre baseado em da.dos do OpenStreetMa.p[GO]. A cria.çáo da 
aplicação deveu-se ao facto do autor querer investigar aplicações de navegação de código livre. O autor 
analisa várias aplicações livres que se baseiam em dados OpeilStreetMa.p, tais como a Open Source 
Route Machine, CycleStreets e GraphHopper. Após a análise, o a.utor a.presenta uma a.plicação de 
encaminhamento desenvolvida em Java. para criar trajectórias pedestres com custo mínimo e com as 
passagens mais seguras. Após feitos os testes, o autor menciona que o tempo de execuqão da aplicação 
pode ser reduzido significativamente caso se utilizem  técnica.^ de caching em grafos previamente 
construídos. 
Kulakov e Shabaev apresentam uma estratégia para a criaçã.0 de serviço de planeamento de viagens 
baseado num espaço inteligente, através da plataforma Smart-MS [61]. A tecnologia Smart-MS permite 
criar serviços pro-activos baseados no contexto inserido e com utilizações para múltiplos serviços. 
O serviço de navegaqk utilizado é o GraphHopper, juntamente com o OpenStreetMap. Os autores 
descrevem o problema de planeamento de viagens através de uma lista de t a r e h  e apresenta modelos 
matemáticos para as tarefaõ comuns. Após mostrarem cenários de utilização, possíveis fontes de dados 
e algoritmos utilizados para a transformação de dados, os autores afirmam que os resultados devem 
ainda ser trabalhados, mencionando que no futuro irão ser apresentados o modelo de desenho dos 
dados e a ontologia do planeamento de viagens. 
Mora e Squillero analisaram a entrega de produtos lacticínios a famílias de três áreas urbanas [62]. 
O requisito necessário deste trabalho é que a optimização devia ser feita tendo em conta o processo 
de negócio utilizado pela empresa. O desaíio da optimização prende-se em reduzir a distância feita 
pelos distribuidores e balancear a carga pelo número de viagens de forma a miniminar o número de 
mudanças na rede de entregas. A estratégia utiliza um algoritmo evolucionário pctra a ordenação d a .  
entregas e uma estratégia de múltiplos agentes para re-atribuir entregas entre rondas. Para o calculo 
de percursos mais curtos e mais rápidos, foi utilizado o GmphHopper. Um caso de estudo revelou que 
a distância percorrida pode ser reduzida a 19%, o desvio entre o comprimento dae rondas pode ser 
reduzido consideravelmente com apenaõ 10% ddas entregas dos clientes terem de ser reatribuídas entre 
rondas. 
Em 2015, Darniani et. ai. apresentam um sistema livre de planeamento de percursos inteligente, 
denominado por SMART-GH [63]. Este sistema utiliza dados livres, onde os utiliiadores participam na 
colecção de dados obtidos no seu quotidiano, tais como o nível de ruído, de poluição, entre outros dados. 
Em relação aos percursos, o GmphHopper foi escolhido pelos autores devido à rapidez à eficiência 
na criação de percursos, tendo a capacidade de calcular o percursos mis rápido e/ou o mais curto 
entre duas localizações GPS. O mapa de estradas utilizado é o OpenStreetMap. Posteriormente, 
SMAELT-GH utiliza esses dadas para responder a consultas feitas pelo utilizador. O sistema permite 
que os utilizadores façam decisões inteligentes no que toca aos percursos que estes fazem, melhorando 
assim a sua qualidade de vida. Os autores realçam que SMART-GH é o primeiro SIG que implementa 
características ecológicas à uti1iz;qão comum dos SIGs. 
2.2 SIMILARIDADE DE TRAJECTOS 
Após a correspondência dos dados posicionais ao mapa digital rodoviário, é necessário avaliar a 
precisão desses resultados com os trajectos feitos pelo veículos. Os resultados obtidos após o Map 
Matching, foram resultantes de vários conjuntos de pontos com diferentes frequências de amostragem, 
de forma a que fosse verificado em que frequência de amostragem os trajectos obtidos eram diferentes 
dos trajectos reais. Para isso, foi necessário pesquisar por uma métrica de similaridade adequada para 
comparar os trajectos resultantes dos dados posicionais com diferentes períodos de amostragem, de 
forma a verificar os níveis de similaridade. 
2.2.1 COEFICIENTE DE SIMILARIDADE D E  JACCARD 
O Coeficiente de sin1ila.ridade de Jaccard [64], [65], ou índice de Jaccard, é um método estatístico 
apresentado por Paul Jaccard utilizado para. fazer a coinparaçáo da similabidade entre dois objectos que 
podem conter um conjunto de amostras finito. O coeficiente é calculado através da seguinte equação: 
Ein que A e B representam vect,ores constituídos por pontos reais. 
O seu compleinento é conhecido por Distância de Jaccard, representando a dissiinilaridade entre dois 
objectos. 
2.2.2 MÉTRICA DE DESLOCAMENTO DE TERRA (EARTH MOVER'S DIS- 
A distância de desloca.mento de terra, mateinaticaineiite conhecida por métrica de Wasserstein, é 
um método utilizado pa,ra calcular a similaridade entre duas distribuições. Da.das duas distribuições, 
em que uma representa terra correctamente espalhada num dado espaço e a outra representa um 
coiijunto de "buracos" nesse espaço, este método mede o trabalho mínimo necessário para tapar todos 
os "buracos" com terra. O custo do trabalho é o produto da quantidade de terra movida e a distâ,ncia 
pela, qual é feita o movimento. 
Esta medida de simila.ridade é milito utilizada na área da recuperaçã.0 de informação [66], bem como 
no reconliecimento de padrões [67]. 
2.2.3 DISTÂNCIA DE HAUSDORFF 
A Distância. de Ha.usdorff [68] é uma métrica utilizada para a medição da semelhança. entre dois 
subconjuntos. Apresentada por Felix Ilausdorff ein 1914, este método calcula a maior distância possível 
entre um ponto de um dos conjuntos ao ponto mais próximo do outro conjunto. 
A definição da Distância de Hausdorff, 
&$(A, B) 
é dada pela seguinte fórmula,: 
dH(A, B)  = inax sup inf d(a, b), sup inf d(a, b) { aEA bEB bEB aEA 
Onde sup representa o supremo, inf representa o ínfimo, A e B representam dois subconjuntos não 
vazios pertencentes a um espaço métrico (M,d) .  
2.2.4 TRABALHOS RELACIONADOS 
Em 1993, Huttenlocher, Klanderman e Rucklidge fizeram um estudo relativamente à conlpara.ção de 
imagens utilizando a Distância de Hausdorff [69]. Os autores c0meçara.m por discutir a computação da 
Distância. de Hausdorff sob uma tra.dução eficiente em imagens binárias, coinparaiido um modelo bitmap 
de tamanho 32x32 com uma imagem bitmap de tamanho 256x256 numa fracção de segundo, através 
do computador SPARCstatâon 2. Os autores verificaram que a Distância de Hausdorff sob tradução é 
similar em vários casos com a correlação binária. Os autores também verificaram que o método é mais 
tolerante a perturbações nas localizações dos pontos do que a correlação binária devido ao facto do 
primeiro medir a proximidade ao invés de medir a super-posição exacta. Verificou-se também que o 
cálculo da Distância de Hausdorff parcial produz bons resultados em casos que a correlação falha. 
Em 1994 Dubuisson e Jain apresentaram 24 versões de cálculos de similaridade baseados na 
Distância de Hausdorff para o mapeamento de objectos [70]. Os autores realçam que os cálculos podem 
ser utilizados para o cálculo parcial de dois objectos. Através testes feitos em imagens sintéticas com 
vários níveis de ruído, os autores concluíram que a versão 22, denominada de Distância Modificada 
de Hausdorff, obteve as melhores performances no mapeamento de objectos. A equação da Distância 
Modificada de Hausdorff é a seguinte: 
Em que N representa o número de pontos num determinado conjunto, d(A,B) e d(B,A) representam 
um cálculo generalizado de Hausdorff: 
Várias vantagens deste cálculo em relação aos restantes apresentados são demonstrados pelos 
autores. 
Em 1996, Helmut e Guibas utilizaram várias técnicas (incluindo a Distíincia de Hausdorff) para a 
medição de similaridade, da distância entre formas geométricas e para o chlculo de aproximações e 
interpolqões entre elas [71]. Os autores focaram-se em técnicas baseadaa em geometria computacional 
que foram criados para mapeamento de foimas, simplificação e morphing. 
Em 2004, Baudrier et. al. apresentam uma nova forma de cálculo da simiiaridade entre imagens [72]. 
Tipicamente, o processo de medição é feito através de uma análise de cada imagem que resulta numa 
assinatura. A similaridade das imagens é feita através da comparqão dessas assinaturas. A proposta 
feita pelos autores não nece~sita de um conhecimento prévio da imagem. Segundo os autores, o processo 
de comparação proposto é feito da seguinte forma: 
i É feita uma análise morfológica com multi-resoluções a cada imagem; 
ii É feito um mapa distância em cada escala através cálculo da Distância de Hausdorff, restringida 
através de uma janela deslizante; 
iii Uma assinatura é então extraída do mapa distância e é utilizada para fazer a decisão de similaridade. 
Segundo os autores, o algoritmo foi testado através de uma aplicação, utilizando uma base de 
dados de ilustrações antigas. 
Em 2 0 5 ,  Hwang, Kang e Li analisam a propriedades de trajectórias simiiares num mapa de 
estradas [73]. Os autores propuseram um método que produz trajectos similares baseandese na 
sua o b s e m ç k  em medidas similares entre trajectos e o mapa de estradas. Através de resultados 
experimentais, os autores verificaram que este método não só é prhtico para a procura de trajectórias 
similares mas também é um bom método para fazer o agrupamento de trajectórias. 
Em 2010, Kitagawa et. al. analisaram o problema de agrupamento para dedos relativos a 
trajectórias em redes de estradas [74]. Os autores realçam o facto de vários algoritmos propostos até à 
altura não terem em conta a proximidade espacial dos dados com redes de estradas. Para. dar conta 
destes casos, os a.utores propõem uma nova medida de distância denominada. de NNCluster que reflecte 
a proximidade das trajectórias com as estradas e também propõem um método de agrupamento eficiente 
que reduz o número cálculos de distâncias no processo de a.grupainento. Os resultados experimentais 
deinonstrarain que o método proposto identifica correctamente agrupamentos sob a rede de estradas, 
rediiziildo em 80 por cento o custo de distâncias. 
Ein 2011, Nut,ailong, Ja.cox e Samet exploraram a utilização da Distância de Hausdorff [75]. 
Os autores começam por explicar o funcionamento da. função generalizada e de seguida mostram a 
complexidade da execução da, fuilção, comparando-a com o problema do vizinho mais próximo/longínquo. 
Os aiitores de seguida apresentam uma versão da Distância de Haiisdorff que se faz o exame linear de 
um conjunto de pontos X e utiliza um índice para ajudar na computação do vizinho inais próximo no 
conjunto de da.dos Y em cada z. Para essa versã.0, os autores apresentam uma solução que permite 
evita,r o exame linear do conjunto X aplicando o conceito de procura agregada do vizinho ina.is próxiino. 
Ta.nibém é proposto pelos autores um método que permite a análise incremental dos índices de X 
e Y de forma simultânea. Pai-a a aplicação das técnicas propostas, os autores utilizam a função da 
Distância de Hausdorff para a medição de similaridade entre duas trajectórias representadas por um 
conjunto de pontos e para a, compara.ção da perforinance relativameilte a, a.bordagens tra.dicionais. Os 
resultados experimentais mostraram qiie o inétodo proposto mostra melhores perforinances do que os 
métodos tradicionais em uma ordem de magnitude em termos de custo transversal e em tempo de 
resposta total. 
Roh e Hwang apresentaram o Trajectory Pattern Minin.g (TPM) [76]! um software criado para a. 
consulta de padrões em trajectórias em redes de estradas. Na criação do software foram feitos esforços 
para que seja possível fa,zer consultas em ja.nelas espaço-temporais para serviços baseados na. 1ocaliza.ção 
e para suportar o espaço euclidiano sem qualquer tipo de restrições. O software suporta consultas com 
padrões totais, sub-padrões e padrões inversos, todos eles utilizados para a correspon [74]dências de 
padrões para  trajectória,^ em redes de estra.das. O software foi testado com trajectórias reais de larga. 
escala nos três tipos de padrões. 
Ein 201 3, Ena~a~t i far  e Sa.lam a.presentam um sistema de reconhecimento de formas bidimensio- 
nais [77]. No método proposto, é feita numa primeira fase uma detecção de a.restas basea.do no inétodo 
fuzzy celular autommata. Numa. segunda fase as formas são agrupadas através das diferenças do grau 
de cada ângulo. Por fim é aplicada a Distância de Hausdorff para determinar a taxa de similaridade. 
Segundo os autores, os resultados de várias siinulações demonstram a iilvariância do sistema. nas 
operações de rotação, translação e de mudança de escala. 
2.3 INTEGRAÇÃO E ARMAZENAMENTO DE DADOS 
Os dados relativos às posições, aos trajectos feitos pelos veículos, aos segmentos rodoviários 
utilizados nesses percursos e toda a inforina.ção contextual devein ser arinazenados de forina a que a. 
análise seja feita de forina eficiente. Desta forma, foi feita uma pesquisa a técnicas de a.rmazenainento 
de dados espaciais em Data Mlarehouses. 
2.3.1 DATA WAREHOUSING 
Uma Data Warehouse é um armazdm de dados tipicamente u t i W o  para armazenas informa@ia 
&ti= a urna determinada organiza$h de uma forma cansolidada. As Data Warehouses mantêm 
a informqão armazenada em forma de históricos. Este facto contribui no processo de tomada de 
decisões, através de relatórios em que é pwivel obter o desempenho real de um deterainado negócio. 
Dependendo da dimensão dos dadas a serem armazenados, bem como a dimensão do negbcio, uma 
Data Warehouse pode estar subdividi& em Data Marts, que armaeenam subconjunto de dados. 
Alguns autores como Rdph KimW defendem que a modelqão de umai Data Warehouse deve seguir 
abordagem de "dividir para conquistar' [?a], ou seja, a constn$%~ de uma Data Warehouse deve passar 
idcitllmente pela criação de drios Data Marts para que posteriormente sejam integrados numa 
Data Warehouse. Esta abordagem B conhecid& como ai estratégia 'Bottom-up*. 
Bill Inmon defende que inicialmente deve construir-se uma Data Warehowe de forma a que toda a 
mgani5açh siga um modelo comum [79]. Posteriormente, deve-se construir a Data Marta bassandese 
em &se;untos ou em secção departamentais. &ta abordagem B conhecida por drat6gia 'Top-Dom'. 
Independentemente da estratégia u t i hda ,  a  cria^$^ de uma Data Warehsuse ou Data Mart passam 
peiaa seguintes fases: 
i Andlise de Requisitos; 
ii Design Conceptual do Sistema; 
iii Design Lógico do Sistema; 
iv Processo de ETC de dadw; 
v Design Físico do Sistema. 
A ferramenta mais utíhada para a exploração de dados numa Data Warehouse é a ferramenta 
Online Analytical Processing (OLAP). Esta tecnologia permite fazer a análise dk grandes quantidades 
de dados a parti de várias perspectivas diferentes. 
Em 1992, Wiliiam H. Inmon publicou "uiliding da Data Warehouise' [79], um li- que eqóe os 
desenvolvime~tos e estratégia utilizadas na altura em que este paradigma era pouco utilimdo. 
Frankiin aborda o impacto da informatiz,ação de mapas em r e l ~ ã o  ao acemo a hfonnaçb 
de negácio e gouernamentd[801. O autor sugere a criqBo de um novo campo, den-o-a de 
Gestão de i n f o r m e  geogr$tica. No mesmo artigo sá;o analisadas apli+es Geographic Information 
Systems (GIS) que visam postos de trabalho e microcomputadores. 
Em 1995, f i o s  artigos foram publicados tendo em conta a gestãio e otímhaçh de consultas 
através de vistas materializadas. A vista materializadas têm oomo objectivo a salvagwrda (local ou 
remota) de resultados de uma consulta a uma Base de Dados proporcionando um acetm mais eficiente 
a w ~  dados. Tipicamente, as vistas rnaterialissdeg são criadas para consultas feitas com mais hqu&c& 
pelos utiiizadores. 
Kiball e Strehlo apreaentar&m num artigo um conjunto de razoes nas *ais Online Transaction 
Proodng (OLV) e os modelos de base de dados relscio& nío sío os mais adequados, apresentando 
alguns conceitos do paradigma multidimemional como 801u~Ões para o suporte B decisão [78]. 
Gupta, Harinarayan e Q w s  abordaram o processamento de cansultas agregadas em ambientes 
de Data Warehouse 'Aggreg9teQuery Proce~lsing ín Data Warehouse Enviroments' [813, propondo 
projeções generalistas capases de aglomerar proj@es (agregações, group by'8, entre outros) numa 
plataforma comum, sendo ca.pa.z de reescrever regras para operações de agregação ma.is eficientes que 
as usa,das na altura. Essas propostas foram testadas em tabelas através de vistas ma.terializadas. 
Zhuge et al. publicaram "View Maintenance in a liarehousing Environment" [82], onde abordam o 
problema da. atualiza.ção das vistas ina.teria1izada.s de uina Data Warehouse nos ccilários em que estas 
atiializain as suas fontes. 
Nesse ano, Cha,udhuri et al. procuraram otimizar as consultas através de vistas materializadas [83], 
propondo uma abordagem para o caso. 
Em 2001, Goldstein e Larson apresentam um algoritmo rápido e escalável de optimização de consultados 
a.tra,vés de vistas materializadas [84], onde parte de uma coilsulta pode ser processa.da através de vistas 
materializa.das, não havendo necessidade de ser processada na íntegra ca.so a eficiência não seja. a 
melhor. Os testes foram baseados em impleinentações feitas em Structured Query Language (SQL). 
Levy et al. abordaram ein algoritmos escaláveis pa.ra a consulta através de vista,s [85], tais como o 
algoritmo bucket e o algoritino Minicom. Para esse trabalho ioi ieita uma revisão, apresentando várias 
aplicações do problema em questão. 
Em 1906, Ralph Kimball e Margy Ross publicaram " The  Data Warehouse Toolkit" [8G]. Estando 
na terceira edição, este livro tem servido como ferramenta base para quem se inicia no paradigina das 
Data Warehouse. 
Nesse mesmo ano, Ha,rina,rayan, Rajaraman e Ullman publica,ra.in "Implementing Data Cubes Efficien- 
tly" [87], onde analisam quais os melhores conjuntos de dados que devem ser materializados em vistas 
de forma a aumentas a performance da.s consu1ta.s num cubo de da.dos. Váaios algoritinos greedy, f0ra.m 
testados para a procura das melhores materializações. 
Agarwal et al. apresentam algoritmos a serem aplicados ein operações de agregação em dados 
OLAP e inultidiinensional [88]. 
Ein 1997, Surajit Chaudhuri e Umeshwar Daya.1 fa.zein uina análise à Data MTarehouse em conjunção 
com a tecnologia OLAP [89]. 
No mesmo ano, Gray et al. apresenta o cubo de da.dos (ou cubo simples) [O01 como uma função de 
agregação de dados, generalizada para múltiplas dimensões, ca,paz de construir histograinas, tabulações 
cruzadas e sub-tota.is, tais como vemos em relatórios. 
Wu et al. apresenta.m alguns problemas inerentes ao processo de ETC [91], especifica.mente na 
modelação e desenho do sistema, limpeza e carregamento dos dados, estruturas de indexação especiais, 
entre outras. Ao apresentar os problemas, o autor tainbéin propões algumas sugestões de melhorainento. 
Em 2004, Ralph Kimball e Joe Caserta publicaram " The  Data Warehouse E T L  Toolkit: Pra.cttca1 
Techniques for Extracting, Cleaning, Conforming, and Delivering Data" [92], onde são abordadas várias 
estratégias para. o processo de ETC de dados. 
Song et a1 apresentara.m HaoLap (Hadoop based oLap) [93]: uin sistema OLAP que visa a. gestão de 
megadados. Este sistema foi concebido num modelo Multi-dimensional Online Analytical Processing 
(MOLAP) de forma a suportar o mapeamento de dimensões e medidas. Neste artigo, os autores 
apresentam vários algoritmos utilizados pelo sistema? tais como: 
i um algoritmo transversal que permite fazer operações roll-up lia hierarquia diinensional; 
ii unl algoritmo de pa,rtiçã.o e linea,riza.çã,o que permite o a.imazena.meilto eficiente de dimensões e 
medidas; 
iii um algoritmo de selecção de dados que optiiniza a performance das operações OLAP. 
iv a utilização do modelo de prograinação MapReduce para a execução das operações OLAP. 
O sistema foi avaliado numa aplicação real e os resultados obtidos foram comparados com sistemas 
semelhantes (Hive, HadoopDB, HBaseLattice e OLAP4Cloud). Os autores concluíram que o sistema 
HaoLap apresenta melhores performances no carregamento de dados, e tem grandes vantagens na 
performance das operações OLAP em consultas complexas e na definição do tamanho dos dados. Os 
autores também realçam o facto deste sistema suportar operações dimensionais totais. 
2.3.2 DATA WAREHOUSE ESPACIAL 
Uma Data Warehouse espacial junta todas as características de um modelo multi-dimensional 
adoptado em Data IVarehouses tradicionais, adicionando a capacidade de gestão de dados geográficos. 
Desta forma, verifica-se que uma Data Warehouse espacial acaba por ser uma extensão de uma Data 
Warehouse convencional. 
Ao longo do tempo foram propostos vários modelos dimensionais para Data Warehouses espaciais. 
Em 1998 foi proposto um modelo [94] em que é feita uma distinção clara entre dimensões/medidas 
convencionais e dimensões/medidas espaciais. Nesta publicação, uma dimensão espacial contém dados 
capazes de de serem representados geograficamente num mapa. As dimensões que contém dados 
que não se enquadram dentro dessas propriedades são consideradas não espaciais. Enquanto que em 
Data Warehouses convencionais as medidas contém dados numéricos, os autores propõem uma medida 
espacial capaz de conter um ponto ou uma colecção de pontos geométricos de objectos espaciais. 
Segundo os autores, este modelo não mantém a consistência dos dados quando a Data Warehouse é 
actualizada. 
Com base no modelo anterior foi proposto em 2001 um modelo semelhante [95], diferenciando-se 
na caracterização das medidas. Neste artigo, os autores propõem três tipos de medidas: 
i A primeira medida deve conter uma ou um conjunto de formas geométricas obtidas a partir de 
múltiplas dimensões espaciais; 
ii A segunda medida deve conter dados resultantes de processarnentos das medidas espaciais ou 
operadores topológicos, sendo estes guardados nas células de um cubo; 
iii A terceira medida deve conter um conjunto de referências a formas geométricas guardadas numa 
estrutura externa. 
Em 2003, um grupo de investigadores propuseram um modelo de criação de Data Marts [96]. Após 
uma clarificação dos conceitos relacionados com as características das Data Warehouses, os autores 
fazem a descrição conceptual de um Data Mart através da ferramenta UML. No artigo, constat&se que 
cada Data Mart é descrito por um esquema multidimensional constituído por dimensões e medidas, 
que podem ser espaciais ou não-espaciais. Em relação a tabela de factos, um Data Mart pode ter 
uma ou várias tabelas de factos, e cada uma delas é caracterizada pelo nome, o qual nunca poderá 
ser modificado. Cada tabela de factos pode ser relacionada com múltiplas dimensões que podem ser 
espaciais ou não. Cada dimensão é caracterizada por uma classe Hierárquica, utilizada para manter 
um historial dos níveis da hierarquia. Os autores propõem 4 tipos de dimensões: 
Temporal para a caracterização dos dados a serem manipulados; 
Geométrica Não Espacial para dados não geométricos, mas passíveis de serem localizados no 
espaço; 
Espacial Geométrica pa ra  Não Geométrica constituída. por uma dimensão geométrica generali- 
zada para. uma dimensão não geométrica; 
Totalmente Geométrica onde os níveis hierárquicos de uma dimensão contém dados geométricos, 
mantendo-se dessa forma após generalizações. 
Tal como em [04], existem dois tipos de medidas: espacial e não-espacial. 
E111 2008, foi proposto um modelo [97] que utiliza conceitos baseados no modelo Entidade- 
Relacionamento, denominado por A4ultiDimER. Os antores começam por apresentas três conceitos 
relativos a relaciona.mentos de dimensões/ta.belas de facto. 
Inicialmente é apresentado o conceito de níveis espaciais, onde a aplicação mantém as características 
espa.ciais a serem armazenadas, podendo ser linhas, pontos, áreas ou uin conjunto dessas representações. 
De seguida,, os autores apresentam o conceito de hierarquia espacial. Uma liierarquia deve conter pelo 
menos um nível espacial e pode conter diferentes estruturas, sendo a criação destas influenciadas pelo 
relacionamento entre as dimensões (um-pa.ra-um, um-pa.ra-muitos, entre outras). Por fim, os autores 
apresenta.in um conceito de relacionainei~to entre factos, que representa o rela.cionainento entre uma 
tabela de facto e as dimensões directamente ligadas a ela. Este tipo de relacionamento é considerado 
espacial caso pelo menos duas dimensões numa hierarquia espacial sejam espaciais. 
Em relação às inedida,~, os autores utilizam os mesino conceitos apresentados em [94] e [96], onde 
existem medidas não-espaciais e medidas espaciads. 
Na representação conceptual, é utilizada. a notação MADS para a descrição destes conceitos. 
Ein 1990, Beckmann et al. apresentam o inétodo de indexação R*-tree [98]. Este método é baseado 
na optimização heurística de uma área rectangular fechada em cada nó interior e roi criado para o acesso 
rápido e eficiente a pontos e rectângulos. No artigo, os autores realçam dois pontos característicos 
deste inétodo: o fa,cto de suportar pontos e dados espaciais ein simultâneo e o fa.cto dos custos de 
iinplementação serem ligeiramente maiores do que outros iliétodos R-Trees existentes, sendo que o 
rácio de custo-eficiência é positivo. 
Em 1003, Brinkhoff, Kriegel e Seeger analisam a performance de várias abordagens utilizadas para. 
o processo de junções espaciais nas consultas às bases de dados, utilizando R-trees, e R*-trees [99]. 
0 s  autores apresentam várias técnicas que visa,ni reduzir o tempo de execuçã,~ na utilizaçá,~ dos dois 
métodos, tanto em relação a operações feitas no CPU como ein opera,ções 110. Posteriormente, eles 
apresentam um algoritmo personalizado em que, segundo os autores, com um buffer de tamanho 
razoável, o ganho de perforinance nas operações 110 é óptimo, quase correspondendo com o tempo de 
leitura de apenas uma das páginas de memória. 
Brinkhoff, Kriegel e Seeger mostraram o quão conveniente e vantajoso é fazer o processamento de 
junções espaciais em plataformas de hardware paralelo [100], tirando partido do facto destes sistemas 
estarem equipados com i~leinória, virtual partilhada. Os aatores apresentam um algoritmo e várias 
variantes, em que todas elas são executadas em três fases: (i) criação, (ii) atribuição e (iii) execução 
paralela. de tarefas. Estas fases são executadas de forma a. permitir a redução dos custos das operações 
de CPU e 110. Os algoritmos são ailalisados, sendo mencionados suas vantagens e desvantagens. Os 
antores concluírain que um dos algoritnios atinge uma velocida.de óptima., assumiildo sempre que o 
tamanho de discos rígidos são suficientemente grandes. 
Em 1998, Ester et. d. apresentam o problema da execução de operações OLAP em Data 
Warehouses. Inicialmente, os autores mostram que as técnicas de agregação utilizadas em dados não 
espaciais não podem ser aplicadas a dados espaciais, já que as possíveis hierarquias e agrupamentos 
que podem existir entre esses dados não são conhecidos na fase de modelação. Este problema foi 
exemplificado através de um sistema de monitorização de tráfego. Consequentemente, os autores 
propõem uma estrutura de dados denominada de a R - h ,  que acaba por ser uma combinação de um 
índice espacial com uma técnica de materiaiízação. O índice espacial é usado para fazer a agregação 
dos dados usando uma estrutura hierárquica de dados baseada en rectângulos englobantes mínimos. 
Isto faz com que as funções de operação não necessitem de aceder directamente aos objectos, mas 
apenas aceder aos nós intermedkirios. A estrutura aR-Tlee foi aplicada em simulações da vida real 
para testar a sua performance. No final, os autores realçam que trabalhos estão a ser feitos para que 
esta estrutura seja aplicada em dados espácic+temporais. 
Em 2000, Wang, Zhou e Lu abordam a gestão de dados em modelos multidímensionais (espaciais 
e espácietemporais) 11011. Os autores apresentam os conceitos de objetos espácio-temporais e suas 
aplicações, técnicas para manipulqão de dados espácio-temporais em modelos multi-dimensionais tais 
como a indexação multidimensional, estruturas de dados e avaliação de consultas. 
Os autores referem que caso os sistemas de base de dados mais recentes (orientados a objeto / relacionais) 
suportem eficientemente dados espácio-temporais, será um passo fulcral para a criação de extensões 
para operações multi-dimensionais com capacidade de explorar essas características, de forma devolver 
dados espácio-temporais através de consultas realizadas de forma eficiente. 
Tm anaiisa várias tecnologias de gestão de dados espaciais aplicados a ambientes de dados 
urbanos [102]. Após a apresentação dos conceitos e princípios na área de Data Warehousing bem como 
as suas características e arquitectura, o autor propõe uma arquitectura de três camadas para a criação 
de uma Data Warehouse espacial apresentando potenciais problemas que podem aparecer no design e 
na implementaçib desta. 
Em 2001, Merret e Han mostram uma visão geral de dos conceitos relacionados com Data Warehouse 
espacial, para a descoberta de conhecimento geográfico [103]. Nessa pubiicação, os autores realçam a 
importância das Data Warehouse na tomada de decisões estratégicas e na descoberta de conhecimento. 
Os autores afirmam que a integração eficiente de dados espaciais permite obter uma visão uniforme, 
com um mazenamento de dados Impos e transformados, o que facilitaria a análise multidimensionai 
desses dados. A tecnologia OLAP tttmbérn é referida como uma ferramenta de análise rápida e flexível 
para gerir dados espaciais multi-dirnensionais. Porém, é referida a implementação complexa que essa 
tecnologia necessita. Alguns campos a serem investigados são no fim realçados pelos autores. 
Em 2002, Yvan et al. apresentam uma ferramenta denominada de Perceptory, capaz de fazer uma 
representação de forma eficiente de múltiplos objectos geométricos e representações cartográficas [104]. 
Em 2003, Zghal et al. apresentam uma ferramenta denominada de CASME (Computer Aided Spatial 
Mart Engineering) 11051 capaz de criar uma Data Mart espacial. Esta ferramenta permite construir 
um modelo multidimensional, criado utilizando os conceitos Unified Modeling Language (UML). Após 
criado o modelo lógico, é gerado automaticamente o modelo físico. A base de dados é crida em Oracle 
Sptial. 
Nadi e Delavar analisam os principais conceitos de espaço e tempo, associados a m  parânetros mais 
relevantes do SIG temporal [106]. Após analisarem várias abordagens para a modelação de dados SIG 
temporais, é apresentado e discutido um protótipo de um SlG temporal para a simulação de tráfego. 
Os autores concluem que no futuro, a utilizaçáo de GIS temporais em detrimento de GIS convencionais 
será inevitável devido à aplicação e utilidade que eles representam. 
Ein 2005, Gorawski e Malczok apresenta,in uma lista de materialização que visa o processa.mento 
de listas de agregação grandes e um arinazenamento eficiente [107]. A lista de inaterialização contém 
agregações calculadas através dos da.dos armazenados na base de dados e após criados, as agregações 
são ma.terializadas pa.ra uso futuro. Estando a lista estruturada, através de páginas, esta foi analisada 
de forma a obter a melhor perforinance possível através da configuração do número de páginas em 
disco, o tamanho de ca,da página e o número de ligações à base de dados. Os autores dizem que esta. 
lista pode ser conjiiga.da com estriitiiras de agregação tais com a aR.-Tree. 
No ano seguinte, os autores apresentam sistemas de Data Warehouse espaciais centralizados e distri- 
buídos [108], utiliza.dos pasa a. a.ná.lise e a.gregaçã.0 de gra.ndes quantidades de dados, propondo tipos 
de distribuiçá.0 de dados e de carga de trabalho, bem como técnicas de indexação com a. estrutura 
aR-Tree. Os autores justificam a utilização desta estrutura de indexação pelo facto desta armazenar 
as a.grega.ções em disco ao invés de uti1iza.r iiiteilsiva.mente a. memória, o que seria um problema. ria 
indexaçã,~ de grandes quantidades de dados. Neste artigo, os autores mostraram que os sistemas de 
Data Wa,rel~ouse distribuídos obtêm melhores performances do que os sistemas de Data Warehousing 
centralizados. Os a.utores realçam também que a materialização selectiva de partes da estrutura de 
índices aR-Trees aumenta significativamente a eficiência do sistema. 
Em 2006, Malinowski e Zimany propõem três aborda.gens para. a. análise e ca,ptura de requisitos 
para a criaçã.0 de uma Data Warehouse espacia.1. Os autores referem o facto de uma. fraca aná.lise de 
requisitos poder levar à criação de sistemas que são passíveis a falhas. Antes de abordarem os métodos, 
os autores apresentam um modelo MultiDimER. Este modelo permite a representaçã,~ de conceptual de 
dados miiltidimensioiiais com apoio a dados espaciais. Os métodos são Demand-driven, Supplu-driven, 
e misto. 
Em 2007, Escribano et. al. apresenta,ram Piet, uin sistema que permite a integração entre o sistema 
GIS e operações OLAP [109]. Este sistema faz a decomposição de ca.da camada teinática no GIS em 
polígonos convexos, e o processamento e armazenamento dessas camadas numa base de dados para 
serem mais tabde utilizados por iim processa.dor de consultas. Após o sistema ser descrito e analisado, 
os autores concluem que o pré-processainento das camadas GIS pode obter melhores performances em 
compa.ra,çã.o com sistemas GIS que utilizem indexação baseada em R-Trees. 
Em 2008, Glorio e Trujillo apresentara.m uma Data Warehouse para dados espaciais [110]. O 
modelo apresentado define um conjunto de regras através de consultas, vistas e transformações. Essas 
regras permitem obter uma representação lógica do sistema de uma forma automática. O modelo 
proposto é implementado em ferramentas eclipse. 
Huibing apresenta a criação de uma base de dados espácio-temporal desde o desenho até à 
iinp1ementaçã.o [lll], através de uma base de dados relacional-objecto. Esta apresenta,ção deveu-se 
ao facto do autor constatar que, apesar de na. altura ha.ver investiga.ção considerável rela.cionada, 
com modelação de base de dados espácio-temporais, pouco havia sido publicado no que toca às 
implementações das mesmas em bases de dados objecto-relacionais. Diira.nte a demonstra.ção, o autor 
apresenta a definição de um objecto espácio-temporal, um modelo generalizado de dados espácio- 
temporal, e a, impleinentação de um sistema, de informação espácio-temporal. Pa.ra. concluir, o autor 
a.presenta. um caso de estudo onde dados espácio-temporais são iitilizados no sistema prop~st~o. 
Em 2012, Aissi e Gouider apresentam um trabalho em que são analisados modelos nlulti- 
dimensionais espaciais e espácio-temporais [112]. Os autores, ineiicionain que 80 por cento dos 
dados utilizados para tomadas de decisões são da.dos espácio-temporais, concluindo assim que este 
tipo de dados devem ser integrados nos modelos OLAP, bem como nos sistemas de Data Warehousing. 
Através de um conjunto de critérios e de estudos de benchmarking, vários modelos foram avalia.dos de 
forma a encontrar possíveis tendências e problemas que possam necessitar de investigação adicional. 
Os autores concluíram que entre os modelos multi-dirnensionais avaliados [96], [104], [113]-[117], a 
maioria integra dados espaciais baseando em dimensões espaciais não geométricas, sendo as dimensões 
espaciais geométricas e mistas negligenciadas. A análise da selecgão de dados que devem ser incluídos 
nas Data Warehouses e a sua forma de inclusão é algo que deve continuar a ser explorado, de acordo 
com os autores. 
Kyung, Yom e Kim apresentaram uma Data Warehouse espacial, baseada num modelo multi- 
dimensional [118], criada para ajudar o processo de decisão na actuaiização de dados espaciais. O 
modelo criado inclui um esquema em estrela e a implementação da tecnologia Spatial Online Analytical 
Processing (SOLAP). Na criação da Data Warehoiise espacial, um conjunto de considerações teve de 
ser tomado conta, tais como as consequências da adição de níveis hierárquicos nas tabelas de dimensões 
durante a fase de implementação, a disponibilidade dos valores de medida nas tabelas de factos, tendo 
em conta que a nulidade desses valores resultará em consultas nulas, descredibilizando o sistema devido 
retorno de resultados inúteis para o utilizador. Outra consideração que os autores tiveram em conta 
foi a disponibilidade dos dados espaciais. 
Em 2013, Aji et al. apresentam Hadoop GIS, um sistema de Data Warehouse escalável e de 
alta performance capaz de executar consultas de dados espaciais em grande escala na plataforma 
Hadoop [119]. As consultas podem ser feitas a vários tipos de dados espaciais no MapRediice através 
de técnicas de particionamento espacial e de um motor de consultas espaciais denominado de RESQUE. 
Hadoop GIS está integrado com Apache Hive, havendo a possibilidade de executar consultas espaciais 
declarativas com uma arquitectura integrada. De acordo com os autores. os testes mostraram grande 
eficiência nas respostas e grande escalabilidade ao ser executado. A performance demonstrada está a 
par com outros sistemas de base de dados espaciais, sendo melhor em cenários de consultas intensivas. 
Para o trabalho proposto, o armazenamento de trajectórias criadas através dos dados de localização 
é um requisito necessário para lima posterior análise. Por isso, foi feita uma pesquisa a trabalhos que 
envolvem este tipo de armazenamento. 
Marketos et. al. apresentaram soluções para a criação de uma Data Warehouse de trajectórias [120]. 
Os autores inicialmente analisam modelos de Data Warehousing tradicionais e investigam a forma de 
adaptação desses modelos para o armazenamento de trajectórias. Neste artigo, o trabalho foi focado 
em três problemas críticos para a constiução da Data Warehouse. Os tópicos foram : 
i a reconstrução da trajectória a partir do carregamento dos dados do dispositivo que a originou; 
ii O processo de extracção, transformação e carregamento que adiciona as trajectórias na Data 
Warehouse; 
iii as agregações das medidas do cubo para a utilização da tecnologia OLAP. 
A solução foi testada num conjunto de dados constituídos por cerca de 6 milhões de registos 
posicionais relativos a movimentos feitos por carteiros em Londres num período de um mês, com uma 
frequência de amostragem de 10 segundos. Os dados foram utilizados para a reconstrução e armazena- 
mento de trajectórias. Depois da solução ter sido devidamente testada, os autores consideraram esta 
abordagem eficiente. 
Pa.ra trabalhos futuros, os autores prometem analisar medidas úteis para. Data \Vaa.ehouses de tra,jectó- 
ria.s, tais coino a trajectória t@ica [121], [122]. Os autores tainbéin prometem a,nalisar as capacidades 
analíticas deste sistema para. a aplicação de técnicas de mineração nos dados agregados na. Data 
Wa~ehouse de trajectórias. 
Ein 2014, Aildersen et. al. propõem uma Data Warehouse criada em PostgreSQL para a gestão de 
dados relacionados com níveis de combustível e com condições meteorológicas [123], realçando o facto 
de que as abordagens a.presentadas a.té a. altura não consideram a combinação dos dados GPS coin 
dados externos. Com uma tabela de facto de 3.4 biliões de registos de 16 diferentes fontes, os autores 
mostraram que este sistema pode ser aplicado para a análise de tráfego relaciona.do com o consumo 
dos veíciilos e o congestionamento das estradas. 
Xie, et. a1 propuseram um uma estrutura de dados baseado em árvore [124] para a. contagem 
de trajectórias a.tra.vés do seu ina.peamento num histograina. espacia,l coin diferentes gra.ilularidades. 
Os autores a.presenta,in ta,inbém uma abordagem pa.ra o processamento de consu1ta.s espaciais por 
abrangência, consistindo na agregação de histogramas em coilsultas por abrangência rectangular. 
Segiindo os a.iitores, este método permite preservar a privacidade dos veículos através da maniitenção 
das trajectórias agregadas, e pode ser utilizado para resolver o problema da contagem distinta, da 
mesma forma. utilizada. por Leona.rdi et. a.1 [125]. Os estudos experimenta.is feitos pelos antores 
mostraram que a estrutura de dados proposta atinge grandes níveis de exactidão nos resultados da,s 
consultas e tem melhores performances do que outras abordagens baseadas em histogramas. 
2.4 AGRUPAMENTO D E  TRAJECTÓRIAS 
O agrupanlento (ou clustering) de trajectórias possibilitam análises úteis para a detecção de 
padrões da,s rotas feitas pelos veículos. Este tipo de agrupamento é tipicamente feito no espaço 
euclidia.no, ou seja, não estão condicionadas pela existência de obstáculos ou de mapas rodoviários. 
Com a possibilidade de uma futura utilização deste tipo de análise, foi feita uma pesquisa de trabalhos 
relacionados coin este tópico. 
Em 1999, Ga.ffney e Sinyth abordam o problema relacionado com o agrupa.inento de trajectórias 
semelhantes, apresentando um algoritmo de agrupamento (algoritmo EM) baseado em princípios 
metodológicos para. a modelação probabilística de uin conjunto de trajectórias, tra.tando-as como uma 
sequência de pontos individuais gera.das por um modelo de mistura finita constituído por componentes 
de modelos de regressão [126]. A aprendizagem é feita sem supervisã.~, através do método de máxima 
verosimilhança. Segundo os autores, o algoritino EM tem a capacidade de lidar com o problema de 
dados ocultos encontrado noutros algoritmos de agrupamento. O algoritmo foi feito genericamente de 
forma a ter a capacidade de lidar com componentes de regressão não paramétricas e com saídas inulti- 
dimensionais. Os resultados provenientes tanto de simulações coino de dados reais foram comparados 
com os resultados de outros algoritmos de agrupamento (Naive K-means, Mistura Gaussiana). Segundo 
os autores, o algoritino apresentado mostrou melhores performances, co~npara~ndo coin os outros 
algori tmos. 
Em 2004, Li, Han e Yang propõem abordagem para o agrupamento de dados relativos a objectos 
móveis, atravks de micro-agrupamentos [127]. Segundo os autores, a técnica de micro-agrupamento foi 
aplicada pelo facto a detecta.r padrões dos objectos espaço-temporais e de gerir grandes quantidades 
de dados. Os autores afirma.m que através de técnicas eficientes pa,ra manter os micro-agrupamentos 
em pequenas dimensões e através da identificação de colisões entre micro-agrupamentos móveis, é 
possível fazer a gestão dinâmica de micro-agrupamentos, sendo possível obter agrupamentos de forma 
rápida em qualquer instante temporal. Os resultados experimentais, mostram melhorias no tempo de 
execução em várias ordens de magnitude, comparando com o método K-rneans. 
Em 2006, Nanni e Pedreschi propõem um algoritmo de agrupamento de dados móveis, orientado 
ao tempo [128]. Numa primeira fase, é aplicado um algoritmo de agrupamento baseado na densidade 
dos dados, focando-se apenas na distância entre as trajectórias. Depois de serem executados testes 
ao algoritmo, os resultados são comparados com a resultados obtidos com algoritmos standard. Após 
serem feitos os testes, é apresentada e aplicada a abordagem, denominada de focagem temporal, onde 
se explora as semânticas da dimensão temporal (intervalos de tempo) para melhorar a qualidade do 
agrupamento de trajectórias. Segundo os autores, a qualidade de agrupamentos obtidos é ótima. 
Em 2009, Leonardi et. al. propuseram uma abordagem para o armazenamento e agregação de 
padrões provenientes de objectos móveis numa Data Warehouse de trajectórias 11251, com o objectivo 
de permitir a avaliação rápida de padrões que ocorram numa determinada zona espacial ou num 
determinado intervalo de tempo. Com um sistema modelado para a exploração de um cubo de dados, os 
autores adicionaram à Data Warehouse de trajectórias uma medida que contém os padrões frequentes 
obtidos no processo de mineração de dados das trajectórias, permitindo assim a análise dos padrões 
em diferentes níveis e granularidade através de operações OLAP. 
Os autores discutiram o processo ETC de armazenamento de padrões em cada registo da Data 
Warehouse tendo em conta o acesso aos dados em ordens diversas e em grandes quantidades de objectos 
móveis. A agregação espácio-temporal desses padrões foi realçada, sendo mencionada a necessidade de 
resposta a consultas multidimensionais analíticas. 
Em 2014, os mesmos autores apresentaram um sistema que permite fazer a modelação de uma 
Data Warehouse de trajectórias [129], ou seja, dados agregados de objectos móveis. Este sistema 
também fornece operações OLAP visuais para a análise de dados. Os autores realçam o facto deste 
sistema suportar dados espaciais e espácio-temporais, sendo suficientemente flexível para lidar com 
objectos livres ou com movimentos limitados (por exemplo, movimentos em relação ao processamento 
de medidas agregadas), os autores provaram que a medida representativa do número total de visitas 
numa determinada área espacial com um conjunto de trajectórias pode ser processada de forma 
eficiente e independente da discretização do domínio espácio-temporal e da estrutura hierárquica que a 
Data Warehouse adopte. Esta medida também é uma boa aproximação à medida representativa do 
número de trajectórias numa determinada área espacial, medida esta que representa problemas no 
seu processamento, já que é uma medida holística. Note-se que este problema inserese no problema 
da contagem distinta, muito conhecida na consulta de dados nas Data Warehouses. O sistema foi 
aplicado em dois cenários: na navegação de barcos no Mar Adriático e no tráfego de estradas numa 
área urbana em Itália. Os autores comprometeram-se no futuro a adicionar ao sistema medidas mais 
complexas, realçando medidas como os padrões frequentes e trajetórias representativas. Resultados 
desses trabalhos podem ser vistos no artigo publicado em 2009. 
Após a conclusão do estado de arte, foi possível constatar que existem alguns trabalhos que procuram 
fazer a gestão de trajectórias através de Data Warehouses [120]. Porém, com o conhecimento adquirido 
através das pesquisas, trabalhos relacionados com contextualização de dados espácio-temporais usando 
dados externos ainda não é algo que seja consideravelinente investigado. Uma possível razão para a 
escassez que investigação pode ter haver com o facto de, para além de existirem poucos conjuntos de 
dados posicioiiais disponíveis, muitas fontes de dados contextuais úteis para este tipo de trabalho não 
estão dispoilíveis de forma gratuita. 
Neste capítulo é descrito um sistema de apoio à decisão orientado para a análise de tráfego. Os 
trajectos, serão obtidos a partir de históricos de dados GPS. 
Para alem dos dados posicionais, tambkm serão utilizadas fontes de informação contextuais, atribuindo 
mais valor aos dados posicionais. Os trajectos serão analisados através de um mapa rodoviário. 
CONCEITOS 
Os pontos de localização dos veículos encontram-se armazenadas em ficheiros texto. Os pontos 
foram obtidos através de um dispositivo GPS. Cada ponto GPS é caracterizado por um conjunto de 
atributos, nomeadamente as coordenadas e o instante temporal em que foi registado. Os trajectos 
são um conjunto de posições registadas com um intervalo de tempo mínimo de 5 minutos entre cada 
amostra. Cada trajeto irá ser associado a uma estrada no mapa rodoviáro digital a partir de um 
processo de Map Matching. 
O mapa rodoviário digital utilizado neste trabalho é fornecido pelo OpenStreetMaps. Neste mapa 
a identificação das estradas pode ser feita de várias formas, tanto com um critério individual como 
num critério colectivo. Por isso, foi necessário uniformizar essas identificações para que a análise das 
estradas percorridas seja feita de uma forma mais eficiente. 
A uniformização passou por processar todas as estradas onde foram registados trajectos. Após a 
uniformização, foram definidos os seguintes conceitos: 
- Um segmento é um troço rodoviário que começa e acaba numa interseção; 
- Uma interseçáo é um ponto representa a adjacência entre três ou mais segmentos (cruzamento, 
entroncamento) ; 
Desta forma, cada segmento pode estar adjacente a outro segmento através de uma interseção e 
cada ponto de um trajeto irá ser associado a um segmento do mapa rodoviário. 
3.1 ANÁLISE DE REQUISITOS 
O sistema a ser concebido tem como objectivo a análise de trajectos. Este sistema também poderá 
ser utilizado como base para a recomendação de percursos rodoviários baseando no contexto. 
Tipicamente, os sistemas de recomendação baseados em técnicas de atragein colaborativa recorrem 
a avaliações feitas por vários utilizadores a determina,dos items. Essa, avaliaçã,~ é utilizada como 
uma componente preditiva, comparando a avaliação de um determinado utilizador com a de outros 
utilizadores com avaliações semelhantes. 
Outro tipo de técnica de recomendação muito utilizado é a filtragem baseada em conteúdo, onde a 
predição é feita através da descrição de um conjunto de iterns e as preferências históricas do utilizador. 
Quando um item é seleccionado, a sua descrição (tipicamente metadados) são utilizados para a 
recomendação de oiitros items com descrições semelhantes. 
Para o sistema proposto, pretende-se criar um sistema de recomendação baseado na informação 
contextual em que os trajectos foram registados. Este sistema também poderá vir a suportar um 
sistema de recomendação colaborativa, bem como um sistema de recomendação baseado em conteúdos. 
Consequentemente, para além de ser necessário armazenar informação relacionada com a localização 
dos utilizadores (posições GPS, bem como o segmento rodoviário a que as posições pertencem), será, 
necessário armazenar informação contextual em que esses dados foram registados. O contexto associado 
aos trajectos estará relacionado com: 
i As localizações geográficas no contexto rodoviário em que o trajecto é iniciado e concluído; 
ii O instante temporal (data, e hora/minutos); 
iii A informação relacionada com o veículo utilizado para fazer o percurso; 
iv As coiidições meteorológicas e 
v A relevância da data do trajecto. 
As localizações GPS, que são dados geográficos tal como os segmentos rod~viá~rios, deverão ser 
armazenados juntamente com a sua componente espacial, podendo assim ser representados geografi- 
camente através de coordenadas. Os dados geográficos são úteis para a análise do espaço geográfico, 
permitindo determinar relações topológicas tais como adjacências, intersecções, e cruzamentos. 
Para a recomendação de trajectos, é necessário registar na Data Warehouse informação relacionada 
com trajectos realizados pelos utilizadores, nomeadamente o trajecto percorrido na íntegra e os 
pontos/seginentos iniciais e finais desse trajecto. Das viagens registadaa, deverá ser necessário que 
sejam armazenados todos os pontos GPS, bem como o segmento rodoviário ein que esses pontos foram 
registados. 
Para criar uma solução que forneça ao utilizador o melhor trajecto a ser percorrido entre dois pontos, 
serão usados pesos para a informação contextual em que a viagem pode ser feita, visto que o melhor 
percurso vai ser determinado pelo contexto em que ele poderá vir a ser feito. Essas condicionantes 
devem ser representadas e armazenadas juntamente com os dados espaciais. 
Os instantes temporais em que o trajecto pode ser percorrido é um factor importante na recomendação. 
Podemos assumir que em muitos cenários, os trajectos que contenham vias rápidas sejam OS mais 
rápidos a serem feitos pelos utilizadores em horas mortas; o mesmo ~ o d e r á  não acontecer em horas de 
ponta em que o tráfego muitas vezes está congestionado. 
Uma das condicionantes que tainbém pode influenciar a recomendação de trajectos é o veículo utilizado 
e as várias componentes relacionadas, como a marca, o modelo, o tipo de veículo utilizado (Motociclo, 
Automóvel, etc), o tipo de combustível utilizado (Gasolina, Gasóleo, Gás, Eléctrico, etc), o consumo 
de combustível por cada quilómetro e a capacidade de ocupação. 
Outra condicionante que pode influenciar a selecção de trajectos são as condições meteorológicas [67], 
[130]-[135] e neste trabalho pretende-se fazer uma estimativa dos melhores trajectos a realizar tendo 
em conta o estado do tempo. 
O nível de utilização de uma estrada pode ser influenciado por critérios temporais, nomeadamente o 
tráfego nas estradas normalmente difere entre dias úteis, fins de semana e feriados. 
Numa perspectiva mais ampla, podemos até considerar que essa afluência difere em diferentes fases do 
ano. Por isso, os dados relativos à data das viagens devem estar agrupados por diferentes fases do ano. 
3.2 DESENHO CONCEPTUAL 
Nesta fase, procedeu-se à criação conceptual do esquema das Data Warehouses. Na Figura 3.1, 
apresenta-se o esquema da Data Warehouse que contém dados relativos às viagens registadas pelos 
utilizadores. Na Figura 3.2, apresenta-se o esquema da Data Warehouse que contém dados relativos 
a segmentos rodoviários onde foram registadas passagens de utilizadores. Na Figura 3.3, apresenta- 
se o esquema da Data Warehouse que contém dados relativos a localizações GPS registadas pelos 
utilizadores. Todos os esquemas foram criados usando a notação DFM[l]. Os factos são as seguintes: 
nave1 Armazenam dados relativos a viagens. Note-se que as viagens correspondem a trajectos criados 
a partir das posições GPS dos utilizadores, numa fase prévia ao processo de Map Matching. 
Esta tabela de factos irá ter associada a velocidade média, a velocidade máxima, a duração das 
viagens e a distância percorrida como medidas. 
Segments Armazena todos os troços rodoviários utilizados pelos condutores através das viagens. 
Esta irá ter como medidas a velocidade média feita em cada segmento. 
GPS sample Armazena todas as amostras GPS dos utilizadores. Esta irá ter como medidas a 
velocidade, a elevação bem como a direcção e a Diluição horizontal de Precisão (hdop). 
As dimensões serão as seguintes: 
Date Armazena dados temporais relativos à data. Esta dimensão está hierarquicamente organizada 
em quatro níveis: Ano, Trimestre, Mês e Dia (dia do ano, dia de semana, fim de semana, 
feriado). 
Time Armazena dados temporais. Esta dimensão está hierarquicamente organizada em dois níveis: 
Hora e Minutos. 
Driver Armazena dados relativos ao condutor. 
Location Armazena dados relativos à localização do evento. Esta dimensão está hierarquicamente 
organizada em dois níveis: País e Cidade. 
Weather Armazena dados relativos às condições meteorológicas (temperatura, nebulosidade, pressão, 
humidade, nascer do sol, pôr do sol, temperatura mínima e máxima). Esta está organizada num 
único nível. 
Vehicle Armazena dados relativos ao veículo utilizado no registo do ponto GPS, num segmento ou 
numa viagem. Esta está organizada num único nível e terá da.dos relacioiiados com o tipo de 
veículo, o tipo de combustível utilizado, marca, modelo e o número de lugares. 
First Point Armazena dados relativos a um ponto GPS registado num segmento. Esta está organizada 
em um único nível e é utilizada quando existirem múltiplos pontos GPS num segmento de 
um determinado condutor. O facto de se saber qual é o primeiro ponto, auxilia o cálculo da 
velocidade média do condutor num segmento. 
Point Armazena dados relativos a um ponto GPS. Esta dimensão está organizada em um único nível 
e é uma tabela espacial. 
Segment Armazena dados relativos a um segmento do mapa rodoviário. Esta dimensão está organi- 
zada em um Único nível e é uma tabela espacial. 
Start Path Armazena dados relativos a um segmento relativo ao início de uma viagem. Esta dimensão 
está organizada em um único nível e é uma tabela espacial. 
End Path Armazena dados relativos a um segmento relativo ao fim de uma viagem. Esta dimensão 
está organizada em um único nível e é uma tabela espacial.. 
Path Armazena dados relativos a um trajecto. Esta dimensão está organizada em um único nível e é 
uma tabela espacial. 
Snapped Points Armazena os pontos mapeados aos segmentos seleccionados pelo algoritmo de 
mapeamento. 
Day Event Armazena um acontecimento relevante que tenha decorrido no dia em que o trajecto foi 
registado. 
Enquanto que na Data Warehouse que regista as viagens (Figura 3.1) é possível obter informação 
relativa a viagens na íntegra, as restantes Data Warehouses (Figuras 3.2 e 3.3) podemos obter dados 
estatísticos relativos a cada segmento rodoviário e a cada localização GPS registada de forma a que, 
no processo de recomendação de trajectos, a selecção dos trajectos seja mais fiável. Esta Data Mart 
também possibilita determinar o nível de utilização de cada segmento, bem como a velocidade média 
em cada segmento rodoviário. 
Figura 3.1: Data Mart das Viagens 
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Figura 3.3: Data Mart dos troços 
O modelo lógico apresentado na secção anterior foi implementado usando um esquema em cons- 
telação. Relativamente a outrros métodos analisados (Estrela, Flocos de neve), concluiu-se que este 
esquema é o mais apropriado pelo facto de possibilitar a introdução de múltiplas tabelas de facto que 
partilham várias tabelas dimensionais (Figura 3.4). 
Figura 3.4: Esquema em constelação 
Depois de concebido o desenho lógico, iniciou-se a criação do desenho físico, onde são considerados 
os dados recolhidos nessas fases para a construção estrutural da base de dados. A base de dados 
escolhida foi o PostgreSQL. 
Inicialmente, foi necessário fazer um mapeamento das componentes utilizadas no desenho lógico 
para as respectivas componentes utilizadas num desenho físico. 
Com a ajuda da Figura 3.5? mostra-se que enquanto que um desenho lógico consiste num modelo com 
um conjunto de Entidades, Atributos, Identificadores Únicos e Relaçôes, num desenho físico teremos 
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Figura 3.5: Coi~versã.~ Inicial de um desenho lógico para uma estrutura física 
OUTRAS COMPONENTES ESTRUTURAIS 
Após a execução mapeamento, foi necessário adicionar componentes adicionais, tais como Tabelas 
Particionadas, Vistas, Restrições de Integridade, Dimensões e Factos. 
As Tabelas Particionadas foram utilizadas com o objectivo de dividir tabelas de grandes volumes de 
dados em tabelas mais pequeiias. 
Esta divisão aumentou a performance na execução de consultas de acesso e actualização de tabelas, 
já que estas são assiin mais facilmente geridas relativamente à gestão de uma única tabela com 
uma quantidade considerável de dados. Se tiverinos ein conta que os dados mais consultados irão 
provavelmente estar numa partição ou num pequeno grupo de partições, o acesso a elas é feito com mais 
rapidez, já que o tamanho dos índices relativos a cada partição são mais pequenos e mais adequados 
para caberem em memória. 
A estratégia de partição das tabelas será basea,da por data de registo, com uina granuralidade mensal. 
As vistas serão criadas de forma a que o acesso aos dados seja feito de uma forma menos complexa, 
criando tabelas virtuais através de consultas pré-definidas. 
Para além de diminuir a complexidade dos dados ao criar uma visão mais lógica e compreensível para 
quem os acede, cria uma abstracção entre a arquitectura do sistema e os seus utilizadores, protegendo 
a estrutura da Base de Dados e também facilitando uma eventual actualização da mesma. 
As vistas mais utilizadas foram criadas com os seguintes objectivos: 
Listar os trajectos detectados entre dois pontos de iiitersecção. Cada trajecto terá associada a 
identificação do trajecto e da viagem, a duração e a distância do trajecto, e os dados posicionais 
deslocados nos segmentos do mapa digital da parte do trajecto que integra a rota identificada; 
e Listar o número de ocorrências em determinadas rotas, bem como a distância dessas rotas e O 
número de paragens médio; 
Listar rotas em função da média do tempo decorrido na realização dos trajectos; 
Listar rotas em função do número de paragens de cada trajecto; 
Listar rotas considerando critérios meteorológicos como a média e mediana da temperatura em 
função do nível de nebulosidade (clear-[day/night], cloudy, party-cloudy[day/night]) e do tipo de 
precipitação ( rainlsnow) . 
e Listar as rotas, média e mediana da temperatura em função do tipo de precipitação. A descrição 
da precipitação foi encontrada nas análises feitas foram duas: chuva e neve. 
Listar o número de ocorrências de trajectos em determinadas rotas, a média e mediana da 
temperaturaem função da nebulosidade e do tipo de precipitaçáo; 
Em relação às Restrições de Integridade, estas foram verificadas após a fase de Mapeamento do 
desenho lógico para o físico, através da certificação das Chaves Primárias, das Chaves Estrangeiras e 
do tipo de dados inerente a eles. 
REGAMENTO DE DADOS 
Como podemos verificar na Figura 3.6 e como o próprio nome indica, o processo está dividido em 
três fases. 
Essas fases são utilizadas para a execução de duas tarefas semi-paralelas: A transformação dos 
segmentos rodoviários e a transformação das localizações GPS em trajectos. De seguida explica-se de 
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Figura 3.6: Processo de Extracção, Transformação e Carregarriento 
Após o estudo realizado para a selecção do mapa de rodoviário a ser utilizado, foram escolhidos os 
mapas rodoviários disponibilizados pelo projecto OpenStreetMap. 
O facto do projecto ser livre foi um motivo muito importante para a sua selecção e, entre os mapas 
rodoviários open-source analisados, este projecto lem os mapas mais usados pelos utilizadores, com 
padrões bem definidos e com a informação mais atualizada. Os mapas foram obtidos no portal da 
GEOFABRJK através de formatos Shapefile. Os mapas das estradas foram importados para uma 
base de dados na plataforma PostgreSQL. O processo de importação foi feito pela aplicação pgddmin 
utilizada para a gestão de base de dados PostgreSQL. Esta aplicação tem disponível uma extensão 
denominada por PostGIS Shapefile Import/Export Manager, utilizada para fazer a extração das estradas 
para a base de dados, para posteriormente serem devidamente processados. 
Na base de dados, cada estrada tem os seguintes conjunto de a-tributos associados: 
gid 
Identificação Única do dado geométrico; 
osm-id 
A identificação única no projecto OpenStreetMaps (OSM). Este atributo pode ser utilizado 
para obter mais atributos relativos a uma estrada, armazenados em ficheiros OSM; 
name 
Localização da estrada. Tipicamente este atributo é utilizado para armazenar a morada onde a 
estrada está localizada; 
Descrição da estrada. Este atributo é utilizado para armazenar a identificação de uma estrada 
(e.g. IC19, EN122, . . . ); 
t ~ ~ e  
Este atributo armazena a classificqão das estradas, nomeadamente estradas residenciais, primá- 
rias, secundárias, terciárias, de serviço, caminhos pedestres, entre outras classificações; 
oneway 
Este atributo indica se a estrada tem apenas um sentido de circulaçáo; 
bridge 
Este atributo indica se a estrada é uma ponte; 
tunnel 
Este atributo indica se a estrada é um túnel; 
maxspeed 
Este atributo indica a velocidade máxima a circular numa determinada estrada; 
Este atributo armazena a representação geométrica de uma estrada. Esta representação pode 
ser feita através de uma linha contínua (Line String), um conjunto de linhas não contínuas 
(Multiline Strings), de poiígonos Polygons, entre outros objectos passíveis de serem utilizados 
através do Post GIS. 
Depois dos mapas rodoviários serem analisados, foi necessário fazer uma segmentação das estradas 
de forma a possibilitar o seu mapeamento com os dados GPS e a melhorar a sua performance na 
agregação de dados das estradas. 
Tendo em conta que no OSM, as estradas podem estar representadas de várias formas, o processo de 
segmentação foi necessário para que a representação das estradas ficassem uniformes. 
Inicialmente, foi executado um clipping ao mapa rodoviário para que fossem usadas apenas áreas onde 
os dados GPS a serem testados foram registados, para acelerar o processo de segmenta@. O clipping 
foi feito através da aplicação Quantum GIS (QGIS). 
Para o processamento da segmentação das estradas, foram consideradas as seguintes definições: 
(Ponto de) Intersecção: Ponto onde 3 ou mais segmentos rodoviários se interceptam. Num cenário 
rodoviário, podemos considerar que uma intersecção é um entroncamento (Figura 3.8); 
Troço: Conjunto de segmentos que, num cenário rodoviário, constituem uma estrada. O início e o 
fim de um troço devem estar entre pontos de intersecção (Figura 3.8). 
O processo de segmentação é composto por várias tarefas: 
i A partição das estradas em segmentos; a detecção de intersecções deve ser feita antes e após a 
criação de troços; 
ii A criação de troços, onde os segmentos que obedecerem a um conjunto de critérios, que serão 
apresentados posteriormente, são transformados em troços; 
iii A criação de raios para os troços e intersecções. 
Figura 3.7: Exemplo de troços e respectivas intersecções a.ntes da fase de segmentação 
A segmentação consiste na partição das estradas do mapa em segmentos rectos. As estradas 
que no projecto OSM estão representadas através de um conjunto variado de objectos (Line Strings, 
Multiline Strings ou Polygons) estarão, após a partição, representadas por linhas contínuas (Line 
Strings) (Figura 3.7). O resultado dessa partição é armazenada numa tabela temporária na base de 
dados, para sei. posteriormente utilizada para a criação de troços. 
A seginentação é executada em todas as estradas do mapa que não sejam túneis e pontes visto que 
estes não terão possíveis intersecções ao longo da sua rota. Note-se que as estradas dos mapas têm 
um conjunto de atributos associados, sendo dois deles a possibilidade destes serem estradas serem um 
túnel ou uma ponte. A rejeição de túneis e pontes evitará situações de falsas interseções nos mapas 
rodoviários. 
A detecção de pontos de intersecção consiste na procura de cruzamentos entre segmentos, em que 
os pontos considerados num segmento são apenas o inicial e fuzal. 
Para haver condições suíicient,es para a criação de uma intersecção, é necessário que este tenha pelo 
menos três segmentos a intersectárlo. A detecção é feita através de uma busca exaustiva, ou seja, o 
ponto inicial e final de cada segmento é comparado com todos os pontos iniciais e finais de todos os 
segmentos produzidos na fase de segmentação. 
É possível que existam abordagens que registem melhores performances em relação aos tempos de 
execução. Esta abordagem foi a escolhida não só pela sua facilidade de implementação mas também 
porque era necessário assegurar que todos os segmentos são analisados, garantindo assim que a criação 
de troços a ser feita, posteriormente seja a melhor possível, já que a eficácia depende directamente 
do número de intersecções encontradas. Note-se que a organização interna dos dados dos mapas não 
asseguram qualquer tipo de ordem entre o registo das estradas, pelo que os resultados não seriam 
fiáveis ao diminuir a área de procura de interseções. Resumindo, a remoção de segmentos na procura 
de possíveis intersecções poderia resultar em falhas na detecção de intersecções. 
Tal como os segmentos, os pontos de intersecção são armazenados numa tabela temporária na base de 
dados para que, após a criação dos troços, haja uma refinação desses pontos. 
TROÇOS 
Após a fase de detecção de intersecções, o processo de criação de troços é executado. Nesta fase é 
feita a análise de todos os segmentos obtidos na fase de segrnentação, com o auxilio dos pontos de 
intersecção criados na fase anterior. 
Essa análise consiste em verificar se um ponto (inicial e final) de um segmento intercepta um ponto 
(inicial e final) de outro segmento. Caso haja uma interceção entre esses pontos, é feita uma procura 
dessa intersecção no conjunto de pontos obtidos na fase anterior. Caso não pertença, os dois segmentos 
são fundidos num único segmento. 
Após a transformação, os segmentos utilizados para fazer a transformação são descartados. 
Para que haja garantia de que todos os troços são criados, é necessário executar este processo 
pelo menos duas vezes, para que o segundo processamento verifique casos que não foram verificados 
na primeira execução. Um exemplo que põe em evidência a necessidade dessa verificação são os 
casos em que, após dois segmentos serem transformados num só segmento, não são comparados com 
os segmentos adjacentes. Uma segunda execução foi o suficiente para verificar todos os casos não 
analisados na primeira execução, nos testes executados para este trabalho. Note-se que, como já foi 
dito anteriormente, não existe uma ordem no que toca à organização nos dados no OSM. Isto pode 
causar falhas de verificação na transformação de segmentos. 
Após a criação dos troços, a lista de pontos de intersecção é atualizada. Esta atualização é 
necessária devido ao facto da primeira deteção de pontos de intersecção ter sido executada baseandese 
nos segmentos criados na fase de segmentação. Esta nova deteção é feita baseando-se nos troços já 
criados. 
Esta lista de pontos de intersecção será. a lista final sendo armazenada na base de dados de forma 
permanente para utilização futura. 
Após a criação dos troços e a actualização dos pontos de intersecção, segue-se a criação de raios 
nesses objectos. O motivo para a criação dos raios foi a prever uma possível utilização para a aplicação 
no processo de Map Matching. Como se pode verificar na Figura 3.9, o raio criado foi um raio circular 
de 10 metros em torno dos troços/intersecções, valor escolhido tendo em conta a margem de erro 
passível de acontecer na cálculo da posição em equipamentos GPS diferenciais. O tamanho do raio foi 
escolhido tendo em conta o desvio de erro do registo dos dados posicionais. 
Figura 3.8: Exemplo de troços e respectivas intersecções após a fase de segmentação 
O processo de segmentação, deteção de pontos de intersecção e de criação de troços e respetivos 
buflers foram executados através de um script criado na Linguagem Procedural SQL (plpgsql). 
Figura 3.9: Exemplo dos buffers criados à volta dos troços, após a fase de segmentação 
Após uma pesquisa posterior relativa à utilização do pgrouting, esse conhecimento foi utilizado 
para a criação de uma função que, dados a tabela fonte, um conjunto de atributos e restrições, a, função 
cria uma tabela que é preenchida com os segmentos uniformizados. A segmentação é executada através 
do apoio de três operações fornecidas pelo PostGIS: 
ST-Dump(geom): Esta função devolve um conjunto de objetos geométricos resultantes de um 
objeto geom. Por exemplo, caso geom seja uma MultiLineString, a função retorna o conjunto de 
LineStrings que compõem o objeto dado como argumento. 
Esta função foi utilizada na abordagem anterior. 
ST-Union(geom): Estão função permite agregar um objeto geométrico Multi* (i.e., MultiLineS- 
tring, MultiPolygon, ...) num objeto geométrico singular, removendo as regiões de intersecção. 
ST-Union é muito similar a ST-Node, diferenciando-se no facto deste em alguns casos não 
aplicar a agregação na íntegra, necessitando de funcões adicionais (ST-LineMerge) para o fazer. 
ST-Node(geom): Esta função faz a junção de geometrias lineares numa só, utilizando o número 
mínimo de nós possíveis. 
Tal como a função anterior, esta função foi utilizada na abordagem anterior. 
Esta abordagem para além de obter melhores performances tendo em conta o tempo de execução, 
também não necessita que os pontos de intersecção sejam previamente determinados. 
Essa inelhoria, pode ser verificada na segmentação das estradas da Dinamarca. Enquanto que na 
primeira abordagem o processo não foi possível ser feito em tempo útil, nesta abordagem o processo 
demorou sensivelmente 48 horas. 
MAP MATCHING 
Para o mapeamento dos dados GPS com mapa rodoviário, foi escolhido o projecto GraphHopper 
em conjunção com mapas do OSM. GraphHopper é um projecto livre desenvolvido na. linguagem Java, 
que contém um motor de routing utilizado no GraphHopper Maps. 
O projecto tem um sub-projecto que visa o mapeamento de dados GPS com o mapa das estradas. Esse 
sub-projecto foi em algumas instâncias modificado para obter da forma mais útil os dados relativos 
à execução do Map Matching. O processo de Map Matching implementado no GraphHopper, pode 
ser dividido em duas fases: a fase de carregamento do mapa rodoviário e fase de carregamento e 
mapeamento dos dados GPS. 
Para fazer o carregamento do mapa rodoviário devem ser utilizados mapas no formato Protocol 
Binary Format (PBF). Visto como uma alternativa ao formato extensible Markup Language (XML) 
para o armazenamento de dados relativos a mapas rodoviários (especificamente o .osm. bz2, utilizado 
no OSM baseado em XML), o formato PBF permite uma maior capacidade de compressão (cerca de 
30%) e melhores performances em operwes de leitura (6x mais rápido) e escrita (5x mais rápido) em 
relação a outros formatos utilizados pelo OSM. Este modo pode ser executado da seguinte forma: 
java -jar gh action=import datasource=./some-dir /osm-fi le  . pbf vehicle=car 
Após o carregamento do mapa rodoviário, os dados contidos nele são utilizados para a construção 
de um grafo do mapa de estradas que depois é armazenado para ser posteriormente utilizado para o 
processo de Map Matching com os dados GPS. No processo de carregamento do mapa, através do 
atributo vehicle é possível escolher o perfil de encaminhamento, ou seja, o cenário em que os dados 
GPS devem ser tidos em conta. As opções passíveis de selecção podem ser: carro (car), motociclo 
(motorcycle), bicicleta (bilce) ou a pedestre (foot). 
Para este trabalho, foram utilizados mapas zonas da área da China e da Dinamarca. Os mapas dos 
respectivos países foram obtidos através da GEOFABMK. 
No processo de carregamento dos dados GPS para a posterior execução do Map Matching, os dados 
GPS devem ser carregados através de ficheiros do formato GPS eXchange (GPX). Como inicialmente 
os dados GPS estão armazenados numa base de dados, foi necessário criar um programa capaz de 
obter os dados GPS da base de dados para ficheiros GPX. Nesta conversão, foi necessário estabelecer 
um conjunto de critérios para que cada um dos ficheiros represente um trajecto feito pelo utilizador. 
Para evitar que o programa crie um trajecto com todos os pontos na integra, pontos esses registados 
durante um período de tempo considerável (semanas, até meses de registos), é necessário estabelecer 
um conjunto de trajectos nesse conjunto de pontos de forma a ter uma percepção realista dos percursos 
feitos pelos utilizadores. 
É considerado um trajecto um conjunto de localizações GPS em que: 
i A marca temporal entre duas posições GPS consecutivas devem ter um tempo máximo de 5 
minutos; 
ii A distância geográfica entre duas posições GPS consecutivas não excedam os 2,5 Quilómetros. 
O primeiro critério é o ponto fulcral para a criação de trajectos, enquanto que o segundo critério é 
importante para a remoção de posições atípicas nos trajectos GPS. 
Após a criação de trajectos, estes foram visualizados através do programa QGIS. QGIS é uma 
plataforma que permite a criação, edição visualização e análise de dados geoespacial. 
Ao serem analisados, foram encontrados posições atípicas em alguns trajectos, ou seja, pontos que 
foram registados com coordenadas fora do contexto da trajectória feita pelo utilizador. Estes valores 
atípicos tiveram de ser removidos, visto que são uma grande influência no resultado do mapeamento 
dos pontos aos mapas das estradas. 
Para a remoção de valores atipicos, foi criada uma função que permite fazer a verificação do tempo e 
espaço percorrido por cada duas posições consecutivas. Entre cada par de localizações GPS, é verificado 
(a) Exemplo de  um trajecto (b) Trajeto resultante 
Figura 3.10: Exemplo da execução de Map Matcliing 
a distância percorrida entre eles em função do período de amostragem. Caso a distância percorrida seja 
considerada impossível de ser feita no período de amostragein utilizado, essa localização é removida. 
Após a remoção de posições atípicas, o processo de Map Matching é executado com a seguinte 
instrução: 
java - ja r  gh action=match gpx=/path/to/gpx/directories/ 
A aplicação executa o algoiitmo de Map Matcliing sobre todos os ficheiros GPX recursiva,meiite, a 
partir do directório dado como argumento. Os resultados de cada trajecto são devolvidos no mesmo 
tipo de ficheiros (GPX). 
O processo de Map Matching é dividido em quatro fases: 
1. Fase de Procura: Fase onde é feita a busca de quatro segmentos mais próximos a cada 
localização GPS; 
2. Fase de Ponderação: Fase em que, para cada segmento encontrado anteriormente é associado 
um peso. 
O peso corresponde à distância entre segmento e à localização GPS; O valor do peso é inversa- 
mente proporcional à probabilidade do segmento pertencer ao trajecto; 
3. Fase de Pesquisa: É feita a pesquisa do melhor trajecto a partir da primeira até à última 
localização GPS, tendo em consideração os pesos estabelecidos anteriormente. Esta pesquisa é 
feita utilizando um algoritmo de Dijkstra personalizado; 
4. Fase de Correspondência: Nesta fase, cada localização GPS é mapeada no mapa rodoviário. 
O trajecto a ser processado é dividido num conjunto de sub-trajectos, aos quais os passos anteriores 
são posteriormente aplicados. No final é feita a união de cada snb-trajecto resultante de forma a obter 
o trajecto final, como podemos ver na Figura 3.10. 
O motivo pelo qual o algoritmo é aplicado aos sub-trajectos ao invés de ser aplicado ao trajecto 
na. íntegra prende-se com o facto de haver a necessidade de evitar trajectos com loops. Ao serem 
encontrados, o passo 3 não é executado corretamente, visto que o algoiitmo de Dijkstra descarta os 
pontos que constituem o loop, como podemos ver na Figura 3.11. 
Após a análise dos resultados, foi necessário reposicionar as localizações GPS no mapa rodoviário, 
de forma a melhorar a performance do algoritmo de Map Matching. Note-se que com o erro no registo 
(a) Trajeto com loop (b) Trajeto resultante do trajecto em 3.11a 
Figura 3.11 : Problema de ciclos no Map Matching 
das localizações GPS, bem como a característica dos mapas rodoviários (sistema de referência das 
coordenadas) faz com que as localizações estejam tipicamente com uma margem de erro relativamente 
ao mapa rodoviário. Esse erro foi colmatado com o reposicionamento das localizações GPS. 
Após a fase de transformação de dados estar concluída, iniciou-se o processo de carregamento de 
dados para as respectivas Data Warehouses. Esse carregamento foi feito através de uma aplicação 
Java desenvolvida para preencher as Data Warehouses. Para complementar os dados já transformados, 
foram utilizados dados externos úteis para o funcionamento do sistema. 
Em relqão à localização dos pontos, foi utilizado um Web Semice (WS) para obter os dados relativos 
à cidade, bem como ao país relativo As localizações GPS e aos mapas rodoviários. O WS utilizado 
provém do GeoCode da Google Maps. Para obter a cidade e respectivo país de um ponto basta enviar 
para o WS as coordenadas (latitude e longitude) do ponto. 
E relação As condições meteorológicas, o WS utilizado inicialmente foi o Open Weather Maps (OWM) 
para obter a informação relativa ao estado do tempo. A data e hora são os dados necessários para obter 
essa informação. Durante a elaboração do trabalho, os dados provenientes do OWM deixaram que ser 
fornecidos gratuitamente. Por isso, foi utilizado o ForecastIO para obter o a informação relativa is 
condições meteorológicas. 
Neste capítulo pretende-se mostrar a fiabilidade dos resultados dos mapeamentos das trajectórias 
executados através do algoritmo de Map Matching e mostrar os resultados obtidos através das consultas 
feitas à Data Warehouse. Esses resultados são relativos à analise das rotas entre dois pontos de 
intersecção. Para tal, são utilizados dois casos de estudo. O primeiro caso é relativo a um conjunto 
de dados proveniente de Aalborg, Dinamarca. O segundo caso é relativo a um conjunto de dados 
proveniente de Pequim, China. De seguida os casos de estudos são apresentados com mais detalhe. 
Estes casos de estudo foram escolhidos por terem atributos importantes para o armazenamento dos 
dados posicionais e dos trajectos como a latitude, longitude e a marca temporal de cada registo. O facto 
de terem características distintas como o período de amostragem, e a quantidade de dados posicionais 
e o número de dados atípicos também foi considerado para a sua selecção. 
4.1 CASOS DE ESTUDO 
4.1.1 CASO DE ESTUDO 1: AALBORG, DINAMARCA 
Este conjunto de dados é descrito no artigo The Infati Data [136]. Os dados posicionais estudados 
são de 20 veículos distintos registados entre Dezembro de 2000 e Março de 2001 através de um receptor 
GPS. 
Os pontos de localização destes dados GPS têm um período de amostiagem de um segundo e foram 
registadas entre Dezembro de 2000 e Janeiro de 2001. 
Devido a razões associadas ao anonimato, os dados dos veículos, bem como dos condutores não foi 
facultado. Por isso, as dimensões rela.tivas a essa informa,ção nã,o foram utiliza.das. Apesar da não 
~t~ilização dessas dimensões, elas permaneceram na Data Warehouse para fiituras utilizações. 
Em relação aos trajectos, foram armazenadas 22.847 viagens na Data Warehouse. De relembrar 
que cada viagem contém associada informação relativa ao trajecto completo, aos pontos de partida e 
de chegada, às condições meteorológicas no início da viagem, ao instante temporal inicial e final, e às 
localizações iniciais e finais do trajecto. A duração da viagem foi obtida através do tempo inicial e final 
de cada trajecto. Os dados facultados pelo Infati Data não foram suficientes pa+a obter a velocidade 
máxima e o consumo médio de combustível dos veículos. 
Figura 4.1: Trajectos registados na Dinamarca, maioritariamente em Aalborg 
Ein relação aos pontos de localização, foram armazeiiados cerca de 7 milhões de registos que continham 
informação relativa a quatro milhões de pontos distintos, isto é, dos 7 milhões de pontos cerca de 3 
milhões deles são pontos replicados, possivelmente representado casos em que os veículos estão parados. 
Em relação aos segmentos, foram armazenados 7 milhões de registos de 900 mil troços distintos, ou 
seja, em 7 milhões de de segmentos, cerca de 6 milhões dão replicados. Essas replicações representam 
segmentos em qiie os veículos percorreram múltiplas vezes. Por exemplo, se num segmento um veículo 
registou 6 posições, são armazenados no sistema 6 registos nesse segmento. 
4.1.2 CASO DE ESTUDO 2: PEQUIM, CHINA 
Este conjunto de dados é descrito no artigo User Guide of T-Drive Data [137]-[139]. Os dados 
posicionais estudados são de 10.357 taxis da cidade de Pequim. Os pontos de localização destes dados 
GPS têm um período de amostragem de cinco segundos e foram registadas entre 2 e 8 de Fevereiro 
de a,no de 2008. Tal como os dados de Aalborg, os dados dos veículos e dos condutores não foram 
facultados. 
Em relação aos pontos de localização, foram armazenados cerca de 15 milhões de registos que continham 
informação relativa a nove milhões de pontos distintos. 
Em relação aos segmentos, foram armazenados 15 milhões de registos de 1.5 milhões de troços. 
Figura 4.2: Dajectos registados da cidade de Pequim, China 
MAP MATCHING 
Após terem sido feitas modificações necessárias para a execução do programa de Map Matching 
(MM), foram feitos um conjunto de testes para a análise dos resultados com diferentes períodos de 
amostragem. 
Estes testes têm como objetivo analisar o grau de similaridade dos mapeamentos feitos pelo GmphHopper 
em diferentes períodos de amostragem. Esse valor pode ser utilizado para classificar a fiabilidade dos 
resultados. 
Para a execução do GraphHopper, são definidos valores para várias variáveis, de forma a aumentar 
a performance dos resultados. O tipo de transporte definido foi um carro; o tamanho mínimo da rede 
definido foi de 2000 metros, bem como o tamanho mínimo da rede com estradas de um só sentido; A 
distância de procura foi estabelecida a 5000 metros e a distância de procura máxima para o melhor 
trajeto foi definida a 3000 metros. 
Para os testes que serão apresentados (ver tabela 4.1), foram utilizados um trajecto e um mapa de 
estradas comum em todos eles. O fator variável será o período de amostragem das posições GPS. 
Os períodos de amostragem foram obtidos através da decimqh dos dados GPS. Por exemplo, em uma 
decimação 1:10, foi seleccionada uma amostra entre 9 amostras consecutivas. Como se pode prever, 
quanto maior for a decimação, menor será a quantidade de dados utilizados para fazer o MM. Numa 
decirnação 1:10, o período de amostragem é de aproximadamente 10 segundos. 
Nas imagens resultantes, os dados GPS provenientes dos veículos da da Dinamarca são representados 
por um conjunto de pontos, enquanto que os trajectos resultantes são representados por uma linha. 
Foram executados testes em vários períodos de amostragem. Na tabela 4.1 são apresentados apenas 
6 nos seguintes períodos: de segundo a segundo, de 10 em 10 segundos, 30 a 30 segundos, 60 a 60 
segundos, 90 a 90 segundos e de 120 a 120 segundos. 




Figura 4.3: Nível similaridade dos trajectos resultantes - 1 a 16 
Tabela 4.2: Média dos níveis de similaridade 
Amostragem 
Similaridade (%) 
Após a execução de MM em todos os trajetos, foi feita uma verificação da qualidade dos resultados 
nos períodos de amostragem utilizados anteriormente, utilizando a distância de Hausdiofl. O nível de 
similaridade entre os resultados e o trajeto original de um conjunto de 14.292 pontos transformados 
em 37 viagens (trajetos) feitos por uma famíiia na Dinamarca são apresentados nas figuras 4.3 e 4.4, 
através do gráfico de barras. Também é possível observar no mesmo gráfico a mediana da percentagem 
de similaridade dos resultados em cada trajecto. 
Na tabela 4.2 são apresentadas as médias dos níveis de similaridade de cada período de amostragem. 
Analisando o gráficos 4.3 e 4.4 e tendo em conta a média dos níveis de similaridade (4.2), é possível 
concluir que o algoritmo de MM apresenta melhores resultados para conjuntos de dados GPS com 
baixos períodos de amostragem. Porém, a perda que qualidade de similaridade dos trajectos resultantes 
de baixos períodos de amostragem não é significativa. Podemos ver na Tabela 4.2 que a perda de 
similaridade de um período de amostragem de segundo a segundo para 30 segundos é de cerca de 8%, 
demonstrando que, apesar dos mapeamentos não serem iguais, acabam por ser muito semelhantes, 
diferindo em poucos detalhes. 
É de ter em conta que foram utilizados os mesmos argumentos para todas as execuções de MM. 
Esses argumentos estão relacionados com a distância de procura, a distância de procura máxima, 
tamanho mínimo de estradas com sentido único e o modo force repair, que visa encontrar um caminho 
mesmo quando não existem rotas candidatas. Foram utilizados os mesmos argumentos em todos visto 
que estamos a lidar com uma quantidade considerável de dados GPS. Caso esses argumentos fossem 
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Figura 4.4: Nível similaridade dos trajectos resultantes - 18 a 37 
va.riáveis, é possível que alguns trajectos tivessem mell~ores mapeameiitos e que o níimero de trajectos 
inválidos fosse mais baixo. 
Resumindo, devemos ter em conta alguns pontos: 
e O trajecto resulta.nte depende muito do mapa, da.s estra.das e a.s respectivas cara.cterísticas (por 
exemplo, o sentido) ; 
Nos casos em que as posições GPS têm um período de amostrageni consideravelinente grande, 
os trajetos inais prováveis são os que têm a distância mais curta, tendo sempre em conta as 
características das estradas. Note-se que para o cálculo do trajecto é aplicado um algoritino de 
Dijkstra i~iodifica.do; 
e Em todos os testes foram utilizadas os mesmos valores para a execução do GraphHopper. Esses 
valores provavelmente deverão ser escolhidos de acordo com as características dos dados GPS e 
estradas. 
Nesta secção é apresentada uma análise estatística feita aos da.dos adquiridos de 10.357 taxis qiie 
circulam da cidade de Pequim, China. 
Fora.in seleccionadas zonas coin múltiplos caminhos a.lterna.tivos, com o objectivo de verificar o 
nível de distinção de trajectos nessas zonas, bem como o nível de utilizaqão dos trajectos inais rápidos. 
Para cada par de pontos de intersecção, foram seleccionadas as rotas entre esses pontos. As rotas são 
parte do trajecto onde a análise é focada. Esta análise irá basear-se na verificação das rotas utilizadas 
coin mais frequência, através do cálculo do níiinero de rotas registadas entre os pontos de origem e de 
destino. A partir daí é verificado através da distância da rota se esta é a mais curta, e se esta rota foi 
feita com mais rapidez, verificando a duração em que o percurso foi feito. A duração média que os 
veículos permanecem numa determinada rota é obtida através do tempo que estes permaneceram na 
rota. Esse tempo é obtido através da diferença temporal entre o último e o primeiro registo posicional 
dentro da rota. 
De seguida, é apresentada uma análise dos casos estudados com este conjunto de dados. 
O primeiro caso analisa uma zona de estradas secundárias, isto é, estradas utilizadas para ligar 
zonas residenciais. O segundo caso analisa uma zona residencial e o terceiro caso analisa dois pontos 
relativamente distantes (em comparação com os dois casos anteriores) que representam pontos turísticos. 
Figura 4.5: Par de intersecções A e B da análise 1 
A Figura 4.5, mostra as rotas registadas numa zona de estradas secundárias. 
Das viagens feitas no sentido de A para B, foram registadas 25 rotas distintas, em que a rota feita 
com mais frequência regista 81 trajectos (Figura 4.6a). Dos 81 trajectos, 53 precederam do segmento 
adjacente a norte da intersecção A, 23 precederam do trajecto adjacente a oeste da intersecção A e 5 
precederam do trajecto adjacente a sul da intersecção A. As restantes rotas foram percorridas apenas 
por um trajecto. 
No sentido inverso (Figura 4.6b), foram registadas 11 rotas distint,as, em que na rota feita com 
mais frequência registou 5 trajectos; a segunda rota com mais frequência foi feita por três trajectos e 
as restantes foram registadas apenas por um trajecto. 
Através da análise das distâncias, verificou-se que a rota mais curta é a rota utilizada com mais 
frequência no sentido de A para B, com 866 metros. Esta rota também foi considerada a rota mais 
rápida, com uma duração média de 2.15 minutos. O número de paragens médio foi de 13.2 por trajecto 
e quanto ao número de paragens na rota mais rápida, foi registado um número médio de 5.4 paragens 
por trajecto. 
Tabela 4.3: Distância máxima, mínima, média, mediana e desvio padrão da análise 1 
(a) Rota utilizada por mais trajectos e a (b) Rota utilizada por mais trajectos, no 
mais curta sentido inverso 
Figura 4.6: Rotas utilizadas com maior frequência 
Desvio Padrão 
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A análise feita na zona demonstrada na Figura 4.7, analisa as rotas registadas numa zona residencial. 
Das viagens feitas no sentido de A para B, foram registadas 24 rotas distintas, em que a rota feita 
com maior frequência regista 74 trajectos (Figura 4.6a). Dos 74 trajectos, 69 psecedera.m do trajecto 
adjacente a noroeste da intersecção A, e 5 precederam do trajecto adjacente a nordesle da intersecção 





(a) Rota com d e  trcaje&s7 na d a  
No sentido inverso, foram registadas 20 rotas distintas, em que a rota feita com mais frequência 
registou 145 trajectos; a segunda rota feita com mais frequência registou 11 trajectos; a terceira rota 
feita com mais frequência registou 5 trajectos; a quarta e quinta rota feita com mais frequência registou 
3 trajectos. 
Através da análise das distâncias, verificou-se que a rota mais curta foi percorrida por apenas 
11 trajectos, no sentido inverso. Notese que esta rota é 9 metros mais curta do que a rota utilizada 
com mais frequência, ou seja, a diferença não é significativa. Em relação à rota utilizada com mais 
frequência, existem 2 rotas ligeiramente mais curtas, uma utilizada por 11 trajectos (7 metros de 
diferença), e outra utilizada por 3 trajectos (2 metros de diferença). Verificou-se que existem 5 rotas 
com distâncias muito semelhantes (aproximadamente 1.2 quilómetros), diferenciando-se em dezenas de 
metros. Por isso, considerou-se todas essas rotas como rotas óptimas. A rota feita com mais rapidez 
foi a rota mais curta, (Figura 4.8b), com uma duração média de 1.39 minutos. O número de paragens 
médio foi de 4.1 paragens por trajecto. Na rota mais rápida, foi registado um número médio de 2.3 
paragens por trajecto. 
Tabela 4.4: Distância máxima, mínima, média, mediana e desvio padrão da análise 2 
A análise feita na zona demonstrada na Figura 4.9, analisa rotas registadas entre a Cidade Proibida 
(Ponto A) e o Templo de Céu (Ponto B). Das viagens feitas, foram registadas 19 rotas distintas de A 
para B, em que a rota feita com mais frequência regista 26 trajectos, em que 24 dos trajecto têm o 
mesmo segmento precedente em comum, e 2 trajectos têm outro segmento precedente. A segunda rota 
utilizada com mais frequência foi registou 2 trajectos; as restantes rotas foram percorridas apenas por 
um trajecto. 
No sentido contrário, foram registadas 16 rotas distintas e todas as rotas registaram apenas um 











Figura 4.9: Par de intersecções A e B da análise 3 
. " W i  
(a) Rota utilizada por mais trajectos e a (b) Rota mais curta utilizada no sentido 
mais curta, de A para B de B para A 
Figura 4.10: Rotas utilizadas com maior Erequência 
curta utilizada de A para B. 
Através da análise das distâncias, verificou-se que a rota niais curta foi a rota utilizada c0111 mais 
frequência no sentido de A para B (Figura 4.10a), com 3.01 quilómetros. A segunda rota mais curta 
foi a rota utilizada com mais frequência no sentido de B para A (Figura 4.10b), 3.07 quilómetros. 
A rota feita com mais rapidez foi a rota mais curta, (Figura 4.10a), com uma duração média de 
6.36 minutos. O número de paragens médio foi de 34.2 paragens por trajecto. Na rota mais rápida, foi 
registado um níimero médio de 19.3 paragens por trajecto. 
Tabela 4.5: Distância máxima, mínima, média, mediana e desvio padrão da análise 3 
I Distância máxima I Distância Mínima I Distância Média I Mediana I Desvio Padrão 1 
Foram feitos 26 testes em 13 casos distintos. Tal como na análise anterior, cada caso foi caracterizado 
por um ponto de origem e um ponto de destino. 
O número total de rotas distintas registadas nos testes foram de 308. Essas rotas foram percorridas 
por 936 trajectos. O número de trajectos que percorreram as rotas mais curtas foram de 334 e dessas 
rotas, 268 são também as rotas mais rápidas. E geral, 303 trajectos percorreram rotas mais rápidas. O 
número de paragens médio proveniente dos casos de estudo foi de 54.3 paragens por trajecto. 
Foram ainda registadas 289 rotas, que não foram classificadas como mais curtas ou mais rápidas. 
Nestas rotas, 142 foram classificadas como rotas atípicas. São consideradas rotas atípicas as rotas que 
não percorrem zonas rodoviárias entre os pontos de intersecção. Na figura 4.11 são visíveis duas rotas 
atípicas de um caso de estudo. 
Figura 4.11: Duas rotas atípicas de dois pontos de intersecção 
Nos casos focados em zonas com estradas secundárias, foram registados 148 rotas distintas 
percorridas por 534 trajectos. 478 percorreram a rota mais curta.. Desses trajectos, 405 percorreram 
a rota mais rápida. Em relação à utilização das rotas mais rápidas, estas foram percorridas por 418 
trajectos. Foram registadas 131 outras rotas. Nessas rotas, foram classificadas 74 rotas atípicas. 
Nos casos focados em zonas residenciais, foram registados 99 rotas distintas percorridas por 285 
trajectos. 171 percorreram a rota mais curta. Desses trajectos, 44 percorreram a rota mais rápida. Em 
relação à utilização das rotas mais rápidas, estas foram percorridas por 85 trajectos. Foram registadas 
69 outras rotas. Nessas rotas, foram classificadas 21 rotas atípicas. 
Nos casos focados em pontos turísticos, foram registados 61 rotas distintas percorridas por 117 
trajectos. 54 percorreram a rota mais curta. Desses trajectos, 26 percorreram a rota mais rápida. Em 
relação à utilização das rotas mais rápidas, estas foram percorridas por 35 trajectos. Foram registadas 
95 outras rotas. Nessas rotas, 71 foram classificadas como rotas atípicas. 
4.4.1 TESTES DE SIMILARIDADE 
Através dos níveis de similaridade obtidos da comparação do trajectos feitos pelos veículos na 
Dinamarca com vários períodos de amostragem, é possível verificar que quanto menor for o período de 
amostragem, maior é a similaridade entre o trajecto real e o trajecto resultante do Map Matching. O 
facto do período de a.inostragein ser baixo fa.z coin que o número de trajectos inválidos seja reduzido. 
Se verificarmos cada trajectória individualmente, verifica-se que o período de amostragem influencia 
o resultado do mapeamento, já que ein poucos casos encontra.mos trajectos iguais resultantes de 
diferentes períodos de ainostragem (Trajectos 1, 12, 21 e 29 das Figuras 4.3 e 4.4). Apesar dessa. 
influência, podeinos verificar pelos resulta,dos da Ta.bela 4.2 que a perda de qualidade entre diferentes 
períodos de amostragem não é signifi~at~iva, isto é, da. trajectória original existe em média uma perda de 
similaridade 4 por cento para a trajectória resultante do mapeamento com período de amostragem de 
10 segundos. Isto pode ser útil pa,ra. aumentar a eficiência do processainento dos dados de localização, 
bem como da execução do algoritmo de Map Matching. No caso do conjunto de dados da. Dinamarca, 
no qual foi necessário processar cerca de 7 milhões de dados posicionais, a utilização de períodos de 
amostragem de 10 em 10 segundos reduziria os dados para. um coiljuilto de cerca de 700 mil dados. 
Apesar do facto de que a utilização de um maior período de inostragein ser mais eficieilt,e, esta estratégia 
de aceleramento deve ser utilizada em zonas que não sejam complexas de forma a, evitar que entre 
dados posicionais conseciitivos exista um grande conjunto de rotas possíveis de terem sido percorridas 
num determinado trajecto. 
O conjunto de dados correspondente a. veículos provenientes da. Dinanlaica é uni conjunto coi~i um 
período de amostragem ao segundo com poucos dados atípicos. O facto de haver poucas localizações 
atípicas e de o deslocamento encontrado entre os dados posicionais e o mapa digital ser coerente em 
todas as posi~ões, fez com que a correcção fosse facilmente executada e que os resultados provenientes 
do algoritmo de Ma.p Matching tenham sido fiéis aos trajectos origii1a.i~ e com uina. taxa de trajectos 
inválidos muito baixa. 
O mesmo algoritmo foi aplicado a.o coiljunto de dados provenientes de ta.xis na cidade de Pequim e o 
que se verificou neste conjunto de dados foi que a. taxa de trajectos inválidos subiu consideravelinente 
visto que a. qualidade dos dados é menor, se comparada com os dados da Dinamarca. A dimensão 
deste conjunto de dados é maior que o conjunto de da.dos da Dinamarca (15 milhões de pontos vs 7 
milhões de pontos), e apesar de ter um período de ainostragein baixo (registos posicionais de 5 em 
5 segundos), este conju~lto apresenta muita.s 1ocaliza.ções atípicas, o que influência a, qualidade dos 
resulta.dos do algoritmo de Map Matching, que se mostrou sensível a dados atípicos. Para além disso, 
o deslocamento das posições aos segmentos rodoviários são muito incoerentes e devido à quantidade 
de dados existentes, a correcc;ão desse deslocame~~to f i ineficaz, já que foi impossível determinar 
visualmente os segmentos rodoviários a que as posições foram registadas (Figura 4.12). Na inesma figura, 
foram detectadas nlanchas de dados posicionais dentro de quarteirões. Essas manchas representam 
parques de estacionamento cobertos. Para a remoção de dados posiciona.is atípicos, foi implementado 
uin script em pgSQL. Esse script faz a verificação sucessiva das distâ,ncias entre três dados posicionais. 
Caso o segundo dado posicionad esteja registado fora do contexto do primeiro e terceiro ponto, esse 
ponto é reinovido. Apesar de ter reduzido consideravelmente o número de dados a.típicos, estes não 
foram removidos na sua totalidade. O algoritmo de Map Matching contém uina opção de force-repair 
utilizada para reduzir o número de resultados inválidos, obriga.ndo o algoritmo a cria,r tra.jectórias 
mesmo que estas não sejam consideradas os melhores inapeameiltos. Esta opção não foi iitiliza.da por 
Figura 4.12: Dados posicionais de taxis em Pequim 
trajectos irreais devido aos valores atípicos existentes no conjunto de dados. Um exemplo típico é o 
caso onde se tem um trajecto que contém uma posição atípica, a uma distância considerável (dezenas 
de quilómetros) do trajecto que foi efectivamente percorrido. Com a opção force-wpir activa, o 
algoritmo criaria uma rota entre o trajecto o e dado atípico, resultando num trajecto válido, mas irreal, 
baixando significativamente o nível de similaridade dos resultados. Relativamente ao nível de trajectos 
válidos obtidos na execução do algoritmo de Map Matching nos dados da China, em 20.000 trajectos 
foram mapeados cerca de 50% dos trajectos, ou seja, não foram encontrados rotas possíveis de serem 
percorridas para cerca de 10.000 trajectos. 
4.4.2 ANÁLISE DAS ROTAS 
Para a análise de rotas escolhidas pelos taxistas nas estradas da cidade de Pequim, foram escolhidos 
pares de intersecções tendo em conta zonas com múltiplas rotas alternativas (por exemplo, zonas 
residenciais, compostas por múltiplos quarteirões), zonas turísticas e zonas de estradas secundárias, ou 
seja, estradas que tipicamente ligam zonas residenciais e estradas primárias. 
Na análise feita a pares de pontos de intersecções localizados em zonas com estradas secundárias, 
verifica-se que na maior parte dos casos, a rota utilizada com mais frequência é a rota mais curta e a 
mais rápida. Estes foram os casos que também foram encontrados mais rotas atípicas. Estas rotas 
atípicas comprovam a utilização dessas zonas como rotas intermediárias para outros destinos. 
Na análise dos trajectos em zona residenciais, verifica-se que na maioria dos casos, a rota utilizada 
com mais frequência é a rota mais curta mas nem sempre é a rota mais rápida. Note-se que a maioria 
das zonas residenciais apresentaram rotas alternativas com distâncias muito semelhantes devido à 
organização rectangular das zonas residenciais. Em geral, todos os pares de intersecções em zonas 
residenciais apresentaram várias rotas distintas. 
Na análise feita a pares de intersecções que associam zonas turísticas, verificou-se que em poucos 
casos foi utilizada a rota. mais rá.pida. Isso deve-se ao facto de na iwaioria das rotas feitas entre as duas 
intersecções, é possível denotar que foram leitos vários transportes entre os pontos de intersecção, ou 
seja, na inaioria da rotas não houve um transporte directo entre as duas zonas turísticas. Tendo em 
conta o facto de a. distância entre os pontos de intersecção ser maior e apresentar inais alternativas, 
pode ter influenciado o facto de não haver rotas com o número elevado de trajectos. 
O valor da. rota mais rápida é calculado através da média da diferença temporal entre a sa.ída e 
a. entrada. dos veículos entre os pontos de intersecção. O facto de em muitas zonas secundá.rias as 
rotas utilizadas com mais frequência serem as mais rápidas, comprova que essas rotas são utilizadas 
eficientemente, visto que o facto delas registarem inais trajectos com um núinero elevado de pa,rageils 
dos veículos poderia. implicar uma maior a duração do percurso da rota. Nas zonas residenciais, a.s 
rotas mais rápidas não eram as rotas utilizadas com mais frequência. De notar que nestes casos, as 
rotas mais rápidas foram ein geral registados poucos trajectos e que o no de para.geiis iiessas rotas foi 
sempre inenor do que o núinero de paragens médio em todas as rotas. 
O facto dos dados terem sido registados num curto espaço de tempo (de 2 a 8 de Fevereiro) fez 
com que os dados meteorológicos nã.0 fossem um factor relevante na aná.lise da selecção das rotas. 
Nesse espaço de tempo, o estado do tempo variou entre a chuva e a neve, e as temperaturas entre 8 
grans nega.tivos a, um grau positivo. Na. análise da.s rotas utiliza.das com mais frequência., não foram 
encontrados padrões comporta.mentais que mostra.ssem que a.s condições temporais influenciassem a 
selecção das rotas. 
Em rela.ção a.o ao registo temporal das viagens, foi notório que, nos casos de estudo nas estra,das 
seciiildárias e nas zonas tiirísticas, a inaioria das trajectos foram registados em dias referentes ao ano 
novo chinês, mais coilcretamente, os dias 6, 7 e 8 de Fevereiro que foram feria,dos públicos. 
Foi proposto para esta Dissertação o desenho e implementaçâo de um modelo de dados multidimensional 
representativos do tráfego de veículos, bem como do seu contexto. 
O modelo de dados miiltidimensional implementado C? constituído por uma Data Warehouse que pode 
ser vista como uma composição de 3 Data Marts, em que um faz o registo dos dados orientado ao 
trajecto feito pelos utilizadores, outro faz o registo dos dados orientado à posição registada pelos 
veículos e o último faz o registo tendo em conta a passagem de um veículo numa estrada ou troço 
rodoviário. 
Para a contextualização dos dados, foram utilizados dados externos de várias fontes. O OpenStreet- 
Map foi utilizado para a obtenção do mapa rodoviário digital. Esse mapa sofreu um pós-processamento 
de forma a que os segmentos rodoviários ficassem devidamente organizados por interseções e segmentos. 
O ForecastIO foi iitilizado para obter dados relativos às condições meteorológicas no momento em que 
os trajectos foram percorridos. 
Também foram utilizados dados com o objectivo de contextualizar as datas de registo dos trajectos. 
Essas datas podem diferenciar os dias úteis de fins de semana, e podem diferenciar feriados. 
Também foi proposto a utilização de um algoritmo de Map Matching com o objectivo de associar os 
dados posicionais com um mapa de estradas digital. Para isso, foi utilizado o projecto GraphHopper, 
capaz de receber como argumentos múltiplos trajectos e, para cada um deles, devolver um trajecto 
mapeado no mapa rodoviário digital. A aplicação foi modificada de forma a que a qualidade dos 
resultados fosse a melhor possível para o que se pretendeu para este trabalho. Enquanto que a aplicação 
original devolve apenas os segmentos onde o trajecto foi mapeado sem qualquer informação relativa a 
instantes temporais, a aplicação modificada devolve também informaçáo relativa aos dados posicionais 
mapeados aos segmentos rodoviários, mantendo a informação temporal inerente a essa posição. Esta 
informação foi útil para determinar o número de paragens feitas durante um trajecto. 
Os resultados referentes aos testes de Map Matching revelam que os resultados de mapeamento são 
fiáveis e que, caso o nível de valores atípicos seja baixo e se o nível de erro posicional entre as localizações 
e o mapa for coerente, a taxa de trajectos inválidos é baixa. A nível de utilização, concluiu-se que a 
discrepância de similaridade entre períodos de amostragem não são altos (ver Tabela 4.2). No caso 
demonstrado neste trabalho, a utilização de um período de amostragem de 10 segundos em detrimento 
da utilização de um período de amostragem de 1 segundo significa que o volume de dados posicionais a 
ser processada é 10 vezes menor, sendo o resultado final muito semelhante. Disso podemos concluir 
que é viável considerar a períodos de amostragem razoáveis para que o processamento dos dados seja 
eficiente, perdendo um pouco da qualidade dos resultados. 
Em relação à análise dos dados, concluiu-se que as rotas mais curtas foram as mais utilizadas 
nos casos estudados, sendo muitas delas a rota mais rápida. Nas zonas residenciais a distância das 
rotas eram muito semelhantes devido à organização rectangular das estradas. Nesses casos foi difícil 
encontrar factores que pudessem influenciar a escolha das rotas, tendo em conta que as condições 
meteorológicas foram relativamente constantes nesses casos. 
O modelo implementado pode ser visto como uma base para uma possível criação de um sistema 
de recomendação, visto que com dados posicionais e a capacidade de obter o nível de utilização de 
troços precedentes a um determinado troço seja material s~ificiente para esses tipos de sistemas. Com 
dados relativos ao nível de utilização de um troço é possível criar rotas tendo em conta a frequência de 
utilização, adicionando assim uma capacidade de predição de trajectos. A essa capacidade de predição 
pode-se associar rotas com troços percorridos com a duração média mais baixa. 
A contextualização dos trajectos pode fazer com que a recomendação se baseie em estatísticas de tráfego 
por estrada ou troço rodoviário de acordo com o contexto, isto é, fazer a recomendação de percursos 
mediante critérios como as condições meteorológicas ou temporais, por exemplo, considerando o dia da 
semana ou o horário. 
As Data Maat orientadas aos dados posicionais e aos troços são uma fonte de dados útil para 
a análise de tráfego em cada segmento, bem como a velocidade inédia e instantânea em que cada 
segmento é percorrido. Estas Data Marts também poderão servir para fazer uma análise do nível de 
tráfego em cada segmento, bem com o número de paragens feitos por um veículo num segmento e os 
intervalos de tempo onde o nível de tráfego e o número de paragens aumenta. 
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