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Abstract 
Promel, H.J. and A. Steger, Excluding induced subgraphs II: extremal graphs, Discrete Applied Math- 
ematics 44 (1993) 2833294. 
In this paper we study properties of the classes of graphs not containing a fixed subgraph H as an 
induced subgraph. In particular, we introduce a new parameter r(H) and show that fundamental results 
of extremal graph theory for weak subgraphs carry over to induced subgraphs, if one replaces in the 
corresponding theorems the chromatic number by r(H). 
1. Introduction 
Let H be a finite graph. A graph G is called H-free if it contains no (weak) sub- 
graph isomorphic to H. A well-studied problem in extremal graph theory (cf. 
Bollobas [l], Simonovits [16]) is to determine ex(n, H), i.e., the maximum number 
of edges which an H-free graph on n vertices can have, and to analyze the structure 
of the H-free graphs with ex(n,H) many edges. 
A classical result of Turan [17] states that the (unique) extremal K,, t-free graph 
is the complete I-partite graph T,(I) = K(X,, . . . , X,) where all parts Xi are chosen as 
equal as possible. In particular this gives 
This result was extended by Erdds, Stone and Simonovits (cf. Erdos and Stone [8] 
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and Erdos and Simonovits [7]) to arbitrary graphs H with chromatic number 
x(H) 2 3. They showed that 
ex(n,H)=ex(n,K,(,))(l +0(l)). 
The aim of this paper is to develop a similar notion of “extremal graph” for the 
class of graphs not containing the graph Has an induced subgraph. Obviously, asking 
just for a graph with maximum number of edges does not lead to a meaningful con- 
cept: in this case the complete graph would be the (unique) extremal graph for all 
graphs H different from a clique. That is, we have to generalize some other notion 
inherent to extremal graphs. 
Recall that in case of excluding weak subgraphs every subgraph of an H-free 
graph is also H-free, i.e., the property of being H-free is hereditary. As a conse- 
quence extremal graphs in the class Sorb,(H) of H-free graphs on n vertices are 
exactly those graphs in Sorb,(H) which give rise to a maximal number of H-free 
graphs by taking subgraphs. In fact even the number of graphs in Sorb,(H) is 
essentially given by the number of subgraphs of an extremal graph. More precisely, 
Erdos, Frank1 and Rod1 [6] showed that for graphs H with x(H)23 the following 
asymptotic formula is true: 
Together with the above mentioned result on ex(n,H) this shows that in addition 
the cardinality of garb,(H) depends mainly on the chromatic number of H. 
As it turns out similar results are true for induced subgraphs. The role of the 
chromatic number thereby is taken over by a different parameter, which is a common 
generalization of the chromatic number x(H) and the clique covering number a(H). 
In this paper we introduce this parameter, say s(H), and show that fundamental 
results of extremal graph theory (for weak subgraphs), as for example the Erdds, 
Stone, Simonovits theorem and some structural results, carry over to induced sub- 
graphs, if one replaces x(H) by r(H) in the statement of these theorems. In a forth- 
coming paper (Promel and Steger [ 121) we will also show how the notions and results 
of this paper can be used to generalize the Erdos, Frankl, Rod1 result to induced 
subgraphs. 
2. Results 
2.1. Extremai graphs for $orb,*(H) 
As we outlined above the hereditary property of being H-free is an important 
characteristic of extremal graphs. The following definition of extremal graphs for 
induced subgraphs preserves this property. 
Definition 2.1. Let ex*(n,H) denote the maximal number of edges a graph G= 
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Fig. 1. Extremal graphs for S’tOrbq*(Cd) and 5orbf(Cd). 
(V,, E) may have such that there exists a graph Go = (I’,, E,) with E 17 E, = 0 such 
that (V,,, E,UX) does not contain an induced H-subgraph for all Xc E. We call 
such a graph G an extremal graph for the class ,Forb,*(H) of graphs on n vertices 
not containing an induced H-subgraph and Go a supplemental graph with respect 
to the extremal graph G. 
As an example consider the case H= C,. With K*(Ln/2], r&21) we denote the 
complete bipartite graph K(Ln/2j, [n/21) on n vertices in which the first class is 
replaced by a clique. Observe that as well K*(Ln/2], [n/21) as all subgraphs arising 
from K*(Ln/2], rn/2)) by deleting edges from the original K(Ln/2J, [n/21) do not 
contain an induced C,. In fact, K(Ln/ZJ, [n/21) is the unique extremal graph: 
Lemma 2.2. 
ex*(n, C,) = 5 n 
Ml 2 ’ 
and for n 2 6 the graph K( Ln/2 J, [n/21) is the only extremal graph for @orb,*(C,). 
Y 
Fig. 2. Construction of an extremal graph for gorb,*(C,). 
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Proof. Consider first the case n = 4. Since ex*(4, C,) =4, one easily checks that 
there are exactly two extremal graphs for go~bq*(CJ namely the ones shown in 
Fig. l(a). Similarly, for the case n = 5, we have ex*(5, C,) = 6 and the only extremal 
graphs for $orbc(C4) are the ones shown in Fig. l(b). (The dotted edges indicate 
the edges in the supplemental graph G,.) 
Assume now r22 6 and complete the proof by induction on n. Let G,, be an 
extremal graph for gorb,*(C,) and let Go be a supplemental graph for G,. By the 
above remark on K*(Ln/21, [n/21) we know that IE(G,)( 2 In/21 [n/21. Since 
ex(n, C4)‘$(n + nl/m) (cf. Reiman [13]) this implies (for nz6) that G, con- 
tains a C4 as a (weak) subgraph. One now easily checks that for the edges in the 
complement of the C4 there are no choices: one has to be in E(Ge), the other may 
be neither in E(G,) nor in E(G,) (cf. Fig. 2). This is the case since in all other 
cases an appropriate subgraph of G, together with Go would always contain an in- 
duced C,. 
Let G& be the graph G,, without the C4. By a similar argument as above one 
derives that vertices in G& may only be connected in G, to at most two vertices of 
the C4 and if a vertex is connected to two vertices these have to be either u and u 
or x and y (cf. Fig. 2). On the other hand using the fact that 
and IE(G&))< 
where the latter follows from the induction hypothesis, implies that every vertex in 
G& has to be connected to exactly two vertices of the C,. Hence, V(Gi,) = Vr U Vz 
where Vi consists of the vertices connected to u and u, while V, consists of the ver- 
tices connected to x and y. Furthermore this easily implies that Vi together with x 
and y forms a clique in Go, while V, together with u and u forms a stable set in 
GoUG,. 
The induction hypothesis on G& and the above remarks on edges of Go then 
easily imply that G,=K(Ln/21, [n/21) and that furthermore 
G,U Go=K or G,,UGo=K* 
In Promel and Steger [ 1 l] it is shown that almost all graphs without induced C4 
can be constructed by replacing one color class of a bipartite graph by a clique. This 
hence implies that there exist constants co and cl such that 
where r= n mod 2. In particular this shows that a result analogous to the Erdds, 
Frankl, Rod1 theorem holds for H= C4 in the induced case in an even stronger 
form. 
Extremal graphs 287 
2.2. The parameter z(H) 
As a motivation for the definition of r(H) which replaces the role of the 
chromatic number in the theory of induced subgraphs consider the following defini- 
tions of x(H) and a(H): 
l x(H) is the largest integer k such that no (k - 1)-partite graph contains H as an 
induced subgraph, 
l o(H) is the largest integer k such that no (k- 1)-partite graph, in which all 
classes are replaced by a clique, contains H as an induced subgraph. 
As a generalization of both we define: 
l r(H) is the largest integer k for which there exists an integer k” between 0 and 
k - 1 such that no (k - 1)-partite graph, in which 6 classes are replaced by a clique, 
contains H as an induced subgraph. 
The following statements are easily seen to be true. 
Lemma 2.3. For every graph H: 
(0 r(H) 2 x(H), 
(ii) r(H)za(H), and 
(iii) r(H) < x(H) + o(H). 
The counterpart of the Erdos, Stone, Simonovits theorem for induced subgraphs 
states as follows: 
Theorem 2.4. Let H be a fixed (nonempty) subgraph. Then 
1 




r(H) - 1 
y + o(n2). 
The proof of Theorem 2.4 follows similarly as the corresponding result for weak 
subgraphs essentially from the following theorem of Erdos and Stone: 
Theorem 2.5 (Erdos and Stone [S]). For every 1, E and t there exists an no = n(l, E, t) 
such that every graph on n L no vertices with at least (1 - 1 /(I - 1))n 2/2 + en 2 edges 
contains a complete I-partite graph with t vertices in each part. 
In fact, the statement of the theorem is true for t =(1/(5OOlog(l/e)))log n. This 
was shown by Chvatal and Szemeredi [3]. 
Recall also the following bound on the Ramsey numbers: 
Theorem 2.6 (Erdos and Szekeres [9]). Let R(n, n) denote the smallest integer such 
that every graph on R(n, n) vertices contains either a clique or a stable set on n ver- 
tices. Then 
R(n,n)s 54” for all nz2. 
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t(N) - 1 
2 + o(n2) 
(consider for example the Turan graph T,(7(H) - 1) with an appropriate number of 







7(H) - 1 
-j- +&?I2 
for all n greater than some n,. Consider any extremal graph G,, = ( V,, E) with supple- 
mental graph G, = (V,, Et,) for n 2 max{n,,, n(r(H), E, 41V(H)I)} where n(s(H), E, 41V(H)I) 
is the constant of Theorem 2.5. Applying Theorem 2.5 to G,= (V,,E) shows that 
G, contains a complete r(H)-partite graph with parts of size 41V(H)1. Consider now 
the subgraphs induced by these parts in Go = (V,,E,). By Theorem 2.6 we can find 
in each part either a clique or a stable set of size 1 V(H)]. Together this shows that 
G, contains a (sufficiently large) complete r(H)-partite graph such that all parts 
either form a stable set or a clique in Go. The definition of 7(H) together with the 
definition of G,, now gives the intended contradiction. 0 
2.3. Asymptotic structure 
The structure of extremal graphs for weak subgraphs is known to be fairly stable. 
The following two theorems of Erdos and Simonovits (cf. Erdos [4,5] and Simonovits 
[ 141) illustrate this. Here 6(G) denotes the minimal degree of a graph G = (V, E) and 
J&(t) denotes the complete k-partite graph with t vertices in each class. 
Theorem 2.7 (The First Stability Theorem). Let Z?= {H,, . . . . HP} be a fumify of 
forbidden graphs and let k = min 1 sicp x(H,) - 1. Then there exists for every E > 0 
a6>Oandann,~h\lsuchthatifG=(V~,E)containsnoHi~~andifn=~V,J>n, 
and IEl?(l -I/k)n2/2-&z2, then G can be obtained from T,(k) by changing at 
most en2 edges. 
Theorem 2.8 (The Asymptotic Structure Theorem). Let 3?= {H,, . . ..HP} be a 
family of forbidden graphs and let k= min,,i5p X(Hi) - 1. If G is an extremal 
graph for Y? then 6(G) = (1 - l/k+ o(l))n and G can be obtained from T,,(k) by 
changing o(n ‘) edges. 
Both theorems follow easily from the following theorem (cf. Bollobas [l]). 
Theorem 2.9. Let k2 2 and t z 1 be fixed and let G = (V,, E) be a graph on n ver- 
tices with IE I = (1 - l/k+ o(l))n2/2 not containing a &+ l(t) as a (weak) subgraph. 
Then G contains a k-partite graph of minimal degree (1 - l/k + o(l))n. 
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Consider a pair of graphs G = (V,_E) and Go = (V, E,) with E fl EO = 0 such that 
for all subsets Xc E the graphs (V, X U E,) do not contain an induced H-subgraph. 
Then certainly G does not contain a K,&4 ‘V(H)I), otherwise (cf. Theorem 2.6) G 
would also contain a Kr& 1 V(H) I) in which each class induces in Go either a clique 
or a stable set. Contradiction. 
This observation together with Theorem 2.9 shows that Theorems 2.7 and 2.8 
remain true for induced subgraphs after straightforward modifications. 
2.4. An inverse extremal theorem 
Our next aim is a classification of the class of graphs H for which the Turan graph 
is the (unique) extremal graph. For weak subgraphs such a characterization was 
given by Simonovits [15] (see also Simonovits [16]). He showed that these graphs 
are exactly those graphs H which contain a color-critical edge, i.e., an edge e such 
that X(H\e)<X(H). 
Let 05 k^l k, kz2 be two integers. We call a graph G= (V, E) a (k, ,6)-partite 
graph if its vertex set V can be partitioned into k classes Vi, . . . , Vk in such a way 
that Vi, . . . . I’, induce cliques in G, while I’,-+ i, . . . , V, form stable sets in G. 
To prove a theorem analogous to Simonovits’ result for induced subgraphs one 
has to generalize the notion of critical graphs, i.e., of graphs which contain a color- 
critical edge. Note that the graphs which contain a color-critical edge are exactly 
those graphs H which have a (x(H), 0)-partite representation with classes V,, . . . , VxcHj 
in such a way that 1 I/,(,)/ = 1 and Ir(V’,,,,) fl Vrl = 1. This formulation now easily 
carries over to induced subgraphs. The precise statement however is quite lengthy, 
because one has to treat the symmetric cases of “stable set” and “clique” and of 
“connected by at most one edge” and “connected by all but one edge” etc. 
separately. 
Definition 2.10. A graph H is called criticaf if and only if for all 0 5 Es t(H) - 1 
there either exists a (T(H) - 1, I;)-partite representation of H or there exist (possibly 
different) (z(H), K)-partite representations of H with classes Vi, . . . , I/,(,) such that 
(i) I V,(,) 1 = 1 and lr(V,& n V, I5 1, 
(ii) IKcHjl=l and l~(K~H~>~~I~lVI-l, 
(iii) I VTcHjl = 1 and lr(V,& n I/,(,)- 1 / 5 1, 
(iv) P&)I = 1 and IW’&n V,cHj-II 2 I KcHj-ll - 1, 
and there exist (again possibly different) (r(H), L)-partite or (z(H), f+ 1)-partite 
representations of H with classes Vi, . . . , VT(,) such that 
(v) (for E> 1) I V,-+ 1 1 = 2 and I’,-+ 1 is not connected to V,, and 
(vi) (for RI t(H) - 2) I V,-+ 1 I = 2 and V,-+ 1 is completely connected to I/rcHj. 
Apart from the cliques K,, which are obviously all critical, the C, is an example 
of a critical graph. In fact there are arbitrary large nontrivial critical graphs: an 
example for such a family of critical graphs is given in Fig. 3. (To see that for kz 3 
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Fig. 3. Critical graph Hk on 3/c+ 2 vertices. 
all the graphs Hk are indeed critical, first observe that T(H~) = a(H,) = k + 2 and 
that for all 1 <k”~ k there exists a (k+ l,@-partite representation of Hk. Hence, 
one has to check the conditions (i)-(vi) only for the boundary cases F=O and 
k”= k + 1, respectively.) 
Theorem 2.11. Let H be a fixed graph. Then for sufficiently large n the Turcin graph 
T,(z(H) - 1) is the only extremal graph for garb,*(H) if and only if H is critical. 
Proof. For shortage of notation we abbreviate r(H) - 1 by 5’, 1 V(H)1 by h and 
IE(T,(k))I by t,(k). 
Assume His not critical. Let /& be an integer for which at least one of the condi- 
tions (i)-(vi) is not satisfied. We construct examplary for the case that condition (i) 
is not satisfied a graph containing t,(f) + 1 many edges but no induced H- 
subgraph. The remaining cases are then treated similarly. Consider the Turin graph 
T,_ l(s’) with classes j V, 1 1 a.0 L 1 V,,( in which the first k;, classes are replaced by 
cliques (i.e., these cliques form the supplemental graph G,). Connect the remaining 
n th vertex to all vertices in V,, . . . , VT,_ 1 and to exactly one vertex in V,,. Obviously, 
this graph contains t,JT’) + 1 edges but no induced H-subgraph. 
Assume now that H is critical. Let d(n) = ex(n, H) - t,(t’). Note that d(n) 10. 
We will prove 
For n sufficiently large either T,(Y) is the only extremal graph 
for @orb,*(H) or A(n)<d(n-2hs’). 
(*) 
Obviously this concludes the proof of the theorem. 
Let G,, denote an arbitrary extremal graph for Sorb:(H) and let Go be an ap- 
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propriate supplemental graph for G,. Using that IE(G,)I 2 tn(~‘) = (1 - l/z’)n2/2 + 
o(n2), Theorems 2.5 and 2.6 we conclude that for n sufficiently large G, contains 
a T2hs,(t’) having the additional property that every class V,, . . . , VT, of the T2hrS(r’) 
induces in G, either a clique or a stable set. 
First observe that the remaining vertices may be connected in G, to at most 
2h(r’- 1) vertices of the TZhr(r’): If a vertex is connected to more than 2h(z’- 1) 
vertices of the T2hr,(~‘) it has to be connected to at least h vertices in r’- 1 of the 
classes Vi, . . . , VT, and to at least one vertex in the remaining class. Using (i)-(iv) of 
the definition of critical this however implies that Go together with an appropriate 
subgraph of G, contains H as an induced subgraph. Contradiction. 
This shows that 
IE(G,)I I t2hr,(5’) + 2h(r’- l)(n - 2hr’) + ex*(n - 2hz’,H) 
=&(5’)+2h(r’- l)(n-2hT')+t,_&T')+d(n-2hT') 
=t,(T')+d(n-2hT') 
and hence that 
n(n)<d(n-2hT’). 
It remains to be shown that in case of equality G, is in fact the Turan graph 
7"(r'). To see this observe that in the above equation equality does only hold if 
every vertex of G,\T,,,,(z') is connected to exactly 2h(t'- 1) vertices of the 
T2+(t'). Repeating the argument from above we conclude that in this case every 
vertex has to be connected to all vertices of T'- 1 classes and to no vertex in the re- 
maining class. This naturally partitions the vertices of G,\ T2hT,(~‘) into r’ classes 
w,, ***, W,, . Furthermore for all 1 I is T' every vertex in I& is in G,, either com- 
pletely connected to v or not connected to any vertex in I$. Denote by To the set 
WI0 = {w E w 1 Z&(w) fl V, = 0} and by y1 the remaining vertices of I+$. Consider 
now the case that q is stable (the case that v is a clique is treated similarly). By 
(iii) of the definition of critical it follows that I+$’ has to be stable and that y” and 
II$.’ have to be completely connected. By (vi) it follows that yi is either stable in 
G,U Go or a clique in Go. Hence, W,, . . . , W,, induce in G, a r’-partite graph. This 
completes the proof of the theorem. 0 
2.5. Random graphs 
In this section we consider random graphs G,, with fixed edge probability p. 
For such random graphs Bollobas [2] showed that the chromatic number is almost 
surely ((log(l/(l -p)))/2 + o(l))n/log n. Using a refinement of Bollobas’ argument 
McDiarmid [lo] was able to show the following slightly stronger result: 
Theorem 2.12 (McDiarmid [lo]). Let 0 <p < 1 be fixed and let q = 1 -p, b = 1 /q and 
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r,(n) + o(l) r,(n)-+- l/(1 -fi)+o(l) ’ 
0 
Using McDiarmid’s proof we can easily show the following corollary: 
Corollary 2.13. Let O<p<l befixed and letp,=max(p, 1 -P), qo= 1 -PO; bo= 11% 
and rpo(n) = 2 logb, n - 2 log,, logb, n + 2 logb,(e/2). Then for almost 4 graphs G,,,p 
n n 
r,,(n) + o(l) 
ss(G,,)s 
r,,(n)-+- l/(1 -fio)+o(l) . 
Proof. The lower bound follows immediately from the fact (cf. Lemma 2.3) that 
s(G,,) 2 max(X(G,,), a(G,,)). For the upper bound we need some notations and 




r,(n) - J - - 
2 1 lnlnn * 
For a graph G=(KE) the size of a largest stable set in G is denoted by a(G), the 
size of a largest clique by o(G), and the subgraph induced by a subset WC V by 
G[ IV]. A graph G = (V, E) on n vertices is said to have 
l property Qa(n,sp), if all subsets WC V of size at least n/(ln n)3 satisfy 
WWl)=,(l WI), 
l property Qw(n,sp), if all subsets WC V of size at least n/(ln n)3 satisfy 
MG[Wl)zs,(l WI), and 
l property Qe(n,s,), if all subsets WC V of size at least n/(ln n)3 satisfy 
dG[Wl)~s,(l WI) and dG[Wl)rs,(l WI). 
In McDiarmid [lo] it is shown that for all fixed p 
Prob(G,, does not have Q,(n, s,)) = o(l). 
By symmetry this implies 
Prob(G, 1 _p does not have Q&,s,)) = o(l). 
Using the obvious fact that for p1 2~2, 
Prob(G,,, does not have Q&,s,,)) 
5 Prob(G,, does not have Q&z,s,,)) 
we get for p>+ 
Prob(G,. does not have Q&,s,)) 
I Prob(G, 1 _p does not have Q&z, s,)) 
= o(1). 
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Together we obtain that for p 2 4 
Prob(G,, does not have Qc(n,s,)) 
I Prob(G,. does not have Q,(n,s,)) 
+ Prob(G,, does not have Q&,s,)) 
=0(l). 
A similar argument shows that for p 14 
Prob(G,, does not have Q&s, -,>) = o(l). 
In Lemma 4.2 of McDiarmid [lo] it is shown that all graphs G = (V,E) on n vertices 
with property QJn, .sP) have chromatic number x(G) I n/@,(n) - 3 - l/( 1 - fi) + 
o(1)). This is done by ripping off large stable sets one after another. To be more 
precise: let W, = V and assume the set w is already constructed. Delete from I+$ a 
stable set of size exactly s( 1 F I) to get the next set y+ 1. Continue this process until 
the size of FI$ is less than n/(ln n)3. McDiarmid shows that this process stops after 
at most n/(r,(n) - + - l/( 1 - fi) + o(1)) iterations. Clearly this implies the desired 
bound on the chromatic number: color each of the remaining vertices with a new 
color. 
Observe however that this procedure also implies that all graphs G = (V, E) on n 
vertices which have property Q&z,.s,) satisfy 
n 
r(G) 5 
r,(n)-+-l/(1 -fi)+o(l) * 
This completes the proof of the corollary. 0 
3. Concluding remarks 
In this paper we considered the class of graphs not containing a fixed graph H 
as an induced subgraph. We introduced the notion of an extremal graph for this 
class and defined a new parameter r(H) which generalizes the chromatic number 
x(H) and the clique covering number a(H). For many well-known results from 
extremal graph theory (excluding weak subgraphs) we showed that they have a 
counterpart if one excludes induced subgraphs. The role of the chromatic number 
for weak subgraphs is hereby replaced by the parameter r(H). 
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