In the study of the large-scale structure (LSS), it is challenging to describe all relevant physical processes, so it is appealing to develop some effective approach that best represents the original system. Particularly, since we are only interested in the statistical properties instead of specific realizations in LSS, with a given evolution history of the probability density function (PDF), there could exist alternative dynamical system that obeys the exact same PDF evolution, which we will name as the statistical equivalence principle. This PDF equation is expressed as a kinetic theory of all relevant degree of freedoms, and as a first order partial differential equation, it could be solved by the method of characteristics. In this paper, we show that these characteristic curves would lead to a theory quite similar to the well-studied effective field theory (EFT) of LSS. Unlike the EFT of LSS, which conceptually would work at realization level, our equivalent dynamics is valid only statistically. In this formula, the small-scale influence is expressed as the ensemble average of their interactions conditional on the large-scale modes. By applying the Gram-Charlier expansion, we demonstrate a different structure of the effective counter terms. Our formalism is a natural framework for discussing the evolution of statistical properties of large-scale modes, and provides an alternative view for understanding the relationship between general effective dynamics and standard perturbation theory.
I. INTRODUCTION
The large-scale structure contains valuable information of our Universe, including the evolution history, composition and primordial physics, which can be extracted from statistical measurement of observed samples. Consequently, the study of LSS has largely been focusing on understanding the statistical properties of various cosmic fields [1, 2] . Due to the gravitational non-linearity, these fields become non-Gaussian at later time almost regardless of their initial conditions. The same non-linearity also complicates the theoretical calculation of these quantities, e.g. via the perturbation theory (PT) [1] [2] [3] [4] [5] . The standard perturbation theory does not converge at nonlinear scales after these quantities , e.g. the density contrast δ, become non-perturbative [6] . Numerical simulation is certainly the most powerful and reliable tool in these regimes, but the computational cost is still the bottleneck for practical application to cosmological constraints at this moment, although attempts have been made to accelerate the calculation [7, 8] . In addition, it provides less physical insights than analytical studies. Therefore, as the existing and upcoming large-scale surveys require higher and higher accuracy for describing the statistics of LSS, enormous efforts have been made to achieve this goal. In Eulerian space, the renormalized perturbation theory (RPT) [6, [9] [10] [11] and its general extension, i.e. the Gamma expansion [12] , has been shown to obtain reasonable accuracy with modest numerical cost [10, 13] . In Lagrangian space, some resummation techniques have also been developed [14, 15] and further improved to incorporate redshift distortion, clustering bias and non-Gaussian initial conditions [16] [17] [18] [19] . * xwang@cita.utoronto.ca However, even with so many sophisticated techniques, the agreement with simulation is still not satisfactory [20] . Moreover, despite valuable physical insights PRT and related approaches have provided, they are not perfect for calculating equal time correlation as they violate Galilean invariance, and result in only a partial resummation of large-scale modes, whose effect is cancelled in a more systematic treatment [21, 22] .
Recently, there has been some new developments adopting the effective field theory (EFT) in the largescale structure calculation [23] [24] [25] [26] . Subsequently, many authors have applied this approach to various calculations, e.g. in Eulerian space [27] [28] [29] , in Lagrangian space [30] , with ressumation [31] , bispectrum [32, 33] , biased tracer [34] etc. Unlike the traditional perturbation theory, it accepts the existence of some finite practically unreachable non-linear scale of PT. After picking up some smaller cut-off scale that defines a subset of more manageable large-scale modes, this approach attempts to systematically incorporate little-known small-scale information by introducing an effective stress energy tensor with calibratable parameters. The hope is that by introducing these effective terms, one would not only be able to capture small-scale nonlinear mode couplings, but also the shell-crossing effects that previous perturbative calculation did not even try to address from the beginning. In this sense, it is probably fair to say a complete fluid-like theory of the large-scale structure must be effective.
However, regardless of the efforts that have been made, there still seems to lack a critical look at the statistical side of the methodology itself. Particularly, likely due to the involvement of quantum field theory jargon, it is not clear to what extent the systematical introduction of those counter-terms would guarantee the recovery of the statistical information of the original dynamical system. For example, do well-calibrated counter-terms for FIG. 1. Illustration of statistical equivalence, where two different dynamical systems, shown as trajectories on the floor, could have identical PDF evolution history for a set of dynamical variables O (n) = {Ψ (1) · · · Ψ (n) }. Often, e.g. in large-scale structure, O (n) is not sufficient to determine the time evolution of individual trajectory, which then appears stochastic, and the initial condition O (n) (τ0) is not sufficient to uniquely determine its evolution. This could be described by the transition PDF defined in equation (9) , and is shown as shaded region on the left around some arbitrary trajectory. On the right, we show a statistically equivalent dynamical system, where the trajectories are the projected characteristic curves of the PDF evolution equation. As shown in equation (6 -8) , these curves define the mean probability current in O (n) space.
power spectrum automatically assure the convergence of bispectrum and multi-points polyspectrum? Or what is the general relation between the coefficients fixed by direct measurement in the realization and by matching the statistics, without explicit examination at every order? It is hard to give a general answer without any guidance. Generally speaking, probably all physical models we have ever built could be considered as effective to some extent, as lots of original dynamical degree-of-freedoms have to be neglected to reduce the complexity of the problem. For LSS, since we are only interested in the statistics of those cosmic fields, constructing an effective theory of LSS basically comes down to the fitting of some specific statistical measurements. There has been some similar situations in cosmology, for example the excursion set theory of halo mass function [35, 36] , where we have dramatically simplified the much more complicated physical process to a stochastic first-crossing problem only for recovering the statistics, i.e. the mass function.
From the perspective of LSS, the most comprehensive statistics one would ever need is the joint probability distribution function of large-scale modes.
1 Practically, however, only a couple of lower order moments of this PDF, e.g. the power spectrum and bispectrum, are accessible. Nevertheless, at least formally, one is still able to write down the time evolution equation of this PDF as the kinetic theory of generalized dynamics [37] [38] [39] . Furthermore, since only one constraint for those enormous numbers of degree-of-freedoms is being applied, i.e. this PDF evolution equation itself, there could exist alternative dynamical systems that would reproduce this statistical information exactly. In the following, we will call this property as the statistic equivalence (SE). These alternative dynamics would always have identical joint PDF as original system, and quite naturally would serve as an effective theory for our purpose.
In section II, we will write down the kinetic theory for general dynamical system and introduce the concept of statistical equivalence. After reviewing the cosmic dynamics for large-scale structure in section III, we investigate our effective theory first for the pressureless fluid model in section IV, neglecting vorticity and velocity dispersion. Then in section V, we try to extend to include the orbit crossing and finally conclude in section VI.
II. THE KINETIC THEORY OF GENERAL DYNAMICS
For a Newtonian N-particle system, the probability density function in 6N dimensional phase space is conserved and described by the Liouville theory, and a integration over parts of variables leads to the so-called BBGKY hierarchy, where the equation of n particles probability density function would depend on n+1 particles probability density function. Generally, for an arbitrary dynamical system, where individual dynamical degree of freedom, or a mode, ψ k ∈ O ψ = {ψ k1 · · · ψ ki · · · }, is described by a first order differential equation, i.e.
one could also derive similar kinetic theory for the PDF of O ψ . Here the set O ψ includes all dynamical variables one is interested in, and we have also labelled different variables by some vector k. As will be seen later, we do assume k is a discrete label set. In general, the source term χ k [ψ; τ ] is a non-linear and non-local function of ψ k and even some other unknown variables. By non-local, we mean it could depend on the value of ψ at different k. Now consider an ensemble of such systems, and we are interested in the evolution of the N-point PDF of a subset of variables O (n) ψ = {ψ k1 · · · ψ kn }. The ensemble here does depend on the problem itself, for example, in [39] , it is a sample of Lagrangian fluid elements, or equivalently the density weighted field in Eulerian space, but here we assume it is different realizations of our Universe. For a single realization, the probability density function, i.e. the fine-grained PDF is described by the products of Dirac-δ functions
where we have denoted
is the sample space variable corresponds to ψ ki . By definition, the PDF of the ensemble could be obtained by taking average of the fined-grained PDF, i.e.
To proceed, one takes the time derivative of P Ψ (1···n) ; τ ,
where in the last equality we have changed derivative with respect to dynamical variables ∂ ψ (i) to the one with respect to the sample space variables ∂ Ψ (i) . In the case where the source term χ (i) is a m-th order nonlinear function of ψ k , the average χ (i) P (n) f could then depend on P (n+1) · · · P (n+m) , similar to the BBGKY hierarchy where m = 1. Hence, we have a hierarchy of the time evolution equation for P (n)
where L (i) is some operator corresponding to the i-point PDF P (i) . In order to close this hierarchy, we could at least formally express the right hand side of equation (4) in terms of conditional average, so eventually one has a continuity equation of P (n) [37, 38] 
So as long as one could know in advance the averaged χ given the constraints of Ψ (1···n) , this is a closed partial differential equation of P (n) .
In practice, it would be almost impossible to solve equation (6) given its high dimensionality. However, as a first order partial differential equation (PDE), one could apply the so-called method of characteristic to reduce the problem into a group of ordinary differential equations. Applying the standard procedure of this approach, the characteristic trajectory of ith mode reads
where we have expressed the equation with the sample space variable as they being the solution to equation (6) .
On the right plot of FIG. (1) , we illustrate the procedure for obtaining these effective trajectories. As integrated trajectories that fully represents the hypersurface of the PDE solution of (6), these characteristic curves would perfectly serve as an alternative effective dynamics, since they would always reproduce the same statistics as the original system. In other words, with the same set of initial conditions of Ψ (1···n) (τ 0 ), both dynamical systems (1) and (7) would deliver the same P (n) (Ψ (1···n) ; τ ). This could be verified simply by re-deriving the equation (6) from the effective dynamics (7) .
The physical meaning of these trajectories becomes much clearer when we further define the probability current along Ψ (i) direction in the continuity equation (6) as
So for a deterministic system whose dynamics is fully described by these n variables, the current is simply the original dynamical equations (1). However, if χ (i) depends on variables other than ψ (1···n) , equation (7) then characterizes the averaged flow of the probability density function marginalizing over all other variables. Consequently, as already shown in [39] , these characteristic trajectories are not necessarily the same as the real dynamic evolution.
To better understand the difference between characteristic trajectories and the original dynamics, it is helpful to consider the transition probability density, which is defined as the conditional probability of ψ (1···n) for given an initial state ψ
The PDF at epoch τ could then be expressed as an integral over all possible initial condition
Again, in many cases, we are only interested in a subset of dynamical variables. So in the original dynamical system, e.g. left plot of FIG. (1) , a given initial condition Ψ (1···n) 0
would not fully determine the trajectory. Instead, depending on the distribution of remaining degreeof-freedoms, the transition probability T would generally be broadened, shown as shaded region in FIG. (1) . Particularly, in large-scale structure, such broadening as a function of Fourier wavenumber k, is then related to the so-called non-linear propagator [6, 9] . On the other hand, the effective characteristic trajectories are deterministic in the sense that T is simply δ D functions. The statistical equivalence could then be translated as the existence of multiple T Ψ (1···n) Ψ (1···n) 0
for given initial distribution
Notice that all our discussions in this section only describe the kinetic of the system instead of dynamics. It is merely a expression of the conservation of the probability once the statistical information is provided for all relevant degree of freedoms we have accounted for. Also, we would like to mention that the derivation until equation (4) does not necessarily suggest the effective dynamic is deterministic, and therefore one might not be able to apply the method of characteristics, we will come back to this in section V.
III. COSMIC DYNAMICS
The non-relativistic collisionless cold dark matter is described by the single-particle phase space density f (x, p, τ ), which obeys the Vlasov equation [2] 
where τ here is the conformal time, a(τ ) is the scale factor, m is the mass of the dark matter, p = amẋ is the momentum of the particle, and Φ is gravitational potential. In Newtonian cosmology, Φ is determined by the Poisson equation
where G is the gravitational constant, δ = ρ/ρ − 1 is the density contrast, andρ(τ ) the average density. In order to avoid solving this (6 + 1)-dimensional nonlinear partial differential equation, one instead takes the zeroth and first order moments of velocity to get the continuity and Euler equation
where u is the peculiar velocity, and H(τ ) = d ln a/dτ . We have also included the contribution from the second moments of f (x, p, τ ), which is related to the velocity dispersion σ u ij
via the relation
In the so-called dust model, this term is usually neglected. Decomposing the peculiar velocity u into divergent θ and rotational part ω, the evolution equation could be expressed in Fourier space
where g = 3Ω m /(2f 2 ) ≈ 3/2. Here the new time variable η is introduced as dη = d ln D(τ ), and D(τ ) is the linear growth rate. We have also rescaled the velocity u i → −Hf u i , and π i → (Hf ) 2 π i . Notice that besides the standard kernel
where
we have also introduced some extra contributions that arises from the coupling between the vorticity ω and δ or θ. In details, these kernels could be expressed as
ǫ ijk is the Levi-Civita symbol. And we have also decomposed the π into two parts, π θ = ∇ · π and π ω = ∇ × π.
Obviously equation set (16) is not closed, as no equation of π is provided. Usually, an attempt to do so would either leads to an infinite hierarchy or some arbitrary truncation. In the standard model, assuming potential flow initial condition, the vorticity would not be generated without the source term π ω , which is guaranteed by Kelvin's circulation theorem.
As demonstrated in section II, we are seeking a statistical closure of this dynamics. Since we are not particularly interested in the evolution of vorticity itself, we will only consider it as some extra source term similar to π. Defining the dynamical vector for matter field as
where index a, b, c ∈ {1, 2}, and i, j are spatial indices of vectors. The linear operatorL ab is defined aŝ
and the coefficient matrix Ω ab equals
The mode coupling vertex γ abs (k 1 , k 2 ) is nonzero only at
And finally we define
In the standard pressureless perfect fluid (or dust model), which we neglect both π and ω terms, one could formally express the nonlinear solution as [2, 6, 9] 
where φ a (k) = ψ a (k, η 0 ) is initial condition, and the linear propagator g ab (η) is
The growing initial condition is φ a ∝ [1, 1], and one notices that g αβ is invertible as long as we keep both growing and decaying mode. This formal solution leads to simple diagram representation of ψ a (k, η) [6, 9] , which we will adopt in the following of the paper. The standard perturbation series could be expanded as
aa1···an is the SPT kernel. Finally, the power spectrum is defined as
where subscript c denotes the connected part of the average.
IV. STATISTICALLY EQUIVALENT THEORY OF PRESSURELESS PERFECT FLUID
Applying the method introduced in section II to cosmic dynamical system (16), one would get an statistically effective description of the large-scale structure. In this section, we will first concentrate on the dust model, and then to generalize the concept to include the orbitcrossing in next section. In both cases, we are interested in the statistical evolution of the density contrast δ and peculiar velocity u field, which is encoded in the joint PDF of δ and u . To avoid dealing with continuous field domain, we consider a finite cosmic volume V , with periodic boundary condition. Therefore, the number of total Fourier modes δ(k i ) and u(k i ) are countable 2 . In practice, however, we will not explicitly distinguish Fourier series and continuous transform in this paper. For example, the Fourier space integration will not be replaced by series summation since the difference would be negligible if V becomes large enough.
For many applications, e.g. the baryonic acoustic oscillation (BAO) measurement, not all Fourier modes are equally interesting. Consequently, one could select some cutoff scale Λ, and only concentrate on a finite subset of Fourier modes with k < Λ. In the following, we will denote this set of large-scale modes (or soft modes) and its complement (hard-modes) as (27) respectively. Again, Ψ is the sample space variables corresponding to ψ. Finally, since our cosmic fields are real, only half of Fourier space is independent, i.e. mode ψ(−k) = ψ * (k), therefore we will treat ψ(−k) and ψ(k) as identical.
Before proceeding, one might have already noticed that, in the linear regime with standard assumption of LSS formation, the density contrast and velocity divergence are simply proportional to each other. Consequently, the Gaussian joint PDF
is not well-defined, since the power spectrum P ab (k) will be singular in this limit. This corresponds to the initial condition (IC) φ a (k) = δ 0 (k)u a , where u a is some arbitrary constant two-vector. Although we could simply consider only δ(k) or u(k) itself, the two-component formula would provide much more insight. So instead, we would like to assume a general IC where δ 0 (k) and θ 0 (k) are separate random variables with tiny but non-trivial cross-correlation, i.e.
where ǫ is some infinitesimal number. In the following, we will first assume such general non-singular initial condition. As will be seen later, the general feature of our formalism does not really depend on the initial condition, and this is also the case for many, although not all, specific results. There are some situations where the counter-terms have to explicitly take into account the value of P −1
ab , we will comment on this in section IV B 3.
A. Effective Dynamics
Neglecting the velocity dispersion π a and vorticity ω i , the dynamical system (19) then returns to its standard formL
where we have explicitly denoted the i-th Fourier mode as ψ a,ki = ψ a (k i ). Following the derivation from section II, the time evolution equation of P(Ψ Λ ; η) is
where ψ k ∈ Ψ Λ . The average is made over an ensemble of universes, or different cosmic patches of volume V we assumed initially. Following the same procedure, the statistically effective trajectories of these modes, i.e. the characteristic curve of the PDF time evolution equation, could be simply expressed aŝ
where k < Λ, i.e. Ψ(k) ∈ Ψ Λ . We would like to emphasize again that this is the solution to the PDF equation (31) , so its PDF P(Ψ Λ ) will be identical to the original system (30) . Since the large-scale modes Ψ Λ themselves could simply be taken out of the conditional average, one naturally separates the quadratic mode coupling terms into two groupŝ
where the first term (γΨΨ) ΛΛ denotes that the amplitude of wavenumbers k 1 and k 2 are both less than Λ. The extra contribution C a (k, Ψ Λ ; η), i.e. the counterterm (or effective terms), is explicitly expressed as the conditional average of small-small (hard-hard) and large-small (softhard) coupling
Here, the integration is taken over the Fourier region where at least one of k 1 , k 2 is greater than Λ. Similar to equation (23) , the formal solution of Ψ a (k, η) could then be expressed as the linear propagation of source terms at the right hand side of equation (33) Ψ
To simply the expression, sometimes we will denote the last term, i.e. the linear evolved counter term, as
From the effective theory point of view, as long as one could accurately fit or estimate the value of C a (k, η), the entire statistical information, including all orders of polyspectra of Ψ Λ would be recovered precisely, given that the large-scale mode coupling [γψψ] ΛΛ is much easier to calculate. Mathematically, to calculate the term C a (k, Ψ Λ ), one has to integrate over the joint probability density function of all relevant variables Γ = {Ψ Λ , Ψ Λ }, since by definition, the conditional average is expressed as
where DΨ Λ is the volume element of the Ψ Λ space. In general, this would produce a non-linear function of all large-scale modes in Ψ Λ , which means that a full description of the effective dynamics of mode ψ k would require some non-local (in Fourier space) effective terms that is related to ψ k ′ where k ′ = k. Without any explicit calculation, this could be seen from the Taylor expansion that
where k, k 1 , · · · , k n ∈ Ψ Λ , and we have assumed Ψ a (k) = 0. An effective approach is then related to any efforts that try to obtain these effective coefficients ∂ n C/∂Ψ 1 · · · ∂Ψ n as accurate as possible.
Although we have to seek the help of numerical simulation eventually, one still gain valuable insight by some analytic calculations. From the definition equation (37), we first notice that a Gaussian P(Γ) will not produce any non-trivial result. However, by applying the so-called Gram-Charlier expansion of the non-Gaussian PDF P(Ψ Λ ) and P(Γ), we would be able to perturbatively calculate the conditional average. In general, this
Tree order bispectra that will be used for perturbative calculation of the effective counter-terms Ca(k, ΨΛ). Solid lines denote soft modes q < Λ, and long-dashed lines indicate hard modes, i.e. q > Λ, while short-dashed lines could be either hard or soft mode. A circle with a cross inside denotes the initial power spectrum.
expansion could be written as [40] [41] [42] [43] 
where ⊗ T denotes the inner produce of two tensors, P G is the Gaussian part of P, and the Hermite tensor H n is defined as H n (Γ) = (−1)
The conditional average could then be expressed in terms of Gram-Charlier coefficients Γ n GC which then related to the cumulants of various modes, i.e. the polyspectra here.
Since by construction, our effective solution recovers the statistics of the real system, it would be interesting to examine whether this is also true at the perturbative level. Naively, since the formalism applies regardless of the initial condition, one would expect this will be the case. In the rest of the section, we will expand these counter-terms to the one-loop order, i.e. up to the bispectra in equation (39) . To proceed, however, one first notices that the condition average would be different for the hard-hard ( Λ Λ) and soft-hard (Λ Λ, ΛΛ) couplings. While equation (37) would apply for hard-hard coupling, the soft-hard modes would be simplified to
The perturbative formula for calculating the conditional average is presented in Appendix A.
B. Perturbation Theory
Equation ( 
As will be seen in this section, it suffices to calculate oneloop counter-terms with the help of tree-level bispectra, which include three different contributions
In the standard formula, they are defined as
The diagrams of these three contributions are shown in  FIG. (2) . In the rest of the paper, we will always assume k (q) denotes the wavenumber of some soft (hard) mode.
Hard-hard Coupling
The hard-hard coupling involves the ensemble average of two random small-scale modes, conditional on large-scale modes, i.e. ψ b,k1 ψ c,k2 |Ψ Λ . Denoting x 1,2 as modes ψ b,k1 or ψ c,k2 respectively, and Y = Ψ Λ , the Gaussian part of this average equals
where ξ x1x2 is the correlation function between x 1 and x 2 , and ξ is the inverse. Since by the definition of C α (k, Ψ Λ , η) (equation 34), k 1 + k 2 = k = 0, the first term vanishes because of the statistical translational invariance. Similarly, the second contribution is also zero since x 1,2 and modes in Y belong to different scales. The next leading order, which we present its full formula in equation (A4), has only one non-vanishing contribution
3. Schematics that demonstrate the Feynman rules for constructing the evolved hard-hard effective terms S Λ Λ,a (k, ΨΛ, η) at the one-loop order. Specifically, equation (34) and (46) indicates that one only need to connect the symmetric perturbative kernel γ abc (q, k − q) together with conditional average terms, which in one-loop order is the tree-level bispectra B T (I,II,III) and the inverse power spectrum P −1 de (k). The dashed-lines denote the hard modes, while solid lines represent soft modes. The numerical factor 1/2 in front of the last diagram is caused by releasing the causal relation s2 ≤ s1 assumed initially. From the diagram representation of these two contributions, we could already see that they would recover the hard-hard part of the one-loop power spectrum exactly simply by taking the average with some linear solution ψ
(1) (k, η), .
Therefore, to the first order, the hard-hard-bispectra parts of the effective coefficients C B Λ Λ,a (k, η) is expressed as an integral of the bispectrum with the kernel γ abc ,
where the integral is over the region where both q and |k − q| are greater than Λ, and all the quantities here are evaluated at time η. Here the bispectrum B(q, k − q, −k) should be fully non-linear, as well as the power spectra P de (k, s) and its inverse. This would alleviate the problem of singular IC since even at some early stage, a tiny amount of nonlinearity would be able to render the P −1 (k, s) mathematically well-defined.
At the lowest order, we can take the tree-level bispectrum B T ∝ P 2 lin , where P lin is the linear power spectrum, and this is already sufficient to produce the one-loop order of C (46), we then have three separate contributions. Since the kernel γ abc (q, k − q) is symmetric with respect to q and k − q, the contribution from B T (I) and B T (II) would be identical. Therefore, the effective coefficient reads
Here we have already applied the identity that
is not singular, and we have only kept the linear part of its inversion P in FIG. (3) . Particularly, in the same figure, we demonstrate the general rule for constructing these 'counter-terms', which is simply paring the symmetric PT kernel γ abc (q, k − q) together with various contribution from the conditional average terms, i.e. B T (I,II) and P −1 lin Ψ here. From the diagram, it is obvious that one would recover the one-loop power spectrum P 13 (k) with the contribu-
Again, here we are only integrating over the Fourier region q > Λ and |k − q| > Λ, which corresponds to the region q > Λ and µ < (k 2 + q 2 − Λ 2 )/(2kq), where µ is the cosine of the angle between k and q. This does seem a bit odd in SPT formula since there is only one integral in equation (49), and k − q does not even appear in the definition of F (3) , but the meaning is clear from the time-evolved representation like equation (47). Equation (49) helps us to derive a much simpler expres-
(k, η) with the kernel of the standard perturbation theory
acde (k, q, −q)u d u e . This further suggests that the effective coefficient should be
Furthermore, we then substitute the last B T (III) into the equation (46), the coefficient reads
Unlike equation (47), we are not able to simplify the expression by canceling the power spectrum with its inverse, i.e. equation (48), as P −1 (k) does not immediately connect to any other P (k). Rather, the cancelation would only be achieved by taking the average with another linear field Ψ (1) (k, η). We would show that this contribution would be identical to the hard-hard part of the P 22 term
The numerical factor 1/2 raises from the fact that the time integral in equation (52) is limited by causal constraint s 2 ≤ s 1 , which could also be seen from the diagram representation in FIG. (3) . Since there is no difference in deriving this term compared to the one contributing to P 13 , in this sense, unlike other effective approaches, we interpret this counter term as deterministic instead of stochastic in our formalism. We will explain in more detail in section V A.
Soft-hard Coupling
From equation (40) and (A3), the only non-vanishing contribution of soft-hard coupling that is proportional to the bispectrum is a quadratic term
Denoting x 1 as one component of ψ(q) and x 2 for ψ(k − q) where q > Λ and |k − q| < Λ, the only relevant bispectrum will be B(q, k − q, −k). Therefore, the effective coefficient in this case could then be expressed as
Besides the numerical factor 1/2 from equation (54), a factor of 2 raises from the two symmetric Fourier region Λ Λ and ΛΛ; and the other factor of 2 comes from the fact that equation (54) have two cross contributions when summing over Y λ and Y τ .
Similarly, we could substitute the tree-level bispectrum (equation 43) , and obtain the one-loop order C
For B
T (I) , we have
This equation corresponds to the left-bottom diagram in  FIG. (4) . Clearly, it is non-local in Fourier space, as the coefficient for Fourier mode k also depends on the mode k − q, where q > Λ. To better understand this term, we have to study the corresponding contribution to the power spectrum, i.e. S
. From the diagram, the only possible way is to connect k − q mode with q − k mode, which we highlight in the figure. And it is clearly that this would produce the soft-hard part of P 13 (k), where the integration is over the hard-mode P (q).
For the bispectrum B T (II) , one similarly write down the effective term as
The soft-hard part of the effective terms up to one-loop order. Unlike the hard-hard coupling, these contributions are all non-local in Fourier space, which means the effective terms for the evolution of Fourier mode k not only depends on mode k but also k − q. For these non-local diagrams, one could see that the first two diagrams at the bottom would form the soft-hard version of P13(k), and the third one would form P22(k) contribution. The ellipses highlight the pairs that would eventually be connected together when taking the ensemble average with another linear field Ψ(k).
which is presented as the middle-bottom diagram of  FIG. (4) . When taking the ensemble average, Ψ(k − q) will connect with Ψ(q− k), therefore this would also contribute to the P 13 (k), where the integration is over the soft mode P (|k − q|). Finally, the last term could be expressed as
From the figure, one could see this contribution will contribute to P 22,Λ Λ (k). In Table I , we listed all effective coefficients and their corresponding contribution in the standard perturbation theory. Evidently, this demonstrates that the effective solution is simply a reorganization of the standard perturbative calculation at one-loop level. It also indicates that the Fourier nonlocality of these effective terms is crucial to the full recovery of the statistical information.
The Singular Initial Condition
So far, we have assumed that the power spectrum of large-scale modes P ab (k, η) is always invertible. At linear order, this essentially requires that both the initial power spectrum P 0 ab (k) and linear propagator g ab (η) are non-singular. While the latter could be achieved without discarding the decaying mode, the initial power spectrum P 0 ab (k), however, would not be invertible unless assuming a non-zero cross-correlation as suggested in equation (29) . This initial condition has led us to a formalism that is very familiar in the context standard perturbation theory, and it is reasonable to expect that our formula is still mathematically well-defined most of time 3 , since P −1 ab (k, η) appeared in the equations is always non-linearly evolved to η, even though the non-linearity could be tiny. However, for perturbative discussion, there are some effective terms that explicitly depend on the P −1 lin,ab (k, η), e.g. C
B
T (III) a (k, η), we will discuss various possible choices in this subsection.
One straightforward solution is to simply consider only one dynamical variable, either δ(k) or θ(k). Since the nonlinear mode coupling of θ(k) does not involve δ field, and its modification resemble the non-ideal fluid dynamics, one might prefer to study the statistically equivalent solution of the set of large scale velocity divergence
Hence, besides the effective mode coupling term, one also needs to evaluate the conditional average δ(k)|Θ Λ . At the linear order, δ(k)|Θ Λ = Θ(k). At the one-loop order, equation (54) guarantees the result is well-defined since (ξ Y ) −1 would be simply 1/P θθ (k). By expressing these terms as some non-linear function of Θ Λ , this is essentially equivalent to the approach adopted by the sliced-time perturbation theory [37, 38] , although the cut-off scale Λ was set to ∞ there. Since we are more interested in the density perturbation in practice, this then leads us to another layer of nonlinearity to recover δ(k) and complicates the problem [37] . Instead, one might just consider the effective continuity equation, i.e.
where ∆ Λ = {∆(k), k < Λ}. Similarly, one could then try to express conditional average as a nonlinear function of large-scale density perturbation without worrying about the P −1 ab (k). Both equations (59) and (60) suggest to only consider the well-defined part of the PDF. Since our non-singular initial condition only requires a non-trivial cross correlation (i.e. equation 29) , it further suggests that we might still be able to keep our two-component formalism and derive a reasonable expression by concentrating on the PDF of δ and θ separately. Consequently, our goal is then to look for the practically feasible effective terms C a (k, Ψ Λ , η) that ensure the conservation of P(∆ Λ ) and
, i.e. the one related to the P 22,ab (k), it would be safe to express it as
where b is the index for forming the power spectrum P ab (k). Unlike equation (50), the appearance of the separate index b indicates it to be unphysical, since this term somehow 'know' which field we are going to correlate with in advance. In practice, however, if we neglect the cross power spectrum P δθ , and assume only the fastest growing mode, this ambiguity could be eliminated. This corresponds to express the effective term as
where we have temporarily suspended the Einstein summation rule. Therefore, as long as we are only interested in the auto-correlation of δ and θ, it is guaranteed that we will always have mathematically well-defined effective terms.
C. The Effective Theory
While it is very interesting and enlightening to study the mapping between our formalism and standard calculation at the perturbation level, it is much more appealing to further explore this formula as an effective theory of the large-scale structure, since in principle it provides all necessary UV information to recover the statistics. Specifically, if we were able to calibrate the effective coefficients C a (k, Ψ Λ ; η) (or S a (k, Ψ Λ ; η) ) from either numerical simulation or observations, we then obtain an effective theory of the large-scale structure which would reproduce the exact statistical evolution by construction in the context of no shell-crossing 4 .
Effective Coefficients
As an effective theory, we already noticed that this formalism is intrinsically non-local in Fourier space. In the discrete limit where the number of large-scale modes are finite, one eventually has a set of coupled differential equationŝ
for Fourier modes Ψ Λ = {Ψ k0 , · · · , Ψ kn }, and we have adopted the short-handed notation where the element of
and [· · · ] kn denotes all possible couplings where the sum of all k modes equals k n . Unlike the EFT of LSS, since
Diagrams for effective coefficients Sa(k, Λ), which could be expressed as integral over higher-order correlators, e.g. bispectrum, trispectrum etc., with the kernel γ abc . Similar to previous figures, the solid line represents the linear growth of large-scale mode ΨΛ, while the dashed line corresponds to small-scale modes Ψ Λ . The grey ellipse symbolize complicated nonlinear interactions among various modes. Ideally, these interactions could be measured and carefully calibrated with simulation, which then leads to an effective theory of large-scale structure. In the upper row, we illustrate the hard-hard coupling and show the hard-soft interaction at the second row.
we started from the equal time PDF, these terms are temporally local by definition, i.e. all C (m) 's appeared in the equation of motion (63) are only functions of η at given epoch.
In FIG. (5) , we illustrate the first several nonperturbative diagrams representing the time-evolved effective terms S a (k, Ψ Λ ; η). Notice that two diagrams in the first column are a nonlinear generalization of the oneloop effective terms we have discussed. For example, the first hard-hard diagram consists of equation (46) with nonlinear bispectrum B nl (q, k − q, −k), but it also includes similar integrals with five or more points polyspectra. For hard-hard coupling, the linear effective term (with regard to the number of soft modes) in general depends on k,
where ∂ 1 C is defined in equation (64), and we have also defined a scale dependent sound speed c 2 s (k) in the last equality. This corresponds to the first diagram in Fig.  (5) , all other diagrams depend explicitly on large-scale modes other than k. Specifically, the number of external large-scale lags starts from three for the soft-hard couplings (second row), this then raises the questions about the number of effective terms needed even at the lowest order.
At the one-loop order, however, it is sufficient to consider only the linear effective term, i.e. equation (65), even including the soft-hard coupling. This is because the power spectra constructed from these terms (second row in FIG. 4 ) give the full UV integral of the P δ,13 (k), so the effective sound speed from this contribution could be expressed as
Explicit calculation demonstrates that c 2 δ,13 only mildly depends on k, so at the lowest order, it scales with k 2 , consistent with the EFT argument.
On the other hand, we have already shown that the effective term S
UV,a (k) contributes to the power spectra related to P 22 (k), which is usually considered as stochastic in literatures of EFT. In our framework, however, it could be represented by term S
UV,a (k)Ψ b (−k) . As already discussed, unlike c UV,a (k) is proportional to inverse linear power spectra to recover the P 22 (k) power spectrum. Consequently, the relevant
Examples of 1PR (upper) and 1PI (lower) power spectra diagrams constructed from the hard-soft counter-terms C
(k). At one-loop order, it could be described by single parameters, i.e. c 2 term shown light box in the first diagram. For higher-orders, this is not true any more. These non-local contributions would play an important role in constructing various SPT diagrams.
effective coefficient could be expressed as
which scales with k 4 , so following equation (65), we have some scale dependent expansion of the linear effective term
For higher-loop orders, however, this linear expansion will not be enough, and one has to go back to the original non-local definition of S 6), we illustrate an example of such diagram. Unlike the one-loop order (e.g. the one in the upper panel), this so-called one particle irreducible (1PI) contribution will not be represented by a linear effective term as equation (65). Therefore, in order to have sufficient freedom to fully describe all UV scale effects, it is necessary to include all non-local terms. Finally, we also notice that at higher-order, these effective contributions are not a simple re-organization of the SPT diagrams. For example, S
ab (k) that will not be cancelled by any initial P ab (k). We will defer the study of these higher loop contributions in the future.
Λ-dependence
In the framework of effective field theory, it is critical to introduce the concept of regularization and renormalization. In our formalism, both large-scale coupling as well as effective contributions explicitly depend on the cutoff scale Λ. However, assuming we are interested in a subset of large-scale modes, say Ψ Γ ∈ Ψ Λ , which does not really depend on Λ as long as Γ is small. Likewise, the evolution of the joint PDF of Ψ Γ should not depend on Λ, because marginalizing over Ψ Γ would be the same as marginalizing over Ψ Λ first then over Ψ Γ /Ψ Λ , which is the complement set of Ψ Λ with respect to Ψ Γ . So,
This guarantees that our statistical effective dynamics of Ψ Γ would not depend on the cutoff scale Λ either. Therefore, similar to the effective field theory, all our effective coefficients are composed of Λ-dependent and Λ-independent parts. The former appears simply to cancel out the Λ-dependence of the theory, leaving only the Λ-independent part.
Cumulants vs. Gradients Expansion
A clear distinction between the formula we have derived so far and the usual effective theory is the parameters on which the series has been expanded. The EFT works in the real space, and attempts to expand as the number of local gradient operators ∇ (or the power of k in Fourier space), the Edgeworth series we used to estimate the conditional average (equation 34) is an expansion of the degree of the non-Gaussianity, i.e. the cumulants of the field. While there certainly exists a mapping between these two approaches like what we did in equation (68), especially for those hard-hard coupling terms, we might benefit from performing both approaches.
Undoubtedly, ∇ (or k) expansion is beneficial in practice as it has a better control over the convergence of the perturbation calculation at certain k scale. But it might also conceal any existing internal structures among those counter-terms, making itself vulnerable to the critique of overfitting. In this regard, the cumulants expansion would serve as a self-calibration process, since these terms are simply some integral of high order statistics.
In principle, for a given scale Λ, one would be able to measure these coefficients directly from the simulation, since by definition they are simply some integral of polyspectra. For example, with the measurement of nonlinear bispectra (equation 46), we would be able to obtain a better knowledge on the first diagram in FIG. (5) .
V. THE ORBIT CROSSING
The most appealing potential of the effective approach is the ability to deal with the dynamics after the orbit crossing, where the standard fluid description failed to describe. In section III, we have already written down the formal non-closed equations of motion. Naively, following the same procedure in last section, and assuming we are only interested in the large-scale density and velocity perturbation, i.e. Ψ Λ , the effective trajectory should simply be expressed aŝ
Therefore, the extra information from shell-crossing would be fully characterized by various conditional average terms of vorticity and velocity dispersion. However, this is based on the assumption that our PDF evolution equation is still deterministic and described by equation (6) . At this point, it is not clear to what extent such statement would be correct. Therefore, in this section, we would first like to clarify the concept of stochasticity adopted here, and then try to extend our formalism in order to incorporate such potentially existing contribution.
A. Deterministic vs. Stochastic Process
In this subsection, we would like to re-examine the kinetic equation derived in section II. Before proceeding, one first notices that there isn't any assumption regarding the property of the dynamical system being made until equation (4) . Now consider that after the shellcrossing, we could modify the original fluid dynamics as some stochastic process, which besides the usual deterministic source term, is driven by an additional stochastic force ∆F . To some extent, this is a legitimate assumption as we are trying to capture any statistical influence of microscopic degree of freedoms we have neglected. To be more mathematically rigorous, we consider the PDF evolution after a short time interval ∆η since a general stochastic process is not necessarily differentiable, so the PDF increment is
Besides the deterministic source term χ, we assume that there is an extra stochastic force F , so that after ∆η
From the definition of the PDF (equation 3), one could Taylor-expand the PDF in terms of ∆ψ
Notice that unlike equation (4), we have kept the seconds order term in ∆ψ. Inserting equation (72) and taking the limit ∆η → 0,
where we have further assumed that the force increment is statistically independent with zero mean ∆F = 0 so that the term χ∆F P f vanishes. For Markovian process, the variance of ∆F is linear in ∆η
This then leads to the Fokker-Planck equation
For general stochastic process, the PDF evolution could then be further expanded with the so-called KramersMoyal expansion. Therefore, from kinetic point of view, there is no intrinsic differences between stochastic and deterministic contributions as both of them gradually change the PDF, except that the time evolution equation of PDF differs. Thus, in this paper, we will regard any contribution that could modify the underlying equation of the PDF evolution from its linear form (equation 6) as stochastic. On the other hand, the solutions to these equations do differ, since we will not be able to use the method of characteristic. Rather, the effective dyamics of equation (76) will become the Langevin equation
With this definition, the variation around the mean stress tensor would not be regarded as stochastic, which is different from the standard view of the effective field theory. Actually, as already been seen, at least formally, we were able to recovers the P 22 (k) contribution, which is usually regarded as stochastic. For orbit-crossing terms, like vorticity ω i and velocity dispersion π a , most of their effects should also be able to extracted by deterministic contributions via the conditional average (equation 70). In practice, the necessity of including any stochastic contribution could be justified from the comparison to the simulation.
B. Effective Theory Beyond the Orbit Crossing
In the standard theory of the structure formation, a thin sheet of collisionless cold dark matter in the phase space would eventually meet each other and starts to experience the so-called orbit-crossing (or shell-crossing). After the orbit crossing, the initially potential field would generate rotational degree of freedom, which could be seem by simply summing over different streams, i.e. [44, 45] 
assuming the vorticity of each stream vanishes, where the subscript s denotes the corresponding quantity of each individual stream. On the other hand, one would also generate the velocity dispersion π a via equation (14) . As shown in equation (16), once ω i and π a are generated, even without introducing any stochastic contribution, one would expect their feed back on the density and divergence field. Consequently, from the perspective of the effective theory, one only need to supplement the appropriate information of ω i and π a , namely their correlations with respect to the large scale modes Ψ Λ . In fact, it is not a new idea to include some contributions to describe the effect of shell-crossing on the matter power spectrum. For example, [46] demonstrated that at the leading order, the dominant effect comes from π θ . Assuming the density contrast
they showed that the correction to the power spectra at the leading order would be [46] P aa (k, η) = P dust,aa (k, η) + P aπ θ (k, η) (n/2 − 1)(n/2 + 3/2) ,
where n is defined as the growth index of π θ , i.e. π θ ≈ D n/2 . From the direct measurement of the simulation, this would cause 1% correction to P θθ (P δδ ) around k ≈ 0.1h/Mpc (0.2h/Mpc). It is not difficult to notice the consistency with our effective approach at the this order, since with Gaussian assumption, the related effective term reads (equation A2)
Clearly, one would recover equation (80) after correlating the time-evolved term S π θ (k) with Ψ d (k). It would be very interesting to check the non-Gaussian correlation between π a (k) and ψ a , which we will defer to investigate in the future. On the other hand, the correction from the vorticity is much more complicated as it involves more interaction kernels. However, as shown in [46] , the effect is much smaller, as the fraction error is roughly 0.002 around k ≈ 0.1h/Mpc.
In conclusion, from our perspective, as long as we assume the orbit-crossing does not introduce any nonnegligible stochastic noise, one could fully account their effects by studying the the cross correlation between large-scale density (velocity) modes with vorticity and π a .
VI. CONCLUSION AND DISCUSSION
In this paper, we formulated an effective theory of the large-scale density and velocity fluctuation, where the small scale influence is captured by the averaged nonlinear coupling conditional on large-scale modes.
• We showed that such effective dynamics is the characteristic solution to the kinetic equation of the PDF evolution. Therefore by construction, it would reproduce the probability distribution P(Ψ Λ , η), given correct effective terms.
• Naturally, these conditional averages could be expanded in the number of external large-scale modes, and we have showed that non-local terms are necessary for the complete recovery the statistics. To estimate these effective terms, we applied the Gram-Charlier expansion, and demonstrated the agreement with SPT at one-loop order.
• As an effective theory, our formalism looks quite similar to the EFT of LSS at the linear order (in external fields), i.e. equation (65) and (68), except that higher order k dependence would also be captured by terms like equation (46) . The distinction is due to different expansion series, i.e. cumulants expansion in our formula versus the gradient expansion of EFT.
• The effective dynamics could be generalized to include the effects from orbit crossing. Particularly, we define a stochastic effective terms as the one would change the underlying PDF evolution equation.
Besides the orbital-crossing terms, eventually, one might be able to perform a direct integral over some highly nonlinear model of the full joint PDF,
so that our formalism could then extend to highly nonlinear regime. Generally, this framework could also be applied to many other dynamical systems. For example, one interesting application would be the statistical evolution of biased tracers. Consider a smoothed field of both the number density fluctuation δ t and the peculiar velocity u t of a particular type of tracer, denoted as ψ t , we would like to understand the statistics of the largescale modes of this field, i.e. ψ t,Λ . Following the same procedure, one could write down the kinetic equation of P(Ψ t,Λ , η), and study its effective solution. However, unlike the dark matter field, we are less certain about the fluid description of the biased tracer. For example, the number density δ t does not necessarily conserve. Rather, due to merger, fragmentation and galaxy formation etc., one should expect an extra source term j t for the continuity equation (13) . So the effective dynamics would have a contribution like j t |Ψ t,Λ .
