Abstract-In a three-dimensional display by a computer-generated hologram (CGH), fast computation of CGH is required. In this paper, in order to accelerate CGH generation, the following two methods are used; the first method is band-limited double-step Fresnel diffraction. Compared with convolution-based diffraction, such as an angular spectral method, the proposed method requires less computational time and memory. The second method is a wavefront recording plane (WRP) method which reduces the calculation amount by placing WRPs in the vicinity of an object. We succeeded in speeding up CGH calculation by combining both methods.
Electroholography is capable of reproducing three-dimensional (3D) moving images by displaying CGHs on an electronic display device [1] , and is expected to be applied to realize an ultimate 3D television that can reproduce the wavefront of a 3D object. In addition to the problems of the image size and viewing zone, there is a problem that CGH calculation takes a long time. To solve this problem, many algorithms have been devised. For example, a method handling a 3D object as point light sources [2] , method that treats a 3D object as polygons [3] , method that deals with a multi-view image [4] , and method that handles a 3D object as RGB-Depth (RGB-D) images [5] .
We propose a fast CGH calculation method for RGB-D images in this research. We used RGB and depth images as shown in Fig. 1 . The RGB-D method first picks up the pixels in the RGB image with the same depth value in the depth image. As shown in Fig. 2 , by picking up the pixels, we can generate parallel planes to the CGH with the same depth value. Then, this method performs 256 diffraction calculations from the parallel planes to the CGH iteratively due to the depth image having a value of 256. Convolution-based diffraction such as the angular spectrum method takes much computational time and requires a lot of memory because convolution-based diffraction requires zero-padding to avoid circular convolution. Instead of convolution-based diffraction, using the band-limited double-step Fresnel diffraction (BL-DSF) can reduce memory usage and computational time [5] . BL-DSF originates from DSF [6] . DSF performs single-step Fresnel diffraction (SSF) which is calculated by the following equation,
where , and , are the source and destination plane, λ and z are the wavelength and propagation distance, and is the complex coefficient.
SSF can be calculated by the Fast Fourier transform (FFT) once. Zero-padding is unrequired unlike with convolution-based diffraction; therefore, SSF is an efficient method in terms of computational time and memory required. However, the problem is that the sampling interval on the destination plane is changed by the propagation distance and the wavelength. To solve this problem, DSF has been devised. The calculation is performed by performing SSFs twice via a virtual plane, as shown in Fig. 3 DSF first performs light propagation with the distance of ( from the source plane to the virtual plane by SSF. Next, DSF performs light propagation by SSF from the virtual plane to the destination plane at the propagation distance of ( . The total propagation distance is z = ( + ( . The sampling intervals of the source and destination planes are the same; unfortunately, DSF has the aliasing problem of the chirp functions included in DSF. In order to address this problem, we proposed BL-DSF, which enables calculation of the diffraction calculation without aliasing noise by introducing the band-limited function.
In order to obtain more speed, we use the combination of BL-DSF and our wavefront recording plane (WRP) method [7] [8] [9] , which treats a 3D object as an aggregation of object points. This calculation model is shown in Fig. 4 . The WRP method places a WRP near a 3D object. The complex amplitude on the WRP is calculated by superimposing spherical waves emitted from object points. If the WRP is located near a 3D object, this method can dramatically reduce the computational amount of the CGH because the spread of spherical waves is limited to small areas.
Since the amplitude and phase information of object points are recorded in the WRP, the diffraction calculation from the WRP to the CGH is equal to the case of calculating a complex amplitude on the CGH directly from the object points. In Fig. 1 , the RGB pixels in a parallel plane with the same depth value will be sparse rather than dense. In this case, regarding the RGB pixels as object points, the WRP method is faster than the diffraction calculation of the parallel plane.
In this proposed method, first, we generate multiple WRPs as shown in Fig. 4 , and a WRP records a complex amplitude of object points within a certain depth range by superimposing spherical waves. The CGH calculation using multiple WRPs has been studied in the references [10, 11] . However, these studies used convolution-based diffraction for the propagation of WRPs to the CGH. Instead, the proposed method uses BL-DSF for the propagation from the WRPs to the CGH. To the best of our knowledge, this is the first attempt to apply the WRP method to RGB-D images.
We show the calculation times and reconstructed image of a color CGH with 8K×4K pixels generated by the angular spectrum method alone, BL-DSF alone and the proposed method. In the angular spectrum method we need to expand the size to 16K×8K. The wavelengths of red, green and blue are 640nm, 532nm and 473nm, respectively. The propagation distance z is 0.03 m. The sampling interval is 4.8µm. Table 1 shows the computational times. In the proposed method, the number of WRPs we used is 32. We used a NVIDIA GeForce GTX 670 and Intel i5-3570 CPU (we used the CPU 4 threads). Note that N/A in the angular spectrum method alone in the GPU means that we cannot measure the calculation time because the calculation required is beyond the memory amount of the GPU. We examined the number of WRPs. Table 2 shows the calculation time and the peak signal-to-noise ratio (PSNR) between the numerical reconstructed images by the proposed method and the angular spectrum method when changing the number of WRPs. The reconstructed image by the proposed method is shown in Fig. 5 . As shown in Table 2 , we adopted 32 WRPs because it showed good performance in both image quality and calculation time.
In addition, we created a CGH by decimating the pixels of the object points in the WRPs to further increase the computational speed. This was proposed in Ref. [12] . The influence of the decimation on the reconstructed image is small because the resolution of the reconstructed image of the CGH is beyond that of the human eye. Table 3 shows the calculation times and the PSNRs when changing decimation rates. For example, the decimation rate of 1/2 means that the number of object points is half of that original. Table. 3. PSNRs and computational times when changing the decimation rate.
The degradation of the image quality is small when the decimation rate is 1/8. Figure 6 shows the reconstructed image with a decimation rate of 1/8. Compared to Fig. 5 , the deterioration in image quality is small but the calculation time is 1.4 times faster. In this paper, we proposed fast CGH calculation using the combination of the WRP and BL-DSF. When the number of WRPs was 32, we obtained a higher calculation speed of 22 times in the CPU and 677 times in the GPU, compared with that of the angular spectrum method alone. In addition, when the decimation rate is 1/8, we obtained a higher calculation speed of 950 times in the GPU, compared with that of the angular spectrum method alone.
