Abstract: We consider critically loaded single class queueing networks with infinite buffers in which arrival and service rates are state (i.e., queue length) dependent and may be dynamically controlled. An optimal rate control problem for such networks with an ergodic cost criterion is studied. It is shown that the value function (i.e., optimum value of the cost) of the rate control problem for the network converges, under a suitable heavy traffic scaling limit, to that of an ergodic control problem for certain controlled reflected diffusions. Furthermore, we show that near optimal controls for limit diffusion models can be used to construct asymptotically near optimal rate control policies for the underlying physical queueing networks. The expected cost per unit time criterion studied here is given in terms of an unbounded holding cost and a linear control cost ("cost for effort"). Time asymptotics of a related uncontrolled model are studied as well. We establish convergence of invariant measures of scaled queue length processes to that of the limit reflecting diffusions. Our proofs rely on infinite time horizon stability estimates that are uniform in control and the heavy traffic parameter, for the scaled queue length processes. Another key ingredient, and a result of independent interest, in the proof of convergence of value functions is the existence of continuous near optimal feedback controls for the diffusion control model. AMS 2000 subject classifications: primary 93E20; secondary 60H30, 60J25, 60K25, 93E15.
Introduction
We study Jackson networks with state dependent and dynamically controlled arrival and service rates. The network consists of K service stations, each of which has an associated infinite capacity buffer. Arrivals of jobs can be from outside the system and/or from internal routing. Upon completion of service at a station, the customer is routed to one of the other service stations (or exits the system) according to a probabilistic routing matrix. Network is assumed to be in heavy traffic in a sense that is made precise in Section 2. Roughly speaking, one considers a sequence of networks with identical topology, parametrized by n ∈ N. Instantaneous arrival and service rates in the n-th network are queue length dependent and are of order O(n). Additionally, a system manager can exercise service rate controls of order O(n 1/2 ). The heavy traffic assumption says that traffic intensity at each station is of the order 1 − O(1/n 1/2 ). In an uncontrolled setting, diffusion approximations of suitably scaled queue length processes for such networks have been studied in [24] (see also [20] ). The limit stochastic process is a reflected diffusion in the nonnegative orthant. Dependence of arrival and service rates on queue length processes leads to drift and diffusion coefficients for the limit model that are state dependent. Existence and uniqueness of solutions to such reflected stochastic differential equations (SDE) follows from the classical theory and well understood regularity properties of the Skorohod map (cf. [11] ).
For the controlled setting considered here, a formal analysis along similar lines leads to controlled reflected diffusions with control entering linearly in the drift coefficient. Goal of this work is to use such a formal diffusion approximation in order to obtain provably asymptotically optimal rate control policies for the underlying physical networks. We are concerned with an average long term cost per unit time criterion (see (2.10) ). Cost function is a sum of two terms; the first term measures the cost for holding customers in the buffer, while the second term is the cost for exercising control. The holding cost is allowed to have a polynomial growth (as a function of queue lengths) while the control cost is assumed to be linear. Since the cost criterion involves an infinite time horizon, additional stability conditions are needed to ensure the finiteness of the cost (i.e. the expression in (2.10)). In our work these conditions are manifested in the definition of the class of admissible controls. The definition in particular ensures that the controls are "uniformly stabilizing", viz. all polynomial moments of the queue length process are bounded uniformly in time, the scaling parameter and the choice of admissible control sequence. This stability property, given in Proposition 3.2, is a key ingredient in our proofs. For a description of the set of admissible controls and a discussion of stability considerations that lead to such a formulation, see below (2.1).
Our main result, Theorem 2.8, relates the value function (i.e. the optimum value of the cost) of the queueing rate control problem with the value function associated with an ergodic cost problem for the formal controlled diffusion limit. Cost function for the diffusion model is analogous to that for the physical networks (see (2.15) ). It is shown in Theorem 2.8 that, under certain conditions, the value function for the n-th queueing network converges to that for the diffusion model, as n → ∞. The theorem also shows that using an appropriately chosenoptimal feedback control for the diffusion model, one can construct an asymptotically -optimal rate control policy for the physical queueing network. Thus the theorem describes the precise sense in which the diffusion model, which is originally justified only formally, is a rigorous asymptotic approximation for the queueing model. Rate control problems with an ergodic cost criterion for single class open queueing networks in heavy traffic have been studied in several papers [1, 13, [17] [18] [19] . The first two papers concern a one dimensional problem (i.e. a single server queue) and provide explicit expressions/recipes for asymptotically optimal policies. The paper [19] (see also Theorem 2.1, Chapter 9 of [18] ) studies a general K dimensional Jackson type network with finite buffers. In this setting, due to compactness of the state space, all stability issues become relatively easier. The paper [17] considers a very general setting, with unbounded buffers, that includes both rate control and scheduling control problems. However, the paper does not establish the convergence of the value functions.
One of the main steps in the proof of our main result is Theorem 2.7 which establishes existence of an -optimal continuous feedback control for the limit diffusion model. Existence of optimal feedback controls for the class of ergodic diffusion control problems studied here has been established in [7] . Our proof of Theorem 2.7 starts from such an optimal control b * and constructs a sequence {b n } of continuous feedback controls in a manner such that an appropriately chosen measure of the set {b n = b * } converges to 0 as n → ∞. We show in Theorem 5.2 that, as long as initial distributions converge, the solution X n of the reflected SDE that uses b n as the feedback control converges weakly to X which solves the equation with b n replaced with b * . Proof of this result relies on certain representations and estimates for transition probability densities of reflected Brownian motions (see (7.38) ) that are of independent interest. Once weak convergence of X n to X is established, proof of Theorem 2.7 is an immediate consequence of the linearity of the control cost. Next, an -optimal continuous feedback control b , obtained from Theorem 2.7, is used to define a rate control policy for the n-th network, for each n ∈ N. The associated costs are shown to converge in Theorem 2.6 to the cost associated with b in the diffusion control problem. As a corollary of this result one obtains that the value function for the limit diffusion model is an upper bound for any limit point of the sequence of value functions for the controlled queueing networks. In Theorem 2.5, we establish the reverse inequality. As an immediate consequence of these we have the main result, Theorem 2.8, of the paper. Proofs of Theorem 2.5 and 2.6 use functional occupation measure methods developed in [19] . The main idea is to represent the cost associated with the n-th network in terms of integrals with respect to occupation measures associated with various stochastic processes that constitute the dynamical description of the network. Using stability estimates of Section 3 one can establish tightness of these occupation measures and then classical martingale characterization methods can be applied to identify the limit points in an appropriate manner.
Stability estimates obtained in Section 3 are also useful for the study of an uncontrolled setting. Using Proposition 3.1, we show in Section 4 that, under appropriate conditions, stationary distributions of scaled queue length processes (which are strong Markov processes when there are no controls) converge to the unique stationary distribution of the limit reflecting diffusion model. For the setting where the arrival and service rates are constant, such a result has been proved (for general service/inter-arrival time distributions) under certain exponential integrability conditions on the network primitives in [12] ; and more generally with only square integrability conditions on the primitives in [9] . To our knowledge the current paper is the first one to treat a setting with state dependent rates.
The paper is organized as follows. We begin, in Section 2, with problem formulation and assumptions. Set of admissible service rate controls, the ergodic cost criterion of interest and definition of value function for the queueing system are introduced. We then describe the formal controlled diffusion approximation to this queueing system that arises in the heavy traffic limit. We introduce an analogous cost criterion and the associated value function for this limit model. Main results of the work, namely Theorems 2.5, 2.6, 2.7, 2.8 and 2.9, are presented next. Rest of the paper is devoted to the proofs of these results. Theorem 2.8 is an immediate consequence of Theorems 2.5, 2.6 and 2.7 and its proof appears in Section 2. Section 3 presents some key stability and tightness results. Theorem 2.9, that concerns an uncontrolled setting, is proved in Section 4. Theorem 2.7 is at the heart of our analysis and is treated next in Section 5. Section 6 proves Theorems 2.5 and 2.6.
The following notation will be used. For a metric space X, let B(X) be the Borel σ-field on X and IP(X) the collection of all probability measures on X. The Dirac measure at the point x is denoted by δ x . For µ ∈ IP(X) and a µ-integrable function f , we will denote X f (x)µ(dx) as µ, f . The set of positive integers is denoted by N, the set of real numbers by R and nonnegative real numbers by R + . For sets A, B ⊆ R d , dist(A, B) will denote the distance between two sets, i.e., inf{|x − y| : x ∈ A, y ∈ B}. For a given matrix M denote by M its transpose and by M i the i-th row of M . Let I = I K×K denote the identity matrix for some K. When clear from the context, we will omit the subscript. For a, b ∈ R, let a∨b . = max{a, b} and a ∧ b . = min{a, b}. The convergence in distribution of random variables (with values in some Polish space) Φ n to Φ will be denoted as Φ n ⇒ Φ. With an abuse of notation weak convergence of probability measures (on some Polish space) µ n to µ will also be denoted as µ n ⇒ µ. When sup 0≤s≤t |f n (s) − f (s)| → 0 as n → ∞, for all t ≥ 0, we say that f n → f uniformly on compact sets. The class of continuous functions f : 
A stochastic process will be denoted interchangeably by {Z(t)} or {Z t }. Inequalities for vectors are interpreted componentwise. We will denote generic constants by c 1 , c 2 , . . ., and their values may change from one proof to another.
Problem formulation and main results
Network structure. We begin with a rough description which will subsequently be made precise. Consider a sequence of networks indexed by n. Each network has a similar structure, in particular there are K service stations, with the i-th station denoted by P i , i ∈ IK . = {1, . . . , K}. We assume that each station has an infinite capacity buffer. Arrivals of jobs can be from outside the system and/or from internal routing. Upon completion of service at station P i a customer is routed to other service stations (or exits the system) according to a probabilistic routing matrix P = (p ij ) i,j∈IK . At every station the jobs are assumed to be processed by First-InFirst-Out discipline. We assume that the network is open, that is, any customer entering the network eventually leaves it (this is made precise in Assumption 2.1(i)). We allow arrival and service rates to be time varying random processes. They may be described as deterministic functions of the state processes or, more generally, given as nonanticipative control processes. Although quite general nonanticipative controls are allowed, one finds (see Theorem 2.7) that asymptotically near optimal performance can be achieved using continuous Markov controls, i.e. controls that are given as a continuous function of the state.
A precise description of the model is as follows. Let λ n i , µ n i , n ≥ 1, i ∈ IK be measurable functions from R K + → R + . We write λ n = (λ n 1 , . . . , λ n K ) ; µ n is defined similarly. These functions will be used to define state dependent arrival and service rates. External arrivals are assumed to occur any for i ∈ IK e , where IK e is a subset of IK. Thus λ n i (x) = 0 for all n ∈ N, x ∈ S .
. This matrix plays a central role in heavy traffic theory of Jackson networks and in the study of stability properties of diffusions approximating such networks [14, 15] . Let a n (·) . = λ n (·) − Rµ n (·). and set a n . = 1 √ n a n . The following is our standing assumption.
Assumption 2.1.
(i) Spectral radius of P is strictly less than 1 and
Part (i) of the assumption says that the network is open. It in particular implies ( [11, 14] ) the existence of a regular Skorohod map associated with the network data (see Proposition 2.3), which is a key ingredient for many estimates in this paper. Conditions (ii)-(vii) describe the heavy traffic parameter regime that is considered here. We note that the arrival and service rates, λ n , µ n are O(n). Many works that study diffusion approximations for queueing systems (eg. [14] , [18] ) formulate the underlying heavy traffic condition in terms of rates that are O (1) and then consider scaled processes where time is scaled up by a factor of n while space is scaled down by a factor of √ n. In the scaling considered here (see (2.7)), which is adapted from [24] (see also [20] ), the time parameter is left unchanged and the factor of n is absorbed in the arrival and service rates. A simple example of rate functions satisfying (ii)-(vii) is given
, where λ * , µ * are nonnegative bounded Lipschitz functions, bounded away from 0, such that λ * = Rµ * . Parts (vii) and (viii) are nondegeneracy conditions that ensure that the diffusion coefficient in the limiting reflected diffusion model is uniformly positive definite (cf. (2.13)). Condition (viii) can be assumed without loss of generality since if it fails for some i ∈ IK \ IK e , one can consider a reduced model that is obtained by omitting station P i .
In addition to state dependence of service rates, we will allow the modulation of these rates by a controller. Class of allowable controls will be such that the corresponding queueing system is stable. To be precise we consider the following set of controls: will suppress δ 0 from the notation unless needed. A control for the n-th network will be a stochastic process with values in Λ n . Such a process will enter in the state dynamics (see (2.2)) as an additive change to the nominal service rate µ n . Thus in the controlled model, service rates are allowed to be O( √ n) of the nominal rates. Although such perturbations approach 0, as n → ∞, under the fluid scaling, they can have a significant impact on asymptotic system performance viewed under the diffusion scaling. Nonanticipative properties of the control are made precise in the next paragraph. The lower bound requirement on u ∈ Λ n can be interpreted as a condition on the minimal service rate at which the system is allowed to operate. If the effective service rate µ n i (Q n (s)) + U n i (s) (see (2.2) ) is too small, one expects the corresponding queue lengths to blow up. Indeed, for the diffusion limit model Z in (2.14), for an uncontrolled, constant coefficient setting, the conditionᾱ < 0 is known to be necessary and sufficient for positive recurrence of Z (see [15] ). The requirement that in the controlled setting a limit model control U should satisfyᾱ1 − U (s) < 0 is achieved by similar stability considerations (cf. [7] ). This, in view of the scaling, motivates the definition of the control set Λ n introduced above. In particular the above lower bound constraint on controls is at the heart of the stability estimate of Proposition 3.2.
We now describe the precise mathematical model. Fix n ∈ N. Let (Ω, F, IP ) be a probability space on which are given unit rate independent Poisson processes,
For i ∈ IK, N i will be used to define the stream of jobs entering the i-th buffer and for i, j ∈ IK, N ij will be used to represent the flow of jobs to buffer j from buffer i. For i ∈ IK and j = 0, N ij will be associated with jobs that leave the system after service at station P i . Precise state evolution is described below.
. . , U n K ) be a Λ n valued measurable process. U n will represent the service rate control in the system. Under the control U n , the state of the system Q n = (Q n 1 , Q n 2 , . . . , Q n K ) is given by the following equation.
where Q n represents the queue length vector process obtained under the (rate) control process U n . In the above display p i0
From Assumption 2.1, it follows that the martingales defined above are square integrable. We will refer to a U n satisfying above conditions as an admissible control and denote by A n the collection of all admissible controls. We remark that, although one can assume from the point of view of applications that all controls and controlled processes are given on a single probability space, there is some subtlety in defining an appropriate filtration. In general, a filtration for which the above stated adaptedness and martingale properties hold would depend on the choice of the control (and the corresponding state process). For a Markov control one can take the filtration to be the one generated by {M n ij , Q n i ; i, j}.
where
Note that Y n i is a right continuous with having left limits, nondecreasing {F t } adapted process and Y n i increases only when Q n i (t) = 0, i.e.,
The state evolution can be described succinctly by the following equation:
The above dynamics can equivalently be described in terms of a Skorohod map as described below.
the Skorohod problem for ψ with respect to S and R if and only if the following hold:
imsart-generic ver. 2006/09/07 file: erc3.tex date: February 3, 2009 (ii) η satisfies, for i ∈ IK, (a) η i (0) = 0, (b) η i is nondecreasing, and (c) η i can increase only when φ is on the i-th face of S, that is, 
The following result (see [11, 14] ) gives the regularity of the Skorohod map defined by the data (S, R). It is a consequence of Assumption 2.1 (i).
Proposition 2.3. The Skorohod map (SM) is well defined on all of
D S ([0, ∞), R K ) (that is, D = D S ([0, ∞), R K )) and
the SM is Lipschitz continuous in the following sense. There exists a constant
The dynamics in (2.4) can now equivalently be described in terms of the SM as follows:
. For asymptotic analysis we will consider processes under the diffusion scaling. Given a stochastic process X n , we will denote by X n the process defined as
and refer to it as the diffusion-scaled form of X n . With this notation, we have from (2.6) that
When Q n (0) ≡ x, we will sometimes write the corresponding scaled state process as Q n x .
In this work we are concerned with an ergodic cost problem associated with the sequence of controlled queueing systems {Q n } n≥1 . Let k(·) be a continuous function from S to R + and c ∈ R K be fixed. We will assume that for some m 0 ∈ (0, ∞)
Asymptotic average cost is defined as Define the value function V n for the n-th queueing system as
The main goal of this paper is to show that the value function and near optimal control policies in the n-th network, for large n, can be approximated by the same quantities in an associated diffusion control problem. Towards this goal, we now introduce a diffusion control problem.
where A and B i , i ∈ IK are K × K and K × (K + 1) matrices given as follows. For x ∈ S,
Here 1 i is a Kdimensional vector with 1 at the i-th coordinate and 0 elsewhere; 1 ij is a K-dimensional vector with -1 at the i-th; 1 at the j-th coordinates; and zeroes elsewhere. Finally,
It is easy to see (cf. Appendix) that due to Assumption 2.1 (vii) and (viii), Σ(x)Σ(x) is uniformly nondegenerate. More precisely,
One can then find a Lipschitz
Let B be a K-dimensional standard Brownian motion given on some filtered probability space ( Ω, F, IP , { F t }). We will denote ( Ω, F, IP , { F t }, B) by Ξ and refer to it as a system. Denote by A(Ξ) the collection of all { F t } progressively measurable Λ-valued processes. We will refer to such processes as admissible controls (for the diffusion control problem). For U ∈ A(Ξ) and x ∈ S, let Z ≡ Z x,U be the unique solution of
(2.14)
Ergodic cost for this limit diffusion model is given as follows:
The value is defined as
The above formulation of the control problem, where one optimizes over all controls given on an arbitrary system, is common in the theory of stochastic control for diffusions (cf. [5] ). A key reason to allow for an arbitrary system is that if one replaces U (s) in (2.14) by β(Z(s)), where β is a measurable map from S to Λ, then the resulting equation in general may not admit a strong solution. However, due to uniform nondegeneracy of σσ , a unique weak solution to (2.14) is ensured. Such maps, also referred to as Markov controls, are some of the most basic forms of actions a system manager can exercise and thus it is desirable to allow for them in the problem formulation. This motivates the definition in (2.16). We note that the expression in (2.16) does not depend on x (cf. [7] ).
We denote by BM(S, Λ) the space of all bounded measurable maps from S to Λ. For b ∈ BM(S, Λ), let U b be an admissible control for the limit diffusion model, given on some system Ξ as:
Existence of such a Ξ and Z and the uniqueness in law of Z are consequences of uniform nondegeneracy of σ.
The following result follows from [7] and [8] . Some comments on the proof are given in the Appendix.
Theorem 2.4. (i) Fix b ∈ BM(S, Λ). Then Z defined by (2.17) is a strong Markov process that admits a unique invariant probability measure
We now present the main results of this work.
Theorem 2.5. For every bounded sequence {x
, where Q n x is given by (2.8) with U n on the right side of (2.8) replaced by U n b . Note that we have suppressed the dependence of U n b and U b on x in the notation. Theorem 2.6. Letb : S → Λ be continuous. Let {x n } ⊆ S be a bounded sequence. Then
As an immediate consequence of Theorems 2.5, 2.6 and 2.7 we get the following main result. Note that Theorem 2.5, which gives a lower bound on the asymptotic value function (i.e. lim inf n V n ), does not require σ to be constant. However, the upper bound is only derived under the condition σ(x) ≡ σ. The main reason for this restrictive assumption is that the approach taken in this paper crucially relies on the existence of a near optimal continuous Markov control for the limit diffusion control problem (i.e. Theorem 2.7). The proof for the existence of such a control uses certain representations and estimates for transition probability densities of reflected diffusions (see (7. 38)) which we currently are unable to establish for a general state dependent setting. For an alternative approach to the construction of a near optimal continuous Markov control, we refer the reader to [18] (see pages 362-363 and Theorem 4.4.5 therein) where a model with a compact state space is studied. We believe that the construction given in the current paper and the related transition probability estimates are of independent interest.
Proof of Theorem 2.8. From Theorem 2.5
Also, for fixed > 0, we have from Theorem 2.7 that for some continuous b :
We get on combining the inequalities in the above two displays that V n (x n ) → V , as n → ∞, and that (2.18) holds.
As a side consequence of estimates used in the proofs of Theorems 2.5-2.7, we obtain the following result on convergence of steady state distributions of Q n . Theorem 2.9. Suppose thatᾱ < 0. Let Q n be given by (2.8) with U n ≡ 0. Then the Markov process Q n admits a stationary probability distribution. Furthermore, Markov process Z given by (2.14) with U ≡ 0 admits a unique stationary probability distribution π. Finally, if π n is an arbitrary stationary law for Q n , n ≥ 1 then π n ⇒ π as n → ∞.
We remark that the conditionᾱ < 0 ensures that 0 ∈ Λ δ 0 for some δ 0 > 0. Thus U n ≡ 0 is an admissible control with such a choice of δ 0 . As noted in the introduction, a result similar to Theorem 2.9 for the constant coefficient setting (i.e. σ(x) ≡ σ, a(x) ≡ a) was established in [12] (see also [9] ).
We start with proving some stability results in Section 3. Section 4 is devoted to the proof of Theorem 2.9. Proof of Theorem 2.7 is given in Section 5. Theorems 2.5 and 2.6 are proved in Section 6.
Some stability results
Following stability properties are key ingredients in the proofs.
Using the Lipschitz property of the Skorohod map (Proposition 2.3), we have
we see, from Assumption 2.1 and the discussion below it, that there exists a δ ∈ (0, ∞) satisfying
Thus for all n ≥ 1 and
Lemma 3.1 of [2] shows that
Combining this observation with (3.2) we now have that Z n x (t) = 0, for all t ≥D|x|, wherē
δ . Using this in (3.1) we now see that for all t ≥D and for all initial conditions x.
Next we obtain an estimate on the second moment of the right side of (3.4). Noting that M n i is an {F t } t≥0 square integrable martingale, one gets using Doob's inequality that
where the last inequality follows from Assumption 2.1 (iii). (Here c 1 , c 2 ∈ (0, ∞) are independent of n.) Applying this estimate in (3.4) we now have that for all t ≥D and x ∈ S,
The result now follows on choosing t 0 =D.
The proof of the following result is analogous to that of Lemma 4.4 of [2] . For completeness, we give a sketch in the Appendix.
Uncontrolled case: Convergence of invariant distributions
This section will be concerned with the uncontrolled setting, namely, the case where U n ≡ 0. Throughout this section we will make the assumption thatᾱ < 0 and so 0 ∈ Λ δ 0 , for some δ 0 > 0. Also Q n will be given by (2.8) with U n = 0. It is well known that Q n is a strong Markov process with state space S. Furthermore, Proposition 3.2 shows that for each n ≥ 1 and x ∈ S, { Q n x (t) : t ≥ 0} forms a tight family of random variables. In particular, the Markov process Q n admits an invariant probability distribution. We denote such a distribution by π n . We now present a heavy traffic limit theorem from [24] .
Given ρ ∈ IP(S), let Z ρ be a continuous {F t } adapted process given on some filtered probability space (Ω, F,
Existence and uniqueness in law of such a process follows from the uniform nondegeneracy and Lipschitz continuity of σ. The following Theorem follows from Theorem 1 of [24] . Remarks on the Proof. The proof follows that of Theorem 1 of [24] . We note that conditions in [24] are somewhat different from those considered here. The paper [24] imposes a restrictive form of state dependence on the rates λ n , µ n ; namely it requires for x = (x 1 , . . . ,
for suitable mapsλ n i ,μ n i from R + to R + . However, [24] imposes weaker convergence requirements on these rates than Assumption 2.1 (v), (vi) of the current paper (see A2, A4 in [24] ). Also, the limit process in [24] is expressed in terms of a [K + K(K + 1)] dimensional Brownian motion and the diffusion coefficient matrix Σ. One finds that the proofs in [24] can be carried over to the current setting with only minor modifications. In particular, noting that ΣΣ = σσ , standard martingale representation arguments show that by suitably augmenting the probability space one can describe the limit using a K dimensional Brownian motion and with the diffusion coefficient matrix σ.
The collection {Z ρ : ρ ∈ IP(S)} describes a strong Markov process, stability properties of which have been studied in [2] . In particular, recalling that R −1 a(x) ≤ −δ 0 for all x ∈ S, we have from Theorem 2.2 of [2] , that the above Markov process has a unique invariant probability measure. Henceforth, this probability measure will be denoted by π. We remark here that Theorem 2.2 of [2] was stated under an additional Lipschitz assumption on the drift vector a. However, an examination of the proof shows that this assumption is not needed for the proof (cf. [7] ). In fact, due to the uniform nondegeneracy of σ, the result continues to hold if a is merely bounded and measurable.
We now present the proof of Theorem 2.9. We begin with the following propositions, the proofs of which, being very similar to the proof of Theorem 3.5 of [9] , are relegated to the Appendix. Forδ ∈ (0, ∞) and a compact set C ⊆ S, let τ n C (δ)
, and a compact set C ⊆ S, define
If sup n G n is everywhere finite and bounded on C, then there exists aκ
Proposition 4.3. For some constants c,δ ∈ (0, ∞), and a compact set C ⊆ S,
Proof of Theorem 2.9. The proof is similar to that of Theorems 3.1 and 3.2 of [9] . To keep the presentation self contained we provide the details. Since π is the unique invariant probability measure for {Z ρ : ρ ∈ IP(S)}, we have from Theorem 4.1 that it suffices to establish the tightness of the family {π n }. We apply Proposition 4.2 with f (x) . = 1 + |x| for x ∈ S and δ, C as in Proposition 4.3. To prove the desired tightness it suffices to show that for all n ∈ N, π n , f . = S f (x)π n (dx) ≤κ. Note that for any nonnegative, real measurable function ξ on S,
Next we will show that Ψ k n is bounded from below uniformly in n and k.
where the last inequality follows from (4.1). On the other hand, if
where the second inequality follows on noting that
By an application of Fatou's Lemma we conclude that
Integrating with respect to π n and combining that with (4.5), we have
Using (4.3) once more we now have that π n , f ≤κ. This completes the proof.
Proof of Theorem 2.7
This section is devoted to the proof of the Theorem 2.7. Thus throughout this section we assume σ(x) ≡ σ. From Theorem 2.4 we have that there exists a measurable map
. Also, from the same theorem, if b : S → Λ is a measurable map and U is replaced with U b in (2.14), the corresponding state process is a strong Markov process that admits a unique stationary probability distribution η b and
Thus in order to prove the theorem it suffices to show that there is a sequence of continuous maps b n : S → Λ such that η bn ⇒ η b * and η bn , k bn ⇒ η b * , k b * . We begin with the following lemma. Let γ g ∈ IP(S) be defined as γ g (A)
.
Lemma 5.1. For each n ∈ N, there exist b n ∈ C(S, Λ) and compact sets A n ⊆ S such that b n is continuous,
Proof. From Lusin's Theorem (see, e.g., Theorem 2.24 in [22] ) one can find a continuous functionb n : S → R K such that (5.1) is satisfied with b n replaced byb n . Note that Λ is a convex closed subset of R K . Let Π Λ : R K → Λ be the projection map. Then Π Λ is a Lipschitz function. The result follows on setting b n (x) .
Let {ρ n } ⊆ IP(S) be such that ρ n ⇒ ρ, for some ρ ∈ IP(S). Given on some filtered probability space Ξ n . = (Ω n , F n , {F n t }, IP n ), let X n be the unique weak solution of
where b n is as in Lemma 5.1 and W n is a K-dimensional {F n t } standard Brownian motion. Let
where Γ 1 (·) is defined below Definition 2.2. Expectation operator with respect to the probability measure IP n will be denoted by IE n . 
where W is a standard Brownian motion adapted to {F t }.
Proof of the above theorem is given immediately after the proof of Theorem 2.7.
Proof of Theorem 2.7. It suffices to show that, as n → ∞,
From Lemma 7.1 of [7] , the family {η b n : n ≥ 1} is tight. Let η 0 be a limit point of the sequence {η bn }. Denote the subsequence, along which η bn converges to η 0 , again by {η bn }.
Let X n , Y n be as in (5.2), (5.3) with ρ n there replaced by η bn . From Theorem 5.2 we get that X n ⇒ X, where X is given by (5.4) with ρ replaced by η 0 . Since X n is stationary, the same is true for X. Thus from Theorem 3.4 of [7] we get that η 0 = η b * . This proves η bn ⇒ η b * as n → ∞. Next the uniform boundedness of a − Rb n and (5.3) imply that
In particular, for all t ∈ [0, 1] we have |IE n Y n (t) − IEY (t)| → 0 as n → ∞, where IE denotes expectation with respect to the probability measure IP . Also,
Thus taking expectation in (5.2), (5.4), and using the stationarity of X n and X, we get as
This proves (5.5) and the result follows.
For a Polish space T , denote by M(T ) the space of subprobability measures on (T , B(T )) with the usual topology of weak convergence. Let
where Λ is as introduced in Section 2.
Proof of Theorem 5.2. It suffices to prove the result with [0, ∞) replaced by [0, T ] where
T > 0 is arbitrary. Without loss of generality we can assume T = 1. We first consider the case ρ n = δ x n and ρ = δ x , where x n , x ∈ S and x n → x as n → ∞.
where A ∈ B[0, 1], B ∈ B(S), C ∈ B(Λ).
Note that {m n t } 0≤t≤1 is a continuous stochastic process, with values in M([0, 1] × S × Λ), defined on the filtered probability space Ξ n . Furthermore, t 0 b n (X n (s))ds = G um n t (ds dx du) and thus
Since Λ is compact and a is bounded, we can find c 1 ∈ (0, ∞) such that for all n ≥ 1 and
|t−s|≤δ |g(t) − g(s)|. This along with the tightness of {X
This along with the observation m n 0 = 0 shows that {m n } n≥1 is a tight family of
Consider a weak limit point (X, Y, W, m) of the sequence {(X
Abusing notation, we will denote the subsequence once more with the superscript n. Denote by (Ω * , F * , IP * ) the probability space on which all the limit processes are given, and denote the expectation with respect to this probability as IE * . Then W is a Wiener process and (X, Y ) satisfy IP * -a.s.,
. Left side of (5.7) can be expressed as lim
However, the last expression is clearly 0 since W n is an {F n t } martingale and Z n is {F n t } adapted.
We will now argue that for all t ∈ [0, 1],
This along with weak uniqueness of solutions to (5.4) will prove the result. We will denote the marginal of m t on the (i, j)-th coordinate bym Since
Disintegrating, we can write 
be the transition probability density function of X x 0 (t) . = Γ (x + σW (·)) (t) as given in Theorem 7.1. Then from this theorem, we have that for each δ > 0, there is a function Ψ δ : [0, 1] → R + and α > 0 such that where π t is the usual coordinate map from C([0, 1], S) to S. Since the Lebesgue measure on S is absolutely continuous with respect to γ g , we have from Theorem 7.1 (see (7.38)) and (5.11) that there is n 0 ∈ N such that Let S δ . = {x ∈ S : dist(x, ∂S) < δ}. From (5.14) and (5.12) we now have that
where (x n , δ) = θ
and the last step follows from (5.16). From
Feller property of {X x 0 } and the fact that X x 0 (t) has a density for every t > 0, we have that 
Thus we have
Noting that (x, δ) → 0 as δ → 0, we have, letting → 0, δ → 0 in (5.20), for all t ∈ (0, 1),
Combining this with (5.10) we now obtain for all t ∈ [0, 1],
As an immediate consequence, we obtain (5.8). This proves the result for the case ρ n = δ xn and ρ = δ x .
Next let ρ n , ρ be arbitrary such that ρ n ⇒ ρ. Let Q ρ n n (resp. Q ρ ) be the measure induced by .2), (5.3) and (X, Y ) as in (5.4). We will write Q ρ n n as Q x n n when ρ n = δ x n . Similarly we will write Q x for Q ρ when ρ = δ x . We then have from the first part of the proof that for all
Using this along with the continuity of the map
, and the weak convergence of ρ n to ρ, we have, as n → ∞,
The result follows.
Convergence of value functions
In this section we present the proofs of Theorems 2.5 and 2.6. The proofs rely on the functional occupation measure approach developed in [19] . We begin with some notation and definitions. We rewrite (2.8) as follows
Suppose that Q n (0) = x n for n ≥ 1 and sup n |x n | ≤ M . Let { H n p (t), t ≥ 0} be a stochastic process with paths in D([0, ∞) , S path ) defined as
where S . = (S × R 4K ). Note that we have suppressed the dependence of the processes on x n in our notation. Then for any t, s ≥ 0, (6.1) can be rewritten as
Recall, we say a family of random variables is tight, if the corresponding collection of laws (i.e., induced measures) is tight.
sequence of IP(S path ) valued random variables defined as Q (F )
where F ∈ B(S path ). Then {Q : ≥ 1} is a tight family of random variables.
Proof of the proposition is based on the following well known result (see, e.g., Theorem 5.4 in [19] ).
Lemma 6.2. Suppose that the sequence {IEQ n } n≥1 is tight family of probability measures on S path . Then {Q n : n ≥ 1} is a tight family of random variables.
Proof of Proposition 6.1. From Lemma 6.2, it suffices to show that the collection
is a tight family of S path valued random variables. Tightness of {(∆ A n p (t), ∆ C n p (t)) : ≥ 1, t ≥ 0} is immediate on recalling the uniform boundedness of a n and the compactness of Λ. Next we argue the tightness of
is a martingale (with respect to its own filtration). Furthermore, if τ is a bounded stopping time (with respect to this filtration), we have that for
for some c 1 ∈ (0, ∞). The constant c 1 can be chosen to be uniform in and t. (It may depend on the upper bound on τ .) The estimate in (6.5) follows exactly as the one in (3.5) and so the proof Proof of Theorem 2.5. In order to prove the result, it suffices to show that for every sequence (T , n ) such that T → ∞, n → ∞ as → ∞ and arbitrary U n ∈ A n , lim inf
Thus in proving (6.8) we can assume without loss of generality that k is bounded.
By a usual subsequential argument, we can assume without loss of generality that Q converges in distribution to Q as given in Theorem 6.3. Thus
Using stationarity (Theorem 6.3 (i)(2)) and noting that under Q ω 0 , C * (0) = 0, a.s., the right side of (6.9) can be written as
Using Theorem 6.3 (i)(6), the last expression is the same as
By appealing to Martingale Representation Theorem (see e.g. [16] , Proposition 6.2) one has, for a.e. ω 0 , by suitably augmenting the filtered probability space (S path , B(S path ),
where W is a standard K-dimensional Brownian motion on the augmented filtered probability space. Thus the expression inside the expectation operator in (6.10) represents the cost under some admissible control (and some initial condition) for the diffusion control problem of Section 2. Hence the expression in (6.10) can be bounded below by V . This proves (6.8) and Theorem 2.5 follows.
We now proceed to the proof of Theorem 2.6. Proof of Theorem 2.6. From Theorem 2.4 we have that when U is replaced with Ub in (2.14), the corresponding state process is a strong Markov process which admits a unique stationary probability distribution ηb. Furthermore, for all x ∈ S J(Ub, x) = ηb, kb . Let (T , n ) ≥1 be, as before, a sequence such that T → ∞ and n → ∞ as → ∞. In order to prove the theorem, it suffices to show that, as → ∞,
where Q n is defined as in (6.1) with U n there replaced by U n b . Note that the left side of (6.11) can be rewritten as
From Proposition 6.1, we have that {Q } ≥1 is a tight family of random variables. Once more one can assume by a subsequential argument that Q converges to some Q, defined on some probability space (Ω 0 , F 0 , IP 0 ). From Proposition 3.2 we have that
where m 0 is as in (2.9). Thus the expression in (6.12) converges to
We will now apply part (ii) of Theorem 6.3 with (a n , a) replaced by (a n 1 , a 1 ), where a n
x ∈ S and Λ replaced byΛ 1 , whereΛ 1 is defined analogously to Λ withᾱ replaced byᾱ 1 . = sup x∈S,i∈IK [R −1 a 1 (x)] i . Sinceb(x) ∈ Λ for all x, we have that 0 ∈Λ 1 . Thus from part (ii) of Theorem 6.3, for IP 0 -almost every ω 0 , (1) to (6) in that theorem hold with a in (5) replaced by a 1 and U * in (6) replaced by 0. Once more by suitably augmenting the filtered probability space (S path , B(S path ), {G t }, Q ω 0 ) one has the representation, for IP 0 -almost every ω 0 ,
for some K-dimensional standard Brownian motion W . Recalling the stationarity property from part (2) of Theorem 6.3 and the uniqueness property of the invariant measure ηb, we see that Q * (0) has law ηb under Q ω 0 , for IP 0 -a.e. ω. Thus S path kb(Q * (0))d Q(H * ) = ηb, kb a.e. ω 0 . Using this observation in (6.13) we have (6.11) and thus the result follows.
Appendix
Proof of Claim (2.13). It is easy to check that for all
Comments on the Proof of Theorem 2.4. Part (i) is Theorem 3.2 of [7] . Finiteness of S e |x| η b (dx), for some ∈ (0, ∞), for each fixed b ∈ BM(S, Λ), is established in Corollary 5.11 of [8] under the additional assumption that Rb − a is a Lipschitz function. The Lipschitz assumption is only used in order to ensure unique solutions and the proof of exponential integrability of invariant measures goes through unchanged for the more general setting considered here. Exponential integrability, uniformly over b ∈ BM(S, Λ), as stated in (ii) is a consequence of the fact that δ, β, b 2 and C 2 in Lemma 5.9 of [8] can be chosen (independent of b ∈ BM(S, Λ)) so that the estimate (5.6) of the cited paper holds uniformly over b ∈ BM(S, Λ). Part (iii) is immediate from the above exponential integrability (cf. Lemma 4.1 of [7] ). Part (iv) has been established in Theorem 3.4 of [7] for the case where k is bounded. The main reason for this restrictive condition there was the lack of availability of exponential integrability estimates which were later established in [8] . Using (ii), the proof of (iv) for the general setting considered here is carried out exactly as in [7] .
Proof of Proposition 3.2. The proof follows along the lines of Lemma 4.4 of [2] and thus only a sketch will be provided. Let T be as in (3.3) . Fix ∆, t ∈ (0, ∞). Along the lines of Lemma 4.1 of [2] one can show that
where c 1 = 2LC and C is as in Lemma 3.1 of [2] . Fix q ∈ N and let
is nonempty. We set m = 0 otherwise. From (7.1) we have, along the lines of Lemma 4.4 of [2] , We claim that there are positive constants γ 0 , ∆, η, n 0 such that
where c 2 = 2c 1 . Given the claim holds, we now have setting α = γ 0 in (7.2), for n ≥ n 0 ,
In view of Lemma 3.1 of [2] we then have that for all γ 1 < γ 0
Using Theorem 3.2 of [2] we have, following arguments in Lemma 4.4 of the same paper, that
. The result now follows on combining the above display with (7.4) and (7.3).
Finally we prove the claim in (7.3) . It suffices to prove (7.3) with ν n l replaced with ν n l;ij for each (i, j), where
We only consider the case l = 1. The proof will show that the case of a general l follows similarly and in fact the bound is uniform in l. We only consider the case j = 0. Proof for j = 0 follows along similar lines. Without loss of generality, we assume that p ij = 0. From Assumption 2.1 (iii), (viii) and definition of Λ, we can find n 0 , c 3 , c 4 ∈ (0, ∞) such that for all x ∈ S, u ∈ Λ n , n ≥ n 0 ;
For s > 0, let τ (s) be an {F t } t≥0 stopping time such that 
. Then
Now choose γ 0 sufficiently small and ∆ sufficiently large so that for some η ∈ (0, 1),
Thus (7.3) (with ν n l replaced by ν n ij ) holds with such a choice of γ 0 , ∆, η. The claim follows.
Proof of Proposition 4.2. The proof is adapted from Proposition 5.4 of [10] . We begin by showing that: 8) where
The proof is by induction. For m = 1, the inequality in (7.8) holds trivially. Suppose now that (7.8) holds for m = k ∈ N. In what follows, instead of indicating the dependence on the initial condition as a subscript to Q n , we will indicate it in the expectation operation. For example, IE[f ( Q n x (t))] will be written as IE x [f ( Q n (t))], etc. Using the strong Markov property of Q n we have that 9) where the last inequality follows from the induction hypothesis. Proof of (7.8) now follows on noting that the right side of (7.9) coincides with G n (x) + b 1 (k + 1)δ. Using the monotonicity in m of the expression on the left side of (7.8) we now have that for all t ≥δ,
Note that (7.10) is trivially satisfied for all t <δ. Thus (7.10) holds for all t ≥ 0. Using the strong Markov property once again, we have (see proof of Proposition 5.4 of [10] for analogous arguments) 11) where the last inequality follows from (7.10). We obtain (4.1) by dividing both sides in (7.11) by t and settingκ
Proof of Proposition 4.3. By Proposition 3.1, there existsL ∈ (0, ∞) such that with C . 12) where t 0 is as in Proposition 3.1. Letδ .
Note that the dependence of these stopping times on n and x has been suppressed in notation. Also, let m n
we suppress n and x in the notation). We claim that for some constant c 1 ∈ (0, ∞), and for all n, k ∈ N, x ∈ S,
The claim is proved below (7.17) . Assuming that the claim holds and using this estimate in (7.13) we get by suitable conditioning Next note that { Q n x (σ k )} k≥1 is a Markov chain with the one step transition kernel
where P t n is the transition probability kernel for the Markov process Q n . Using (3.6) and (7.12) one has for some constant c 2 ∈ (1, ∞), 
17) where the equality follows from the fact that whenever 1 ≤ k ≤ m n 0 − 1, | Q n x (σ k )| >L (we assume without loss of generalityL > 2). The inequality (4.2) now follows on using the above estimate in (7.15).
Thus it only remains to prove the claim in (7.14) . By an application of strong Markov property this is equivalent to showing for some c 3 ∈ (0, ∞) and all n, x
From definition of σ 1 , we see that σ 1 ≤ c 4 (1 + |x|) (7.19) for some constant c 4 ∈ (0, ∞). With notation introduced in proof of Proposition 3.1, we have
Using the boundedness assumption (iv) in Assumption 2.1 and (7.19) we see that for some
Using this estimate along with (3.5) and (7.19) in (7.20) we now have for some c 6 ∈ (0, ∞) and x ∈ S,
This proves (7.14) and the result follows.
Proof of Theorem 6.3. We will only prove (i) since (ii) follows in an analogous fashion. For simplicity of notation, we will write Q to denote Q ω 0 for the proof. For x ∈ R K , let |x| * . = |x|∧1. In order to prove (1) , it suffices to show that for all t ≥ 0 22) where ψ(t) .
where S 0
In view of (7.27) and weak convergence of Q n to Q, the expression on the left side of (7.28) is
Denote the expression inside the time integral by Λ(u). Then the above can be rewritten as
Define the sets
Using (7.27) the expression in (7.31) can be bounded by
which approaches 0 as → ∞. This proves the expression in (7.29) is zero. Thus (7.28) holds and (3) follows.
Proof of (4) is very similar to that of (3) and so we only give a sketch. One needs to establish (7.28) with M * replaced by the R K×K valued stochastic process N * defined as
In order for this it suffices to show that the expression in (7.29), with M n replaced by N n , approaches 0 as → ∞ where
Let Σ n be as in (2.12) with λ, µ there replaced by
is an { F n (t)} martingale. We claim that Once (7.33) is established, the proof of (4) reduces to showing that the expression in (7.30) is zero, where Λ(u) is defined by replacing M n withÑ n . The latter result is shown upon following steps similar to those leading to (7.32) and therefore its proof is omitted. We now prove (7.33). Let f : S path → R be defined as
Then f (H * ) → 0 as → ∞ uniformly on compact subsets of S path . Since Q converges to Q, we have IE
Finally, the expression on left side of (7.33) is bounded above by
Combining this with (7.34), we have (7.33). This proves (4).
We now consider (5) . It suffices to show that for all t ≥ 0,
Now the left side of (7.35) can be written as lim sup
where the inequality follows on recalling the representation (6.1). The last expression is 0 in view of (7.36) and thus (7.35) follows. This proves (5).
To prove (6) , it suffices to show that for all 0 < s < t < ∞,
where for x ∈ R K , dist(x, Λ) . = inf y∈Λ |x − y|. However, (7.37) is immediate on using weak convergence of Q to Q and recalling that 
An estimate on transition probability densities.
Following is the main result of this section which follows from results in [3] . For the sake of readability, detailed arguments are provided. Writing C = C([0, 1], R K ), let IP x be the probability measure on (C, B(C)) under which the canonical coordinate process {W (t), 0 ≤ t ≤ 1} is a Brownian motion starting at x with covariance matrix σσ . Let Z(t) . = Γ(W )(t), Y (t) . = Γ 1 (W )(t), 0 ≤ t ≤ 1. For a closed set F ⊂ S and δ > 0, let F δ .
= F ∩ {x ∈ S : dist(x, ∂S) ≥ δ}. Combining these observations with the fact that Y (t) increases only when Z(t) ∈ ∂S, we see that the expectations on the right side of (7.39) are well defined and finite. Thus p G (t, x, z) is well-defined.
We claim that for any continuous function f with compact support A in G ∩ S • , x ∈Ḡ and t ∈ (0, 1] S f (z)p G (t, x, z)dz = IE x 1 [t,∞) (τ )f (Z(t)) .
(7.42)
Before proving the claim we show how it implies the desired result. We have from (7.42) that for all t > 0, x ∈Ḡ and z ∈ G ∩ S • , p G (t, x, z) ≥ 0. Furthermore, for any Borel set E ⊆ G ∩ S • , t > 0, and x ∈Ḡ, G (t, x, z) For n ∈ N, let B(0; n) be the open ball centered at 0 with radius n. Let G n . = B(0; n)∩S and define p(t, x, z) . = lim n→∞ p G n (t, x, z). Note that for fixed t, x, z, p G n (t, x, z) is nondecreasing in n, so the above limit is well defined. By definition (x, z) → p(t, x, z) is a jointly measurable nonnegative function on S × S. Furthermore, observe that for C ∈ B(S) We now consider part (ii) of the theorem. Fix n 0 large enough so that B(0; n 0 ) ⊃ F . It suffices to prove (7.38) with p replaced with p G n , n ≥ n 0 and with a function Ψ δ that is independent of the choice of n. Note that for z ∈ F δ p G n (t, x, z) ≤ |2πat| where |K| denotes the scalar total variation process for K. In the above display, the first inequality follows from (7.40) while the second inequality follows from (7.41). Standard estimates show that sup 0≤t≤1 sup x∈F IE x |K|(t) = c 4 (F ) < ∞. Now (7.38) with p replaced with p Gn follows on taking Ψ δ (t) = |2πat| −1/2 + c 3 (δ)c 4 (F ).
Finally we establish the claim in (7.42). Denote the left hand side of (7.42) by u(t, x). We begin by showing that u t − (τ ∧ r), Z(τ ∧ r) : 0 ≤ r < t is a P x -martingale w.r.t. {F τ ∧r : 0 ≤ r < t}, (7.45) imsart-generic ver. 2006/09/07 file: erc3.tex date: February 3, 2009 where {F t } is the canonical filtration on (C, B(C) where the second equality in (7.54) follows from (7.53) and the last inequality is a consequence of the observation that p G (t, x, z) = 0 for all t > 0, x ∈ ∂G, z ∈ A. The result now follows on combining (7.50), (7.54), and (7.55).
