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Abstract
We prove the convergence of some multiplicative and additive Schwarz methods for inequalities which contain contraction
operators. The problem is stated in a reﬂexive Banach space and it generalizes the well-known ﬁxed-point problem in the Hilbert
spaces. Error estimation theorems are given for three multiplicative algorithms and two additive algorithms. We show that these
algorithms are in fact Schwarz methods if the subspaces are associated with a decomposition of the domain. Also, for the one- and
two-level methods in the ﬁnite element spaces, we write the convergence rates as functions of the overlapping and mesh parameters.
They are similar with the convergence rates of these methods for linear problems. Besides the direct use of the ﬁve algorithms for the
inequalities with contraction operators, we can use the above results to obtain the convergence rate of the Schwarz method for other
types of inequalities or nonlinear equations. In this way, we prove the convergence and estimate the error of the one- and two-level
Schwarz methods for some inequalities in Hilbert spaces which are not of the variational type, and also, for the Navier–Stokes
problem. Finally, we give conditions of existence and uniqueness of the solution for all problems we consider. We point out that
these conditions and the convergence conditions of the proposed algorithms are of the same type.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Literature on the domain decomposition methods is very large, and it is motivated by their capability in providing
efﬁcient algorithms for large scale problems. We can see, for instance, the papers in the proceedings of the annual
conferences on domain decomposition methods starting in 1987 with [10] or those cited in the books [15,25,26,30].
Naturally, most of the papers dealing with these methods are dedicated to the linear elliptic problems. For the variational
inequalities, the convergence proofs refer in general to the inequalities coming from the minimization of quadratic
functionals. Also, most of the papers consider the convex set decomposed according to the space decomposition as
a sum of convex subsets. To our knowledge very few papers deal with the application of these methods to nonlinear
problems. We can cite in this direction the papers written by Boglaev [6], Dryja and Hackbusch [8], Lui [20–22], Tai
and Espedal [27], and Tai and Xu [28], for nonlinear equations, Hoffmann and Zou [12], Zeng and Zhou [31], for
inequalities having nonlinear source terms, and Badea [2], for the minimization of non-quadratic functionals.
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The multilevel or multigrid methods can be viewed as domain decomposition methods and we can cite the results
obtained by Kornhuber [13–15], Mandel [23,24], Smith et al. [26], Tarvainen [29], Badea et al. [5], and Badea [3].
Evidently, this list is not exhaustive and it can be completed with other papers.
In this paper, wemainly deal with the convergence of themultiplicative and additive Schwarzmethods for inequalities
containing contraction operators. In Section 2, we introduce the framework of the paper. The problem is stated in a
reﬂexiveBanach space and it generalizes thewell-knownﬁxed-point problem in theHilbert spaces. Section3 is dedicated
to some general subspace correction methods for the problem in previous section.We propose here three multiplicative
algorithms and two additive algorithms, and give error estimation theorems for them. At the end of this section, we
show that the given algorithms are in fact Schwarz methods if the used subspaces are associated with a decomposition
of the domain. The general convergence theorems are based on some assumptions we have introduced in Section 2.
The convergence rate essentially depends on a constant C0 in these assumptions. For the one- and two-level methods,
we are able to write this constant as a function of the overlapping and mesh parameters, and the convergence rates we
get are similar with the convergence rate for the linear problems. This section generalizes the results in [20], where,
using the proof technique introduced in [17–19], it is proved that the Schwarz method with two subdomains converges
for ﬁxed-point problems in a Hilbert space. Besides the direct use of the ﬁve algorithms for the solution of inequalities
with contraction operators, we can use the previous results to obtain the convergence of the Schwarz methods for other
types of inequalities or nonlinear equations. In Section 4, we give convergence theorems and estimate the error of the
multiplicative and additive Schwarz methods (as well as for the one- and two-level methods) for inequalities in Hilbert
spaces which do not come from the minimization of a functional and do not contain other terms which could help the
convergence process (like contraction operators, for instance). We use here the preconditioned Richardson iteration
associated to our problem. In this section as well as in Sections 2 and 5, we give some existence and uniqueness
propositions for the solution of the problem we consider. We point out that the existence and uniqueness conditions
in these propositions and the corresponding conditions in the convergence theorems of the proposed algorithms are of
the same type. Naturally, the convergence condition is stronger. Evidently, all results concerning the inequalities are
also valid for equations. In Section 5, we prove the convergence of the one- and two-level Schwarz methods for the
Navier–Stokes problem. As we already said, our result shows that these methods converge if the viscosity of the ﬂuid
is large enough, and this condition is of the same type with the well-known existence and uniqueness condition of the
solution.
2. General framework
Let V be a reﬂexive Banach space, V1, . . . , Vm, be some closed subspaces of V, and K ⊂ V be a non-empty closed
convex set. As we already said, we prove the convergence of some subspace correction algorithms which will be
multiplicative or additive Schwarz methods in the case of the Sobolev spaces. For the multiplicative algorithms, we
make the following:
Assumption 2.1. There exists a constant C0 > 0 such that for any w, v ∈ K and wi ∈ Vi with w +∑ij=1wj ∈ K ,
i = 1, . . . , m, there exist vi ∈ Vi , i = 1, . . . , m, satisfying
w +
i−1∑
j=1
wj + vi ∈ K for i = 1, . . . , m, (2.1)
v − w =
m∑
i=1
vi , (2.2)
and
m∑
i=1
‖vi‖C0
(
‖v − w‖ +
m∑
i=1
‖wi‖
)
. (2.3)
This assumption looks complicated enough, but as we shall see in the following, it is satisﬁed for a large kind of
convex sets in the Sobolev spaces. It has been introduced in a slightly modiﬁed form in [1], and then used in the present
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form in [2,5,3]. In our proofs, v is the exact solution, w is the solution of the iterative algorithm at a certain iteration,
and wi are its corrections on the subspaces Vi , i = 1, . . . , m. In the case of the additive algorithms we assume
Assumption 2.2. There exists a constant C0 > 0 such that for any w, v ∈ K there exist vi ∈ Vi , i = 1, . . . , m, which
satisfy
w + vi ∈ K for i = 1, . . . , m, (2.4)
v − w =
m∑
i=1
vi , (2.5)
and
m∑
i=1
‖vi‖C0‖v − w‖. (2.6)
Naturally, taking K = V , the results concerning the convergence of the proposed algorithms for inequalities also
hold for equations. In this case, the assumption can be simpliﬁed in the well-known form.
Assumption 2.3. There exists a constant C0 > 0 such that for any v ∈ V , there exist vi ∈ Vi , i = 1, . . . , m, satisfying
v =
m∑
i=1
vi (2.7)
and
m∑
i=1
‖vi‖C0‖v‖. (2.8)
We consider a Gâteaux differentiable functional F : K → R, which is coercive in the sense that
F(v)
‖v‖ → ∞ as ‖v‖ → ∞, v ∈ K , (2.9)
if K is not bounded. Also, we assume that for any real number M > 0 there exist two real numbers M, M > 0 for
which
M‖v − u‖2〈F ′(v) − F ′(u), v − u〉 (2.10)
and
‖F ′(v) − F ′(u)‖V ′M‖v − u‖, (2.11)
for any u, v ∈ K with ‖u‖, ‖v‖M . Above, we have denoted by F ′ the Gâteaux derivative of F . It is evident that if
(2.10) and (2.11) hold, then for any u, v ∈ K , ‖u‖, ‖v‖M , we have
M‖v − u‖2〈F ′(v) − F ′(u), v − u〉M‖v − u‖2. (2.12)
Following the way in [11], we can prove that for any u, v ∈ K , ‖u‖, ‖v‖M , we have
〈F ′(u), v − u〉 + M
2
‖v − u‖2F(v) − F(u)
〈F ′(u), v − u〉 + M
2
‖v − u‖2. (2.13)
Finally, let T :V → V ′ be an operator with the property that for any M > 0 there exists 0< M such that
‖T (v) − T (u)‖V ′M‖v − u‖ (2.14)
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for any v, u ∈ V , ‖v‖, ‖u‖M , and we consider the problem
u ∈ K: 〈F ′(u), v − u〉 − 〈T (u), v − u〉0 for any v ∈ K . (2.15)
Since the functional F is convex and differentiable, any solution of problem (2.15) is also a solution for
u ∈ K:F(u) − 〈T (u), u〉F(v) − 〈T (u), v〉 for any v ∈ K . (2.16)
Using (2.13), for a given M > 0 such that the solution u of (2.15) satisﬁes ‖u‖M , we get
M
2
‖v − u‖2F(v) − F(u) − 〈T (u), v − u〉 for any v ∈ K, ‖v‖M . (2.17)
Concerning the existence and the uniqueness of the solution of problem (2.15) we have the following result.
Proposition 2.1. Let V be a reﬂexive Banach space and K a closed convex non-empty subset of V. We assume that the
operator T satisﬁes (2.14), and F is coercive, Gâteaux differentiable on K and satisﬁes (2.10) and (2.11). If there exists
a constant 0< < 1 such that
M
M
 for any M > 0, (2.18)
then problem (2.15) has a unique solution.
Proof. To prove the existence of the solution of problem (2.15), we apply Theorem 8.2 in [16, p. 247]. We have to
show that the operator A = F ′ − T is pseudo-monotone and coercive in the sense that there exists v0 ∈ K such that
〈A(v), v − v0〉
‖v‖ → ∞ as ‖v‖ → ∞, v ∈ K . (2.19)
From (2.11) and (2.14) it follows that A is bounded and hemicontinuous (i.e., for any u, v,w ∈ V the application
R 
 t → 〈A(u+ tv), w〉 ∈ R, is continuous, at any t ∈ R for which u+ tv ∈ K). Moreover, from (2.10) and (2.14) we
get that A is monotone if MM for any M . Consequently, the operator A is pseudo-monotone (see [16, Proposition
2.5, p. 179]). Also, in view of (2.10) and (2.14), it is easy to see that (2.19) holds (for any ﬁxed v0 ∈ K) if (2.18) is
satisﬁed.
To prove the uniqueness of the solution, let us assume that problem (2.15) has two solutions u,w ∈ K . Using (2.14)
and (2.17) with M = max{‖u‖, ‖w‖}, we get
M‖u − w‖2〈T (u) − T (w), u − w〉M‖u − w‖2,
and, in view of (2.18), we have u = w. 
3. Subspace correction algorithms
In the next two subsections we prove the global convergence of some algorithms in reﬂexive Banach spaces. In the
remainder of this section we show that these algorithms are in fact Schwarz algorithms in the Sobolev spaces, and we
write the convergence rate of the one- and two-level methods as a function of the mesh and overlapping parameters.
3.1. Multiplicative algorithms
We write a ﬁrst algorithm corresponding to the subspaces V1, . . . , Vm and the convex set K , as:
Algorithm 3.1. We start the algorithm with an arbitrary u0 ∈ K . At iteration n+1, having un ∈ K , n0, we compute
wn+1i ∈ Vi , un+(i−1)/m + wn+1i ∈ K , the solution of the inequality
〈F ′(un+(i−1)/m + wn+1i ), vi − wn+1i 〉 − 〈T (un+(i−1)/m + wn+1i ), vi − wn+1i 〉0,
for any vi ∈ Vi, un+(i−1/m) + vi ∈ K , (3.1)
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and then we update
un+i/m = un+(i−1)/m + wn+1i ,
for i = 1, . . . , m.
Evidently, if wn+1i is a solution of problem (3.1), then it also satisﬁes
F(un+(i−1)/m + wn+1i ) − 〈T (un+(i−1)/m + wn+1i ), wn+1i 〉
F(un+(i−1)/m + vi) − 〈T (un+(i−1)/m + wn+1i ), vi〉,
for any vi ∈ Vi, un+(i−1)/m + vi ∈ K . (3.2)
A simpliﬁed variant of Algorithm 3.1, in which the operator T does not depend on the unknown of the current
subdomain, can be written as:
Algorithm 3.2. We start the algorithm with an arbitrary u0 ∈ K . At iteration n+1, having un ∈ K , n0, we compute
wn+1i ∈ Vi , un+(i−1)/m + wn+1i ∈ K , the solution of the inequality
〈F ′(un+(i−1)/m + wn+1i ), vi − wn+1i 〉 − 〈T (un+(i−1)/m), vi − wn+1i 〉0,
for any vi ∈ Vi, un+(i−1)/m + vi ∈ K , (3.3)
and then we update
un+i/m = un+(i−1)/m + wn+1i ,
for i = 1, . . . , m.
The following theorem proves that the above algorithms are geometrically convergent.
Theorem 3.1. Let V be a reﬂexive Banach space, V1, . . . , Vm some closed subspaces of V, and K a closed convex
non-empty subset of V. We assume that the operator T satisﬁes (2.14), and F is coercive, Gâteaux differentiable on
K and satisﬁes (2.10) and (2.11). Let u be the solution of problem (2.15), and un+i/m, n0, i = 1, . . . , m, be its
approximations which are obtained from Algorithms 3.1 or 3.2. If Assumption 2.1 holds and M/M < max(M), for
any M > 0, where max(M) is deﬁned in (3.26), then for any u0 ∈ K Algorithms 3.1 and 3.2 are convergent and the
error estimates
F(un) − 〈T (u), un〉 − F(u) + 〈T (u), u〉

(
C1
C1 + 1
)n
[F(u0) − 〈T (u), u0〉 − F(u) + 〈T (u), u〉] (3.4)
and
‖un − u‖2C2
(
C1
C1 + 1
)n
[F(u0) − 〈T (u), u0〉 − F(u) + 〈T (u), u〉] (3.5)
hold for any n1. The constants C1 and C2 are given in (3.17) and (3.19), respectively, in which M = M0,
M0 = max(‖u‖, sup{‖v‖:F(v) − 〈T (u), v〉F(u0) − 〈T (u), u0〉}),
and ε1, ε2 and ε3 correspond to max(M0) in (3.26).
Proof. The proof is almost identical for both algorithms. For this reason, we give the proof only for Algorithm 3.1.
In view of the coercivity of F , we have M0 <∞. We prove in the following that if for a n0 we consider a
ﬁxed M max{‖u‖, ‖uk+j/m‖, k + j/mn + 1, k0, j = 1, . . . , m}, then, on the hypotheses of the theorem, error
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estimations (3.4) and (3.5) hold for n + 1 with the constants C1 and C2 depending on M . But (3.4) shows that we can
take M = M0, and consequently, the constants C1, C2 can be taken as in the statement of the theorem.
Now, we consider a M max{‖u‖, ‖uk+j/m‖, k + j/mn+ 1, k0, j = 1, . . . , m} and prove that (3.4) and (3.5)
hold for n + 1. From (3.1) and (2.13), for any n0 and i = 1, . . . , m, we get
F(un+(i−1)/m) − F(un+i/m) − 〈T (un+i/m), un+(i−1)/m〉
+ 〈T (un+i/m), un+i/m〉 M
2
‖wn+1i ‖2, (3.6)
and, in view of (2.17), we have
F(un+i/m) − F(u) − 〈T (u), un+i/m〉 + 〈T (u), u〉 M
2
‖un+i/m − u‖2, (3.7)
for any n0 and i = 1, . . . , m. Using Assumption 2.1 with w = un, v = u, and wi = wn+1i , we get a decomposition
u1, . . . , um of u − un satisfying (2.1)–(2.3). From (2.1), we can replace vi by ui in (3.1), and using (2.13), we get
F(un+1) − F(u) − 〈T (u), un+1〉 + 〈T (u), u〉 + M
2
‖u − un+1‖2
〈F ′(un+1), un+1 − u〉 − 〈T (u), un+1〉 + 〈T (u), u〉

m∑
i=1
〈F ′(un+i/m) − F ′(un+1), ui − wn+1i 〉
−
m∑
i=1
〈T (un+i/m), ui − wn+1i 〉 − 〈T (u), un+1〉 + 〈T (u), u〉. (3.8)
In view of (2.11) and (2.3), we have
m∑
i=1
〈F ′(un+i/m) − F ′(un+1), ui − wn+1i 〉

m∑
i=1
m∑
j=i+1
〈F ′(un+(j−1)/m) − F ′(un+j/m), ui − wn+1i 〉
M
m∑
i=1
‖wn+1i ‖
m∑
i=1
‖ui − wn+1i ‖
M
m∑
i=1
‖wn+1i ‖
(
m∑
i=1
‖ui‖ +
m∑
i=1
‖wn+1i ‖
)
Mm1/2
(
m∑
i=1
‖wn+1i ‖2
)1/2 (
(1 + 2C0)
m∑
i=1
‖wn+1i ‖ + C0‖un+1 − u‖
)
Mm1/2
(
m∑
i=1
‖wn+1i ‖2
)1/2 ⎡⎣(1 + 2C0)m1/2
(
m∑
i=1
‖wn+1i ‖2
)1/2
+ C0‖un+1 − u‖
⎤
⎦
= Mm(1 + 2C0)
m∑
i=1
‖wn+1i ‖2 + Mm1/2C0
(
m∑
i=1
‖wn+1i ‖2
)1/2
‖un+1 − u‖.
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Therefore, we get
m∑
i=1
〈F ′(un+i/m) − F ′(un+1), ui − wn+1i 〉
Mm
[
1 + C0
(
2 + 1
2ε1
)] m∑
i=1
‖wn+1i ‖2 + MC0
ε1
2
‖un+1 − u‖2 (3.9)
for any ε1 > 0.
Also, from (2.14) and (2.3), we get
−
m∑
i=1
〈T (un+i/m), ui − wn+1i 〉 − 〈T (u), un+1〉 + 〈T (u), u〉
= −
m∑
i=1
〈T (un+i/m), ui − wn+1i 〉 +
m∑
i=1
〈T (u), ui − wn+1i 〉
=
m∑
i=1
〈T (un+i/m) − T (u),wn+1i − ui〉
M
m∑
i=1
‖un+i/m − u‖‖wn+1i − ui‖
M
(
‖un+1 − u‖ +
m∑
i=1
‖wn+1i ‖
)
m∑
i=1
‖wn+1i − ui‖
M
(
‖un+1 − u‖ +
m∑
i=1
‖wn+1i ‖
)
m∑
i=1
(‖wn+1i ‖ + ‖ui‖)
M
(
‖un+1 − u‖ +
m∑
i=1
‖wn+1i ‖
)(
(1 + 2C0)
m∑
i=1
‖wn+1i ‖ + C0‖un+1 − u‖
)
M
(
1 + 2C0 + 1 + 3C02ε2
)( m∑
i=1
‖wn+1i ‖
)2
+ M
(
C0 + 1 + 3C02 ε2
)
‖un+1 − u‖2,
for any ε2 > 0. Consequently, we have
−
m∑
i=1
〈T (un+i/m), ui − wn+1i 〉 − 〈T (u), un+1〉 + 〈T (u), u〉
M
(
1 + 2C0 + 1 + 3C02ε2
)
m
m∑
i=1
‖wn+1i ‖2 + M
(
C0 + 1 + 3C02 ε2
)
‖un+1 − u‖2, (3.10)
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for any ε2 > 0. From (3.8)–(3.10), we get
F(un+1) − F(u) − 〈T (u), un+1〉 + 〈T (u), u〉
+
[
M
2
− MC0
ε1
2
− M
(
C0 + 1 + 3C02 ε2
)]
‖un+1 − u‖2

[
M
(
1 + C0(2 + 12ε1 )
)
+ M
(
1 + 2C0 + 1 + 3C02ε2
)]
m
m∑
i=1
‖wn+1i ‖2, (3.11)
for any ε1, ε2 > 0.
Now, in view of (3.6), we get
M
2
m∑
i=1
‖wn+1i ‖2F(un) − F(un+1) − 〈T (u), un〉 + 〈T (u), un+1〉
−
m∑
i=1
[〈T (un+i/m), un+(i−1)/m〉 − 〈T (un+i/m), un+i/m〉]
+ 〈T (u), un〉 − 〈T (u), un+1〉. (3.12)
With a proof similar to that of (3.10), we get
−
m∑
i=1
[〈T (un+i/m), un+(i−1)/m〉 − 〈T (un+i/m), un+i/m〉]
+ 〈T (u), un〉 − 〈T (u), un+1〉
=
m∑
i=1
〈T (un+i/m), wn+1i 〉 −
m∑
i=1
〈T (u),wn+1i 〉
=
m∑
i=1
〈T (un+i/m) − T (u),wn+1i 〉M
m∑
i=1
‖un+i/m − u‖‖wn+1i ‖
M
(
m∑
i=1
‖wn+1i ‖ + ‖un+1 − u‖
)
m∑
i=1
‖wn+1i ‖
M
(
1 + 1
2ε3
)( m∑
i=1
‖wn+1i ‖
)2
+ M
ε3
2
‖un+1 − u‖2.
From the above equation, we have
−
m∑
i=1
[〈T (un+i/m), un+(i−1)/m〉 − 〈T (un+i/m), un+i/m〉]
+ 〈T (u), un〉 − 〈T (u), un+1〉
M
(
1 + 1
2ε3
)
m
m∑
i=1
‖wn+1i ‖2 + M
ε3
2
‖un+1 − u‖2, (3.13)
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for any ε3 > 0. Consequently, from (3.12) and (3.13), we get[
M
2
− M
(
1 + 1
2ε3
)
m
] m∑
i=1
‖wn+1i ‖2
F(un) − F(un+1) − 〈T (u), un〉 + 〈T (u), un+1〉 + M
ε3
2
‖un+1 − u‖2, (3.14)
for any ε3 > 0.
Let us write
C3 = M2 − M
(
1 + 1
2ε3
)
m. (3.15)
For values of M , M and ε3 such that C3 > 0, from (3.11) and (3.14), we have
F(un+1) − F(u) − 〈T (u), un+1〉 + 〈T (u), u〉 + C4‖u − un+1‖2
C1[F(un) − F(un+1) − 〈T (u), un〉 + 〈T (u), un+1〉], (3.16)
where
C1 = m
C3
[
M
(
1 + C0
(
2 + 1
2ε1
))
+ M
(
1 + 2C0 + 1 + 3C02ε2
)]
(3.17)
and
C4 = M2 − MC0
ε1
2
− M
(
C0 + 1 + 3C02 ε2
)
− M
ε3
2
C1. (3.18)
In view of (3.16), assuming that C4 > 0, we easily get (3.4). From (3.7), we obtain (M/2)‖un+1 − u‖2F(un+1) −
F(u) − 〈T (u), un+1〉 + 〈T (u), u〉, and using again (3.16), we get
[(1 + C1)M2 + C4]‖u
n+1 − u‖2C1[F(un) − F(u) − 〈T (u), un〉 + 〈T (u), u〉].
Using (3.4), we get (3.5) with
C2 = 1 + C1
(1 + C1) M2 + C4
. (3.19)
Finally, writing
M = M
M
and M = M
M
, (3.20)
conditions C3 > 0 and C4 > 0 can be written as
M <
ε3
m(2ε3 + 1) (3.21)
and
1
2
(1 − MC0ε1) − M
(
C0 + 1 + 3C02 ε2
)
− M mε32
M
(
1 + C0
(
2 + 1
2ε1
))
+ M
(
1 + 2C0 + 1 + 3C02ε2
)
1
2 − M
(
1 + 1
2ε3
)
m
> 0,
(3.22)
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respectively. In view of (3.21), inequality (3.22) could have a solution M > 0 only if
ε1 <
1
MC0
. (3.23)
Moreover, (3.22) can be written as a second order algebraic inequality,
2M
[(
C0 + 1 + 3C02 ε2
)(
1 + 1
2ε3
)
m − mε3
2
(
1 + 2C0 + 1 + 3C02ε2
)]
− M
[
1
2
(1 − MC0ε1)
(
1 + 1
2ε3
)
m + 1
2
(
C0 + 1 + 3C02 ε2
)
+ mε3
2
M
(
1 + C0
(
2 + 1
2ε1
))]
+ 1
4
(1 − MC0ε1)> 0, (3.24)
and we can simply verify that for any ε1 satisfying (3.23) and for any ε2, ε3 > 0 there exists ε1ε2ε3 > 0 such that
any 0< M < ε1ε2ε3 is a solution of (3.24). Also, we can verify that the bound of M in (3.21) do not satisfy (3.24).
Consequently,
ε1ε2ε3 <
ε3
m(2ε3 + 1) , (3.25)
and we can deﬁne an upper bound for M as
max(M) = sup
0<ε1<(1/MC0), 0<ε2, 0<ε3
ε1ε2ε3 .  (3.26)
We can simplify more Algorithm 3.1 if we assume that the operator T depends in the current iteration only on the
solution in the previous iteration,
Algorithm 3.3. We start the algorithm with an arbitrary u0 ∈ K . At iteration n+1, having un ∈ K , n0, we compute
wn+1i ∈ Vi , un+(i−1)/m + wn+1i ∈ K , the solution of the inequality
〈F ′(un+(i−1)/m + wn+1i ), vi − wn+1i 〉 − 〈T (un), vi − wn+1i 〉0,
for any vi ∈ Vi, un+(i−1)/m + vi ∈ K , (3.27)
and then we update
un+i/m = un+(i−1)/m + wn+1i ,
for i = 1, . . . , m.
The convergence and the error estimation of this algorithm is given in the following theorem whose proof is similar
to that of Theorem 3.1.
Theorem 3.2. Under the hypotheses of Theorem 3.1, its convergence results for Algorithms 3.1 and 3.2 are also true
for Algorithm 3.3 with the constants
C1 = m
C3
[
M
(
1 + C0
(
2 + 1
2ε1
))
+ M
1
2ε2
]
, (3.28)
C2 = 1 + C1
(1 + C1) M2 + C4
, (3.29)
C3 = M2 − M
(
1 + 1
2ε3
)
m, (3.30)
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and
C4 = M2 − MC0
ε1
2
− M
(
1 + ε2
2
)
− M
ε3
2
C1. (3.31)
3.2. Additive algorithms
A ﬁrst additive algorithm for the solution of problem (2.15) can be written as:
Algorithm 3.4. We start the algorithm with an arbitrary u0 ∈ K . At iteration n + 1, having un ∈ K , n0, we solve
the inequalities
wn+1i ∈ Vi, un + wn+1i ∈ K:
〈F ′(un + wn+1i ), vi − wn+1i 〉 − 〈T (un + wn+1i ), vi − wn+1i 〉0,
for any vi ∈ Vi, un + vi ∈ K , (3.32)
for i = 1, . . . , m, and then we update un+1 = un + ∑mi=1wn+1i , where > 0 is chosen such that un+1 ∈ K for any
n0.
A possible choice of  to get un+1 ∈ K , is 1/m. Indeed, if we write 0<r = m1, then un+1 = (1 − r)un +
r
∑m
i=1(1/m)(un + vi) ∈ K . Evidently, problem (3.32) has an unique solution, and it is equivalent with
wn+1i ∈ Vi, un + wn+1i ∈ K:F(un + wn+1i ) − 〈T (un + wn+1i ), wn+1i 〉
F(un + vi) − 〈T (un + wn+1i ), vi〉 for any vi ∈ Vi, un + vi ∈ K . (3.33)
A simpliﬁed form of Algorithm 3.4 can be written as:
Algorithm 3.5. We start the algorithm with an arbitrary u0 ∈ K . At iteration n + 1, having un ∈ K , n0, we solve
the inequalities
wn+1i ∈ Vi, un + wn+1i ∈ K:
〈F ′(un + wn+1i ), vi − wn+1i 〉 − 〈T (un), vi − wn+1i 〉0,
for any vi ∈ Vi, un + vi ∈ K , (3.34)
for i = 1, . . . , m, and then we update un+1 = un + ∑mi=1wn+1i , where > 0 is chosen such that un+1 ∈ K for any
n0.
The proof of the following theorem is similar with the proof of Theorems 3.1 and 3.2, but also uses techniques in
[4] where the convergence of the additive Schwarz algorithm has been proved for the constrained minimization of
non-quadratic functionals.
Theorem 3.3. Let V be a reﬂexive Banach space, V1, . . . , Vm some closed subspaces of V, and K a closed convex
non-empty subset of V. We assume that the operator T satisﬁes (2.14), and F is coercive, Gâteaux differentiable on K
and satisﬁes (2.10) and (2.11). Let u be the solution of problem (2.15), and un, n0, be its approximations which
are obtained from Algorithm 3.4. If Assumption 2.2 holds and M/M < max(M), for any M > 0, where max(M) is
deﬁned in (3.56), then for any u0 ∈ K Algorithm 3.4 is convergent and the error estimates
F(un) − 〈T (u), un〉 − F(u) + 〈T (u), u〉

(
C1
C1 + 1
)n
[F(u0) − 〈T (u), u0〉 − F(u) + 〈T (u), u〉] (3.35)
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and
‖un − u‖2 2
M0
(
C1
C1 + 1
)n
[F(u0) − 〈T (u), u0〉 − F(u) + 〈T (u), u〉] (3.36)
hold for any n1. The constant C1 are given in (3.50) in which M = M0,
M0 = max(‖u‖, sup{‖v‖:F(v) − 〈T (u), v〉F(u0) − 〈T (u), u0〉}),
and ε1, ε2 and ε3 correspond to max(M0) in (3.56).
Proof. We get that the sequence un obtained from Algorithm 3.4 is bounded with the same arguments as in the proof
of Theorem 3.1. Consequently, we consider a M max{‖u‖, ‖uk + wk+1j ‖, 0kn, j = 1, . . . , m} and prove that
(3.35) and (3.36) hold for n+ 1. As we mentioned above, we consider = r/m with 0<r1. From (3.32) and (2.13),
for any n0 and i = 1, . . . , m, we get
F(un) − F(un + wn+1i ) − 〈T (un + wn+1i ), un〉
+ 〈T (un + wn+1i ), un + wn+1i 〉
M
2
‖wn+1i ‖2, (3.37)
and, in view of (2.17), we have
F(un + wn+1i ) − F(u) − 〈T (u), un + wn+1i 〉 + 〈T (u), u〉
M
2
‖un + wn+1i − u‖2, (3.38)
for any n0 and i = 1, . . . , m, and
F(un+1) − F(u) − 〈T (u), un+1〉 + 〈T (u), u〉 M
2
‖un+1 − u‖2, (3.39)
for any n0. Writing
un+1 = un +
m∑
i=1
wn+1i ,
from the convexity of F , we get
F(un+1)(1 − )F (un) + F(un+1). (3.40)
Using Assumption 2.2 with w = un and v = u, we get a decomposition u1, . . . , um of u − un satisfying (2.4)–(2.6).
From (2.4), we can replace vi by ui in (3.32), and using (2.13) and (3.40), we get
F(un+1) − F(u) − 〈T (u), un+1〉 + 〈T (u), u〉 + M
2
‖u − un+1‖2
(1 − )(F (un) − F(u)) + 
[
F(un+1) − F(u) + M
2
‖u − un+1‖2
]
− 〈T (u), un+1〉 + 〈T (u), u〉
(1 − )(F (un) − F(u)) + 〈F ′(un+1), un+1 − u〉 + 〈T (u), u − un+1〉
(1 − )(F (un) − F(u)) + 
m∑
i=1
〈F ′(un + wn+1i ) − F ′(un+1), ui − wn+1i 〉
− 
m∑
i=1
〈T (un + wn+1i ), ui − wn+1i 〉 + 〈T (u), u − un〉 − 
m∑
i=1
〈T (u),wn+1i 〉.
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Consequently, we have
F(un+1) − F(u) − 〈T (u), un+1 − u〉 + M
2
‖u − un+1‖2
(1 − )(F (un) − F(u) − 〈T (u), un − u〉)
+ 
m∑
i=1
〈T (u) − T (un + wn+1i ), ui − wn+1i 〉
+ 
m∑
i=1
〈F ′(un + wn+1i ) − F ′(un+1), ui − wn+1i 〉. (3.41)
In view of (2.11) and (2.6), with a proof similar to that of (3.9), we have
m∑
i=1
〈F ′(un + wn+1i ) − F ′(un+1), ui − wn+1i 〉
Mm
[
1 + C0
(
1 + 1
2ε1
)] m∑
i=1
‖wn+1i ‖2 + MC0
ε1
2
‖un+1 − u‖2, (3.42)
for any ε1 > 0. Also, from (2.14) and (2.6), with a proof similar to that of (3.10), we get
m∑
i=1
〈T (u) − T (un + wn+1i ), ui − wn+1i 〉
M
(
1 + 2C0 + 1 + 3C02ε2
)
m
m∑
i=1
‖wn+1i ‖2 + M
(
C0 + 1 + 3C02 ε2
)
‖un+1 − u‖2, (3.43)
for any ε2 > 0. From (3.41)–(3.43), we get
F(un+1) − F(u) − 〈T (u), un+1 − u〉
+
[
M
2
− MC0
ε1
2
− M
(
C0 + 1 + 3C02 ε2
)]
‖un+1 − u‖2
 1 − 

[F(un) − F(un+1) − 〈T (u), un − un+1〉]
+
[
M
(
1 + C0
(
1 + 1
2ε1
))
+ M
(
1 + 2C0 + 1 + 3C02ε2
)]
m
m∑
i=1
‖wn+1i ‖2, (3.44)
for any ε1, ε2 > 0.
Now, in view of (3.37) and the convexity of F , we get
F(un+1)(1 − r)F (un) + 
m∑
i=1
F(un + wn+1i )
F(un) − M
2
m∑
i=1
‖wn+1i ‖2 + 
m∑
i=1
[〈T (un + wn+1i ),
un + wn+1i 〉 − 〈T (un + wn+1i ), un〉].
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Consequently, we have

M
2
m∑
i=1
‖wn+1i ‖2F(un) − F(un+1) − 〈T (u), un〉 + 〈T (u), un+1〉
+ 
m∑
i=1
[〈T (un + wn+1i ), un + wn+1i 〉 − 〈T (un + wn+1i ), un〉]
+ 〈T (u), un〉 − 〈T (u), un+1〉. (3.45)
With a proof similar to that of (3.43), we get

m∑
i=1
[〈T (un + wn+1i ), un + wn+1i 〉 − 〈T (un + wn+1i ), un〉]
+ 〈T (u), un〉 − 〈T (u), un+1〉
M
(
1 + 1
2ε3
)
m
m∑
i=1
‖wn+1i ‖2 + M
ε3
2
‖un+1 − u‖2, (3.46)
for any ε3 > 0. Consequently, from (3.45) and (3.46), we get[
M
2
− M
(
1 + 1
2ε3
)
m
] m∑
i=1
‖wn+1i ‖2
 1

[
F(un) − F(un+1) − 〈T (u), un〉 + 〈T (u), un+1〉
]
+ M
ε3
2
‖un+1 − u‖2, (3.47)
for any ε3 > 0.
Let us write
C2 = M2 − M
(
1 + 1
2ε3
)
m. (3.48)
For values of M , M and ε3 such that C2 > 0, from (3.44) and (3.47), we have
F(un+1) − F(u) − 〈T (u), un+1〉 + 〈T (u), u〉 + C3‖u − un+1‖2
C1[F(un) − F(un+1) − 〈T (u), un〉 + 〈T (u), un+1〉], (3.49)
where
C1 = 1 − 

+ C4

(3.50)
and
C3 = M2 − MC0
ε1
2
− M
(
C0 + 1 + 3C02 ε2
)
− M
ε3
2
C4,
C4 = m
C2
[
M
(
1 + C0
(
1 + 1
2ε1
))
+ M
(
1 + 2C0 + 1 + 3C02ε2
)]
. (3.51)
In view of (3.49), assuming that C3 > 0, we easily get (3.35). Estimation (3.36) follows from (3.35) and (2.17).
Finally, writing
M = M
M
and M = M
M
, (3.52)
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conditions C2 > 0 and C3 > 0 can be written as
M <
ε3
m(2ε3 + 1) (3.53)
and
1
2
(1 − MC0ε1) − M
(
C0 + 1 + 3C02 ε2
)
− M mε32
M
(
1 + C0(1 + 12ε1 )
)
+ M
(
1 + 2C0 + 1+3C02ε2
)
1
2 − M
(
1 + 12ε3
)
m
> 0, (3.54)
respectively. In view of (3.53), inequality (3.54) could have a solution M > 0 only if
ε1 <
1
MC0
. (3.55)
The remainder of this proof is similar with that of Theorem 3.1 and we conclude that there exists ε1ε2ε3 > 0 such that
any 0< M < ε1ε2ε3 is a solution of (3.54). Moreover,
ε1ε2ε3 <
ε3
m(2ε3 + 1) ,
and we can deﬁne an upper bound for M as
max(M) = sup
0<ε1< 1MC0 , 0<ε2,0<ε3
ε1ε2ε3 .  (3.56)
The error estimation of Algorithm 3.5 is given in the following theorem whose proof is similar to that of
Theorem 3.3.
Theorem 3.4. Under the hypotheses of Theorem 3.3, its convergence results for Algorithm 3.4 are also true for
Algorithm 3.5 with the constants
C1 = 1 − 

+ C4

, (3.57)
C2 = M2 − M
(
1 + 1
2ε3
)
m, (3.58)
C3 = M2 − MC0
ε1
2
− M
(
1 + ε2
2
)
− M
ε3
2
C4, (3.59)
and
C4 = m
C2
[
M
(
1 + C0
(
1 + 1
2ε1
))
+ M
1
2ε2
]
. (3.60)
Remark 3.1. Evidently, the above algorithms can be also applied for equations. In this case, using Assumption 2.3 in
the place of Assumption 2.1 or 2.2, we can prove theorems which are similar with Theorems 3.1–3.4. In this case, the
new constants C1, C2, C3 and C4, as functions of C0 and the other parameters, are of the same type with the constants
in the above theorems.
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3.3. Schwarz methods
Let  be an open bounded domain in Rd with a Lipschitz continuous boundary . We consider an overlapping
decomposition of the domain ,
=
m⋃
i=1
i (3.61)
in whichi are open subdomainswith Lipschitz continuous boundaries.We takeV =W 1,s0 (), 1<s <∞ and associate
to the domain decomposition (3.61) the subspacesVi=W 1,s0 (i ), i=1, . . . , m. In this case,Algorithms 3.1–3.3 represent
the multiplicative Schwarz methods, and Algorithms 3.4 and 3.5 are additive Schwarz methods, written as subspace
correction methods.
It is proved in [2,4] that Assumptions 2.1 and 2.2 holds for convex sets with the
Property 3.1. If v,w ∈ K and  ∈ C1(¯) with 01, then v + (1 − )w ∈ K .
Consequently, Theorems 3.1–3.4 hold for equations and also, for inequalities with convex sets having the above
property, provided that the functional F and the operator T have appropriate properties.
From the error estimations in the above theorems, we see that the convergence rate depends almost exclusively
on the constant C0. Indeed, besides the constant C0, the constants in the error estimations depend on the number
of subdomains m and the properties of the functional F and the operator T . In the case of the multiplicative meth-
ods, the number of subdomains can be assimilated with the minimum number of colors needed to color the sub-
domains such that two subdomains of the same color do not intersect with each other. Therefore, the convergence
rate depends essentially on the constant C0, and is an increasing function of this constant. On the other hand, the
constant C0 in (2.3), (2.6) and (2.8) depends on the domain decomposition. As we shall see in the next subsec-
tion, for the one- and two-level methods, we can write the constant C0 as a function of the overlapping and mesh
parameters.
Remark 3.2. The above spaces V and Vi correspond to Dirichlet boundary conditions. Similar results can be obtained
if we consider mixed boundary conditions. We take  = 	¯1 ∪ 	¯2, 	1 ∩ 	2 = ∅ a partition of the boundary such
that meas(	1)> 0, and we consider the Sobolev space V = {v ∈ W 1,s(): v = 0 on 	1}. This space corresponds to
Dirichlet boundary conditions on 	1 and Neumann boundary conditions on 	2. In this case, the subspaces are deﬁned
as Vi = {vi ∈ W 1,s(): vi = 0 in − ¯i , vi = 0 in i ∩	1}, i = 1, . . . , m. Also, the same results can be obtained if
we consider the spaces [W 1,s()]d , d2, in the place of W 1,s().
3.4. One- and two-level Schwarz methods
We consider a simplicial regular mesh partitionTh of mesh size h (see [7, p. 124], for instance) over the domain
 ⊂ Rd . We assume that domain  is decomposed as in (3.61), and that Th supplies a mesh partition for each
subdomain i , i = 1, . . . , m. In addition, we suppose that the overlapping parameter of this decomposition is 
. We
associate to the mesh partitionTh the piecewise linear ﬁnite element space
Vh = {v ∈ C0(¯): v| ∈ P1(),  ∈Th, v = 0 on } (3.62)
and a convex set Kh ⊂ Vh having the following property.
Property 3.2. If v,w ∈ Kh, and if  ∈ C0(¯), | ∈ C1() for any  ∈ Th, and 01, then Lh(v +
(1 − )w) ∈ Kh.
Above, we have denoted by Lh the P1-Lagrangian interpolation operator which uses the function values at the nodes
of the meshTh.
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The one-level methods are obtained from Algorithms 3.1–3.5 in which we use the space Vh, the convex set Kh and
the subspaces corresponding to the domain decomposition 1, . . . ,m,
V ih = {v ∈ Vh: v = 0 in \i}, i = 1, . . . , m. (3.63)
The spaces Vh and V ih , i = 1, . . . , m, are considered as subspaces of W 1,s , for some ﬁxed 1s∞. It is proved in [3]
that if convex sets has Property 3.2, then Assumption 2.1 holds with a constant C0 of the form
C0 = C(m + 1)
(
1 + m − 1


)
, (3.64)
where C is independent of the mesh and domain decomposition parameters. With a similar proof, we can show that
Assumptions 2.2 and 2.3 also hold and the constant C0 can be written as
C0 = Cm (1 + 1/
) , (3.65)
where C is independent of the mesh and domain decomposition parameters.
In the case of the two-level method, besides mesh partitionTh, we introduce another simplicial regular meshTH ,
of mesh sizes H , on the domain  ⊂ Rd . The mesh Th is a reﬁnement of TH . In addition, we suppose that there
exists a constant C, independent of both meshes, such that the diameter of the connected components of each i is less
than CH . We point out that the domain  may be different from
0 =
⋃
∈TH
, (3.66)
but we assume that if a node ofTH lies on 0 then it also lies on , and there exists a constantC, independent of both
meshes, such that dist(x,0)CH for any node x ofTh. For the H -level, we introduce the continuous, piecewise
linear ﬁnite element space
V 0H = {v ∈ C0(¯0): v| ∈ P1(),  ∈TH , v = 0 on 0}, (3.67)
where the functions v are extended with zero in \0. The convex set Kh ⊂ Vh is deﬁned as a subset of Vh having
Property 3.2.
The two-level Schwarz methods are also obtained from Algorithms 3.1–3.5 in which we take V = Vh, K = Kh,
and the subspaces V0 = V 0H , V1 = V 1h , V2 = V 2h , . . . , Vm = V mh . As above, the spaces Vh, V 0H , V 1h , V 2h , . . . , V mh , are
considered as subspaces of W 1,s for 1s∞. We note that, this time, the decomposition of the domain  contains
m overlapping subdomains, but we use m + 1 subspaces. We know (see [3]) that if convex sets has Property 3.2, then
Assumption 2.1 holds with a constant C0 of the form
C0 = Cm
(
1 + (m − 1)H


)
Cd,s(H, h), (3.68)
where C is independent of the mesh and domain decomposition parameters, and
Cd,s(H, h) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
1 if d = s = 1 or
1d < s∞,(
ln
H
h
+ 1
)(d−1)/d
if 1<d = s <∞,
(
H
h
)(d−s)/s if 1s < d <∞.
(3.69)
Also, we can prove that Assumptions 2.2 and 2.3 holds with a constant
C0 = C(m + 1)(1 + H/
)Cd,s(H, h). (3.70)
Consequently, we can conclude that the two-level methods converge if the convex set Kh has Property 3.2. Moreover,
the convergence rate is independent of the mesh and domain decomposition parameters if H/
 and H/h are constant.
This result is well known for equations, and is similar to that given in [5] for the inequalities coming from minimization
of the quadratic functionals.
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4. Inequalities in Hilbert spaces
In this section, assuming that V is a Hilbert space, we give a sufﬁcient condition for the convergence of the Schwarz
algorithms for inequalities of non-variational type.
Let us consider a linear symmetric operator S:V → V ′ which is V-elliptic and continuous, i.e., there exist , > 0
such that
‖v‖2〈S(v), v〉 and ‖S(v)‖V ′‖v‖ for any v ∈ V . (4.1)
We associate to this operator the inner product (v,w)VS =〈S(v),w〉, v,w ∈ V , and the norm ‖v‖VS = (v, v)1/2VS , v ∈ V .
We have
‖S(v)‖V ′S = ‖v‖VS for any v ∈ V and ‖S−1(f )‖VS = ‖f ‖V ′S for any f ∈ V ′, (4.2)
where ‖ · ‖V ′S is the norm in V ′ associated to the norm ‖ · ‖VS in V.
Now, let A:V → V ′ be an operator such that for any real number M > 0 there exist two constants SM, SM > 0 for
which
SM‖v − u‖2VS 〈A(v) − A(u), v − u〉 (4.3)
and
‖A(v) − A(u)‖V ′S SM‖v − u‖VS , (4.4)
for any u, v ∈ K with ‖u‖VS , ‖v‖VS M . We have indicated above that the two constants SM and SM depend on M
and, also, on the operator S.
We are interested in the solution of problem
u ∈ K: 〈A(u), v − u〉0 for any v ∈ K . (4.5)
To this end, we write this problem as
u ∈ K: 〈S(u), v − u〉〈T (u), v − u〉 for any v ∈ K , (4.6)
where
T = S − 
A (4.7)
for a ﬁxed 
> 0. We see that S(v) is the Gâteaux derivative of the functional F(v) = 12 (S(v), v), for any v ∈ V . In
this way, we have written problem (4.5) as a problem of the form (2.15) in which F ′ = S. In the case of equations, the
ﬁxed-point algorithm associated to a problem (4.6) is usually known as the preconditioned Richardson iteration (see
[25], for instance). The following subspace correction algorithm for problem (4.5) is in fact Algorithm 3.1 for problem
(4.6) with operator T in (4.7).
Algorithm 4.1. We start the algorithm with an arbitrary u0 ∈ K . At iteration n+1, having un ∈ K , n0, we compute
sequentially for i = 1, . . . , m, wn+1i ∈ Vi satisfying un+(i−1)/m + wn+1i ∈ K , as the solution of the inequality
〈A(un+(i−1)/m + wn+1i ), vi − wn+1i 〉0,
for any vi ∈ Vi, un+(i−1)/m + vi ∈ K , (4.8)
and then we update
un+i/m = un+(i−1)/m + wn+1i .
Also, additive Algorithm 3.4 for problem (4.6) with operator T in (4.7), becomes the following algorithm for
problem (4.5).
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Algorithm 4.2. We start the algorithm with an arbitrary u0 ∈ K . At iteration n + 1, having un ∈ K , n0, we solve
the inequalities
wn+1i ∈ Vi, un + wn+1i ∈ K: 〈A(un + wn+1i ), vi − wn+1i 〉0,
for any vi ∈ Vi, un + vi ∈ K , (4.9)
for i = 1, . . . , m, and then we update un+1 = un + ∑mi=1wn+1i , with 0< 1/m.
We have
〈T (u) − T (v),w〉 = 〈S(u − v) − 
S−1(A(u) − A(v)), w〉
= (u − v − 
S−1(A(u) − A(v)), w)VS ‖u − v − 
S−1(A(u) − A(v))‖VS‖w‖VS
and therefore, in view of (4.2)–(4.4), for any M > 0 and any u, v ∈ K , ‖u‖VS , ‖v‖VS M , we have
‖T (u) − T (v)‖2
V ′S
‖v − u − 
S−1(A(v) − A(u))‖2VS
= 〈S(v − u) − 
(A(v) − A(u)), v − u − 
S−1(A(v) − A(u))〉
= 
2〈A(v) − A(u), S−1(A(v) − A(u))〉 − 2
〈A(v) − A(u), v − u〉
+ 〈S(v − u), v − u〉
2‖S−1(A(v) − A(u))‖2VS
− 2
SM‖v − u‖2VS + ‖v − u‖2VS
= 
2‖A(v) − A(u)‖2
V ′S
− 2
SM‖v − u‖2VS + ‖v − u‖2VS .
Therefore, we get
‖T (u) − T (v)‖2
V ′S
(
2(SM)2 − 2
SM + 1)‖v − u‖2VS . (4.10)
For problem (4.6), with the notations in (2.10), (2.11) and (2.14), we get from (4.2) and (4.10) that
M = M = 1 and M =
√

2(SM)
2 − 2
SM + 1, (4.11)
where 
> 0 can be arbitrary. The following proposition is a direct consequence of Proposition 2.1.
Proposition 4.1. LetV be aHilbert space andK a closed convex non-empty subset ofV. If there exists a linear symmetric
continuous and V-elliptic operator S:V → V ′ such that operator A:V → V ′ satisﬁes (4.3) and (4.4), and in addition,
there exists a constant 0< < 1 such that√
1 − 2 
S
M
SM
for any M > 0,
then problem (4.5) has a unique solution.
Proof. For a ﬁxed 
,
SM −
√
(SM)
2 − (SM)2(1 − 2)
(SM)
2 

SM +
√
(SM)
2 − (SM)2(1 − 2)
(SM)
2 ,
M and M in (4.11) satisfy (2.18). Consequently, for this 
, problem (4.6) has a unique solution, and therefore problem
(4.5) has a unique solution, too. 
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The following theorem, which proves the convergence of Algorithms 4.1 and 4.2, is a corollary of
Theorems 3.1 and 3.3.
Theorem 4.1. Let V be a Hilbert space, V1, . . . , Vm some closed subspaces of V, and K a closed convex non-empty
subset of V.We assume that Assumptions 2.1 and 2.2 hold, and there exists a linear symmetric continuous and V-elliptic
operator S:V → V ′ such that the operator A:V → V ′ satisﬁes (4.3) and (4.4). Let u be the solution of problem (4.5)
and un, n0, be its approximations obtained either from Algorithm 4.1 or 4.2. Let us assume that√
1 − 2max <
SM
(SM)
2 and 
S
M1 for any M > 0, (4.12)
where max is deﬁned in (3.26), in the case of Algorithm 4.1, and in (3.56) for Algorithm 4.2, in which we take M = 1.
Then Algorithms 4.1 and 4.2 are convergent for any u0 ∈ K , and the error estimate
‖un − u‖2VS 
(
C1
C1 + 1
)n
[‖u0 − u‖2VS + 2
√
1 − 2max〈A(u), u0 − u〉] (4.13)
holds for any n1. The constant C1 is given in (3.17), in the case of Algorithm 4.1, and in (3.56) for Algorithm 4.2, in
which we use M, M and M in (4.11) with M = M0,
M0 = max(‖u‖VS , sup{‖v‖VS : ‖v − u‖2VS + 2
√
1 − 2max〈A(u), v − u〉
‖u0 − u‖2VS + 2
√
1 − 2max〈A(u), u0 − u〉}),

=
√
1 − 2max (4.14)
and ε1, ε2 and ε3 corresponding to max.
Proof. We prove that, under the conditions of Theorem 4.1, there exists a 
> 0, independent of M > 0, for which the
hypotheses of Theorems 3.1 and 3.3 hold for problem (4.6). Since problem (4.5) is equivalent with problem (4.6) for
a given 
> 0, the conclusions of Theorem 4.1 will result from Theorems 3.1 and 3.3.
The only condition in Theorems 3.1 and 3.3 we have to verify is that M/M < max(M) for any M > 0. From (4.11),
it follows that, because M = M/M = 1, ε1ε2ε3 obtained as an upper bound of the solutions of inequality (3.24)
or (3.54) does not depend on M . Evidently, it is independent of S, too. Consequently, max(M) in (3.26) or (3.56) is
independent of M and S, and we denote it max. In view of (4.11), condition M/M < max of Theorems 3.1 and 3.3
can be written in our case as

2(SM)
2 − 2
SM + 1 − 2max < 0, (4.15)
and we show that if (4.12) is satisﬁed then this inequality has a solution 
 independent of M . Indeed, since max < 1,
and if (4.12) holds, then
SM −
√
(SM)
2 − (SM)2(1 − 2max)
(SM)
2 
√
1 − 2max
⎡
⎢⎣1 −
√
(SM)
2 − 1
SM
⎤
⎥⎦ √1 − 2max

√
1 − 2max
⎡
⎢⎣1 +
√
(SM)
2 − 1
SM
⎤
⎥⎦

SM +
√
(SM)
2 − (SM)2(1 − 2)
(SM)
2 ,

 deﬁned in (4.14) is a solution of (4.15) for any M > 0.
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Now, since 〈A(u), un − u〉0, n1, error estimation (4.13) follows from (3.4) or (3.35), in which the operator T
is deﬁned in (4.7) with 
 in (4.14). 
Remark 4.1. From Theorem 4.1, it follows that the multiplicative and additive Schwarz methods in the Hilbert spaces
converge for inequalities whose operator A satisﬁes (4.3) and (4.4) in which the two constants SM and (SM)2 are close
enough for some precondition operator S, even if the operator A is not the Gâteaux derivative of a convex functional.
Evidently, the dependence of the convergence rate on the overlapping and mesh parameters we have given in the
previous section for one- and two-level methods also hold for these inequalities.
5. Navier–Stokes problem
For a bounded domain ⊂ Rd , d =2, 3, with a Lipschitz continuous boundary 	, the weak form of the steady-state
Navier–Stokes problem consists in ﬁnding (u, p) ∈ H 1()d × L20() which satisﬁes
a(u;u, v) − (p, div v) = 〈f, v〉 for any v ∈ H 10 ()d ,
div u = 0 in ,
u = g on 	, (5.1)
where u and p are the ﬂuid velocity and pressure, respectively, f ∈ H−1()d , g ∈ H 1/2(	)d such that ∫	 g ·n= 0, and
a(w;u, v) = a0(u, v) + a1(w;u, v),
a0(u, v) =
∫

∇u · ∇v, a1(w;u, v) =
∫

((w · ∇)u) · v, (5.2)
where > 0 being the viscosity of the ﬂuid. It is well known that there exists a constant C˜ such that, for any u, v,w ∈
H 1()d
|a1(w;u, v)|C˜|u|1‖v‖1‖w‖1,
where ‖ · ‖1 and | · |1 are the norm and seminorm on H 1()d , respectively.
Let us introduce the space
V = {v ∈ H 10 ()d : div v = 0}
and let
N= sup
u,v,w∈V
a1(w;u, v)
|u|1|v|1|w|1
be the norm of the trilinear form a1. We know (see [9], for instance) that if
N
2
‖f‖V ′ < 1, (5.3)
then problem (5.1) has a unique solution. Using the space V, we can write problem (5.1) in a velocity formulation as,
ﬁnd u ∈ V such that
a(u;u, v) = 〈f, v〉 for any v ∈ V . (5.4)
As we have already mentioned, all results we have obtained for inequalities in the previous sections hold also for
equations. We prove in the following that we can derive speciﬁc algorithms to problem (5.4) fromAlgorithms 3.1–3.5.
To this end, following the way in [9], we write this problem in an appropriate form. First, we deﬁne an operator
A:V →L(V , V ′) by
〈(A(w))u, v〉 = a(w;u, v) for any u, v,w ∈ V , (5.5)
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and let us introduce on V the norm ‖v‖ = |v|1. We have
|〈(A(w1) − A(w2))u, v〉|N‖w1 − w2‖‖u‖‖v‖,
for any u, v,w1,w2 ∈ V , i.e., the operator A is Lipschitz continuous of constantN,
‖A(w1) − A(w2)‖L(V ,V ′)N‖w1 − w2‖. (5.6)
Also, since a1(w; v, v) = 0 for any v,w ∈ V , we have
〈(A(w))v, v〉 = ‖v‖2,
for any v,w ∈ V , i.e., the bilinear form 〈(A(w))·, ·〉 is uniformly V-elliptic on V. According to Lax–Milgram lemma,
operator A(w) is invertible for any w ∈ V . Moreover, we have
‖A(w)−1‖L(V ′,V ) 1 , (5.7)
for any w ∈ V . Now, in view of (5.5), problem (5.4) is equivalent with the ﬁnding of u ∈ V such that (A(u))u = f in
V ′, or with
u ∈ V : 〈I (u), v〉 = 〈T (u), v〉 for any v ∈ V , (5.8)
where T (v) = A(v)−1f and I (v) = v for any v ∈ V . In the above equation, 〈·, ·〉 means the inner product associated
with the norm ‖ · ‖ = | · |1. In this way, we have written problem (5.4) as a problem (2.15) in which F ′ = I . Evidently,
for problem (5.8), the constants in (2.10) and (2.11) are
M = M = 1. (5.9)
To ﬁnd M in (2.14), we use (5.6) and (5.7), to get
‖A(w)−1 − A(v)−1‖L(V ′,V ) = ‖A(w)−1(A(v) − A(w))A(v)−1‖L(V ′,V )N2 ‖v − w‖.
Therefore, we have
‖T (w) − T (v)‖L(V ′,V ) = ‖(A(w)−1 − A(v)−1)f‖L(V ′,V )N2 ‖f‖V ′ ‖v − w‖
i.e.,
M =
N
2
‖f‖V ′ . (5.10)
Remark 5.1. Using (5.9) and (5.10), we ﬁnd again the condition of existence and uniqueness of the solution for the
Navier–Stokes problem, (5.3), from Proposition 2.1.
Now, if the domain  is decomposed as in (3.61), we associate with the subdomain i the subspace of V,
Vi = {vi ∈ H 10 (i )d : div vi = 0}.
From the equivalence of problems (5.4) and (5.5), multiplicative Algorithms 3.1–3.3 for problem (5.4) can be written
as: we start the algorithms with an arbitrary initial guess u0 ∈ V , and, at each iteration n1 and on each subdomain
i = 1, . . . , m, we solve
wn+1i ∈ Vi : a(un+(i−1)/m + wn+1i ;un+(i−1)/m + wn+1i , vi ) = 〈f, vi〉 for any vi ∈ Vi , (5.11)
wn+1i ∈ Vi : a(un+(i−1)/m;un+(i−1)/m + wn+1i , vi ) = 〈f, vi〉 for any vi ∈ Vi , (5.12)
wn+1i ∈ Vi : a(un;un+(i−1)/m + wn+1i , vi ) = 〈f, vi〉 for any vi ∈ Vi , (5.13)
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respectively, and then we update
un+i/m = un+(i−1)/m + wn+1i .
Also, additive Algorithms 3.4 and 3.5 for problem (5.4) can be written as: we start the algorithms with an arbitrary
initial guess u0 ∈ V , and, at each iteration n1 and on each subdomain i = 1, . . . , m, we solve
wn+1i ∈ Vi : a(un + wn+1i ;un + wn+1i , vi ) = 〈f, vi〉 for any vi ∈ Vi , (5.14)
wn+1i ∈ Vi : a(un;un + wn+1i , vi ) = 〈f, vi〉 for any vi ∈ Vi , (5.15)
respectively, and then we update
un+1 = un + 
m∑
i=1
wn+1i ,
with 0< 1/m.
In view of Remark 3.1, Theorems 3.1–3.4 hold also for equations. The constants C1, C2, C3 and C4, as functions
of C0 and the other parameters, in the case of equations are of the same type with the constants in these theorems.
Consequently, we have
Theorem 5.1. Let u be the solution of problem (5.4) and un, n0, be its approximations obtained from one of
algorithms (5.11)–(5.14) or (5.15). Let us assume that
N
2
‖f‖V ′ < max, (5.16)
where max is deﬁned in (3.26) for the multiplicative algorithms, and in (3.56) for the additive ones, in which we take
M = 1. Then for any u0 ∈ V algorithms (5.11)–(5.15) are convergent and the error estimate
‖un − u‖2C2
(
C1
C1 + 1
)n
C(u0) (5.17)
holds for any n1, where C(u0) is a constant depending on the initial guess. The constants C1 and C2 are similar
with the constants in Theorems 3.1–3.4 in which we take M = M = 1, M = (N/2)‖f‖V ′ , and ε1, ε2 and ε3 which
corresponds to max.
Remark 5.2. Since max < 1, convergence condition (5.16) is stronger than the existence and uniqueness condition
(5.3), but they are of the same type and hold for enough large viscosities  of the ﬂuid.Also, the above results show that
the dependence of the convergence rate on the overlapping and mesh parameters of the one- and two-level methods for
Navier–Stokes problem is the same as in the case of the linear equations.
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