In this paper we define the content of information in an image and show how it can be computed by taking into account different levels of resolution, in the framework of information theory and the thermodynamics of irreversible transformations. The results thus obtained will eventually be exploited to derive a mechanism for active exploration of visual space suitable to perform a dynamic coupling between the agent and its environment.
Introduction
The ability of living organisms to deal with the external world depends critically on its capability of representing the world while acting upon it (Gallese 2000) ; indeed the effectiveness of an action for survival relies on the skill of the agent to determine the most likely state of the world (Geisler and Dieh 2002) . Thus, from a perceptual point of view, the problem the brain has to contend with is to find a function of the input that recognizes or represents the states of processes generating sensory data (Friston 2003) .
In a very general terms such processes can be considered maps from the states of the world to a set of sensory inputs. Denote by X a function describing some state of the world: the sensory input Y can be thought of as generated by a map T applied to X, T : X → T(X) = Y . In vision, the state X can be for instance the depth map of some surface, a partitioning of the meaningful parts/objects within the scene (segmentation), or a function indicating if a prey or a predator is present and so on (detection and recognition).
A first key point here is that such (forward) model may not be easily invertible and that the estimation of world states from input may be fundamentally ill posed. Actually there exists an infinite number of state configurations generating image Y , and hence the mapping from X to Y involves a loss of information. The task of recovering X from Y by the human visual system has been described as a process of unconscious inference (Helmholtz 1925) . Hence, estimation involves inference and inference means ascertaining the probability of each potential cause given an observation.
A second issue is that passive inversion of the image formation process, from single images or from temporally spaced images (as addressed by classic approaches in computer visioná la Marr (1982) ) would be inefficient for providing prompt responses to environmental changes. Indeed, in most biological vision systems, only a small fraction of the information registered at any given time reaches levels of processing that directly influence behaviour. That is, particular locations in the scene are selected based on their behavioural relevance or on local image cues, most likely to reduce the complexity of scene analysis. A basic example is the generation of saccades, i.e. ocular movements that allow to acquire high resolution images (foveation) of the most relevant part of the scene (Yarbus 1967) .
Since the ability of selecting what is relevant in the scene appears to be very important in determining human visual performance, it has been proposed that, to reach comparable results with artificial systems, the classical paradigm in computer vision should be superseded by an animate vision paradigm (Ballard 1991) ; in this approach the visual sensory data are analysed purposefully, in order to answer specific queries posed by the observer, which, in turn, adjusts its vantage point to consider the information that is, at a given moment, more relevant. In this sense, any representation should provide a suitable mean to perform such dynamic coupling between the agent and its environment.
Any analysis of information content in an image starts naturally from the relation between the information, in the Shannon sense, relative to a set of objects and the corresponding information of the set of images. This point will be analysed in the next section where also the information content of different image representation will be also considered.
Further it will be shown show how, on the basis of the theory of irreversible transformations local information can be computed by taking into account different levels of resolution; the results thus obtained will eventually be exploited to derive a mechanism for active exploration of visual space.
From world to images
As remarked earlier, image formation can be seen as a mapping T from the state of the world into a set of images. Suppose, for instance that G is the depth map of an object, then the irradiance equation, which produces the image E can be considered a map T : G → T(G) = E, where E is a function defined on the retinal plane such that E(x, y) is the light intensity at the point p = (x, y).
In general, the map T is not invertible , i.e. is many-to-one, in that there exists an infinite depth maps G giving rise to the same image E; therefore the mapping from G to E involves a loss of information. To make this argument more precise, suppose we a have a finite repertoire G of depth maps, G k ∈ G, k belonging to a index set K, and let p k be the probability that the k-th object is presented to the viewer. Then the Shannon information of the set G is
The map T applied to the elements of G generates a set of images E whose elements, denoted by E r , are indexed by r ∈ R. Furthermore T induces a map m from K to R, m :
since T is, in general, many-to-one to any r there corresponds more than one k such that m(k) = r.
The information of E is then
where π r is the probability that the r-th image is formed on the retina. Obviously
and, since T is a deterministic transformation,
where δ r,m(k) a Kroeneker δ; then
By making use of (5), I S (E) can be written as
and hence
showing that in general, I S (E) ≤ I S (G) and that the equality holds when m, and hence T, is one-to-one.
The function E, the distribution of the light intensity over the retinal plane, is the basic image representation, and indeed the one more closely related to the physical processes underlying image formation; in turn different operators can be applied to E and hence different representations of the image can be produced. Let M be an operator giving rise to a transformation F of E, so that to the set E there corresponds a set F = {F s }, denote with R and S the index sets of E and F respectively, and let m be the map from R to S. In case of an one-to-one transformation, e.g. a
Fourier transform, m −1 (s) = r, that is to any index s there correspond just one and only one index r; without loss of generality we can set r = k, so that π r = p k and I S (F) = I S (E), showing that the information in the set F is the same as in E, but it is presented in a different format, which can be useful to solve specific perceptual problems. For instance, suppose that the visual system is required to recognise a pattern in an image in a way invariant with respect to some transformation.
"Invariant coding" deals precisely with the problem of finding a representation of a pattern that is invariant under certain transformations and that preserves the uniqueness of the representation.
Both requirements are necessary: the invariance of the encoding ensures recognition of the pattern even though it is transformed with respect to some given prototype, whereas uniqueness prevents false recognition. The basic representation E, albeit unique, in general is not invariant under transformations, and it is easy to understand that a single function cannot meet the requirements of invariance and uniqueness. An equivalent representation, that can provide a representation unique and invariant is given by the integral transform of the image. Using Lie groups theory it has been shown (Ferraro and Caelli 1988) What we are searching for is a definition that is somehow related to the structure of the image:
intuitively one could say that images with more structure contain more information, and this can be made more formal by using the relation between information and entropy as derived for physical systems.
The analysis of images at multiple scales has proven insightful for image encoding, compression and feature extraction (Witkin 1983 ) and research on human visual system has shown that visual information is processed in parallel by a number of spatial-frequency-tuned channels and that, in the visual pathway, filters of different size operate at the same location (Wandell 1995) . Indeed, there is a wealth of physiological and psychophysical data demonstrating that the visual system analyses images at different resolutions.
Scale-space methods employing diffusion models for regularising the scale relations constitute the more frequently used means for defining scales and their relationships. However, in this area, two outstanding problems still remain. One, how do we usefully and more formally determine features using evidence from their signatures across multiple scales? Second, how do we objectively determine the appropriate scale within a given image region of an image to encode non-redundant information? In this paper we consider solutions to both problems and demonstrate the use of a new iterative scheme for computing decreases or increases in local image entropy over multiple scales. In the following section, a measure of entropy will be introduced that defines the loss of information along fine-to-coarse transformations, and it will be shown that this leads to the definition of a local measure of information related to density of entropy production. Our theory follows (Ferraro et al. 1999 , Boccignone et al. 2001 .
Let Ω be a subset of R 2 and let r = (x, y) denote a point in Ω. A grey-level image can be represented by a scalar field E : (x, y) × t → E(x, y, t), where t is a non-negative parameter that defines the scale of resolution at which the image is observed; small values of t correspond to fine scales, while large values correspond to coarse scales. A transformation from one scale to another is given by an operator T that takes the original image I(·, 0) to an image at a scale t :
We assume T to be a semidynamical system, that is, a semigroup of transformations for which
where t ∈ R + . Note that the origin of the t-axis is arbitrary. However, the characterisation of T as a semidynamical system ensures that it is a non-invertible or irreversible transformation which cannot be run backward across scale.
To model the effects of the the operator T on the image and its information content we consider the image as an isolated thermodynamical system, by identification of image intensity at each point r = (x, y) with some thermodynamical variable e.g.. concentration of particles; isolation of the system ensures that the total number of particles, i.e. total intensity of the image, is preserved.
The time evolution of the thermodynamical system correspond to transformation of the image across scales, i.e. the scale parameter t corresponds to the time.
Any isolated system undergoing irreversible transformations increases its entropy: our idea is that the information contained within a given region of an image can be encoded by considering the loss of information across scales which, in turn, is measured by the production of entropy, in thermodynamical sense, during fine-to coarse transformations. We state this fundamental assumption more formally as:
Any image can be considered as an isolated thermodynamical system by identifying the image intensity with some thermodynamical variable, e.g. temperature or concentration of particles. As a consequence of this assumption and of the irreversibility of T every image point will, under the action of T , converge to a set of equilibrium points, while preserving the total intensity.
It is a well known fact of the theory of thermodynamical transformations that states of equilibrium under T correspond to the states of maximum thermodynamical entropy S (de Groot and Mazur 1962). In the theory of thermodynamics of irreversible processes (de Groot and Mazur 1962) the rate of variation of entropy is usually written as dS/dt = dS e /dt+ dS i /dt, where dS e /dt derives from the transfer of heat from external sources across the boundary of the system where the term dS i /dt ≥ 0 is due to changes inside the system. For the case of isolated systems, dS/dt = dS i /dt.
In general dS i can be defined as dS i /dt = Ω σ(x, y, t)dxdy, where σ, the entropy density per unit time (de Groot and Mazur 1962) , is a function of both position and time (in this case, scale). With this understanding, we argue that the key to a successful definition of image information across different scales is to visualise fine-to-coarse transformations as an irreversible process during which local production of entropy takes places, entailing destruction of order, or structures in the system; likewise in images structure and information are destroyed along a fine-to-coarse transformation.
A complete derivation of the formulas can be found in Ferraro et al. (1999) and in Boccignone et al. (2001); for our purposes here it is enough to consider the Boltzmann-Gibbs entropy
from which, with some mathematical manipulations, the production of entropy P can be derived
According to Brillouin (1962) the loss of information is given as −dI = dS, where S is the thermodynamical entropy, that can be identified with H(f ). Hence Pdt = dS is the loss of information in the transition from scale t to t + dt, that is, P is the loss of information for unit scale. Intuitively, P is a global measure of the rate at which the image, under the action of T , looses structure while approaching a featureless, uniform state, f * .
Fine-to-coarse transformations can be modelled, in general, by a diffusion or heat equation, a very common model for multi-scaled operators in the literature (Witkin 1983 , Koenderink 1984 , Lindeberg 1994 :
It is interesting, then, to compute the production of entropy in this case since Equation 11 has a direct interpretation in terms of multi-scaled spatial frequency filters. That is, Equation 11 defines a Laplacian operator corresponding to different bandpass filters as a function of the scale (t) at which they operate. The result is
where the term
is the density of entropy production in the thermodynamical sense (de Groot and Mazur 1962), and measures local entropy production. Fig. 1 shows some diffusion steps performed on the Lena and Einstein images and related maps of local entropy production σ(·, t) rendered as grey level maps. We have already remarked that P is a measure of global loss of information; analogously, the density σ measures local loss of information, that is, loss of information at a given pixel for unit scale. Note that σ depends on the local structure of the image and thus enables us to define features which can exist at different scales (in different image regions). Thus, σ(x, y, t) measures the dissipation of "local structure" at point (x, y) and the speed of such a dissipative process, quantifying the decay rate of σ towards 0, is determined by the local amount of structure.
In conclusion, it has been shown that entropy production P defines implicitly a measure of information I, which is a decreasing function of H(f ); a similar relation there exists between H(f ) and the Shannon information I S . Consider first the case of a single image represented at the histogram. Suppose now to apply to the image a many-to-one transformation T t , for instance a diffusion process as defined by 11; as t increases the variance of the distribution decreases until it reaches 0 at f (x, y, t) = f * , so that I S = 0.
These considerations can be extended to a set of images. Consider Ω to be a discrete grid of N pixels and an intensity quantization of L gray levels. The set E 0 of all possible images then contains N = L N elements, and assuming, for simplicity, an uniform distribution of images the Shannon information is I S = N ln L. . The action of T t on each image causes N, and hence I S , to decrease, due to the fact that T t is a many-to-one mapping and therefore different images a scale 0 will converge to the same image at scale t > 0; in the limit of t → ∞ N = L, because all images with the same mean intensity will converge to a single image, and correspondingly I S = ln L. Thus we have found again the result of section 2, namely that irreversible transformations bring about a decrease of information.
So far we have considered processes in which the asymptotic image is uniform over the domain Ω. In computer vision, diffusion processes are considered that force convergence of f toward some desired image representation. For instance in anisotropic diffusion (Perona and Malik 1990 ) the process is modulated by a function χ, a nonnegative, monotonically decreasing function of the magnitude of local image gradient ∇f . This way the diffusion mainly takes place in areas where intensity is constant or varies slowly, whereas it does not affect areas with large intensity transitions.
As a result, small variations in f such as noise can be smoothed while edges are retained. In this process the evolution of the conditional entropy H(f | f * ) is not determined solely by the entropy production P in that P is contrasted by a term that takes into account the gradient of f * the asymptotic image f * , which is zero for isotropic diffusion.
The discussions carried out so far shows that our method of measuring the information loss can provide the basis of a general method for measuring the information embedded in a pattern.
The assumption is that an act of perception can be considered as a physical measurement upon a given pattern which constitutes the initial condition of the process. Namely such measurement can be configured as a two-step experiment.
In a first step, we set up a dynamical system by considering a given pattern (the initial state) and a transformation that acts on the pattern. We assume that the transformation is dissipative, in the sense that the system is driven from its initial state to a stationary state of maximum entropy. We also assume we can measure, at any time, the information loss of the process through its entropy increase; furthermore, this can be done locally, at each point of the pattern. Actually, if we suppose to measure the exact local dissipation (magnitude and direction), we may also code such information and save it in a suitable form, say a string of bits .
In a second step, we deal with the stationary pattern of maximum entropy. Since it has been obtained through a dissipative process, it is not possible to run the process backwards and to restore the original pattern. Nevertheless, we can set up a process in which the information previously coded is sent as a sequence of messages and a "restoring" decision is taken upon such information.
The entropy loss along restoration quantifies the gain of information of the process. Such gain is proportional to the gain of free energy of the system which in turn is equivalent to the average energy for transmitting the "restoring" messages, namely their average length given by the entropy.
It may be of interest to note the information coded as above is somehow related to Kolmogorov's complexity, defined as the minimum length over all programs (with respect to a universal computer) that print the string and halt (Cover and Thomas 2006) . It is possible interpret the sequence of messages as the program, and the string to be printed as the original pattern. Thus, the longer the program, the higher the complexity of the pattern. For instance, if we trivially consider the stationary, maximum entropy pattern as the initial state, such pattern is characterised by minimum complexity. In fact, no evolution of the dynamical system is possible from stationary initial conditions, therefore no coded information is generated, resulting in a program of zero length.
Here the images have been considered a physical (thermodynamical) system, so this approach is, in some sense, dual to those in which images are considered surfaces whose information content is determined by geometric non-linear characteristics such as the Gaussian curvature; see, for instance, Zetzsche and Barth (1990) and Barth et al. (1998) for definitions and general properties, Rentschler et al. (1996) for an application to visual pattern classification. The dynamic of visual processing is determined by the time courses of the activity of of these cells classes: the signal travels faster along the magnocellular pathway, in that these cells have a shorter latency, so are the first to fire (Wandell 1995) . This means that the processing of the visual stimulus starts from the coarsest resolutions in which there is relatively little information to deal with and only parts of the stimulus that are richer of information are preserved. As time progresses finer and finer scale of resolutions can be considered. This way the system builds up a series of increasingly finer representations and each transition involves an increment δI of information. Visual perception can then be seen as a dynamical process that reconstructs the stimulus, from low to high information content.
Implications for human vision
Concerning the implementation of such a scheme it has been shown (Van Rullen and Thorpe 2001) that the relative order in which ganglion cells fire the first spike can be used to generate an encoding of the visual stimulus from coarse to fine scale of resolution. Furthermore this scheme is supported by neurophysiological findings (Bullier 2001) and, at perceptual level, by the occurrence of discrete and continuous modes of stimulus encoding which appear to be determined by display duration Foster 1986, Foster and Ferraro 1989) .
Further, it is interesting to note that this peculiar relationship between the resolution at which the world is visually represented and the increasing processing time needed to handle finer resolutions has important consequences when vision is not considered per se but as a part of the interactions that a biological agent situated in the world is forced to engage in. As Goodale and Humphrey argued (Goodale and Humphrey 1998) , this fact becomes apparent from an evolutionary standpoint: vision evolved in animals, not to enable them to see the world, but to guide their movements through it. In this perspective, biological vision has two distinct but interactive functions: 1) the perception of objects and their relations, which provides a foundation for the organism's cognitive life; 2) the control of actions directed at those objects, in order to provide quick and fluent responses to the changing environment.
Indeed, the ability to orient rapidly towards salient objects in a cluttered visual scene has evolutionary significance. For instance, it may allow the observer to detect quickly possible prey, predators, or mates. In this sense, the effectiveness in directing gaze rapidly towards object of interest, is likely to be the most important function of selective visual attention. The assumption that the main function of the visual system is the construction of some sort of internal model or percept of the external world (Marr 1982 ) is a quite narrow view of the whole story. The visual control of much more complex behaviors, such as reaching out and grasping an object, also appear to depend on mechanisms that are functionally and neurally separate from those mediating our perception of that object. As we will see later in this paper, animate vision (Ballard 1991 ) is one approach that stems from such requirements.
Using entropy production to derive structural representations
Consider the density of entropy production defined in (13). In has been remarked earlier that density of entropy production measures local loss of information, and thus implicitly defines regions of different information content, or saliency. Furthermore it is clear, by definition, that σ is large along edges, smaller in textured regions, and almost zero in regions of almost constant intensity. For instance, if we consider either "Einstein" or "Lena" under diffusion ( Figs.1 and 2 ), we can roughly distinguish primitive regions of the image according to the following three kinds of behavior:
2) σ(x, y, t) = 0, with slow decay;
3) σ(x, y, t) = 0, with fast decay;
Cases 2) and 3) correspond to regions with high information content, namely strong and weak edges, whereas 1) indicates the presence of smooth areas, conveying minimum information. Moreover, one could assume that strong edges are likely to appear in proper edge regions, and weak edges in textured regions; as an example, consider the hairy region of "Lena" with respect to the face and hat outlines. Hence, such local information could be used as a basis of a segmentation technique. In Fig. 3 an example is shown of entropy production for strong and weak edges respectively. It can be noted that in case of weak edge entropy production decreases more rapidly, and, consequently that entropy increases more in the latter case First, it is reasonable to expect pixels belonging to the same class to have close values of σ across the full range of scales. Thus, to make classification more robust, we consider the local entropy production integrated over scale, defined as
In the following a(·), a function of x and y will be called "activity". Note that "activity" is a measure of the local loss of information integrated along scales, and thus it is a measure of the local content of information in the original image for t = 0. Let Ω be a discrete lattice, consider the set A of all values a(x, y) and define a probability distribution, P (a), on the set A, for every pixel of the image. For most images of interest, steep transitions such as edges occur less frequently than regions where the intensity varies smoothly. Consequently the distribution of the squared gradient (∇f ) 2 values can be thought to follow a monotonically decreasing distribution. Since σ depends essentially on (∇f ) 2 we expect P (a) to be relatively large for small values of a, and to In principle, then, it should be possible to separate the activities corresponding to smooth, textural and edge regions by suitably partitioning the domain of P .
A thresholding procedure, enables the classification of every pixel in the image as belonging to one of three classes: low information or l-type pixel (characterised by low activity), medium information or m-type (medium activity), and high information or h-type (high activity). Identification of such basic types represents a preliminary step, both in the isotropic and anisotropic case, towards the labelling of image regions in terms of basic perceptual components: smooth regions, textures and edge/forms. Experiments have shown (Ferraro et al. 1999 ) that such a procedure entails the separation of well defined shapes characterised by high activity, from textured regions.
Consider for instance Fig. 5 , where segmentation results, obtained with both isotropic and anisotropic diffusion, are reported. It can be seen that separation of regions of different activity entails the separation of well defined objects, the house fence, for instance, characterised by high activity, from a cluttered/textured background (the tree or the lady's skirt). The use of anisotropic diffusion makes localisation of different features in the image more precise. In particular, textural parts are more neatly encoded by m-type regions, whereas localisation of edges is improved, since anisotropic diffusion avoids edge blurring and displacement, and confined to h-type regions. In other terms, the distinction between texture and edge regions becomes less fuzzy when achieved via anisotropic encoding as opposed to isotropic encoding.
Generalising to colour images: deriving spatio-chromatic information
In order to provide an extension of this framework to colour images it is necessary to address the issue of multi-valued isotropic diffusion. A colour image can be considered a vector-valued image, which we denote f (x, y, t) = (f i (x, y, t)) T , where i = 1, 2, 3, labels the colour channels, then a fine-to-coarse transformation must be defined for the vector field f (x, y, t). Little work has been devoted to generalise isotropic diffusion to colour images, while some do address anisotropic diffusion of vector-valued images (Whitaker and Gerig 1994, Sapiro and Ringach 1996) . The problem is commonly tackled by representing a colour image as a system of independent singlevalued diffusion processes evolving simultaneously:
where i = 1, 2, 3 labels the colour components, or channels, in the image. Unfortunately Eq. 15 does not model interactions among different colour channels. In contrast, there is a general agreement that the processing and interpretation of colour images cannot be reduced to the separate processing of three independent channels, but must account to some extent for cross-effects, whatever the channels employed, RGB, HSI, etc. (Wandell 1995) . Indeed, cross-effects are important in complex images where interactions occur among colour, shape and texture (Caelli and Reye 1993) . i and j and whose maximum value is κ ii = 1. We then obtain the following system of coupled evolution equations:
Eq. 16 can be developed as: 
Then, colour evolution across scales, in the different channels, comprises a purely diffusive term and a non-linear term that depends on the interactions among channels; if κ ij = δ ij , that is if the channels are considered as isolated systems Eq. 17 reduces to Eq. 15. By using the phenomenological coefficients L ij defined earlier, local entropy production Σ(x, y, t) = i,j L ij X i · X j (de Groot and Mazur 1962) results to be:
The density of entropy production Σ is, not surprisingly, made up by two terms:
, the density of entropy production for every channel i, considered in isolation, and the cross terms κ ij ∇fi ·∇fj fifj that accounts for the dependence of entropy production on interactions among channels. 
From structural information to animate vision
When looking at a scene in the real world, a human observer moves his eyes three to four times each second (saccades), to bring the fovea, the central area of the retina, to fixate different regions of interest, and such information is integrated across subsequent fixations in order "to get the full picture" (Yarbus 1967 , Noton and Stark 1971 , Ballard 1991 , Krieger et al. 2000 Most important, the region around the point of fixation (the Focus of Attention, FOA) is projected into the fovea and sampled with the highest density and perceived with the highest contrast sensitivity, both decreasing toward periphery. In other terms, there exists redundant high-frequency information in the peripheral region, which is discarded by our visual system.
Saccades are overt shifts of spatial attention that can be performed either voluntarily (topdown), or induced automatically (bottom-up) by salient targets suddenly appearing in the visual periphery and allow us to bring visual targets of interest onto the fovea, the retinal region of highest spatial resolution.
Limiting to bottom-up processes, the attention mechanism can be articulated in two steps: i) compute some measure of saliency over the whole image; ii)generate attentional shifts, to move the FOA on points of interest.
The first step indeed raises the very issue of how visual information, the information contained in an image, can be encoded in a way that is suited for the formation of a conspicuity map. To this end, different approaches have been presented whose architecture and components mimic the properties of primate early vision (Itti et al. 1998 ).
In the following we show that entropy production Σ which has been previously used to encode part of images characterized by different features, can be adopted to build a conspicuity map which represents the relevance of image points. First the a feature map is defined as the activity of the whole process across scales, a Σ (x, y) = ∞ 0 Σ(x, y, t)dt. It is worth noting that since Σ is a decreasing function, a limited number of scale is needed to compute the feature map a Σ (·).
Next, this map undergoes a transformation a Σ → C(a Σ ), which approximates a lateral inhibition mechanism in a similar way (Itti et al. 1998 ). More precisely, C is implemented by the following steps: the values of a Σ (·) are normalised in a range [0, S] , so that S = max {a Σ (x, y)} ;
, where s aΣ is the average of all local maxima. C(a Σ ) eventually represents our information-based conspicuity map. It is worth noting that C is a scalar field, that is the map is able to encode the saliency of each point of a vector-valued, colour image by a scalar quantity. Figure 7 summarizes how the conspicuity map C is obtained from the "Horse" colour image shown in Figure 6 (a) after 50 diffusion iterations.
Simulation
To study the properties of the conspicuity map C, this has been fed into a dynamical neural network, a 2D layer of leaky integrate-and-fire neurons representing a dynamical saliency map (DSM) as proposed by Itti et al. (1998) .
At any given time, the DSM evolution defines the most salient image location to which the FOA
Figure 7: Formation of a conspicuity map: (a)Entropy production at first iteration, darker points, represent higher entropy production points.; (b) 10 iterations; (c) 50 iterations; the final conspicuity map, brighter points, represent higher conspicuity.
should be directed. Such network constitutes the input of a biologically inspired 2D "winner-takeall" (WTA) network (Fig. 8) , which, on the basis of the DSM input, evolves until a neuron (the winner) fires and shifts the FOA on the winning location; this firing also inhibits globally the other neurons in the WTA, while triggering local lateral inhibition (Difference of Gaussian type) in the current FOA area of the DSM layer, so as to prevent immediate return to a just-attended location (see (Itti et al. 1998 ) for details). In our simulation the evolution of both DSM and WTA networks continues until a certain number of FOA has been determined or the most part of the image has been analyzed. Note that the proposed architecture needs not to be tied to the use of WTA but a different Figure 8 : Using entropy production for animate vision: the functional model FOA selection procedure could be applied, for instance one based on constrained random walk (Boccignone and Ferraro 2004) .
Conclusion
In this paper we have attempted to clarify the issue of visual information. As it has been seen there exist different kinds of information that can be applied to investigate visual perception. The first is related to the set of possible images generated by a set of physical objects and hence it depends essentially on the nature of the physical process of image formation, and also the process by which the visual system recovers the state of the world. A second kind of information is linked to the entropy production when images are observed at different scale and hence to the way images are processed. Thus images and image parts with higher content of information correspond to those in which there is a greater entropy production across scales, as underscored by the activity function.
Further when entropy increases both type of information decrease.
Analysis of local entropy production allows to determine which parts of the images are richer in information, these are the first to be processed by the visual system in that they are conserved also at the coarse level of resolution. Next it has been shown how entropy production across scales Thus, on the one hand, entropy production permits to reveal properties of the deep structures of the images; on the other hand it has been observed earlier that visual stream with receptive fields of different size seems to provide the mammal visual system with the means to to perform such an exploration. Such "complementary" between the characteristics of the physical world and the properties of the sensory systems are not surprising in the light of evolution.
Even since Darwin the importance of characterising natural environments for understanding biological design has been widely recognised. Indeed all statistical facts about natural environments appear to be reflected in the design of the human visual system. For instance human eyes are sensitive to a wavelength interval of electromagnetic radiation which corresponds to a sharp trough of absorbance in water, and the three class of cone photoreceptors for instance may reflect the fact that spectra of natural images are highly constrained.
In a similar vein, it could be argued that, by working at different scales, the visual system is able to access different levels of information, that can be the most important for the task at hand.
In other words, often just a part of the full information contained in in image is necessary to carry out a particular task, and so the ability to use precisely the relevant information is essential for an efficient trade of between fineness with with a stimulus is encoded and the time need carry out an appropriate action in response to the stimulus.
