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Waiting times between two consecutive infection and recovery events in spreading processes are
often assumed to be exponentially distributed, which results in Markovian (i.e., memoryless) con-
tinuous spreading dynamics. However, this is not taking into account memory (correlation) effects
and discrete interactions that have been identified as relevant in social, transportation, and disease
dynamics. We introduce a framework to model continuous, discrete, and hybrid forms of (non-
)Markovian susceptible-infected-recovered (SIR) stochastic processes on networks. The hybrid SIR
processes that we study in this paper describe infections as discrete-time Markovian and recovery
events as continuous-time non-Markovian processes, which mimic the distribution of cell cycles. Our
results suggest that the effective-infection-rate description of epidemic processes fails to uniquely
capture the behavior of such hybrid and also general non-Markovian disease dynamics. Providing
a unifying description of general Markovian and non-Markovian disease outbreaks, we instead show
that the mean transmissibility produces the same phase diagrams independent of the underlying
inter-event-time distributions.
I. INTRODUCTION
Models of epidemic processes such as the susceptible-
infected-recovered (SIR) model and related models pro-
vided various insights into dynamical and stationary fea-
tures of disease, opinion, and failure spread in social and
technical systems [1–3]. In the SIR model, infected indi-
viduals may transmit a disease to susceptible ones. After
a certain period, infected individuals recover and are not
part of the disease-transmission process anymore. The
exact time evolution of the continuous-time stochastic
SIR spreading process is described by the Chapman-
Kolmogorov equation or its differential form (i.e., the
master equation). However, exact analytical solutions
of the master equation are limited to special cases and
therefore different approximations are being used (e.g.,
deterministic ODE models [4–6], cavity-like models [7, 8],
and pairwise approaches [9]).
Gillespie and kinetic Monte-Carlo (kMC) ap-
proaches [10] provide techniques to generate statistically
exact trajectories of a master equation. The assumption
underlying kMC simulations of SIR processes is that
waiting times between consecutive recovery and infection
events are exponentially distributed. However, many
natural processes including social dynamics [11, 12]
exhibit correlation and memory (i.e., non-Markovian)
effects [13] and are therefore not described by exponen-
tial (i.e., memoryless) waiting-time distributions [14].
Recent attempts to simulate general non-Markovian
processes led to the development of the non-Markovian
Gillespie algorithm (nMGA) [15] and the Laplace
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Gillespie algorithm (LGA) [16]. Both methods are
based on a mapping of multiple stochastic processes
with general (continuous) waiting-time distributions to
a modified kMC algorithm. As outlined in Ref. [16],
the nMGA is exact only for infinitely many processes
and requires to re-calculate all individual rates at every
time step. This algorithm has the advantage that
it can simulate arbitrary continuous inter-event-time
distributions [15]. The LGA interprets survival functions
of waiting-time distributions as Laplace transforms of
underlying event-rate distributions. Although the LGA
is exact for arbitrary numbers of processes, it is only
applicable to certain waiting-time distributions [16].
In the context of non-Markovian SIR models, there
also exist event-driven and directed-percolation-based
approaches that are directly applicable to these types
of processes [17, 18]. In this paper, we use an ap-
proach similar to the directed-percolation method of
Refs. [17, 18] and map non-Markovian SIR processes
with general waiting-time distributions to a shortest-path
problem [19, 20] in a weighted spreading network. We re-
fer to this method as shortest-path kinetic Monte Carlo
(SPkMC). In contrast to the nMGA, LGA, and afore-
mentioned approximation techniques [4–9], our SPkMC
framework allows us to produce exact stochastic trajecto-
ries of SIR processes for general continuous and discrete
waiting-time distributions on any network.
We use our framework to study continuous, dis-
crete, and hybrid SIR processes. Such hybrid formula-
tions of spreading dynamics can be useful to account
for events that are generated according to a sequence
of fixed-duration schedules (e.g., meeting [21], patient
care [22, 23], and transportation schedules [24]) and (ii)
finite transfer times of information in communication net-
works [25].
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2Figure 1. SIR dynamics on a spreading network. (a) Initialization of edge weights according to Eq. (1) in a spreading
network that consists of 4 nodes. Finite edge weights indicate that disease transmission can occur along the corresponding
edge. (b) Node 1 is infected and transmits the disease to susceptible nodes 2 and 3 that are connected via paths of finite length
(indicated by black arrows). The times at which nodes 2 and 3 get infected are ρ12 = 2.6 and ρ12 + ρ23 = 7.5. All paths that
connect node 1 with node 4 have infinite length, so node 4 cannot be infected. (c) In the long-time limit τ → ∞, all infected
nodes recover.
Various processes that affect human interaction and
information exchange in communication networks can be
modeled as discrete events. Possible examples include
sequences of fixed-duration schedules of meetings (mul-
tiples of hours and minutes) [21–23] and transportation
schedules [24] that can affect disease transmission on a
meta-population level. For communication networks, fi-
nite transfer times and synced digital events (e.g., re-
lease of computer viruses) are also examples of discrete
processes [25].
In addition, hybrid SIR models can also account for la-
tency periods that are typically modeled by introducing
an additional “exposed” compartment [5] and a corre-
sponding latent period, which mimics the observed mean
incubation time (e.g., 8-14 days for measles [26]). As
an alternative to discrete [27–29] and continuous [5] epi-
demic models with “exposed” compartments, our ap-
proach can account for discrete time delays by directly
modifying transmission rates.
Our results suggest that hybrid and also general non-
Markovian disease outbreaks cannot be uniquely cap-
tured by effective infection rates. However, by mapping
hybrid SIR processes to bond percolation [30, 31], we
show that the corresponding mean transmissibilities pro-
duce the same phase diagrams independent of the under-
lying infection- and recovery-time distributions; thus pro-
viding a unifying description of general Markovian and
non-Markovian SIR processes. The framework we pro-
pose assumes no specific form of waiting-time distribu-
tions [29, 32] and allows us to simulate and analytically
describe general discrete, continuous, and hybrid variants
of Markovian and non-Markovian SIR dynamics.
II. SHORTEST-PATH KINETIC MONTE
CARLO
Before focusing on the simulation of hybrid SIR dy-
namics, we introduce the necessary mathematical tool-
box that allows us to map general waiting times to a
shortest-path problem in an underlying spreading net-
work. Let φ(τ) and ψ(τ) be the probability-density or
probability mass functions (PDFs or PMFs) of recovery
and infection times. In continuous time, the probabil-
ity that a recovery (infection) event occurs in the inter-
val (τ, τ + dτ) is φ(τ) dτ (ψ(τ) dτ). The discrete time
analogues φ(τ) and ψ(τ) are the recovery and infection
probabilities after bτc steps, where b·c denotes the floor
function. We denote the cumulative distribution function
(CDF) of φ(τ) and ψ(τ) by Φ(τ) and Ψ(τ). The func-
tion Φ(τ) (Ψ(τ)) is the probability that a recovery (infec-
tion) event occurred in [0, τ ]. In the case of Poissonian
SIR dynamics, waiting-time distributions are described
by the PDFs φ(τ) = γe−γτ and ψ(τ) = βe−βτ and CDFs
Φ(τ) = 1 − e−γτ and Ψ(τ) = 1 − e−βτ , where γ and β
are the corresponding recovery and infection rates. Note
that we use prefixes such as “Erlang-geometric” to indi-
cate the recovery and infection time distributions (φ(τ)
and ψ(τ)) of the corresponding hybrid SIR process.
For given distributions φ(τ) and ψ(τ), we con-
sider M realizations of SIR dynamics to correspond
to an ensemble of M directed spreading networks
{Gk(V,E)}k∈{1,...,M}, where V and E denote the sets
of nodes and edges. Each network Gk(V,E) is initialized
as follows. For each node s in Gk(V,E), we generate a
random number x ∼ U(0, 1) and use an inverse transform
sampling of Φ(τ) to determine the recovery time of node
s according to Φ−1(x). For each node t that is adjacent
to s, we generate another random number y ∼ U(0, 1)
and determine the infection time Ψ−1(y). We now use
Φ−1(x) and Ψ−1(y) to determine edge weights [17]
ρst =
{
Ψ−1(y) , Ψ−1(y) ≤ Φ−1(x) ,
∞ , Ψ−1(y) > Φ−1(x) . (1)
We set ρst to Ψ
−1(y) (i.e., the disease transmission time
from node s to t) if infection occurs before recovery, and
ρst = ∞ otherwise. Note that the interaction terms can
also be general ρst = f(Ψ(y),Φ(x), θs, θt), where f(·) ac-
counts for node-dependent transmission features (θs, θt)
like age, gender, and other social and demographic fac-
tors including interventions like the probability of quar-
3Figure2. Fraction of recovered nodes in Poissonian and
hybrid Poisson-geometric SIR processes. The fraction
of recovered nodes 〈r〉 (see Eq. (3)) as a function of the ef-
fective infection rate for (a) fully Poissonian and (b) Poisson-
geometric) SIR processes. The effective spreading rates are
λPP = β/γ and λPG1 = q/γ. Analytical solutions (blue solid
lines) are based on Eqs. (13) and (11) for a random-regular
graph with k = 5. Numerical simulations have been per-
formed for N = 105 nodes and M = 102 realizations.
antine or contact containment restrictions. If the CDFs
are not invertible, we can generate edge weights with
rejection sampling. In Fig. 1 (a), we show an illustra-
tion of the weight initialization procedure for a network
that consists of 4 nodes. We again note that networks
Gk(V,E) are directed (i.e., weights ρst may be different
from ρts). In the case of Poissonian dynamics, we obtain
ρst =
{
− ln(x)β , − ln(x)β ≤ − ln(y)γ ,
∞ , − ln(x)β > − ln(y)γ .
(2)
In addition to edge weights, we also keep track of node
weights τi = Φ
−1(x) to describe the evolution of SIR
dynamics in a network.
After having identified all weights, we obtain one real-
ization Gk(V,E) of the spreading network. In the next
step, we take Gk(V,E) and infect one uniformly at ran-
dom selected node (see Fig. 1 (b)). All nodes that are
connected to the initially infected node through paths of
finite length are also infected and recover in the limit of
τ → ∞ (see Fig. 1 (c)). The shortest-path length be-
tween an infected source and its target node is the cor-
responding disease transmission time. This formulation
of disease transmission can be viewed as a “least action
principle” for kMC. If all paths that connect two nodes
are infinite, we know that one or multiple recovered (or
quarantined/removed) nodes hinder disease transmission
(see node 4 in Fig. 1). To describe SIR dynamics with n
initially infected nodes, we use Ijk to denote the set of in-
fected nodes that result from an initial infection of node j
in Gk(E, V ). The corresponding set of all infected nodes
that result from multiple spreading seeds in Gk(V,E) is
Ik =
⋃n
j=1 I
j
k. The SPkMC framework also allows us to
monitor the infection and recovery times of individual
nodes. In App. A and App. B, we outline how the evolu-
tion of susceptible, infected, and recovered nodes can be
reconstructed from shortest paths and describe the pos-
sibility to account for quarantine protocols in SPkMC
simulations.
The stationary fraction of recovered nodes in network
Gk(E, V ) is rk = |Ik|/N , where N = |V | is the number
of nodes, and the corresponding ensemble average over
{Gk(V,E)}k∈{1,...,M} yields
〈r〉 = 1
M
M∑
k=1
rk . (3)
For each network realization Gk(E, V ), we have to iden-
tify all shortest paths, an operation with run time of or-
der O(|E|+ |V | log |V |) when using optimized data struc-
tures such as Fibonacci heaps [33]. For n initially infected
nodes, we can determine the number of susceptible S(t),
infected I(t), and recovered R(t) nodes at time t (see
App. A) after running Dijkstra’s algorithm n times. Typ-
ically, the number of initially infected nodes n is small
and thus the run time of our algorithm is still of order
O(|E|+|V | log |V |). Reference [16] discusses the run time
complexity of the nMGA and LGA per generated event.
Since our SPkMC framework can simulate SIR dynam-
ics with one run of Dijkstra’s algorithm, the computa-
tional complexity of our framework does not depend on
the number of time steps that one wants to simulate.
In App. C, we consider Poissonian dynamics (see
Eq. (2)) and show that our SPkMC simulations of sta-
tionary and dynamical SIR features agree well with cor-
responding kMC simulations. An advantage of our pro-
posed shortest-path SIR simulation method is the possi-
bility to simulate general Markovian and non-Markovian
dynamics with continuous and discrete waiting time dis-
tributions.
III. HYBRID CONTINUOUS-DISCRETE SIR
DYNAMICS
To describe latency periods in infection processes
(i.e., no infection occurs during a certain time window),
we apply our simulation framework to hybrid Poisson-
geometric SIR dynamics with discrete infection events
that are distributed according to a geometric density
function
ψG1(τ) =
∞∑
k=1
δ(τ − k)(1− q)k−1q , (4)
where q is the probability that an infection event oc-
curs within a time step of 1 and δ(·) is the Dirac delta
4function. We show in App. D that the master equation
of hybrid Poisson-geometric SIR dynamics is no longer
time-homogeneous. In App. E, we also consider an alter-
native definition of the geometric distribution ψG2 that
takes on finite values for all non-negative integers. The
geometric distribution is the discrete memoryless coun-
terpart of exponential distributions.
We can now use our simulation framework to study
disease outbreak characteristics of such hybrid SIR pro-
cesses. As for many epidemic processes [5], we charac-
terize disease dynamics in terms of the effective infec-
tion rate λ = 〈τ〉φ/〈τ〉ψ, where 〈τ〉ψ and 〈τ〉φ are the
mean times to infection and recovery, respectively. For a
fully Poissonian SIR process, the effective infection rate is
λPP = β/γ and invariant upon rescaling of infection and
recovery rates by a constant factor [1]. That is, the corre-
sponding fraction of recovered (see Eq. (3)) only depends
on the effective infection rate λPP (see Fig. 2 (top)). By
analogy, we now use λPG1 = 1/(γ〈τ〉ψ) to denote the ef-
fective infection rate for Poissonian-geometric dynamics
with infection-time PDF ψG1 and
〈τ〉ψ =
∞∑
τ ′=1
τ ′(1− q)τ ′−1q = q−1 . (5)
However, unlike in fully Poissonian SIR dynamics, we
cannot uniquely capture the corresponding phase space
by the effective infection rate λPG1 (see Fig. 2 (bottom)).
That is, we observe different fractions of recovered 〈r〉
for the same value of λPG1 . To better understand the
phase space of hybrid SIR processes, we proceed with a
mapping to bond percolation.
IV. MAPPING HYBRID SIR DYNAMICS TO
BOND PERCOLATION
We now analytically characterize the hybrid SIR dis-
ease prevalence in terms of the mean transmissibility
T that describes the probability of an infection to be
transmitted from an infected to an adjacent susceptible
node [31]:
T =
∫ ∞
0
φ(τ)
∫ τ
0
ψ(τ ′) dτ ′ dτ . (6)
In networks with no degree correlations, the critical
transmissibility above which an SIR epidemic spreads
through a finite fraction of the system is given by the
bond percolation threshold [1, 31]
pc =
〈k〉
〈k2〉 − 〈k〉 , (7)
where 〈k〉 and 〈k2〉 denote the first and second moment
of the degree distribution Pk. For Poisson-geometric SIR
dynamics, the mean transmissibility is
TPG1 = TPG1(γ, q) = e
−γ
[
1 +
(eγ − 1) (q − 1)
eγ + q − 1
]
. (8)
Figure 3. Comparison of phase spaces. We show the sep-
aration lines between phases with and without disease out-
breaks. The black solid line corresponds to Poissonian SIR
dynamics with TPP = λPP/(1 + λPP) and λPP = β/γ. The
light (dark) grey solid line describes the phase separation
for Poissonian-geometric SIR dynamics with ψG1 (ψG2) (see
Eqs. (4) and (8) and the SI for details).
In App. E, we provide further details about the derivation
of Eq. (8) and compare the fully Poissonian and Poisson-
geometric case. According to Eqs. (7) and (8), we find
the phase separation line qc = pc(e
γ − 1)/(1− pc), which
separates the phases with and without disease outbreaks
(see Fig. 3). For γ = 1 and γ = 0.1, we obtain the critical
effective infection rates λcPG1 ≈ 0.57 and λcPG1 ≈ 0.35,
respectively. These values agree well with the numerical
data of Fig. 2 (bottom).
Note that TPG1(γ, q) cannot be parametrized in terms
of an effective infection rate λPG1 (see Fig. 3) whereas
for fully Poissonian dynamics the mean transmissibility
TPP = λPP/(1+λPP) only depends on the effective infec-
tion rate λPP = β/γ (see App. C and Ref. [31]). However,
if γ is small, we find that
lim
γ→0
TPG1(γ, q) = TPG1(λPG1) = 1− λ−1PG1 , (9)
Thus, for sufficiently small values of q and γ (i.e., long
mean infection and recovery times), the mean transmis-
sibility TPG1(γ, q) only depends on the effective infection
rate λPG1 . In the SI, we show that this is also the case
for the alternative formulation of Poisson-geometric SIR
dynamics with ψG2 . A graphical interpretation of this
result is that the phase separation lines in Fig. 3 merge
as 〈τ〉φ = γ−1 and 〈τ〉ψ tend to infinity.
To determine the relative size of the epidemic S(T)
as function of the mean transmissibility T, we use a
generating-function approach [31] and first consider an
uncorrelated network for which the conditional proba-
bility P (k|k′) = kPk/〈k〉 does not depend on k′. This
approach is based on two generating functions G0(x;T)
and G1(x;T). The former is the generating function of
the distribution of occupied edges belonging to a certain
5node, as a function of T [31]:
G0(x;T) =
∞∑
k=0
Pk
(
1−T + xT
)k
. (10)
The distribution of occupied edges leaving a node at
which we arrived by following a randomly selected edge
is generated by [31]
G1(x;T) =
G′0(x;T)
G′0(1;T)
=
∑∞
k=0 Pkk(1−T + xT)k−1∑∞
k=0 Pkk
.
(11)
Note that we use G′0(x;T) to indicate a derivative of
G0(x;T) with respect to x. To determine S(T) (see
Eq. (13)), we solve the self-consistency equation
u = G1(u;T) (12)
and compute
S(T) = 1−G0(u;T) , (13)
where u is the probability that the node at the end of a
randomly selected edge does not lead to a giant macro-
scopic component. In App. F, we generalize Eqs. (11)
and (13) to account for correlation effects between near-
est neighbors. Note that the generating function formal-
ism is useful for cases when the exact network is unknown
but only its degree distribution.
For details on limitations of the described bond-
percolation mapping, see App. H and Refs. [8, 34, 35].
As in Fig. 2, we now consider a random-regular graph
with degree k = 5. The degree distribution is Pk =
δk5, where the Kronecker delta is δkk′ = 1 if k = k
′
and zero otherwise. In Fig. 2, we show the analytical
solution of Eqs. (13) and (11) for fully Poissonian (TPP)
and Poisson-geometric (TPG1) SIR dynamics. For a small
number of initially infected nodes, the relative outbreak
size S(T) corresponds to the fraction of recovered nodes
〈r〉 (see Eq. (3)). We observe that the bond-percolation
description of hybrid and fully geometric SIR (see top left
panel of Fig. 4) outbreaks agree well with simulations.
V. UNIFYING NON-MARKOVIAN SIR
PROCESSES
Up to this point, we focused on hybrid SIR processes
with variations in the infection-time distributions. To
understand the general applicability of our framework,
we now consider non-Markovian SIR dynamics with re-
covery times that are distributed according to the Erlang
distribution
φ(τ) =
γnτn−1e−γτ
(n− 1)! , (14)
where n and γ are the so-called shape and rate param-
eters. The Erlang distribution allows us to account for
Figure 4. Outbreak sizes for non-Markovian SIR pro-
cesses. The fraction of recovered nodes 〈r〉 (see Eq. (3)) for
(a) geometric-geometric and (b) Erlang-geometric SIR pro-
cesses as a function of the corresponding effective infection
rates. (c) Markovian and non-Markovian outbreak sizes col-
lapse onto the same curve when plotted against T. Numeri-
cal simulations have been performed for N = 105 nodes and
M = 102 realizations with 100 random initial infections.
recovery processes that are not just exponentially dis-
tributed but more concentrated within a certain time
window. It is the distribution that describes the sum
of n independent exponential variables with rate γ. The
Erlang distribution has been used as an approximation of
cell-cycle time distributions [36] and as such it is a good
candidate for disease recovery processes as cells cycles
have n stages through which they are progressing (e.g.,
n = 4 for COVID-19 [37]). In Fig. 4 (top right), we ob-
serve that Erlang-geometric SIR processes can also not
be described by an effective infection rate. The consid-
ered examples of non-Markovian SIR processes show that
the effective-spreading-rate description cannot uniquely
characterize hybrid and general non-Markovian disease
outbreaks. Instead, the mean transmissibility T provides
a unifying control parameter as we show in Fig. 4 (bot-
tom). In App. G, we outline that this also holds for
other networks including Erdo˝s-Re´nyi, Baraba´si-Albert,
and various empirical networks.
VI. DISCUSSION AND CONCLUSION
We introduced numerical and analytical frameworks
for the study of general (non-)Markovian SIR dynam-
ics on networks. Furthermore, we proposed a novel
hybrid SIR process that models infection and recovery
as discrete-time Markovian and continuous-time (non-
)Markovian processes, respectively. The discussed ex-
6amples of hybrid SIR processes can account for cell-cycle
distributions and latency intervals during which no infec-
tion events occur. We showed that the effective-infection-
rate description of Markovian SIR processes [1] can-
not uniquely capture non-Markovian epidemic outbreaks.
However, our results suggest that the mean transmissi-
bility provides a unifying description of (non-)Markovian
SIR processes across a wide range of network structures
(see App. G) and infection and recovery time distribu-
tions. These observations are of particular interest for
disease control and hint at a re-definition of the epidemic
threshold to appropriately account for disease dynamics
and network structure [38]. Our results also complement
an earlier study on non-Markovian SIR dynamics [39],
which showed that strong temporal heterogeneity in the
contact patterns between individuals may significantly
suppress epidemic outbreaks.
Further motivation for the study of discrete interaction
processes comes from temporal-network theory, where
the majority of temporal interactions is considered to be
discrete [40, 41]. Future studies may extend our work to
hybrid models on temporal networks.
Our findings are in accordance with earlier results on
non-Markovian susceptible-infected-susceptible (SIS) dy-
namics [14], where a modified effective infection rate was
used to uniquely capture corresponding steady states.
A mean-field analysis of SIS dynamics [42] also re-
vealed that there is an equivalence between certain non-
Markovian and Markovian SIS processes. Similar con-
cepts may be helpful to better understand similarities
between non-Markovian and Markovian SIR dynamics.
To summarize, our work can contribute to more ac-
curate and informative models of spreading processes on
networks and meta-population spreading models [43, 44].
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8Figure 5. Quarantine with SPkMC simulations. We use the SPkMC framework to simulate quarantine of nodes on a
Erdo˝s-Re´nyi (N = 105 nodes and mean degree 〈k〉 = 3) for fully Poissonian SIR dynamics (β = 0.1, γ = 0.02). We show the
cumulative proportion of infected nodes c(t) =
∫ t
0
i(t′) dt′ as a function of time t. (a) We quarantine all nodes from t1 = 20
until t2 = 20 + 30 = 50. (b) We quarantine 50% of nodes from t1 = 20 until t2 = t1 + 30 = 50 and from t3 = 70 until
t4 = t3 + 30 = 100.
Appendix A: Dynamics reconstruction
Based on the SPkMC framework that we outline in Sec. II, we can also determine the evolution of susceptible,
infected, and recovered nodes. We use 1− 〈S(t)〉 to denote the mean number of non-susceptible nodes prior to some
time t and compute this quantity from the set of edge-weighted spreading graphs {G1, . . . , GM} according to
1− 〈S(t)〉 = 1
M
M∑
i=1
∣∣∣∣∣⋃
k∈I
{j : dGi(k,j) ≤ t}
∣∣∣∣∣ , (A1)
where I is the set of initially infected nodes and dGi(k,j) is the shortest-path length from node k to node j in the
weighted spreading network Gi. To determine the fraction of infected and recovered nodes at time t, we compute the
cardinality of the set of all nodes that are connected with an infected source node through a path of maximum length
t. To extract the dynamical behavior of infected nodes from an SPkMC simulation, we need to include node-recovery
weights {τi} in our simulation framework. Similarly to Eq. (A1), we determine the mean number of infected nodes
〈I(t)〉 according to
〈I(t)〉 = 1
M
M∑
i=1
∣∣∣∣∣⋃
k∈I
{j : dGi(k,j) < t− τj}
∣∣∣∣∣ . (A2)
Appendix B: Quarantine dynamics
In this section, we describe the possibility to apply the SPkMC framework of Sec. II to quarantine modeling. Recall
that Dijkstra’s algorithm [45] is constructing shortest paths via dynamic programming updates. At iteration n = 0,
all distances dGi(k,j)[n] =∞ are set to infinity, except for the source node dGi(k,k)[n] = 0. At iteration n, we update
the shortest path with the following equation:
dGi(k,l)[n+ 1] = min
{
dGi(k,l)[n], dGi(k,j)[n] + ρj,l
}
, (B1)
where ρj,l is the edge weight between nodes j and l.
One possible quarantine strategy would be that a pre-defined set of nodes gets removed from the network at
quarantine time t1 and brought back at time t2. This procedure can be repeated as often as necessary and directly
incorporated in our simulation framework. Nodes can only infect others or be infected by surrounding nodes if they
are not under quarantine (i.e., not removed). The outlined quarantine protocol can be implemented as follows. For a
given source node k, some target node l, and a node j that is under quarantine during t ∈ [t1, t2], the shortest-path
calculation can be extended by adapting distance updates in Dijkstra’s algorithm:
9Figure 6. Stationary behavior in SPkMC and kMC SIR simulations. (a) A contour plot of the Poissonian mean
transmissibility (see Eq. (C1)). The black solid line separates the phases with and without giant (outbreak) components (i.e.,
λcPP = 1/3). (b) We consider a random-regular network with degree k = 5 and N = 10
4 nodes. For λPP > λ
c
PP = 1/3 (see
Eq. (C2)), the initial fraction of 10−3 infected nodes spreads through the system. We show the fraction of recovered nodes 〈r〉
as a function of λPP. The blue solid line is a solution of SIR percolation problem [31] (see Eqs. (12) and (13)) and the grey dots
and black crosses are kMC and SPkMC simulations averaged over 103 realizations (error bars are smaller than the markers).
dGi(k,l)[n+ 1] = min
{
dGi(k,l)[n], dGi(k,j)[n] + ρj,l + χB(dGi(k,j)[n] + ρj,l)
}
, (B2)
where ρj,l is the inter-event edge transmission delay between nodes, B = R≥0 \ [t1, t2], and χB(x) is the characteristic
function of B:
χB(x) =
{
0 , x ∈ B ,
+∞ , x /∈ B . (B3)
According to Eq. (B5), we obtain a finite shortest-path length dGi(k,l) if no quarantined node lies between nodes k
and j. That is, dGi(k,l) is finite if dGi(k,j) + ρj,l ∈ R≥0 \ [t1, t2] for at least one node j. We show an SPkMC simulation
for quarantine on a random network in Fig. 5. We observe a drop in the number cumulative proportion of infections
c(t) =
∫ t
0
i(t′) dt′ as soon as quarantine begins.
The prior quarantine protocol can be generalized as follows. Each node j can have its own quarantine from time
t
(j)
1 until t
(j)
2 . Accordingly, we can define B
(j) = R≥0 \ [t(j)1 , t(j)2 ] and χB(j)(x), the characteristic function of B(j):
χB(j)(x) =
{
0 , x ∈ B(j) ,
+∞ , x /∈ B(j) . (B4)
Now, for a given source node k, some target node l, and a node j that lies on the path between k and l, the
shortest-path calculation in Dijkstra’s algorithm can be extended by adapting the dynamic programming update:
dGi(k,l)[n+ 1] = min
{
dGi(k,l)[n], dGi(k,j)[n] + ρj,l + χB(j)(dGi(k,j)[n] + ρj,l) + χB(l)(dGi(k,j)[n] + ρj,l)
}
, (B5)
where the characteristic function χB(j) of node j prohibits transmission from node j if it is under quarantine and the
characteristic function χB(l) prohibits transmission to node l if it is under quarantine.
Appendix C: Comparison of algorithms
Here, we compare the stationary and transient behavior of fully Poissonian SIR dynamics that we obtain with
SPkMC and kMC simulations [18] (see Fig. 6). We consider a regular random network with degree k = 5 and
N = 104 nodes. For Poissonian infection and recovery times, the mean transmissibility is [31]
TPP = TPP(λPP) = 1−
∫ ∞
0
γe−γτe−βτ dτ = 1− γ
β + γ
=
λPP
λPP + 1
, (C1)
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Figure 7. Transient behavior in shortest-path and kMC SIR simulations. We show the fraction 1 − 〈s(t)〉 of non-
susceptible nodes as a function of time for fully Poissonian SIR dynamics (blue solid line: kMC, black crosses: SPkMC).
Simulations have been performed on a random-regular network with degree k = 5 and N = 104 nodes and the numerical data
is based on M = 102 samples. We used a recovery rate γ = 0.1 and infection rates β = 0.05 and β = 0.08 in (a) and (b),
respectively.
where the effective infection rate is λPP = β/µ. This yields the threshold
λcPP =
〈k〉
〈k2〉 − 2〈k〉 (C2)
above which giant (outbreak) components are observable. We show a comparison of the transient behavior of SPkMC
and kMC simulations in Fig. 7.
Appendix D: Master equation for hybrid Poisson-geometric SIR dynamics
In this section, we formulate the master equation for hybrid Poisson-geometric SIR dynamics. Let us denote the
probability of finding a system in configuration σ at time t as P (σ, t). The probabilities P (σ, t) fulfill the normalization
condition
∑
σ P (σ, t) = 1 and the probabilistic evolution of the system is governed by the master equation:
∂
∂t
P (σ, t) =
∑
σ∗ 6=σ
P (σ∗, t)W (σ∗ → σ)−
∑
σ∗ 6=σ
P (σ, t)W (σ → σ∗) . (D1)
The first term on the right-hand side of Eq. (D1) describes the “inflow” into configuration σ from other configurations
σ∗ with transition rate W (σ∗ → σ) and the second term accounts for the corresponding “outflow” with transition rate
W (σ → σ∗). In the case of SIR dynamics, every configuration is a n-dimensional vector σ = (σ1, . . . , σn) that describes
the state of every node with σi ∈ {S, I,R}. For hybrid Poisson-geometric SIR process, the transition rates are not
constant in time anymore. This implies that the stochastic process is still Markovian, but not time-homogeneous as
some transitions may only occur for integer times t. We factorize the transition rates in the following way:
W (σ∗ → σ, t) =
n∏
i=1
w
(
σ∗i → σi|
{
σ∗j
}
j:Ai,j=1
, t
)
, (D2)
where A is the adjacency matrix, w(·) denotes the local transition rate of state σi conditioned on the neighboring
states σ∗j at time t. The recovery rates are constant in time:
w (σ∗i = I → σi = R|t) = γ . (D3)
However, disease transmissions only occur when the time t is an integer:
w
(
σ∗i = S → σi = I|
{
σ∗j = I
}
j:Ai,j=1
, t
)
dt =
1− ∏
j:Ai,j=1
(1− q)
1N+(t) , (D4)
where 1N+(t) denotes the indicator function of the positive natural numbers N+, which is equal to 1 when t belongs
to N+ and zero otherwise.
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Appendix E: Influence of discrete infection times on transmissibility
In Sec. III, we consider the following definition of the geometric distribution:
ψG1(τ) =
∞∑
k=1
δ(τ − k)(1− q)k−1q , (E1)
where q is the probability that an infection event occurs within a time interval of length 1 and δ(·) is the Dirac delta
function. This yields the mean transmissibility
TPG1 = TPG1(γ, q) =
∫ ∞
1
φ(τ)
bτc∑
τ ′=1
(1− q)τ ′−1q dτ
=
∫ ∞
1
φ(τ)
[
1− (1− q)bτc
]
dτ
= e−γ −
∫ ∞
1
φ(τ)(1− q)bτc dτ
= e−γ −
∞∑
k=1
∫ k+1
k
γe−γτ (1− q)k dτ
= e−γ − (eγ − 1)
∞∑
k=1
(1− q)ke−(k+1)γ
= e−γ
[
1 +
(eγ − 1) (q − 1)
eγ + q − 1
]
,
(E2)
where φ(τ) = γe−γτ is the exponential recovery time distribution with recovery rate γ. For small γ, the mean
transmissibility is
lim
γ→0
TPG1(γ, q) = TPG1(λPG1) = 1− λ−1PG1 =
λPG1 − 1
λPG1
, (E3)
where λPG1 = 1/(γ〈τ〉ψ) = q/γ. Based on the definition of the counting process in the Bernoulli trials, one can
also define the geometric distribution where the counting starts at 1. There is no correct way, it depends on the
actual definition of the stochastic process and alignment of the discrete and continuous inter-event times. Different
definitions have different interpretations. For example, the above definition assumes that we allow the transmission
to happen with probability q at any non-negative integer number. However, if the counting process is defined over
natural numbers (positive integers), it would represent the process with density
ψG2(τ) =
∞∑
k=0
δ(τ − k)(1− q)kq (E4)
and mean transmissibility
TPG2 = TPG2(γ, q) =
∫ ∞
0
φ(τ)
bτc∑
τ ′=0
(1− q)τ ′pdτ
=
∫ ∞
0
φ(τ)
[
1− (1− q)1+bτc
]
dτ
= 1− (1− q)
∫ ∞
0
φ(τ)(1− q)bτc dτ
= 1− (1− q)
∞∑
k=1
∫ k
k−1
γe−γτ (1− q)k−1 dτ
= 1− (eγ − 1)
∞∑
k=1
(1− q)ke−kγ
= 1 +
(eγ − 1) (q − 1)
eγ + q − 1 .
(E5)
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Figure 8. Influence of geometric distributions on transmissibility. We illustrate the dependence of the mean transmis-
sibility TPG1(γ, q) (a) and TPG2(γ, q) (b) on the infection probability q and recovery rate γ. The black solid line separates the
phases with and without giant (outbreak) components.
Note that the limiting behavior limγ→∞TPG2(γ, q) = q is in sharp contrast to the Poissonian case, where
limγ→∞TPP(λPP) = 0. We find for small values of q and γ:
lim
γ→0
TPG2(γ, q) = TPG2(λPG2) = 1− λ−1PG2 =
λPG2 − 1
λPG2
, (E6)
where λPG2 = 1/(γ〈τ〉ψ) = q/ [(1− q)γ]. We show a comparison of the phase diagrams of hybrid SIR processes with
infection-time distribution ψG1 and ψG2 in Fig. 8.
Appendix F: Correlated Networks
The bond-percolation mapping that we outlined in Sec. IV is applicable to networks with an uncorrelated degree
distribution (i.e., P (k|k′) = kP (k)/〈k〉). For networks with degree correlations, we use the notation [46] P (k|k′) =
〈k〉P (k, k′)/(k′P (k′)) and extend the generating-function approach of Sec. IV according to
S(T) = 1−G0(u;T) , (F1)
where G0(u;T) =
∑kcut
k=0 P (k)
(
1−T + ukT
)k
, u = (u1, u2, . . . , ukcut), uk = G1(u;T), and
G1(u;T) =
kcut∑
k′=0
〈k〉P (k, k′)
k′P (k′)
(1−T + uk′T)k′−1 . (F2)
This extension accounts for correlations between neighboring nodes and is based on the assumption that the considered
network is locally treelike [46]. We use kcut to denote the largest degree in the network. The function G0(u;T) is the
generating function of the distribution of occupied edges belonging to a certain node. The distribution of occupied
edges leaving a node at which we arrived by following a randomly selected edge is generated by G1(u;T) and uk is the
probability that a node with degree k at the end of an randomly selected edge is occupied. Furthermore, note that
degree-degree correlations become irrelevant for the percolation transition if the spectrum of the branching matrix
Bk,k′ = (k
′ − 1)P (k′ |k) satisfies certain conditions [46].
For a given network structure, we can use the SPkMC framework (see Sec. II) to simulate general (non-)Markovian
SIR dynamics on a corresponding network. The generating-function approach provides a possibility to gain insights
into (non-)Markovian disease outbreaks if we only know about the degree distribution of a certain network. In this
case, the underlying network structure would be implicitly described by a configuration model, which corresponds to
a network reconstruction using the max entropy principle [47] with a certain degree distribution as constraint. We
summarize these points in Fig. 9.
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(a) Network degree distribution P(k) is known
Generating functions (bond percolation) + 
configuration model (max entropy principle)
Exact network is known
Network degree distribution P(k) 
+ degree correlations P(k,k’) 
is known
Generating functions with correlations  + 
configuration model (max entropy principle)
Shortest-path Kinetic Monte Carlo
Continuous time process Discrete time process
Node properties:
Age, Sex,
Quarantine, etc.
G=(V,E) contact network +
(Non)Markovian temporal interaction
(b)
(c)
(d)
Figure 9. Schematic diagram of proposed framework: (a) Example of a contact network (Baraba´si-Albert) N = 225 nodes
and each new node is connected to 2 existing nodes, node size scales with betweenness centrality. (b-c) Generating function
formalism for a given network degree distribution with/without degree correlations. (d) SPkMC simulations on a given network.
(e) (Non-)Markovian temporal interactions for generalized SIR process.
Appendix G: Different networks
In the main text, we outlined that effective infection rates cannot uniquely capture hybrid and general non-
Markovian disease outbreaks. However, our results for random-regular networks (see Fig. 4) suggest that the mean
transmissibility (see Eq. (6)) produces phase diagrams that are independent of underlying infection- and recovery-time
distributions. In Fig. 10, we show that this observation can also be made for other synthetic and real-world networks.
For Erdo˝s-Re´nyi networks, we can use the bond-percolation description of disease outbreaks to analytically describe
the phase diagram. In the case of Baraba´si-Albert networks, we use the generating function approach for correlated
networks (see App. F) to obtain the corresponding analytical description.
Appendix H: Further corrections to the percolation mapping
We utilized the SPkMC framework and Gillespie methods [10, 51] to generate exact realizations of hybrid and non-
Markovian SIR dynamics and compared them to corresponding analytical (bond percolation) predictions on synthetic
and real-world networks. The discussed mapping to bond percolation can be further enhanced by introducing certain
corrections, which is going to be part of our future work. For example, corrections to the mean transmissibility may
result from considering the probability that m out of n edges get activated [17]:
Tn,m =
(
n
m
)∫ ∞
0
φ(τ)
[
1−
∫ τ
0
ψ(t) dt
]n−m [∫ τ
0
ψ(t)dt
]m
dτ. (H1)
Note that the mean transmissibility of the main manuscript is a special case of Tn,m for m = n = 1. In addition,
corrections accounting for semi-directed spreading involve tracking down the exact direction of activated links [34]
using an extended generating function formalism.
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Figure 10. Phase diagrams of hybrid SIR processes on different networks. We use the SPkMC framework to simulate
Erlang-geometric SIR processes on different networks and show the corresponding phase diagrams (i.e., the fractions of recovered
nodes 〈r〉 as a function of the mean transmissibility TPG1(γ, q). All simulations are based on 100 samples and a fraction of
0.01% initially infected nodes. We used the following networks: (a) Erdo˝s-Re´nyi (N = 104 nodes and mean degree 〈k〉 = 10),
(b) Baraba´si-Albert (N = 104 nodes and each new node is connected to 2 existing nodes), (c) Facebook (N = 4039 nodes and
〈k〉 = 21.85) [48], (d) Petster (N = 1858 nodes and mean degree 〈k〉 = 13.49) [49], and (e) LiveJournal (N = 5204176 nodes
and mean degree 〈k〉 = 18.90) [50]. The analytic solutions are based on Eqs. (12) and (13) (Erdo˝s-Re´nyi) and Eqs. (F1) and
(F2) (Baraba´si-Albert).
