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It is shown how to compute the lexicographically maximum suﬃx of a string of n  2
characters over a totally ordered alphabet using at most (4/3)n − 5/3 three-way character
comparisons. The best previous bound, which has stood unchallenged for more than
25 years, is (3/2)n − O (1) comparisons. We also prove an interesting property of an
algorithm for computing the maximum suﬃx both with respect to a total order < and
with respect to its inverse order >.
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1. Introduction
Let Σ be an alphabet equipped with a total order <. As is standard, the total order is extended to all of Σ∗ using the
lexicographic convention: For all u, v ∈ Σ∗ , u < v if and only if u is a proper preﬁx of v or u and v can be written in the
form u = xay and v = xbz with x, y, z ∈ Σ∗ , a,b ∈ Σ and a < b.
We consider the problem of determining the (lexicographically) maximum suﬃx of a given nonempty string a1 · · ·an
over Σ . More precisely, we want to compute the (unique) r ∈ {1, . . . ,n} such that for all s ∈ {1, . . . ,n} with r = s, ar · · ·an >
as · · ·an . As in earlier work, our measure of the complexity of an algorithm for this and related problems is the number of
three-way comparisons carried out between characters of the input string. For 1 i, j  n, a three-way comparison between
ai and a j , written compare(i,j,a) in our program code, yields one of three outcomes, say ‘<’ if ai < a j , ‘=’ if ai = a j
and ‘>’ if ai > a j . Comparisons that are not between input characters are neither counted nor mentioned.
In 1983 Duval published a celebrated algorithm for the related problem of so-called Lyndon factorization [1]. Duval bounds
the number of (three-way) comparisons carried out by his algorithm on an n-character input string by (3/2)n and shows
that, essentially as a by-product and without the need for any additional comparisons, the algorithm also computes the
maximum suﬃx of the input string. An algorithm of Shiloach [2] for the related problem of so-called canonization of circular
strings can compute the maximum suﬃx of a (linear) string of length n, also within (3/2)n+ O (1) comparisons. Despite the
fundamental nature of the problem of ﬁnding the maximum suﬃx of a given string, no better algorithm (in terms of the
worst-case number of comparisons) was known previously. We present a new algorithm that solves the problem with at
most (4/3)n−5/3 comparisons for n 2. Although it is not obvious from the control ﬂow of the algorithm, we demonstrate
that it runs in linear time.
We also show that if Duval’s algorithm is applied to an n-character string with n 2 both for a total order < and for its
inverse order >, the worst-case total number of comparisons that it uses is (5/2)n − 3. This bound is remarkable in that
it is precisely the sum of the worst-case number and the best-case number of comparisons for Duval’s algorithm.
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Since our work builds upon that of Duval [1], we begin by recalling his algorithm and its formal underpinnings. Deﬁne
the period of a string u as the smallest nonnegative integer m such that u is a preﬁx of vu for some m-character string v
(other authors use the term “period” with a related, but different meaning). It is helpful for the following to observe that
u is a preﬁx of vu if and only if it is a preﬁx of vk for some suﬃciently large integer k. Specialized to the problem of
computing the maximum suﬃx of an n-character string a1, . . . ,an and streamlined slightly, to a ﬁrst approximation Duval’s
algorithm is an incremental algorithm that increases a variable s from 2 to n + 1 in steps of 1 and maintains during the
process the beginning index r of the maximum suﬃx u of a1 · · ·as−1 as well as the periods of all nonempty preﬁxes of u.
The latter are stored in an array M such that for i = 1, . . . , |u|, M[i] is the period of the preﬁx of u of length i. Initially,
for s = 2, it suﬃces to set r = M[1] = 1, and the ﬁnal value of r, for s = n + 1, is the desired result. All that remains is to
explain how to update r and M following an increase in s.
Rather than relying on a series of auxiliary results provided by Duval, we condense the analysis of his algorithm into
Lemma 2 below, which will also be instrumental in proving the correctness of our new algorithm. First note the following
elementary fact.
Observation 1. For all integers t and m with 1m t, t − t mod mm.
Lemma 2. Let a1 · · ·an be a string over Σ and assume that r and s are integers with 1 r  s − 1< n such that u = ar · · ·as−1 is the
maximum suﬃx of a1 · · ·as−1 . Let m be the period of u.
(a) If as  as−m, then ar · · ·as is the maximum suﬃx of a1 · · ·as, and its period is m if as = as−m and s + 1− r otherwise.
(b) Let d = (s − r) mod m and r′ = s − d. Then v = ar′ · · ·as−1 is not only a suﬃx, but also a preﬁx of u, and it is its own maximum
suﬃx. Moreover, if as > as−m, then the maximum suﬃx of ar′ · · ·an is also the maximum suﬃx of a1 · · ·an.
Proof. (a) For 1  r′ < r, ar′ · · ·ar′−r+s−1 < ar · · ·as−1, and for r < r′  s, ar′ · · ·as−1  ar · · ·ar−r′+s−1. If the latter relation
holds with equality, u is a preﬁx of ar · · ·ar′−1u, which shows that we cannot have r′ − r < m; if r′ −m  r, on the other
hand, then ar′ · · ·as−1 = ar′−m · · ·as−1−m and, if as  as−m , ar′ · · ·as  ar′−m · · ·as−m . In all cases, if as  as−m , we ﬁnd that
ar′ · · ·as cannot be the maximum suﬃx of a1 · · ·as for any r′ = r.
It is clear that the period m′ of uas is no smaller than m, and m′ =m if as = as−m . Assume that m m′  s − r and let
d = (s − r) mod m′ . By deﬁnition of m′ , ar · · ·ar+d = as−d · · ·as , and by deﬁnition of m, the preﬁx of length d of the latter
string equals as−d−m · · ·as−1−m—note that by Observation 1, s − d − m  r + m′ − m  r. Thus if as < as−m , ar · · ·ar+d <
as−d−m · · ·as−m , contradicting the fact that ar · · ·as is its own maximum suﬃx. If follows that m′ = s + 1− r.
(b) It is easy to see that v is a preﬁx of u. If some suﬃx of v were larger than v , it would therefore also be larger than u,
a contradiction, so v is its own maximum suﬃx. If as > as−m , then for every r′′ with 1 r′′ < r′ , ar′′ · · ·ar′′+d  ar · · ·ar+d =
vas−m < vas = ar′ · · ·as , so the maximum suﬃx of ar′ · · ·an is also the maximum suﬃx of a1 · · ·an . 
Lemma 2 motivates Duval’s algorithm, which is formulated in C below.
int max_suffix_duval(string a,int r0,int n) {
// Inputs integers r0 and n with 0<=r0<=n and a string a[r0..n].
// Returns the integer r with r0<=r<=n such that a[r..n] is the
// maximum suffix of a[r0..n]. compare(i,j,a) must compare a[i]
// and a[j] and return ’<’, ’=’ or ’>’ accordingly.
int r=r0,s=r+1,m=1,d;
int* M=malloc(sizeof(int)*(n+2));
// allocate an integer array M[0..n+1]
M[1]=1;
while (s<=n)
switch (compare(s,s-m,a)) {
case ’<’: m=(++s)-r; M[m]=m; break;
case ’=’: M[(++s)-r]=m; break;
case ’>’:
d=(s-r)%m;
if (d>0) { r=s-d; m=M[d]; } else { r=s++; m=1; }
}
free(M);
return r;
}
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above. For the sake of added convenience of use, the indexing of the input string a is allowed to begin at an arbitrary non-
negative integer r0 rather than at 1. In addition, the algorithm has a temporary variable d and employs m as an abbreviation
for the period of the current string ar · · ·as−1, which period, between phases, is also stored in M[s − r]. After initialization,
the algorithm repeatedly carries out phases, each of which increases s by 1 or leaves s unchanged, until s reaches the value
n + 1, at which point r is returned as the result. A phase begins by comparing as and as−m . If as  as−m , the period of
ar · · ·as is computed according to Lemma 2(a) and stored in m and in M[s + 1− r], and s is incremented.
If as > as−m , the algorithm computes r′ according to Lemma 2(b) and, in effect, substitutes the suﬃx ar′ · · ·an for the
input considered so far. Lemma 2(b) states that this is legal in the sense that the two have the same maximum suﬃx and
that v = ar′ · · ·as−1 is its own maximum suﬃx. Since v is a preﬁx of ar · · ·as−1, the periods of all nonempty preﬁxes of v
are available in M; in particular, if d = |v| 1, v ’s own period is M[d]. If d = 0, s is incremented; following this, the string
ar′ · · ·as−1 is of length 1 and therefore trivially its own maximum suﬃx. If d > 0, s is left unchanged, but, by Observation 1,
the phase increases r by at least m. Since m  d + 1  2, the increase in r is at least 2, and use of the potential function
Φ = s + r/2 together with consideration of (worst-case) inputs of the form zazbzczdze · · · shows the maximum number of
phases and therefore of comparisons on input strings of n 2 characters to be (3/2)n − 2.
3. The fuzzy algorithm
An inspection of the analysis of Duval’s algorithm shows that, from the point of view of reducing the number of compar-
isons below (3/2)n − O (1), the problem stems from phases in which the call of compare yields the result ‘>’ and d comes
out to have the value 1. Such a phase leaves s unchanged and may increase r by only 2, which is insuﬃcient for a better
bound. Note that of the characters that take part in comparisons before or in such a phase, only two, namely as−1 and as ,
remain of relevance. Their mutual relationship with respect to < is unknown, and Duval’s algorithm proceeds to compare
them. Our new algorithm, called the fuzzy algorithm, omits this comparison and proceeds in spite of the resulting uncer-
tainty. It can be viewed as simulating three executions of Duval’s algorithm in parallel, one for each possible outcome of the
comparison that was omitted. Fortunately, in many cases the same comparison can advance the state of all three simulated
executions. When this is no longer the case, it turns out that one of the two characters whose comparison was omitted
lost another comparison whose outcome renders irrelevant the comparison that was omitted. Perhaps surprisingly, this ap-
proach reduces the number of comparisons needed in the worst case. We can establish this only with a delicate and rather
intricate analysis that must continually guard against the uncertainty. The algorithm itself, however, has the short descrip-
tion shown below. Recall that the value of a conditional expression (〈boolean expression〉)?〈expression〉1:〈expression〉2
is 〈expression〉1 if 〈boolean expression〉 evaluates to true, and 〈expression〉2 otherwise. Conjunctions are evaluated in a
lazy fashion from left to right, i.e., the evaluation stops after evaluating an operand to false. Finally, an assignment is an
expression that evaluates to the value assigned.
int max_suffix_fuzzy(string a,int r0,int n) {
// Inputs integers r0 and n with 0<=r0<=n and a string a[r0..n].
// Returns the integer r with r0<=r<=n such that a[r..n] is the
// maximum suffix of a[r0..n]. compare(i,j,a) must compare a[i]
// and a[j] and return ’<’, ’=’ or ’>’ accordingly.
int r=r0,s=r+2,m=2,f=1,d,i;
int* M=malloc(sizeof(int)*(n+3));
// allocate an integer array M[0..n+2]
M[2]=2;
while (s<=n)
switch (compare(s,s-m,a)) {
(1) case ’<’: m=(++s)-r; M[m]=m; break;
(2) case ’=’: M[(++s)-r]=m; break;
case ’>’:
d=(s-r)%m;
if (d>=f) {
r=s-d;
(3) if (d>1) m=M[d];
(4) else { s=r+(m=M[2]=2); f=1; }
} else {
(5) r=s-(--m); f=0;
for (i=3;i<=m;i++) M[i]=(M[i+1]<i)?M[i+1]:i;
}
}
free(M);
return (f>0&&r<n&&compare(r,r+1,a)==’<’)?r+1:r;
}
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m, M and d, and with roughly the same meaning. Just as is the case for Duval’s algorithm, the core of the fuzzy algorithm
is a loop in which as and as−m are compared and s is increased or left unchanged. Consider an execution of the loop. If
as  as−m or if as > as−m and d 2, the two algorithms execute precisely the same assignments; because different invariants
hold for the two algorithms, however, the analogy is not quite as close as it would appear at ﬁrst glance.
Consider the ﬁnal possibility, as > as−m and d  1. If d = 1, the fuzzy algorithm increases r to the value s − 1, as does
Duval’s algorithm. However, in contrast with Duval’s algorithm, which leaves s unchanged, the fuzzy algorithm increases s
by 1; a new character is included in the current string even though the two ﬁrst characters of that string have not been
compared. This is the case discussed at the beginning of the section as motivating the fuzzy algorithm. In addition, a 0–1
variable f is set to 1. Informally, f is a state variable that indicates whether the “fuzziness” is on ( f = 1) or off ( f = 0).
If f = 0, ar · · ·as−1 is its own maximum suﬃx, as in Duval’s algorithm, whereas if f = 1 the maximum suﬃx of ar · · ·as−1
may in fact begin one position later.
If d = f = 0 (still assuming as > as−m), the fuzzy algorithm does the same as for d = 1, except that r is increased to the
value s instead of to s− 1 before s is increased to r + 2. The case d = 0 and f = 1, ﬁnally, has no correspondence in Duval’s
algorithm and cannot easily be motivated at this point. The fuzzy algorithm decreases m by 1 and, with the updated value
of m, increases r to s −m and, if m 3, replaces M[i] by min{M[i + 1], i} for i = 3, . . . ,m. It also turns off the fuzziness by
setting f = 0.
A ﬁnal difference to Duval’s algorithm, which always returns the value r, is that the fuzzy algorithm may return r + 1
instead; this happens if f = 1, r < n and ar < ar+1.
3.1. Correctness proof
Consider a call max_suﬃx_fuzzy(a, r0,n) and again call an execution of the while loop a phase. Each phase executes
(fully) exactly one of the numbered lines; if it executes the line numbered ( j), for j ∈ {1, . . . ,5}, we call it a ( j)-phase. For
integers r and s with r0 r  s n, denote by MS(r, s) the integer i with r  i  s such that ai · · ·as is the maximum suﬃx
of ar · · ·as . For k ∈ {1,2}, deﬁne the k-period of a string as the maximum of k and the usual period of the string. We use the
following invariants:
(I1) 0 r0 r  r + f < r +m s and f  1.
(I2) MS(r0,n) = MS(r,n) (informally, r has not increased too far).
(I3) r MS(r, s′ − 1) r + f , where s′ = min{s,n + 1} (informally, ar or ar+ f introduces the current maximum suﬃx).
(I4) If s n and ar  ar+1, then, for i = 2, . . . , s − r, M[i] is the ( f + 1)-period of ar · · ·ar+i−1.
If s  n, ar < ar+1 and s − r  2, then M[2] = 2 and, for i = 3, . . . , s − r, with p equal to the period of ar+1 · · ·ar+i−1
(of length i − 1), we have 2 p  M[i] p + 1 and, if p < i − 1, M[i] = p.
(I5) If s − r  2, then m = M[s − r].
(I6) For i = 3, . . . , s − r, M[i − 1] M[i].
(I7) For i = 2, . . . , s − r, if M[i] 2, then M[M[i]] = M[i].
It is straightforward to see that the invariants (I1)–(I7) hold at the beginning of the ﬁrst phase, if there is one. Assuming
that they hold at the beginning of a particular phase, called the current phase, we will show that they hold at the end of
the phase, except in one case that will be described later. We use the names of variables, subscripted by 1 or 2, to denote
the values of the corresponding variables at the beginning or at the end, respectively, of the current phase. For variables
that never change, the subscripts are omitted. When stating that a fact holds by a certain invariant, what we mean is that
it holds because the invariant holds at the beginning of the current phase.
Parts of the proof will be illustrated through an extensive example worked in Fig. 1. The ﬁgure is divided into subﬁgures,
numbered (a)–(x) for easier reference. The subﬁgures show successive states of the execution of the fuzzy algorithm on
an example input string revealed piecemeal as its characters become relevant to the execution. The characters of the input
string are decimal digits indicated in the top row of rectangular boxes within each subﬁgure; e.g., subﬁgure (a) gives the
ﬁrst characters of the input string as 341.
Certain characters are gray, i.e., shown on a gray background. These are the characters whose indices are smaller that
the current value of the variable r; informally, such characters have been discarded. Thus the leftmost nongray characters
has index r. The character of index s is shown in a box with dashed sides. When there is no such box, i.e., in the last two
subﬁgures, s has increased beyond n.
Each subﬁgure, except for the last one, shows the state of the algorithm just before it executes a character comparison;
a curve drawn above the input characters links the two characters that will be compared. Except in the second-last subﬁgure,
the distance between the two characters is the value of the variable m. A row of integers shown in squares with dotted sides
below the input characters indicates the values in the relevant part of the array M , namely M[2], . . . ,M[s− r]. Each element
of M is drawn below the last character of the substring of the input string to whose period it is linked by invariant (I4).
Within each subﬁgure, except for the last one, each input character whose index i satisﬁes r  i < s and (i−r) mod m = 0
is shown in a box with triangular black corners. If f = 1, moreover, each character with r  i < s and (i − r) mod m = 1 is
shown in a box with two additional horizontal line segments.
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When the transition from the state of the execution shown in a subﬁgure to the next state results from the execution
of a ( j)-phase, for some j ∈ {1, . . . ,5}, the number j is indicated in a circle below the subﬁgure in question. The last
transition, from subﬁgure (w) to subﬁgure (x), results from the execution of the return statement of the fuzzy algorithm.
The last subﬁgure shows both the state of the algorithm after the last comparison and the maximum suﬃx, consisting of
the nongray characters, that constitutes the result of the computation.
3.1.1. Invariants (I1) and (I5)–(I7) and (4)-phases
Consider invariant (I1). The relation 0  r0 is a condition imposed on the input. The relation r0  r1 implies r0  r2
because r never decreases. To see the latter, note the following facts, which will be important again in the analysis of the
number of comparisons:
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(s1 − r1) mod m1, so that, by Observation 1, r2 − r1 = s1 − r1 − d2 m1).
• Every (5)-phase increases r by at least 1 (since r1  s1 −m1 < s1 −m2 = r2 by (I1)).
The relations r  r + f and f  1 obviously always hold, since the value of f is always 0 or 1. The relation r2 + f2 <
r2 + m2 or, what is the same, m2  f2 + 1 holds for the following reasons: If the current phase is a (1)-phase, m2 =
s1 + 1 − r1  2  f2 + 1 by (I1). A (2)-phase changes neither m nor f . In a (3)-phase we must have 2  d2  s1 − r1 and
therefore, by (I1), (I4) and (I5), m2  f2 + 1. A (4)-phase obviously has m2 = 2 f2 + 1, and a (5)-phase begins with f = 1
and therefore decreases both m and f by 1.
If the current phase is a (1)-phase, a (4)-phase or a (5)-phase, it explicitly establishes the relation r2 + m2 = s2. In a
(2)-phase we have r2 +m2 = r1 +m1  s1 < s2 by (I1). Since (I4) implies that M1[i] i for i = 2, . . . , s1 − r1, in a (3)-phase
we have m2 = M1[d2] d2 = s2 − r2. In each case, r2 +m2  s2. We have therefore shown that (I1) holds at the beginning
and at the end of every phase. In the following, we will take this for granted without mentioning it on every occasion; in
particular, the relation r +m s will be used frequently. At the beginning of every phase, of course, the relation s n also
holds.
A (4)-phase establishes invariants (I3)–(I7) without relying on the validity of any of the invariants except (I1) at the
beginning of the phase (for examples, see subﬁgures (g), (p) and (s) of Fig. 1). In the case of a (4)-phase, we will therefore
verify only (I2) in what follows. Consider next (I5) and note that the relation m2 = M2[s2 − r2] is established explicitly by
every phase that is not a (5)-phase. Thus (I5) must be reconsidered only in the context of a (5)-phase.
(1)-phases and (2)-phases preserve (I6). To see this, observe that such a phase increases s − r by 1 and that there
is nothing to show unless s2 − r2  3, in which case, by (I5), M[s2 − r2] is set equal to m2  m1 = M[s1 − r1]. Since r
never decreases, a (3)-phase obviously preserves (I6) and (I7). As for a (5)-phase, ﬁrst note that, by (I4) and since f1 = 1,
M1[2] = M2[2] = 2 and M1[i]  2 for i = 2, . . . , s1 − r1. A (5)-phase, which replaces M[i] by min{M1[i + 1], i} for i =
3, . . . ,m2 = s2 − r2 < s1 − r1, can now be seen to preserve (I6) because the minimum of the two nondecreasing functions
i 
→ M1[i + 1] and i 
→ i on {3, . . . ,m2} is again nondecreasing on {3, . . . ,m2}.
As concerns (I7), it is easily seen to be preserved by a (1)-phase. In a (2)-phase, either m1 = 1 and there is nothing
to show or, by (I4) and (I5), 2 m1 = M1[s1 − r1] < s2 − r2 and therefore, by (I7), M2[M2[s2 − r2]] = M2[M1[s1 − r1]] =
M1[M1[s1 − r1]] = M1[s1 − r1] = M2[s2 − r2]. (3)-phases were dealt with in the previous paragraph. In the case of a (5)-
phase, we argue as follows: First, as noted above, M2[2] = 2 and therefore M2[M2[2]] = M2[2]. Now let i ∈ {3, . . . , s2 − r2}
and assume that M2[i] 3. If M2[i] = i, obviously M2[M2[i]] = M2[i], so we can assume that M2[i] = M1[i + 1]. Then, by
(I6) and (I7),
M2
[
M2[i]
] = M2
[
M1[i + 1]
] = min{M1
[
M1[i + 1] + 1
]
,M1[i + 1]
}
min
{
M1
[
M1[i + 1]
]
,M1[i + 1]
} = M1[i + 1] = M2[i].
The opposite inequality M2[M2[i]] M2[i] is obvious, so M2[M2[i]] = M2[i].
3.1.2. MS(r1, s1 − 1) = r1
Let us now show that each kind of phase preserves the remaining invariants (I2)–(I4). Assume ﬁrst that MS(r1, s1−1) = r1
and let p be the period of u = ar1 · · ·as1−1. If s1 = r1+1, then p =m1 = 1. If s1 > r1+1, then ar1  ar1+1 and, by (I4) and (I5),
m1 = max{p, f1 + 1} is a multiple of p. In both cases, as1−m1 = as1−p , so that, by (I2), Lemma 2 is directly applicable.
If as1  as1−m1 , the current phase is a (1)-phase or a (2)-phase, and MS(r1, s1) = MS(r1, s2 − 1) = r1, so that (I3) holds at
the end of the current phase. If as1 < as1−m1 (Fig. 1, (k) and (q)), the period of uas1 is s1 + 1 − r1 = s2 − r2 = m2  2, and
if as1 = as1−m1 (e.g., Fig. 1, (l)–(n)), the period of uas1 is p and m2 = m1 = max{p, f1 + 1}. In both cases M2[s2 − r2] = m2
is the ( f1 + 1)-period of ar2 · · ·as2−1, so that (I4) holds at the end of the current phase—since r1 = r2 and (I4) holds before
the phase, it suﬃces to verify its claim for i = s2 − r2. (I2) also holds at that time, since (1)-phases and (2)-phases leave r
unchanged.
If as1 > as1−m1 , assume ﬁrst that the current phase is a (3)-phase or a (4)-phase. Then, by Lemma 2(b), v = ar2 · · ·as1−1
is a preﬁx of u and its own maximum suﬃx, and MS(r0,n) = MS(r2,n), i.e., (I2) holds after the current phase. Assume now
that the current phase is a (3)-phase (Fig. 1(o)). Then v = ar2 · · ·as2−1 and MS(r2, s2 − 1) = r2, so that (I3) holds after the
current phase. Moreover, since v is a preﬁx of u and f1 = f2, (I4) can be seen to hold after the current phase. If the current
phase is a (5)-phase (Fig. 1(r)), d2 = 0 and s1 − r1 m1  f1 +1 = 2 and therefore, by (I4) and (I5), as1 > ar1  ar1+1. In fact,
by (I3), as1 > ai for all i with r1  i < s1; in particular, by (I2), MS(r0,n) = MS(s1,n). Moreover, s2 = s1 = r2 +m2 and f2 = 0.
One or both of the invariants (I3) and (I4) may be violated at the end of the current phase—this is the exception alluded
to earlier—but we will show that there is a next phase, called a special phase, and that this special phase reestablishes all
invariants. The ﬁrst claim holds simply because the current phase does not increase s, and the second claim can easily be
seen to follow from the fact that the special phase is a (4)-phase whose value computed for d is 0 (Fig. 1(s)). In particular,
note that the special phase sets r equal to the value of s valid at the end of the phase preceding it, after which (I2) holds
by what was observed above.
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Assume now that MS(r1, s1 − 1) = r1 + 1—by (I3), this is the only remaining possibility. Then f1 = 1, s1 − r1 m1  2
and ar1 < ar1+1. Let p be the period of u = ar1+1 · · ·as1−1. By (I4) and (I5), either m1 = p or m1 = p + 1 = s1 − r1. In the
ﬁrst case, by (I2) and since ar1 < ar1+1, Lemma 2 is applicable with r = r1 + 1. In the second case, there is a “mismatch”
between the lemma, which considers the comparison of as1 with ar1+1, and the procedure max_suﬃx_fuzzy, which compares
as1 with ar1 instead. Because ar1 < ar1+1, however, we can conclude either way that if the current phase is a (1)-phase or a
(2)-phase, then as1  as1−p . In this case, therefore, Lemma 2(a) shows that MS(r1 + 1, s1) = MS(r1 + 1, s2 − 1) = r1 + 1 and,
because ar1 < ar1+1, that MS(r2, s2 − 1) = MS(r1, s2 − 1) = r1 + 1 = r2 + 1, so that (I3) holds at the end of the current phase.
As noted earlier, (I2) also holds because r1 = r2.
Let p′  p be the period of uas1 . If the current phase is a (1)-phase (e.g., Fig. 1, (a) and (b)), Lemma 2(a) shows that
p′ = s1 + 1 − (r1 + 1) = s2 − r2 − 1  2. Since m2 = s2 − r2 = p′ + 1, (I4) can be seen to hold after the current phase—
again it suﬃces to verify its claim for i = s2 − r2. If the current phase is a (2)-phase (e.g., Fig. 1, (c) and (d)), either
m1 =m2 = p = p′  2 or as1 < ar1+1 and m1 =m2 = p + 1 = s1 − r1 = p′  2, again by Lemma 2(a). In either case, (I4) again
holds after the current phase.
If the current phase is a (3)-phase or a (4)-phase, f1 = 1 shows that we cannot have d2 = 0 or m1 = s1 − r1, so it must
be the case that m1 = p. Then, by Lemma 2(b), applied with r = r1 + 1, v = ar2+1 · · ·as1−1 is a preﬁx of u and its own
maximum suﬃx, and MS(r0,n) = MS(r2 + 1,n), so that (I2) holds after the current phase. Assume that the current phase is
a (3)-phase (Fig. 1(e)). Then v = ar2+1 · · ·as2−1, and since ar2 < ar2+1 (otherwise we cannot have MS(r0,n) = MS(r2 + 1,n)),
MS(r2, s2 − 1) = MS(r2 + 1, s2 − 1) = r2 + 1, so that (I3) holds after the current phase. One easily veriﬁes that (I4) also holds
after the current phase, the central fact again being that v is a preﬁx of u.
Assume ﬁnally that the current phase is a (5)-phase (Fig. 1(i)). In particular, d2 = 0. If m1 = p+1 = s1 − r1, it is clear that
r2 = r1 + 1. This relation, together with ar1 < ar1+1 and with (I2) and (I3), shows that (I2) and (I3) hold after the current
phase. If instead m1 = p, Lemma 2(b) is applicable with r = r1 + 1. It shows that v = ar2 · · ·as1−1 is a preﬁx of u and its
own maximum suﬃx and that MS(r0,n) = MS(r2,n), so that (I2) and (I3) hold after the current phase.
Still assuming the current phase to be a (5)-phase, if s2 = r2 + 1, (I4) and (I5) hold vacuously after the current phase.
If not, ar2  ar2+1 since (I3) holds after the current phase, and the last part of the current phase computes M2[i] as
min{M1[i + 1], i} for i = 3, . . . , s2 − r2 < s1 − r1. By (I4), for all such i the minimum of M1[i + 1] and i is the period of
ar1+1 · · ·ar1+(i+1)−1 = ar2 · · ·ar2+i−1. Moreover, (I4), used with i = 3, shows the period of ar2ar2+1 to be 2. Thus (I4) holds
after the current phase. The same is true of (I5) since, by (I5) and (I7), m1 = M1[s1 − r1] = M1[M1[s1 − r1]] = M1[m1] and
therefore M2[s2 − r2] = min{M1[s2 − r2 + 1], s2 − r2} = min{M1[m1],m2} = min{m1,m2} =m2.
Just before the execution of the return statement, (I2) and (I3) show the correct return value to be either r or r + 1,
with r + 1 being possible only if f = 1 and r < n. It is easy to see that the algorithm chooses correctly between the two
possibilities, if necessary by means of a direct comparison between ar and ar+1.
3.2. Analysis of the number of comparisons
Theorem3. The fuzzy algorithm computes themaximum suﬃx of an arbitrary string of n 2 characters over a totally ordered alphabet
using at most (4/3)n − 5/3 three-way character comparisons.
Proof. Consider a call max_suﬃx_fuzzy(a, r0,n) with r0 = 1, so that the length of the input string is n. Using variable
subscripts as in the correctness proof, we analyze the number of comparisons carried out by the call using the potential
function
Φ = s + r
3
+ 2
3
(1− f ).
Upon entry to the while loop, Φ has the value 10/3. A (1)-phase or (2)-phase increases s by 1 and leaves r and f unchanged.
A (3)-phase increases r by at least m1  d2 + 1 3 and leaves s and f unchanged. A (4)-phase increases s by 2− d2  1, r
by at least m1  d2 + 1 and f by at most 1. A (5)-phase increases r by at least 1, leaves s unchanged and changes f from 1
to 0. Thus every phase increases Φ by at least 1, and every (4)-phase with d2 = 0 increases Φ by at least 5/3.
Denote the total increase in Φ over the course of the execution by Φ . The while loop is left with s n + 2 and r  n.
If the ﬁnal value of s is n + 2 or the ﬁnal value of r is n (these events always occur in conjunction), the ﬁnal phase was a
(4)-phase with d2 = 0 and f2 = 1, so that the total number of comparisons is bounded by
Φ − 2
3
 n + 2+ n
3
− 10
3
− 2
3
= 4
3
n − 2.
Assume that the ﬁnal value of r is at most n − 1. If the ﬁnal value of f is 1, the total number of phases is at most
Φ  n + 1+ n − 1
3
− 10
3
= 4
3
n − 8
3
,
and the total number of comparisons is bounded by (4/3)n − 5/3. If the ﬁnal value of f is 0, Φ may be larger by 2/3,
but no comparison is carried out after the ﬁnal phase, and a bound of (4/3)n − 2 results. 
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as the concatenation of the preﬁx of length n − 2 of the string bzaczadzaezaf za · · · with the two-character string zz.
Consideration of the potential function Φ ′ = r + (1− f )m can show the running time of the fuzzy algorithm to be linear,
provided that a comparison takes constant time: Using the observations concerning the effect of phases on r made in the
correctness proof, it is not diﬃcult to see that no phase decreases Φ ′ . Moreover, a (5)-phase increases Φ ′ by at least m2
and executes in O (m2) time. Every other phase takes constant time. Still with r0 = 1, the initial value of Φ ′ is 1, and by
(I1), its value remains bounded by s and is therefore always O (n). The claim follows.
4. Finding the maximum suﬃx for both < and >
In this section we consider the following problem: Given a string u over an alphabet Σ equipped with a total order <,
compute both the maximum suﬃx of u with respect to < and the maximum suﬃx of u with respect to the inverse order >
(a > b iff b < a for all a,b ∈ Σ ). Of course, the problem can be solved with two independent calls of the fuzzy algorithm,
one for each linear order. By what we proved in the previous section, if u has n 2 characters, this needs a total of at most
(8/3)n− 10/3 comparisons. Here we will show that two independent calls of Duval’s algorithm, one for each linear order,
use a total of at most (5/2)n−3 comparisons. Since Duval’s algorithm uses n−1 comparisons on n-character strings whose
characters form a monotonic sequence, while clearly no algorithm can use fewer than n − 1 comparisons, (5/2)n − 3 is
precisely the sum of the worst-case number and the best-case number of comparisons for Duval’s algorithm; in particular,
the bound is tight. This result shows that, in a certain sense, bad instances for Duval’s algorithm with respect to a total
order are necessarily good instances for the inverse order, a property of the algorithm that is not a priori obvious.
Let us consider a call max_suﬃx_duval(a,1,n) with n  2 of Duval’s algorithm and the call max_suﬃx_duval>(a,1,n) of
the same algorithm and on the same input, but with the function compare changed to realize the inverse order > instead
of <. In every phase of one of the two calls that increases r without increasing s, color the new value of r; use the color
blue or the color red, respectively, if the linear order used is < or >, respectively.
If an integer j is blue, then there is an integer k with 1 k  n − j (namely the value of d at the end of the phase in
which j is colored blue) such that for every integer i with 1 i < j, ai · · ·ai+k < a j · · ·a j+k . Moreover, there is an integer i
with 1 i < j (namely the value of r at the beginning of the same phase) such that ai = a j . Analogous assertions hold if j
is red. This can be seen to imply that no number is both blue and red.
Lemma 4. No two consecutive integers are colored.
Proof. Since a phase that does not increase s always increases r by at least 2, no two consecutive integers can have the
same color. Suppose without loss of generality that j is blue. By what was noted above, there are integers i and k with
1 i < j and 1 k  n − j such that ai = a j and ai · · ·ai+k < a j · · ·a j+k . But then ai+1 · · ·ai+k < a j+1 · · ·a j+k , which shows
that j + 1 cannot be red. 
Theorem 5. On an input string of n  2 characters, two executions of Duval’s algorithm, one for each of the linear orders < and >,
together use at most (5/2)n − 3 three-way character comparisons.
Proof. Since a phase that does not increase s always increases r by at least 2 and to at most s− 1 n− 1, the integers 1, 2
and n are not colored. This fact and Lemma 4 show that the total number of colored integers is at most (n − 2)/2. The total
number of comparisons carried out is that number plus twice n − 1. 
5. Concluding remarks
With the results presented here, for the ﬁrst time the best algorithm known for the computation of maximum suﬃxes
uses fewer comparisons than the best algorithms known for Lyndon factorization and canonization of circular strings. We
suspect that the two latter problems are indeed more diﬃcult. Demonstrating this by means of an appropriate lower bound
is an obvious open problem. It would be interesting to ﬁnd out whether, analogously to Theorem 5, a bound of (7/3)n+O (1)
holds for a (<,>) version of the fuzzy algorithm. We also consider it an intriguing question whether the correctness of the
fuzzy algorithm can be established in a signiﬁcantly simpler manner.
References
[1] J.P. Duval, Factorizing words over an ordered alphabet, J. Algorithms 4 (1983) 363–381.
[2] Y. Shiloach, Fast canonization of circular strings, J. Algorithms 2 (1981) 107–121.
