The current operational formulation of quantum theory is based on the concept of operation with an input and an output system, which assumes a prior notion of time and is asymmetric under time reversal. But in certain contexts, such as those involving gravity, time is expected to be dynamical and not predefined. Here, we propose an operational formulation of quantum theory without any predefined notion of time. It is based on a generalization of the concept of operation motivated by an epistemic approach: an operation is a description of knowledge about the events in a given region, which can be updated conditionally on information obtained from that region. Each such region has a set of boundary systems, which by definition provide the sole means of information exchange between the events in the region and the events in other regions. Separate operations can be connected in networks through their boundary systems with no directionality assumed for the connections, which generalizes the standard circuit picture. The events associated with an operation are described by positive semidefinite operators on the Hilbert spaces of the boundary systems, while the connections between regions are described by entangled states that encode a nontrivial physical symmetry. A simple rule provides the joint probabilities for the events in a network of operations. We discuss how it may be possible to understand the emergence of a causal structure in space-time from properties of the operators on the boundaries of compact space-time regions. The framework allows for indefinite causal order, timelike loops, and other acausal structures. As part of this work, we obtain a generalization of Wigner's theorem, which is based on the preservation of probabilities of actual events and thus puts the concept of time reversal symmetry on operational grounds. We find the possibility for more general symmetry transformations that those assumed before.
I. INTRODUCTION
Quantum theory prescribes probabilities for the outcomes of experiments composed in different configurations. This perspective can be made precise in the framework of generalized operational probabilistic theories [1] [2] [3] [4] [5] [6] [7] [8] , which has been shown to successfully formalize the informational structure of quantum theory. In its current form, however, this approach is based on the concept of operation with an input and an output system, which assumes a prior notion of time and is asymmetric under time reversal. But what is time and what specifies its direction? Physical intuition suggests that the fundamental laws of physics should not depend on a preferred direction of time. Furthermore, in gravitational scenarios, time is expected to be dynamical and not predefined. Is it possible to formulate an operational probabilistic framework for quantum theory without a prior notion of time and understand the emergence of a temporal structure within it? In Ref. [9] , Hardy proposed a general operational framework for theories with dynamical causal structure, but no concrete quantum formalism with indefinite causal structure has been developed from it so far. Recent works have relaxed the assumption of global causal order between quantum operations [10, 11] , but they still assume a predefined causal structure locally.
Here, we develop an operational probabilistic formulation of quantum theory that does not assume any predefined notion of time or causal structure. It is based on a generalization of the concept of operation motivated by an epistemic approach: an operation is a description of knowledge about the events in a given region, which can be updated conditionally on information obtained from that region. The region in question is an abstract region which can be figuratively thought of as an isolated box that exchanges information with the rest of the experiment only through specific boundary systems, which in the standard formulation are the usual input and output systems. Starting from the circuit framework [3, 4] in a background time, the epistemic view leads us to a time-symmetric operational probabilistic formulation of quantum theory, in which any set of possible events from an input to an output system that can be obtained by an isolated procedure defines a valid operation. This includes standard operations, as well operations whose realization according to the known laws of quantum mechanics requires post-selection in addition to preselection. The empirical fact that only the class of standard operations can be realized without post-selection, which is captured by the causality axiom of Chiribella, D'Ariano, and Perinotti [3, 7] , is not regarded as a fundamental rule in the present approach, but is seen as a consequence of the given dynamics and future boundary conditions. Unlike the commonly studied generalized probabilistic theories, this theory is not convex, but it provides a consistent description of physics in line with the adopted epistemic point of view. We analyze in detail its symmetry under time reversal, taking into account the new notions of states, effects, and transformations. We derive a generalization of Wigner's theorem [12] , which, unlike the traditional formulation, is based on preservation of probabilities of actual events and thus puts the concept of time reversal on operational grounds. We find that, in this formulation, symmetries can be described by a larger class of transformations than those assumed in the standard formulation.
Using an isomorphism between the new effects and transformations, which extends the Choi-Jamiołkowski isomorphism, we recast the time-symmetric formalism in a timeneutral form. In this representation, the connections between operations are represented by specific entangled states, while operations are described by collections of positive semidefinite operators, which are contracted with the entangled states to yield numbers that enter in the calculation of probabilities. Notably, the concrete entangled states that describe the connections determine the transformation of time reversal and arXiv:1406.3829v2 [quant-ph] 24 Jul 2014 thus have a nontrivial physical content.
We use this time-neutral formalism to extend the circuit framework to circuits that can contain cycles. This further gives rise to an extension of the recently introduced process matrix formalism [11] , which comes with an intuitive interpretation: every operation is seen as a destructive measurement on two input systems-one from the past and one from the future-while the generalized process matrix describes a quantum state on which the local measurements are applied. We show that the circuit framework permitting cycles and the extended process matrix framework are not only mathematically equivalent, but also operationally equivalent. We argue that, remarkably, there exist genuine circuits with cycles that can be realized in practice without post-selection.
Our final step is to fully abandon the only remnant of predefined time-the directionality assumed for each connection in a circuit, or, in the process matrix language, the distinction between inputs from the past and inputs from the future. This yields a picture in which regions are connected to each other with no directionality assumed for their connections (Fig. 9 ). Each region is defined by a set of boundary systems, which as a special case may correspond to the standard inputs from the past and from the future. The symmetry transformation of time reversal now becomes a reflection with respect to the boundary. The events taking place in a given region are represented by positive semidefinite operators on the Hilbert space of the boundary systems and can be interpreted as describing the outcomes of a measurement that the region performs on the states prepared by its complement. Equivalently, a transformed version of these operators can be interpreted as states prepared by the region, which in turn are measured by the complement of the region. A simple rule gives the joint probabilities for the events in a network of regions (Eq. (65)).
By construction, standard quantum circuits are special cases of the more general networks defined in our formalism, and, reversely, any network can be realized in agreement with the laws of the circuit framework, possibly by means of postselection. Thus, from the perspective of the epistemic point of view that underlies this approach, the new framework provides an exact description of observed phenomena when the entangled states describing the connections between operations correspond to time reversal as understood at present. But since time is not a fundamental ingredient in the framework, this opens up the possibility to understand time as emergent, and potentially describe new phenomena. We discuss how the causal structure underlying quantum dynamics in spacetime may be possible to infer from properties of the operators on the boundaries of different regions. The framework can also describe indefinite causal order, timelike loops, and other acausal structures. Finally, the framework suggests a natural route for extension to quantum field theory. This can be seen as a modified formulation of Oeckl's general boundary approach [13] [14] [15] with a generalized probability rule. } i∈O is a collection of events from an input system A to an output system B, intuitively defined as the outcomes of one use of a device. Pictorially, operations are represented by 'boxes' with input and output 'wires' that have arrows pointing from the output of one operation to the input of another.
II. THE STANDARD CIRCUIT FRAMEWORK
Consider an experiment performed in some region of spacetime. It consists of a set of classical events, such as the settings of the devices used and the outcomes they produce. The events in such an experiment may be correlated with events in other experiments taking place elsewhere. Intuitively, such correlations are mediated through some information carriers, or systems. For example, there may be correlations due to the fact that the different experiments involve measurements on systems that are correlated as a result of an event in the past, or due to the fact that some experiments take place in the past of others and there is a transfer of information from the former to the latter via certain systems. The very notion of system can be thought of as a formalization of the idea of a means through which the correlations between separate experiments are established. This notion of information exchange can be made precise in the circuit framework for operational probabilistic theories, of which quantum theory in its usual form can be seen as a special case. In this section, we review the main ideas of the circuit framework, following the expositions of Chiribella, D'Ariano, and Perinotti [3, 7] and Hardy [4] .
A. General theories
The basic concept in the circuit framework is that of operation (or test [7] ), intuitively defined as 'one use of a physical device with an input and an output system'. This is an elementary experiment of the kind outlined above, which by definition exchanges information with other experiments via the input and output systems. It is a primitive, in terms of which more complicated experiments can be understood. An operation with an input system A and an output system B is described by a collection of events {M A→B i } i∈O labeled by an outcome index i taking values in some set O. Operations are commonly represented pictorially as boxes with input and output wires as in Fig. 1 . Operations that have a trivial input system are called preparations, and those that have a trivial output system are called measurements (the trivial system is denoted by I). Operations can be composed in sequence and in parallel to form new operations [16] . Two operations can be composed in sequence if the output system of the first one is of the same type as the input system of the second one: {N
B→C j
} k∈O×Q from the composite system AC to the composite system BD. With these rules, one can compose operations to form different circuits. A circuit is a directed acyclic graph whose vertices are operations and whose directed edges are systems going from one operation to another (see Fig. 2 ). As circuits have no open wires, every circuit starts with a set of preparations and ends with a set of measurements. The composition of operations in a circuit thus amounts to an operation from the trivial system to itself.
The central idea of the circuit framework is that the theory prescribes joint probabilities for the outcomes of the operations in every given circuit (Fig. 2) , and these probabilities depend only of the specification of the circuit [4] . Equivalently [3, 7] , for any preparation {ρ } i∈O , {E A→I j } j∈Q ) = 1, with the condition that for parallel experiments the probabilities factor out.
An operational probabilistic theory is completely defined by specifying all possible operations and the probabilities for the outcomes of all possible circuits. Not all parameters that describe the implementation of an operation, however, would have relevance for the probabilities. In order to deal only with the relevant degrees of freedom, an operational probabilistic theory is formulated in terms of equivalence classes of operations-if two operations {M A→B i } i∈O and {N
A→B i
} i∈O give rise to the same joint probabilities when plugged into all possible circuits, they are considered equivalent. Similarly, one can consider equivalence classes between events that may belong to different operations-if two events M A→B i ∈ {M A→B i } i∈O and N A→B j ∈ {N A→B j } j∈Q associated with two different operations yield the same joint probabilities with other events in all possible circuits in which the operations can be inserted, they are considered equivalent. The equivalence classes of events are called transformations [3, 7] . In the special case of preparation events, they are called states, and in the case of measurement events, they are called effects. It is implicitly assumed that equivalence classes are taken and events and operations are identified with their equivalence classes. In such a case, we can write the joint probabilities for states and effects as p(i, j|{ρ
). These joint probabilities are non-contextual by definition, i.e., they depend only on the pair of states and effects and not on other parameters describing the operations to which these events belong. (Note that this is not the same as the question of contextuality with regard to ontic variables [17] .) States can thus be thought of as real functions on effects and vice versa.
B. The case of quantum theory
In the case of quantum theory, a system A is associated with a Hilbert space H A of dimension d A (here, we will assume finite-dimensions Hilbert spaces, and only at the end we will briefly discuss potential infinite-dimensional extensions in the context of quantum field theory). A transformation from A to B is a completely positive (CP) and tracenonincreasing map 
are linear operators, K α : H A → H B , called the Kraus operators (note that the set of Kraus operators is not unique [19] ). A quantum operation, also called quantum instrument [20] , is a collection of CP maps {M A→B i } i∈O , whose sum i∈O M A→B i = M A→B is a CP and trace-preserving (CPTP) map. The latter is equivalent to the constraint i∈O 
where the input (·) stands for an operator in L(H A ). These are also isomorphic to operators
α=1 |φ α φ α | A , and this is how they are represented. The trace-preserving condition then implies that a measurement operation is described by a set of positive semidefinite operators {E A j } j∈Q that form a positive operator-valued measure (POVM), i.e., j∈Q E A j = 1 1
A . In this representation, the joint probabilities for the outcomes of a preparation followed by a measurement are
One should keep in mind that states and effects are ultimately associated with elements of vector spaces that are dual to each other [7] . The common description in terms of vectors in the same space of Hilbert-Schmidt operators is a convenient representation based on the bilinear form (1). This will be relevant later in the context of time reversal.
C. The causality axiom
Operations in the standard formulation of quantum theory have the special property that the probabilities of preparation events do not depend on the choice of measurement, i.e., the marginal probability
is the same for every {E A→I j } j∈Q . This property was called 'causality' or 'no signaling from the future' by Chiribella, D'Ariano, and Perinotti [3, 7] , and it was identified as a main axiom underlying the informational derivation of quantum theory in Ref. [7] . The axiom implies that, when operations are connected in a circuit, the outcomes of past operations do not depend on operations applied in the future. The outcomes of future operations, however, may depend on past operations, i.e., signaling from the past is allowed, which shows an explicit time-reversal asymmetry in the standard formulation of the theory (here, signaling between two locations, at each of which operations of a certain kind can be performed, is defined as the existence of a dependence of the probabilities for the outcomes of an operation at one of them on the operation performed at the other one).
An operational probabilistic theory does not have to satisfy the causality axiom. Examples that do not have this property have been considered, e.g., in Ref. [21] .
III. WHAT IS AN OPERATION?
The proposal that at the core of quantum theory there is a formally time-asymmetric principle raises many foundational questions and demands deeper understanding. What empirical property does the causality axiom express? To understand this, we need to look more closely into what the operations and the circuits in the framework are supposed to correspond to in practice. So far, we have been content with the idea that an operation represents one use of a device, and a circuit is a composition of such uses, but the meaning of these terms may not be obvious.
A. The 'closed-box' assumption
The concept of circuit formalizes the intuitive notion of information exchange and thus captures a subtle idea. Notice that a circuit does not represent merely a sequence of applications of physical devices as one may commonly understand this. Indeed, consider a sequence in which the device applied at a given step is chosen based on information about the outcomes of previously applied devices according to some protocol. In such a case, the joint probabilities for the outcomes of the sequence would generally depend on the protocol, whereas a circuit is defined to have unique probabilities. The idea of a circuit is that it provides a complete picture of the information exchange responsible for the correlations between the set of events it describes-the wires in a circuit are assumed to represent all systems through which the correlations between the possible events in the boxes arise. The above example would not correspond to a valid circuit because it does not take into account all existing means of information exchange between the events. If we have a scenario in which the device at a given step is selected using information about past outcomes, in the language of circuits this would have to be described by an operation acting on a larger composite system that includes the carriers of the information about the past outcomes, while these carriers would be seen as outputs of suitably extended operations in the past. The very notion of operation in the circuit framework, by definition, carries the idea that the input and output systems of an operation are the sole mediator through which any correlations between the outcomes of that operation and the outcomes of other operations is established. One can figuratively think of the box by which we represent an operation as an isolated region that can only exchange information with the rest of the experiment through the wires. (In general, this is an abstract region, whose boundary is defined by the input and output systems, although it can be expected to occupy a certain region of space-time.) We will refer to this idea as the 'closed-box' assumption.
Note that this is not an assumption that concerns the circuit framework as a mathematical model, which is fully specified by the rules outlined earlier. It is an assumption that we make about a given experiment when we say that this experiment corresponds to a valid operation with given input and output systems in the sense of the circuit framework. One way to think about it is to imagine that we could block the information transmission through the wires corresponding to the assumed input and output systems. If the wires are blocked, all events in the region of the box should be completely uncorrelated from other events in the experiment. [Note that a wire in the circuit picture is not a physical wire in space, but is more akin to an ideal channel in time, albeit an instantaneous one (actual channels are represented by boxes, while a wire connecting two boxes signifies that the output of one box is an input of the other).]
If systems were classical objects that we could track as they go from one experiment to another, we could in principle know the paths of information exchange by tracking the systems. But at the microscopic level, the exchange of information is not evident, and in practice a specific circuit struc-ture in the sense above can only be assumed to hold, usually based on some physical considerations (e.g., extrapolating intuition from classical physics). Assuming that we can recognize when we have a closed box with given input and output systems, however, is fundamental in this approach, since it is the box structure that imposes nontrivial constraints on the correlations between events.
B. 'Free choice' and the 'no post-selection' assumption Another key idea in the circuit framework is that one and the same operation can be connected to different possible operations, i.e., one in principle conceives of the possibility that a given box in a circuit may contain different operations.
Consider an experiment in which a quantum operation from system A to system B is chosen out of a set of possible such operations {M λ,A→B i λ } i λ ∈O λ , labeled by λ ∈ Λ, according to a probability distribution p(λ) ≥ 0, λ∈Λ p(λ) = 1, independent of past events. Notice that the whole experiment can be equivalently viewed as a single quantum operation with a larger number of outcomes, {p(λ)M λ,A→B i λ } i λ ∈O λ ,λ∈Λ . Imagine that the experiment is performed inside a closed box by an apparatus which outputs in separate registers the values of λ and i λ . If we only look at the value of λ, conditionally on that information we can say that the operation {M λ,A→B i λ } i λ ∈O λ has been applied, with the outcome of that operation being stored in the other register. We see that in this case an operation {M λ,A→B i λ } i λ ∈O λ corresponds to a set of events between A and B that is a proper subset of a larger set of possible events that also define an operation. Equivalently, a proper subset of the outcomes of an operation corresponds to an operation, the latter operation being obtained from the former by updating the description of possible events, conditionally on gained information. In fact, most operations in practice would correspond to only proper subsets of all possible events that could in principle occur under suitable circumstances in their regions, in agreement with the assumed isolation. As above, the circumstances that select an operation could themselves be regarded as outcomes of an operation with a larger number of outcomes. These observations suggest an epistemic point of view according to which an operation represents knowledge about the possible events in a given region, which can be updated upon learning of information about the events.
Notice that if we have a given operation, any subset of the outcomes of that operation would obey the closed-box assumption, in the sense that these events can be assumed correlated with external events only as a result of information exchange via the input and output systems. This is because learning whether the outcome belongs to a subset can be done inside a closed box. However, not all subsets of the outcomes of an operation define a valid operation in the standard formulation of quantum theory, unless the operation is a preparation. So what is the special property that defines a given set of events that obeys the closed-box assumption as a valid operation?
Intuitively, the key distinction between a valid operation and an arbitrary subset of the outcomes of a valid operation seems to be that an operation is something that an experimenter is able to choose 'at will'. For example, we think that we could 'choose' a measurement, but not the outcome of a measurement. How can we formalize this idea?
One possible way could be through the notion of a freely chosen variable as a variable that is uncorrelated from events in the past [11, 22, 23] . If we adopt this point of view, a valid operation would be one that satisfies the causality axiom. But then the axiom would be part of the definition of operation and not an axiom. If the asymmetry is merely a result of the choice of definition, we can easily dispose of it by considering a symmetric definition that does not involve this condition. However, it is intuitively clear that there is some nontrivial physical property that this condition expresses, i.e., it is regarded as an axiom for a reason. The fact that theories that allow signaling from the future are considered sensible further shows that the causality axiom is not the implicit assumption that one makes about what an operation is supposed to mean. Could there be another idea expressing the intuition of being able to choose an operation, which is in principle compatible with signaling to the past, and in the context of which the causality axiom would be seen to express a nontrivial physical constraint?
We believe that the implicit assumption underlying the concept of operation is that the variables that define a valid operation are (or at least can be) obtained without post-selection, i.e., they can be known before the time of the input system irrespectively of any future events. Indeed, under this assumption, and in agreement with the closed-box assumption according to our understanding of systems and interactions, the causality axiom captures a nontrivial empirical fact-namely, that out of the larger class of potential operations that we could obtain by selecting sets of events that obey the closed-box assumption, only the class of standard operations can be obtained without post-selection. A priori, the non-standard operations that in practice can only be obtained with post-selection could have been obtainable without post-selection too. The fact that they are not can be thought of as enforced by the axiom, since adding any of these operations to the class of standard operations would violate the axiom (the joint probabilities for circuits of such operations can be easily calculated using Bayes's theorem; see Sec. V) [98] .
The above observations show that the very concept of operation that the circuit framework is meant to describe is asymmetric in time. It thus may not be immediately clear whether the formal asymmetry of the theory expressed in the statement that signaling from the past is allowed, but not from the future, implies an actual physical asymmetry, and if so, what that asymmetry is. (Notice that if one regards the axiom as a definition, it certainly would not imply any physical asymmetry.) When we investigate the physical symmetry of the theory, we have to take into account the fact that the sets of events that define operations in the reverse direction of time need not be the same as the sets of events that define operations in the forward direction. Assuming that the occurrence of events and the validity of a given box structure are time-directionindependent concepts, and defining an operation as a set of possible events that obeys the closed-box assumption and can be known in advance (without post-selection) in the reverse direction of time, one can see that both signaling from the 'future', as well as from the 'past', is allowed in that direction. Indeed, since in the forward direction of time we can know a posteriori that different (standard, as well as non-standard) circuits have occurred in the past, the same situation in the reverse direction corresponds to knowing in advance that certain circuits which do not obey the causality axiom will occur (interestingly, some information gets lost after an operation in that direction). We see that indeed there is an asymmetry in the fact that in one direction of time the causality axiom holds, whereas in the other it does not. We will analyze this asymmetry later.
We could have a theory formulated in asymmetric terms that describes a symmetric world, just as we could have a theory formulated in symmetric terms that describes an asymmetric world. Irrespectively of the existence of a physical asymmetry, it seems preferable to formulate a theory in fundamentally symmetric terms, not least because any potential physical asymmetry could become more evident. But as a general rule, all probabilistic prescriptions that quantum theory provides in its standard formulation can be thought to be about probabilities of future events given knowledge available in the past. While the predominant interest in probabilities of this kind is understandable given that we can remember the past but not the future, from a physics perspective such an approach seems too one-sided. Moreover, just as one may think about the probability of an event conditional on events in its past, it makes sense, and is often of interest, to think about the probability of an event conditional on events in its future [24] . From a more general perspective, it is desirable to be able to think in a unified way about conditional probabilities of events in space-time given other events in space-time irrespectively of their spatio-temporal location [11, 25] .
The fact that the standard formulation of quantum theory is asymmetric with respect to time reversal is a long recognized fact, and time-symmetric reformulations have been proposed. The most prominent and widely known one is the twostate vector formalism, first proposed by Watanabe [26] and later rediscovered and developed by Aharonov, Bergmann and Lebowitz (ABL) [27] . In that approach, which is not usually formulated in the operational language above, the concept of operation is not altered, but the focus of the probabilistic prescriptions of the theory is widened from probabilities for the outcomes of an operation conditional on outcomes of operations connected to its input, to probabilities for the outcomes of an operation conditional on the outcomes of operations connected to both the input and the output of the operation. Here, we will pursue a different approach based on a reconsideration of the very concept of operation. This will eventually yield a representation that in the respective special context looks similar to the two-state vector formalism, but differs by an isomorphism that captures a nontrivial physical property.
IV. RECONSIDERING THE CONCEPT OF OPERATION
Since our ultimate goal is to develop a quantum theory without predefined time, an intrinsically time-asymmetric approach to the concept of operation is not a viable option. We will therefore abandon the expectation that a theory should describe operations that can be thought of as up to the choices of experimenters, because, as we have seen, this gives a special status to certain variables based on a preferred direction of time. Instead, we will take an epistemic point of view according to which an operation merely represent what an experimenter knows about the events in a region, irrespectively of when that knowledge is obtained as long as it is consistent with the closed-box assumption. One can think that all of the information about an experiment is available in the future of the experiment, which would be in agreement with our present understanding of how information can be collected and stored. Since we will make no additional assumption about what variables define an operation except for the fact that they are obtained consistently with the closed-box assumption, we will allow for the description of an operation to be updated upon learning of information consistently with that assumption. If an experimenter looks at the information about the event in a given box of the circuit in a way that reveals some (possibly partial) information about it, this should give rise to an updated description of the operation in that box and to a corresponding update of the probabilities for the circuit.
We stress that while it is intuitive to imagine that the information about different operations is available in the future, the idea is that in this approach there is no assumption about when that information may be available, except that it is faithfully obtained from the boxes. Our proposal is that such an assumption should not be part of an operational probabilistic theory at all. Defined in these new terms, any theory would formally violate the causality axiom, unless it is trivial. Nevertheless, we will see that the nontrivial property captured by the causality axiom in the standard formulation can be expressed in the language of the theory we will obtain in terms of the given dynamics and future boundary conditions.
V. SYMMETRIZING THE CIRCUIT FORMULATION
The main idea on which we base our reformulation is the closed-box assumption, i.e., we will regard as an operation any set of possible events between an input and an output system whose correlations with other events are due entirely to information exchanged via the input and output systems. As argued previously, if a given set of events satisfies this property, naturally so does any proper subset of this set, so we require that any subset of the outcomes of a valid operation defines a valid operation. We will assume that standard quantum theory holds, and we will simply develop its more general formulation from this perspective without introducing additional extensions.
Consider a standard preparation {ρ A i } i∈O and a standard measurement {E A j } j∈Q connected to each other (hereafter we use their representations in terms of positive semidefinite opera-tors in L(H A ) when there is no risk of confusion). The joint probabilities are given by Eq. (1) . Assuming that the joint probability for the preparation event to belong to the subset O ⊂ O and the measurement event to belong to the subset Q ⊂ Q is nonzero, by selecting only those cases in which the events belong to these subsets we obtain two new operations, connected to each other, whose joint probabilities are given by
for all i ∈ O , j ∈ Q . Notice from Eq. (3) that two sets of preparation events described by operators {ρ A i } i∈O and {σ A i } i∈O yield equivalent probabilities if and only if they differ by an overall factor α > 0 , i.e., σ i = αρ i . The same holds for the sets of measurement events. We can therefore choose a normalization in order to dispose of the irrelevant degrees of freedom. We define preparation and measurement operations to be described by sets of positive semidefinite operators over the respective Hilbert space that satisfy the following normalization conditions (we choose different normalizations for preparations and measurements to keep parallelism with the standard formalism, which can be seen as a special case of the new one):
Note that preparations are described just as before, but measurements are now more general as they do not have to satisfy the POVM completeness relation. Introducing the notation
we can write the main probability rule in the form
for any set of preparation and measurement operations that satisfy Eqs. (4) and (5) . Unlike the standard approach to operational probabilistic theories, here not all preparations and measurements defined over the same system are compatible-some of them simply cannot be connected to each other or, equivalently, we can say that their connection results in the null event. These are the preparations and measurements for which E A ρ A = 0 A , where 0
A is the null operator on system A. It is easily seen from Eq. (8) that the equivalence classes of preparation events, or states, are now described by a pair of positive semidefinite operators (ρ A ; ρ A ), where
Tr(ρ A ) = 1, while the equivalence classes of measurement events, or effects, are described by a pair of positive semidefinite operators (E A ; E A ), where
As before, states can be thought of as functions on effects, and vice versa, via the formula
However, the sets of states and effects are not closed under convex combinations (only some subsets of them are-those that correspond to the same ρ or E). Although we may conceive of the mathematical convex combinations of these functions, they generally do not correspond to events that can be obtained in agreement with the closed-box assumption. To see this, consider for example two deterministic preparations, each preparing one of two orthogonal states of a twolevel system, |ψ 1 ψ 1 | and |ψ 2 ψ 2 |, ψ 1 |ψ 2 = 0. In the above language of states described by two operators, these correspond to (|ψ 1 ψ 1 |; |ψ 1 ψ 1 |) and (|ψ 2 ψ 2 |; |ψ 2 ψ 2 |). Regarding them as functions on effects, imagine that we want to find a closed-box preparation procedure that yields a convex combination of these functions, such as
According to our present understanding, any preparation that we may perform inside a closed box (allowing both pre-and post-selection) is captured by standard preparations. The desired convex combination must therefore correspond to some state (ρ; ρ). But it is easy to see that such a state does not exist. Indeed, the requirement that it yields the desired convex combination of probabilities with all standard effects of the form (E; E = 1 1) implies that ρ = ρ = 1 3 |ψ 1 ψ 1 | + 2 3 |ψ 2 ψ 2 |. But then for effects (E; E) with E 1 1, the probabilities would generally not respect the convex combination:
Of course, we may simulate the desired convex combination by suitably post-selecting preparation and measurement events, but this requires joint post-selection, which is not achievable by separate closed-box procedures for the preparation and the measurement. As for preparations and measurements, one can define the equivalence classes of general operations and transformations. We define general operations to be described by a collection of CP maps with the normalization
which reduces to the normalization for preparations and measurements in the respective limiting cases. Defining
one sees that transformations are described by pairs of CP maps
with the properties
Tr(M
Although in operational probabilistic theories it makes sense to think of an operation as a collection of transformations, here we will often describe operations as collections of CP maps as above, which we find more natural in view of the intuition developed from the standard formulation.
Generalizing the case of preparations and measurements, two operations {N 
It is also useful to introduce the concept of conditional state, which is the notion of state that one usually encounters in the most common treatments of quantum theory (corresponding to a normalized density operator). Given a preparation connected to a measurement, with the joint outcome probabilities given by Eq. (8), one may ask about the probabilities for the outcomes of the measurement conditionally on the preparation yielding a particular outcome associated with the operator ρ. These probabilities are nothing but the probabilities for the deterministic (single-outcome) preparation { ρ Tr(ρ) }, which corresponds to the state (ρ; ρ) with ρ ≡ ρ Tr(ρ) . As the two operators in the state are identical, the parameters describing conditional states are the same as those that describe conditional states in the standard formulation of quantum theory-they correspond to a single normalized density operator, and this is also how we will denote them. The probabilities for the outcomes of a measurement applied on a conditional state ρ A are given by
Born's rule is a special case of this rule, corresponding to E A = 1 1 A . The set of conditional states can be regarded as functions on effects via the rule (17) , and as such this set is not closed under convex combinations, similarly to the set of general states. However, if we view conditional states as elements of the space of linear operators by which we represent them, they form a convex set-the usual set of density operators. Note that as functions of the density operator, the probabilities for measurement outcomes are not linear.
Upon learning or discarding of information about the outcomes of an operation in agreement with the closed-box assumption, its description gets updated. To derive the most general update rule, it is convenient to model the classical variable describing the outcome of an operation by a set of orthonormal pure (pointer) quantum states {|i C } i∈O on a pointer system C. An operation {M A→B i } i∈O can then be thought of as a two-step process, the first step being the single-outcome operation
and the second one being a standard von Neumann measurement of the system C in the pointer basis. Without loss of generality, we can imagine that the outcome of the measurement is stored in another pointer system, so for an experimenter who has not looked at the information about the outcome of the operation, the experiment can be described by the first stage only (this is nothing but the model of a standard quantum instrument [20] , trivially extended to the more general type of operations we consider). Any process of learning or discarding of information about the outcome of the operation can be described by a classical operation on the pointer system. This most generally corresponds to a diagnonal CP map, followed by a renormalization of the overall operation, which results in an operation of a similar form to (18), but with the pointer states possibly running over a different set. Let C describe the (possibly different) pointer system after this operation, with pointer basis {| j C } j∈Q . The diagonal CP map describing the transformation of the pointer has the form
where
After renormalization, this gives rise to the updated overall operation
From this, we infer the general update rule of the operation on the original systems:
It is worth noting a couple of special cases that will be of use later. The case of completely discarding the information about the outcome of the operation corresponds to Q = {e} being a singleton set, and T (e, i) = 1, ∀i ∈ O. This leads to the fully coarse-grained deterministic operation {M A→B }. On the other hand, the case in which the outcome of the operation is learned to belong to a specific subset, O ∈ O, corresponds to Q = O and T (i, i) = p > 0 for i ∈ O , and T ( j, i) = 0 in all other cases. The latter gives us a prescription of how to obtain any operation in the new formalism starting from a standard operation (one whose CP maps sum up to a CPTP map) and using post-selection. It is important to emphasize, however, that the theory does not attribute any special status to those operations that satisfy the standard trace-preserving condition.
To summarize, in the circuit model, the modified theory is defined via the following rules:
(i) Systems are associated with Hilbert spaces and an operation with a given input and a given output system is described by a collection of CP maps from the space of operators over the input to the space of operators over the output, with the normalization (11).
(ii) When a preparation is connected to a measurement, the joint probabilities for their outcomes are given by Eq. (8). Equivalently, two operations connected in sequence yield a new operation according to (16) .
(iii) Upon learning or discarding of information in agreement with the closed-box assumption, the description of an operation is updated according to Eq. (23).
VI. TIME REVERSAL AND OTHER SYMMETRIES
Now that we have allowed operations to be defined by both pre-and post-selection, one can expect that the theory should be symmetric under time reversal in some sense, because the notion of operation as a set of possible events in a box does not depend on a preferred direction of time, while the probabilities of events should be invariant. In this section, we discuss the question of time reversal along with general symmetry transformations.
Under time reversal T , every operation from A to B is expected to be seen as a valid operation from B to A, such that the probabilities of any circuit when calculated in the opposite direction under this mapping remains the same. This by itself, however, does not define time reversal. Indeed, we will see that the above theory permits infinitely many possible transformations with this property. Time reversal is a specific, physically motivated mapping, which does not arise naturally in the framework as defined. The simplest example of a mapping that satisfies the general requirement above is the following. For any CP map M A→B , which can be written in the form
This definition is basis-independent, and it simply amounts to reading a circuit in the opposite direction by regarding the operators of preparations as operators of measurements up to a (dimension-dependent) constant factor, and vice versa. More precisely, a preparation {ρ A i } i∈O is seen as a measurement {d A ρ A i } i∈O , and a measurement {E
Using the cyclic invariance of the trace, one can easily see that the probabilities of a circuit remain invariant under this transformation. The new states and measurements correspond to the so called retrodictive states [26] and measurements [28] (see also Ref. [25] ).
The problem with this definition arises when one goes beyond the mere operational probabilistic framework and makes a connection to concepts such as energy, momentum, or spin. The latter are not part of the operational probabilistic framework per se, but are the subject of the theory that describes the dynamics of physical systems, which we will refer to as the mechanics. According to our present understanding of the laws of mechanics, an isolated quantum system undergoes unitary evolution in time driven by a Hamiltonian generator, which is the operator of energy. Quantum states are described in terms of physical variables such as momentum, or spin. Under time reversal, these variables transform in a specific way (e.g., energy remains invariant, while momentum and spin change sign) and this determines the notion of time reversal in a physical sense. As shown by Wigner [12] (see also Schwinger [29] ), these considerations imply that time reversal must be described by an anti-unitary transformation at the Hilbert-space level. The simple notion of time reversal above, however, is not based on an anti-unitary transformation. For this reason, if we assume, as is the current understanding of quantum mechanics, that the states of an isolated system evolve forward in time according to the Schrödinger equation driven by a given Hamiltonian with a positive energy spectrum, then the retrodictive states would evolve backward in time driven by the negative of the original Hamiltonian, which would have a negative energy spectrum.
To understand the issue of time reversal, let us have a closer look at the relation between preparation and measurement events, and their representations. The operators {ρ A i } i∈O by which we describe preparations can be thought of as elements of the real vector space V A of Hermitian operators over H A . Measurements can be similarly thought of as described by collections of vectors, but in the dual vector space, V A * . This dual vector space is isomorphic to V A , if V A is finitedimensional. Let us denote the vectors in the dual space by E A * . The pairing between elements of the two vectors spaces yields a real number: (E
corresponds (via an isomorphism) to E A * . Note, however, that prior to choosing this representation, there is no natural isomorphism between the vector space V A and its dual V A * . Every non-degenerate bilinear form ·, · : V A × V A → R gives rise to an isomorphism. Our representation is based on the particular choice of bilinear form ρ
This bilinear form is an inner product (actually, the HilbertSchmidt inner product restricted to the subspace of Hermi-tian operators). It induces a 'canonical' (given the bilinear form) isomorphism between elements of the two vector spaces, E
. This canonical isomorphism merely results from a choice of representation, and need not have any physical meaning. (The physically nontrivial aspect of this picture is that the vector spaces can be realized as the spaces of Hermitian operators over a complex Hilbert space of a given dimension, which defines the theory as quantum theory [99] .) As we will show below, time reversal may also define a correspondence between elements of the two vectors spaces (though not necessarily, since the general correspondence is between states and effects, and these are described by pairs of vectors) by virtue of the fact that under time reversal measurements are mapped onto preparations, and vice versa. However, this need not be the canonical isomorphism arising from our choice of bilinear form, and in fact, it cannot be, because of the physical considerations noted above. The retrodictive states and measurements discussed earlier arise exactly if time reversal coincides (up to an overall factor) with the canonical isomorphism defined by this bilinear form.
Under time reversal, every set of vectors {ρ A i } i∈O in V A corresponding to a valid preparation would become a specific set of vectors {F
A * corresponding to a valid measurement. Expressing this measurement in the original vector space via the canonical isomorphism yields a set of measurement operators {F
A . We will call this set the time-reversed image of {ρ A i } i∈O . A way to think about the time-reversed image is to imagine that we could physically 'flip' the time orientation of a preparation device (e.g., create a device that looks just like the given preparation device operating in reverse order). Then the measurement that would result from this, described relative to preparation devices that have not been time-reversed, is the image. In a similar way, the operators {E A j } j∈Q describing a measurement get mapped onto a set of operators {σ A j } j∈Q describing a preparation, which is their time-reversed image. Under this interchange, which must be invertible (in particular, an involution), the probabilities (8) (or equivalently, (9)) must remain the same. The latter requirement means that time reversal is described by a bijection between states (ρ
A * (the latter were previously denoted
A , under the canonical isomorphism). This does not, however, imply that timereversal should be realized by a bijection between V A and V A * applied independently on each vector in the pair (ρ
). Indeed, we will now completely characterize the transformations that preserve the probabilities, and will see that more general transformations are possible. This result generalizes Wigner's theorem, which states that symmetry transformations in standard quantum theory must be realized by unitray or antiunitary transformations on the underlying Hilbert space [12] .
Let us denote the space of states on a system A by St
and the space of effects on this system by Eff Theorem (Generalized Wigner's theorem). Consider a system with Hilbert space H of dimension d. Every symmetry transformation S of type I is described byŜ s→s andŜ e→e that are either of the form
or of the form
where S ∈ L(H) is an invertible operator, and T denotes transposition in some specific basis. Similarly, every symmetry transformation S of type II is described byŜ s→e andŜ e→s that are either of the form
Note. For involutions, in the case of Eqs. (24), (25) , the operator S satisfies S =∝ S −1 , in the case of Eqs. (26), (27) , the operator S satisfies S =∝ S * −1 , where * denotes complex conjugation in the basis of the transposition, in the case of Eqs. (28), (29) , the operator S satisfies S ∝ S † , and in the case of Eqs. (30), (31) , the operator S satisfies S = S T . Proof. Since we are interested primarily in time reversal, we will exhibit the proof for transformations of type II. The case of type I is completely analogous. We will make use of the way operations get updated upon learning or discarding of information (Eq. (23)), which must be independent of the symmetry transformation. First, observe that the case of complete coarse graining implies that two states have the same ρ if and only if their images have the same F. (The same holds for measurements and their images.) Consider then two states (ρ 1 ; ρ) and (ρ 2 ; ρ) whose images are (F 1 ; F) and (F 2 ; F), respectively. Let us take any state (qρ 1 +(1−q)ρ 2 ; ρ), 0 ≤ q ≤ 1. From formula (9), we see that the joint probability of this state with any effect (E; E) is p (qρ 1 
. Similarly, consider the effect (qF 1 + (1 − q)F 2 ; F), with the same q. It must yield the probabilities p (σ; σ), (qF 1 + (1 − q)F 2 ; F) = qp (σ; σ), (F 1 ; F) + (1 − q)p (σ; σ), (F 2 ; F) when paired with a state (σ; σ). But when (σ; σ) is the image of (E; E), the probabilities in the first case must be equal to the corresponding probabilities in the second case. Since a state (effect) is completely characterized by its joint probabilities with all possible effects (states), we conclude that (qF 1 + (1 − q)F 2 ; F) must be the image of (qρ 1 + (1 − q)ρ 2 ; ρ). In other words, for every fixed ρ,Ŝ s→e transforms the first operator in (ρ; ρ) by a (positive) linear map, possibly dependent on ρ, which we will denote byτ ρ . This linear map can be assumed defined on the subspace of Hermitian operators with support in the support of ρ. Consider now the update rule (23) in the case of learning the outcome of an operation (a special case of learning that the outcomes belongs to a subset, which was discussed earlier). It implies that two states have proportional ρ (differing by an overall factor) if and only if their images have proportional F. This means thatτ ρ (ρ) = f (ρ)τ 1 
is a positive linear map defined on the whole space of Hermitian operators over H. But since every deterministic state must be mapped onto a deterministic effect, we haveτ ρ (ρ) = F, and hence
SinceŜ s→e is a bijection,τ must map the cone of positive semidefinite operators over H onto itself. This means (see M. M. Wolf, Proposition 3.6 in Ref. [30] ) thatτ is either of the formτ(ρ) = S ρS † orτ(ρ) = S ρ T S † , where S is invertible, which corresponds to Eqs. (28) or (29) . An analogous argument applied to the transformation of effects yields Eqs. (30) and (31) . The respective constraints on S in the case of involution follow straightforwardly from the requirement that applying the transformation twice maps a state or an effect onto itself.
Comment. The original result by Wigner is obtained within the traditional exposition of quantum theory, where one does not explicitly distinguish states and effects but talks about transition probabilities between states only. This is equivalent to treating effects as states via the canonical isomorphism (up to factor), but from an operational perspective it is not justified to automatically assume thatŜ s→s =Ŝ e→e , as implicitly done in that approach. Nevertheless, for symmetries of type I, in the standard formulation of quantum theory where all effects are of the form (E, 1 1), one easily sees from the discussion above that S must be unitary, S = V, V † V = 1 1, and hence the conclusion is valid. Thus, symmetry transformations of type I in standard quantum theory transform states as ρ → VρV † or ρ → Vρ T V † , which amounts respectively to a unitary or an anti-unitary transformation on the vectors in the underlying Hilbert space, which is Wigner's theorem. Time reversal, however, must be a transformation of type II, and the same conclusion is not warranted unless additional assumptions are made. Wigner assumes that the transition probability between any two states must remain invariant under time reversal. But this transition in practice corresponds to a measurement event following a preparation event, and the conditional probability for the events in the reverse order is not the same in general. An alternative way of expressing this assumption is to say that all preparations must give rise to the maximally mixed state 1 1 d on average. A preparation would then be mapped under time reversal onto a measurement, and vice versa, justifying the standard probability rule in the reverse direction of time, and leading to the conclusion that S = V. However, the assumption that a preparation should give rise to the state 1 1 d on average does not seem empirically supported, which is why, in our view, the traditional notion of time-reversal symmetry is not well motivated. On the other hand, our framework allows us to give an operationally consistent definition of time-reversal symmetry that holds for arbitrary preparations and measurements.
Let us assume, as in standard quantum mechanics, that isolated systems evolve in time unitarily according to the Schrödinger equation driven by some Hamiltonian, and let us assume, following Wigner, that the same kind of evolution should take place under time reversal, driven by a Hamiltonian with the same spectrum (since energy should not change under time reversal). Let a general transformation (
If T transforms states and effects as in Eqs. (28) and (29) (with specific transposition bases and specific operators S A and S B for the respective systems), from the requirement that the probability for a sequence of a preparation, a transformation, and a measurement, remains invariant, we find
However, if in the case where A is of the same kind as B a unitary transformation (
† has the same spectrum as U, there would have to exist a unitary W (from the input to the output system of U) such that
But the left-hand side of the last expression is a similarity transformation of U † which preserves the spectrum, so this is only possible if U has a real spectrum (consisting of +1's −1's), which does not permit nontrivial continuous unitary evolution in time.
Thus, the only possibility compatible with the known quantum mechanics is that time reversal is described by a transformation of the form (30) and (31) . In such a case, we find
where * denotes complex conjugation in the joint basis in which the transpositions for A and B are defined in Eqs. (30) and (31), and λ ensures the normalization (38) . In this case, for the image of a unitary operation we ob-
† would be unitary and it would have the same spectrum as U since U T has the same spectrum as U. Note that it is not necessary that S be unitary in order forŨ to satisfy this property. If S has a polar decomposition S = V M, M ≥ 0, where V is unitary and M commutes with U T (or, equivalently, with the transpose of the Hamiltonian generator of U), then the requirement is still satisfied. However, if we further demand that time reversal satisfies the above requirement for any Hamiltonian generator, then S must be unitary. The standard notion of time-reversal, as understood at present, is of this kind. Since we are generalizing the standard formulation of quantum theory, it is in principle conceivable that in some regimes the laws of mechanics may not obey Schrödinger's equation, which was used in the above argument. It is reasonable to assume, however, that any generalized notion of time reversal would be of the kind (30) , (31) , (equivalently, (39) , (40) ) so that it would reduce continuously to the standard one in the regimes of standard quantum mechanics. In the formalism that we develop in the following section, these kinds of time-reversal transformations will be naturally built in.
In the case when S is unitary, we may absorb the unitary in the definition of the basis in which we take transposition, obtaining S = 1 1, so the transformation of time reversal T can be simply expressed by its action on the Kraus operators of CP mas as follows:
The specific basis of the transposition (which is defined up to a unitary transformation with real coefficients in that basis), is equivalent to specifying a real structure on the Hilbert space, and it is determined by specific physical observables for the system of interest. Here, we will not be concerned with the specifics of this basis, which would generally depend on the mechanical theory.
Remark. In the case when we can take S = 1 1, time reversal amounts to an isomorphism between the vector space V and its dual V * discussed earlier. This isomorphism is different from the canonical isomorphism arising from the standard choice of bilinear form. However, one may consider a formulation of the theory in terms of a physically motivated bilinear form whose canonical isomorphism coincides with the isomorphism obtained from time reversal. In other words, the bilinear form could be defined with an additional physical variable, Λ, that specifies the real structure or, equivalently, a basis for the transposition. If we define the bilinear form σ, ρ Λ ≡ Tr(ρ T Λ σ) = Tr(ρσ T Λ ), where T Λ denotes transposition in a basis specified by Λ, then effects can be represented by the states arising from their time reversed images, so the pairing (E * , ρ) between elements of V * and V can be written (E * , ρ) = d σ, ρ Λ , where σ is the time-reversed state corresponding to E * . We will not pursue this route, but later we will develop a formulation that amounts to the same effect.
The time reversal (39), (40) of a general transformation was obtained from the requirement that the probabilities for a preparation, followed by a general operation, followed by a measurement, remain the same under time reversal. One can easily see that this guarantees that the probabilities remain invariant for general circuits, since any circuit can be 'foliated' into global time steps where at each step a single operation is applied from a given composite input system to a given composite output system (this can be achieved by padding operations with additional sequences of identity operations where necessary). The joint probabilities for a circuit consisting of a preparation {ρ
followed by a sequence of operations {M
A n−1 →A n j } i n ∈Q n , n = 1, ..., N − 1, and then by a measurement
and the fact that the probabilities remain invariant under time reversal can be verified by expanding each CP map in its Kraus form and using the invariance of the trace under cyclic permutations and transposition.
VII. THE ASYMMETRY
We have seen that the above operational probabilistic theory is symmetric under time reversal, both from a probabilistic and from a mechanical perspective. However, as discussed earlier, we observe the nontrivial constraint that without postselection we cannot obtain operations that do not satisfy the standard trace-preserving condition, which does not hold in the reverse direction of time. Let us show how we can understand these facts in the language of the theory.
When we say that a given description represents knowledge available without post-selection, this means that it holds for all possible future events. Analyzing the question of what can be known without post-selection at a given time thus requires a global perspective in which one takes into account all possible future events in the universe relative to that time. Our analysis will therefore require a global model of the universe.
As noted already, an operational probabilistic theory only says what operations are allowed, but not what specific operations will occur in different physical circumstances, which is the subject of the laws of mechanics. For example, the standard operational formulation tells us that the deterministic evolution of quantum systems must be CPTP and that any such evolution can in principle be obtained as a result of a joint unitary evolution of the system plus an environment, followed by discarding of (applying the unit effect 1 1 on) part of the joint system. But it does not say, for example, what the Hamiltonian generator of the evolution of an isolated system such as the system plus its environment must be, which is specified by the mechanics. Similarly here, our theory permits a class of operations (all of which by construction can be observed in practice, be it with post-selection), but the concrete form of the operations that describe the evolution of isolated systems has to be supplied by additional rules. We will assume that isolated systems undergo unitary evolution as prescribed by the known laws of quantum mechanics [100] .
The statement that isolated systems evolve unitarily in time means that if we consider all systems in the universe between times t 1 and t 2 , t 1 < t 2 , we can describe their evolution by a big unitary circuit (or one big unitary operation), such that the information about all events between the two times is most generally encoded in the outcomes of operations on the past and future boundaries of the circuit (Fig. 3) . Consider an observer at time t 1 , who resides inside the preparation box. All information available prior to t 1 is contained in that box (the
Fig. 3:
A toy model of the universe between two instants of time.
According to the known laws of quantum mechanics, physical systems undergo unitary evolution in time. All information about the events in the universe between times t 1 and t 2 is then encoded in the outcomes of operations on the boundaries of this region of spacetime. The information available at time t 1 is contained in the preparation box. An observer at this time can have information about these events but not about those in the measurement box. Every future circuit according to that observer should purify to the given unitary circuit by including all ancillary systems in the description. All future circuits consist of standard operations if and only if the final measurement {E j } j∈Q satisfies j∈Q E j = 1 1. The fact that only standard circuits can be prepared without post-selection thus follows form the unitarity of quantum dynamics and the future boundary conditions. box can be imagined to extend to the infinite past). Conditionally on that information only (possibly only some part of it), the description of the possible future events in the universe according to this observer would look as in Fig. 3 , where the description of the preparation could be updated conditionally on the available information, but the final measurement cannot be updated because the observer has no access to it, i.e., it is fixed. Any effective circuit in some region in the future between times t 1 and t 2 according to this observer must be consistent with the big unitary circuit, i.e., all future circuits should be possible to purify, by including the devices and environments in the description, to the circuit in Fig. 3 . It is well known that if the effective circuits consist of standard operations, their unitary purification can be done with a final measurement that is a standard quantum measurement [19] . Reversely, if any future circuit must consist of standard operations, the final measurement in particular must be a standard measurement. In other words, the claim that all future circuits that can be known at a given time irrespectively of future events must be standard quantum circuits (and therefore obey the causality axiom) is equivalent to a statement about the form of the future boundary operation in the circuit of the universe. Such a boundary operation can be moved arbitrarily far into the future, transforming it consistently with the unitary dynamics.
We remark that the causality axiom could be respected by other types of evolutions too. Every symmetry transformation of the type obtained in the previous section would leave the probabilities of circuits invariant and, therefore, if a specific class of circuits obey the causality axiom, so will the class of circuits obtained by a symmetry transformation. For instance, if we transform the operations in the above picture by a symmetry transformation of type I of the form (24) with a nonunitary S , all resultant circuits will obey the causality axiom, although they need not consist of standard operations.
To analyze the time-reversed situation in light of the causality axiom, we will assume for simplicity that time reversal is described by Eqs. (30) , (31) with S = 1 1, since the joint probabilities of events are the same irrespectively of the exact form of time reversal. In this case, the reverse evolution is unitary and therefore the situation is exactly analogous to the previous case. As argued earlier, the causality axiom does not hold in the reverse direction, because in the forward direction of time we can know that standard (as well as non-standard) circuits have taken place in the past, and these circuits violate the causality axiom in the reverse direction. We thus see that the time-reversed future measurement cannot be a standard one. This means that the preparation in the past boundary of the universe in the forward direction cannot give rise to the maximally mixed state on average.
Notice that if the preparation gave rise to the maximally mixed state on average, it would be impossible for us to remember anything consistently with unitarity since there would be no way that a system coming from the past could ever be correlated with any other system coming from the past. By the same token, we can understand the fact that we do not remember the future as corresponding to the form of the future boundary measurement.
In the above argument, we considered the cases in which an observer describes the past only, or the future only. One may consider cases where the observer occupies an intermediate region too, and describes the rest of the universe both in the past and in the future. However, since the observer should be part of the universe and hence it should be possible to consistently embed her in a larger unitary circuit, the description cannot include all systems in the universe at a given time, i.e., we have to introduce a Heisenberg cut which can in principle be pushed away arbitrarily far. If we perform the analogous argument in that case, the conclusion would not concern the boundary conditions on the entire universe, but only on the 'rest of the universe' from the perspective of the observer.
We remark that in arguments involving the idealized global picture of the universe, it is common to regard the universe as originating in a deterministic (typically pure) state. This would mean that our preparation can be further purified, and the information about it transferred to the future through additional systems, thus putting the observer always in the future by definition. But such a picture cannot consistently depict an observer who reasons about the future, even though the very picture is meant to represent the reasoning of such an observer. In contrast, the symmetric picture we have presented allows us to think of an observer in the past too. This is not in conflict with the observable predictions of the other picture because any classical information about the past that would be transferred to the future in that picture could still be transferred to the future by the same mechanism, except that here we allow a copy of it to remain in the past. Interestingly, the symmetric picture does not necessitate that all classical infor- Events at present may correspond to different non-standard operations in the future. In this example, the post-selection-like measurement operator E gives rise to correlations between the outcomes of a preparation {ρ i } at present and an effective set of CP maps {M i } in the future that may not be proportional to CPTP maps. mation available in the past is available in the future-we can conceive of the possibility that there is information in the past that cannot be inferred from the future measurement, just like there is information in the future that cannot be known in the past. One can think of this as information that is erased in the forward direction of time.
We have argued that the distinction between past and future, which at the level of personal experience arguably arises form the distinction that we remember the past and not the future, is directly linked to the past and future boundary conditions in this picture. To what extent these boundary conditions, as well as the operations describing the dynamics in intermediate regions, are objective or a matter of assumption, and how an observer arrives at their description as a result of experience is a very interesting question, but it goes beyond the scope of this paper.
One can also see that if the future boundary measurement is not of the standard type, it is possible to understand how, consistently with the closed-box assumption, an observer at a given time can obtain information about the outcomes of operations in future space-time regions, or, equivalently, about different possible non-standard operations that may take place in future regions. An example is given in Fig. 4 . This illustrates that associating operations with information about regions as a whole, without assuming a priori at what times different parts of this information may be available, seems a well defined approach in which any specifics about when that information may be available naturally come out from properties of the circuit describing the mechanics in space-time.
(Here, we assumed that except for the past and future boundary operations the evolution of the universe is unitary, but the framework is in principle compatible with more general mechanical laws, and the distribution of information in that case can be analyzed in a similar way.)
The role of the past and future boundary conditions in the above picture is in a way reminiscent to that in classical mechanics, where in order to determine the solution of the evolution equations we need to specify either past boundary conditions in phase space or past and future boundary conditions in configuration space. These parameters are, by definition, not part of the prescriptions of the mechanical theory and are provided externally.
It is also worth noting the similarity between the asymmetry in this picture and the asymmetry in statistical mechanics. In the latter case, the apparent discrepancy between the timereversal asymmetry of the second law of thermodynamics and the symmetry of the laws of mechanics is reconciled based on the statistical distribution of initial conditions (or, equivalently, past and future boundary conditions in configuration space). This analogy with thermodynamics and the fact that the origin of the asymmetry can be seen as responsible for the fact that we remember the past and not the future seems to share some connections with a recent argument by Mlodinow and Brun that links the thermodynamic and psychological arrows of time [31] . The rigorous relation with these subjects seems an interesting question for investigation.
Similar ideas about the role of past and future boundary conditions in quantum mechanics have been investigated previously, for example, in the context of the two-state vector formalism [27, 32] and in the formalism of consistent histories [33, 34] . The main difference in our analysis is its strictly operational formulation and the more general concept of operation that it is based on.
VIII. A TIME-NEUTRAL FORMULATION
Even though according to the developed framework each operation can be viewed as a valid operation in either direction of time, calculating probabilities in this formulation requires one to foliate a circuit and apply transformations in a particular order. In this section, we will develop a time-neutral formulation in which we do not need to respect such an order. This will allow us to extend the framework to circuits with cycles, and ultimately to drop the assumption of predefined time.
To this end, we will represent each transformation (13) by a pair of positive semidefinite operators via a mapping inspired by the Choi-Jamilkowski (CJ) isomorphism [35, 36] , which, however, only in a special case reduces to applying a version of the CJ isomorphism to each CP map in the pair of CP maps that describes a transformation. Consider a transformation (M A 1 →B 1 ; M A 1 →B 1 ) (the purpose of introducing the subscript 1 to the labels of the systems will become clear below). We will define a representation of this transformation
in terms of positive semidefinite operators
where H B 2 is a copy of H B 1 . Take the transformation that describes time reversal for the system B 1 (Eqs. (30) , (31)). Introduce a system H A 1 that is a copy of H A 1 , and define the maximally entangled state
, where the set of states |i
is an arbitrary orthonormal basis of H A 1 , and |i
are given by:
where S B 2 is a copy of the operator S B 1 that appears in the definition of time reversal for system B 1 , and T denotes transposition in the basis |i
of A 1 and the basis of B 2 which is a copy of the transposition basis for the time reversal of B 1 .
(Every operation specified only on a subset of all systems is implicitly assumed extended to all systems via a tensor product with the identity operation on the rest of the systems, e.g.,
Reversely, in terms of (M A 1 B 2 ; M A 1 B 2 ), the result of applying
where Tr A 1 B 2 denotes partial trace over A 1 B 2 , and
with
is the transposition basis for the time reversal of B 1 , and |i
is its copy in B 2 . (Here, again, tensor products with the identity is implicit, e.g.,
is defined up to an overall factor, without loss of generality we will assume that it is normalized as Tr(S
and we will simply write
Furthermore, since time reversal is an involution, we have S B 1 = S B 1 T , and this implies that the state |Φ Φ| B 1 B 2 is symmetric with respect to interchanging systems B 1 and B 2 ,
This symmetry of the state makes sense only if we have a correspondence between the basis of B 1 and the basis of B 2 , which was assumed here. As we will see, the physical meaning of this correspondence is given precisely by the transformation of time reversal. In the above representation, a general operation {M A 1 →B 1 i } i∈O can be described by a collection of positive semidefinite operators {M
} i∈O with the normalization
In the case when S = 1 1, the representation agrees with the Choi isomorphism [36] (modulo an overall transposition [11] and a different normalization) applied to each CP map in the operation. In order to represent the formula for the probabilities of a circuit in a way that does not require writing down the operations in any particular order, we will describe the CP maps in the separate boxes as operators defined on separate systems [11] , even if the boxes may be connected to each other by wires. Figuratively, one can think that each junction where a wire gets attached to a box in the graphical representation of operations corresponds to a different system. Each wire will therefore be associated with two systems-one for each end of the wire-instead of just a single system. It is important to note that the objects in a circuit are not assumed to have specific temporal durations; they are simply logical transformations. But if we nevertheless think that there is a time duration associated with them in a particular implementation, a wire is supposed to have a zero duration-it merely represents the connection between operations and would be associated with the instant at which one operation ends and another one begins. Therefore, the fact that we propose to associate two systems with each wire should not be confused with the idea that these are systems associated with different instants of timethe two systems corresponding to the ends of the same wire are associated with the same instant.
We will label the different systems by capital letters, A, B, C, etc., with the subscript 1 added to those system that are attached to the past side of a box (each of these corresponds to the 'future' end of some wire), and the subscript 2 added to those systems that are attached to the future side of a box (these correspond to the 'past' end of some wire); see Fig. 5 . We will refer to these systems as systems of type 1 and type 2, respectively. The operations inside each box will be represented by collections of positive semidefinite operators according to the representation above, defined on the Hilbert spaces of the systems attached to the box, whose subscripts 1 and 2 have been chosen to match those in the definition. We will use different letters to denote the operators of events in different boxes. The different operations will thus be written as collections of operators {M
With each wire in the circuit, such as the one between systems A 2 and F 1 in Fig. 5 The Hilbert space associated with the 'future' end of a wire is referred to as of type 1, while the one associated with the 'past' end of a wire as of type 2. Each wire is described by some entangled state |Φ Φ| on the tensor product of the two Hilbert spaces. The operations in the boxes are described by collections of positive semidefinite operators on the Hilbert spaces of the wire ends attached to it. The probabilities for the events in the circuit are given by formula (55) .
with the collection of all wires in the circuit, we will associate the tensor product of the corresponding states,
The joint probabilities for the outcomes of a set of operations connected in a circuit, such as the one depicted in Fig. 5 , are then given by
The validity of this formula can be verified easily from the isomorphism equations (45), (46) and (48), (49) . Indeed, from (45) , (46) we see that the operators describing preparation events coincide with the time-reversed images of the corresponding states. By contracting (taking the partial trace of) these operators with the state |Φ Φ| of the wire attached to the box, we obtain the actual states on the other end of the wire, which is an input of a subsequent box. From (48) , (49) we see that by contracting the operators describing the transformations in any box with the state on its input systems and with the state of the output wires on those ends attached to the box, leaves on the other end of the output wires the result of the transformation in that box applied on the input state. These transformations continue until the evolved state is finally contracted with the effect of a final measurement, which in this representation is identical to the representation (E, E) used earlier. That is, the expression (55) is equal to the corresponding expression in Eq. (42) .
Notice that if we imagine disconnecting a wire in the circuit at a junction corresponding to a system of type 1, the pair of operators that we obtain on this end of the wire by contracting the events in the boxes and the wires in the past, is exactly the state that would result from the sequence of past transfor-mations up that point. In this sense, the notion of system in the usual formulation of quantum theory corresponds to the systems of type 1. Similarly, the states that we obtain under time-reversal (31) live on the systems of type 2. Now we are in a position to understand the meaning of the isomorphism between the Hilbert spaces on the two ends of a wire that was assumed by declaring that they are copies of each other. Consider a preparation and a measurement connected by a wire, where the preparation box is attached to the system of type 2 and the measurement box to the system of type 1. Imagine that we could take the measurement box and physically 'flip' its time orientation so that we could plug it in the place of the preparation box, that is, attach it to the type-2 end of the wire. This flipped box is now a preparation that can be operationally characterized by measurement boxes connected to the type-1 end of the wire, which have not been flipped. As noted earlier, this preparation is the timereversed image of the original measurement. By construction, the states that we obtain on the system of type 2 when we connect the original (not flipped) measurement to the type-1 end of the wire, are copies of the states that we would obtain on the type-1 end of the wire if we attach the flipped measurement to the type-2 end. The equivalence between the different states on both ends of the wire is therefore exactly the one defined by the physical transformation of time reversal.
In introducing this framework, we defined the descriptions of operations and wires assuming the transformation of time reversal. However, the idea is to regard this as reverse engineering. What we are proposing is that quantum theory is described by the general formalism above, where the content of each box is represented by a set of positive semidefinite operators and each wire is described by some entangled pure state |Φ Φ|. A priori, the states of the wires can be any, and which specific states they are is a feature of the mechanics that we find out to govern the physics around us. Thus, time reversal should be understood as determined by the states of the wires, rather than the other way around. (The entangled state of a wire can be assumed to have a maximal Schmidt rank, since if it does not, we can redefine the dimension of the systems on both ends of the wire.) Even though time reversal as understood at present can be described by S = 1 1 and a specific basis for the transposition, we will leave open the possibility for an arbitrary S , since we do not have a reason to discard it.
IX. CIRCUITS WITH CYCLES AND THE PROCESS OPERATOR
The form of Eq. (55) allows us to treat the information about the wiring between boxes separately from the information about the content of the boxes, which opens up different possibilities for generalization. In particular, it allows us to immediately extend the framework to circuits that involve cycles, such as the one in Fig. 6 . We simply define the same formula (55) to provide the probabilities in such cases too, with W encoding the corresponding wiring. This rule is in agreement with a model of quantum theory in the presence of closed time-like curves (CTCs) [37] [38] [39] [40] [41] [42] [43] [44] [45] known as post-selected CTCs, as it can be simulated by postselection (see for comparison the model of Deutsch [46] ). Notice that within the more general paradigm permitting cycles, any fragment of an acyclic circuit, such as the one in Fig. 7 , can be regarded as a valid operation if we disregard the underlying causal structure with respect to which the different inputs and outputs of the fragment are ordered, and regard the circuit as a cyclic one. Indeed, since all systems of type 1 are always connected to systems of type 2, the fragment and its complement can be seen as two operations connected to each other in a loop. A formalism that describes fragments of standard circuits, called quantum combs, has been developed by Chiribella, D'Ariano, and Perinotti [47] . An alternative formalism, the duotensor framework, has been developed by Hardy [4] . In our formalism, the hierarchy of quantum combs collapses and all fragments are equivalent to operations.
Consider the composition between two operations {M
} j∈Q , where system A 1 is connected to system G 2 and system E 1 is connected to system C 2 (the systems in each pair obviously must have the same dimension). The resultant operation is given by
This formula expresses the most general composition rule in this framework, because, without loss of generality, all systems of type 1 for each of the two operations can be grouped into two systems, one of which is being connected while the other one is left free, and similarly for the systems of type 2. It also captures the notion of parallel composition, which can be thought of as the case where the trivial (1-dimensional) system of type 2 of one operation is connected to the trivial input system of type 1 of another. The compositions of three or more operations also follows from this rule. Similarly to the case of acyclic circuits, the probabilities in the formula (55) for general circuits with cycles can be seen as the operators associated with the outcomes of an operation from the trivial system to itself. From formula (55), we can obtain a similar expression for the joint probabilities of the outcomes of only a proper subset of all operations in a circuit, conditionally on information about the other operations. We will denote the variables describing the rest of the circuit collectively by w. For example, if we only ask about the probabilities for the outcomes of the operations {M A 2 B 2 i } i∈O and {N Fig. 5 , we can write them as
where W A 2 B 2 C 1 D 2 E 2 is a positive semidefinite operator associated with the variables w. Specifically, if w corresponds to the events in the remaining boxes in the circuit being described by some specific operators {L
These operators {L } i∈O is described by some operator {M A 2 B 2 }, we can write the probabilities for the outcomes of {N
Most generally, the probabilities for the outcomes of some separate operations, each acting on some systems of type 1 and 2 (below unified in single letters for brevity), performed in some circumstances defined by variables w, is given by an expression of the form
Conditionally on information about the events in some operations, the reduced operator W for the remaining operations is obtained as outlined above. Any operator satisfying Eq. (62) can be obtained by embedding the separate operations in a suitable acyclic circuit with operations of the more general kind that can be implemented using post-selection. A universal way of obtaining an arbitrary operator W A 1 B 2 C 1 D 2 ··· is the following. Prepare a standard density operator (conditional state) ρ A 1 B 1 C 1 D 1 ··· , which has identical components to those of W A 1 B 2 C 1 D 2 ··· but is defined over some forward oriented systems B 1 , D 1 , · · · which are copies of B 2 , D 2 , · · · . The systems A 1 , C 1 , · · · are fed into the inputs of the operations, while the systems B 1 , D 1 , · · · together with the corresponding output systems of the operations (let us call them B 1 , D 1 , · · · ) are subject to a measurement of which an outcome with measurement operator proportional to
The latter effectively 'teleports' the part of the initial density operator that lives on B 1 , D 1 , · · · onto the systems B 2 , D 2 , · · · . In other words, the class of joint probabilities between separate operations of the form (61) is equivalent to the class of such probabilities obtainable with acyclic circuits with post-selected operations. In order for this procedure to be geometrically possible, it is sufficient that we have a spacetime of dimension 2+1 or higher. This guarantees that all systems that are measured at the final time occupy a space of dimension at least 2 so that any necessary pairwise interactions can be realized without contradiction (e.g., if all systems are ordered in a 1-dimensional chain, they can be accessed as desired from the additional dimension). This can also be seen to follow from the fact that any graph can be embedded in a 3-dimensional space without crossing of its edges. This means that, modulo the transformation that describes time reversal (which according to the present understanding of quantum mechanics can be described by S = 1 1 when the transposition basis is suitably chosen), all correlations (61) are physically admissible in the generalized sense that we consider.
The above procedure can also be interpreted as embedding the separate operations in a circuit with a cycle, where the systems A 1 , B 2 , · · · , of the separate operations are connected, respectively, to the systems A 2 , B 1 , · · · , of a single-outcome operation described by the operator
which implements a transformation from the outputs of the separate operations to their inputs. Notice that this is itself a valid operation associated with the region connecting the different operations according to the closed-box assumption, since it can be implemented in an isolated fashion. Also, any correlations between operations embedded in some circuit where cycles are allowed are always of the form (61) . In other words, the class of correlations (61) are equivalent also to the class of correlations obtainable by circuits with cycles. We point out that within the general approach to operations we are considering, any physical circumstances in which the correlations between a set of separate operations is described by the expression (61), even if they are not assumed to arise from a circuit, are physically equivalent to a general circuit with a cycle. This is because, if the individual operations satisfy the closed-box assumption, then the collection of events that define the circumstances in which the operations take place, and hence the operator W, must be external to the boxes of the operations and so they would define a valid operation in the exterior of their boxes, which can be seen as a box directly connected to the inputs and outputs of the operations [101]. This will be illustrated in the following section.
Let us also show that all cyclic circuits are obtainable in practice with the use of post-selection. A way of creating an arbitrary circuit is the following. Using the teleportation method outlined above, we can realize an operator W equal to the one describing the wires connecting the different operations in the circuit. Strictly speaking, however, this is not the desired circuit because here the connection between the regions of the original operations would be mediated by effective back-in-time identity channels, which are not the same things as wires. Indeed, 'genuine' wires are associated with the immediate point of contact of regions. To remedy this, we can simply redefine the regions occupied by the operations in the circuit, for instance by extending each of them along the identity channels connected to its outputs until it reaches the inputs of the operations it is supposed to connect to. In this way, the regions of the operations will be directly connected to each other.
The operator W in expression (62) is a generalization of the process matrix introduced in Ref. [11] , and we will refer to it in the same way, or rather, as a process operator, since the actual object is the operator, while the matrix is its description in a given basis. The original concept of process operator was proposed as a means of describing the correlations between local standard quantum operations without the assumption that the operations are part of a standard quantum circuit. It was derived assuming that the joint probabilities for the outcomes of the operations are non-contextual and linear functions of the CP maps describing their outcomes, as well as that the local operations can be extended to act on joint input ancillas in arbitrary quantum states. The requirement of linearity and normalization on local CPTP maps in that approach gives rise to additional asymmetric constraints on W, which are not part of the present framework.
Remarkably, in the present framework the process operator can be naturally interpreted as the operator describing a conditional quantum state-formula (61) is exactly analogous to the formula for the probabilities for the outcomes of a set of local measurements of the generalized kind applied on a joint conditional state (17) . Ignoring the subscripts 1 and 2, the operators of an operation {M
} i∈O are equivalent to the operators describing a measurement on a pair of input systems A 1 and B 2 . By construction, they have the right normalization, and in the case when the system B 2 is trivial, {M } i∈O can be thought of as implementing a joint destructive measurement on two input systems-one from the past and one from the future. The conditional state W A 1 B 2 on which that measurement is applied, which generally depends on events both in the past and in the future of the measurement, is our version of the twostate vector idea [27] . In the simple special case when the operation is sandwiched between the preparation of a state |ψ ψ| and a post-selection on a measurement outcome with operator |φ φ|, our state is |ψ ψ|
as is the case according to our present understanding of time reversal in quantum mechanics, the state is simply |ψ ψ| A 1 ⊗ |φ φ| T B 2 , which formally resembles the original two-state vector. We stress, however, that there are principal differences between the two-state vector and the state above. The less major, though still important, difference is the fact that the two states in the ABL formalism are associated with the same time instant, whereas here they are associated with two different times. At a single instant, we can also have two systems, but these are the two ends of a wire and they are always in the entangled state |Φ Φ|. More importantly, the backward 'evolving' state in the ABL two-state vector lives in the dual of the forward-oriented state space, i.e., it is actually an effect. In contrast, here the state |φ φ| ; M A 1 B 2 ) describing 'transformations'. This fact will be important for obtaining a unified picture with no a priori time later. The operator W A 1 B 2 C 1 C 2 ··· in the general case is our analogue of the most general concept developed in the two-state vector approach-the multi-time mixed state [48] again differing in its meaning and axiomatic foundations as described. We remark that an isomorphism between the twostate picture and the present picture with S = 1 1, but without physical interpretation of the second system or the choice of transposition basis, has recently been noticed in Ref. [49] .
It should be underlined that the state W A 1 B 2 C 1 C 2 ··· is not to be thought of as a description of physical systems as they are in space-time. The description of physics in space-time is given by a circuit, not a state. A state is associated with the free wires of a circuit fragment. Figuratively, we can imagine removing some of the boxes in a circuit, thus leaving certain wires free. A state is then associated with the free ends of the wires on the boundary of the empty region, while the content of the region, that is, the box plugged in it, describes the measurement applied on that state. Notice that given information about the content of part of an empty region, the reduced state associated with the remaining empty part gets updated via the same rule by which we update the reduced density operator of a subsystem of a composite system in some joint state conditionally on information about a measurement event on its co-subsystem.
Finally, notice that given a state W A 1 B 2 C 1 C 2 ··· associated with the boundary of several apparently separate regions in a circuit, in which the local measurements {M
} j∈Q , · · · , are inserted, it is also possible to conceive applying arbitrary 'nonlocal' measurements, {M
} k∈S , on the state. Indeed, this could be done in principle with the use of entangled ancillas and post-selection. In such a case, the boundary of a region which is the union of separate regions becomes the boundary of a connected region obtained by introducing additional communication channels between the original regions.
X. EXISTENCE OF CYCLIC CIRCUITS WITHOUT POST-SELECTION
As we have seen, the paradigm of circuits that permit cycles allows us to treat acyclic circuits in a more general fashion by regarding any fragment of a circuit as a valid operation. Of course, this is nothing but a more general formalism applied to the same old phenomena that can be described by acyclic circuits as well. We will now argue that there exist simple phenomena obtained without post-selection, which cannot be described by acyclic circuits (or quantum combs), but can be described by cyclic circuits, and that they indeed correspond to circuits with cycles according to our notion of operations.
We will consider the case of S = 1 1, which is in agreement with our present understanding of time reversal. A simple example is a process operator for two separate operations, {M
. This process operator is an equally weighted convex mixture of two process operators. One of them describes a situation where a state ρ is fed into the input of the operation {M
} i∈O , after which the output system of {M
} i∈O is sent through a perfect channel into the input of {N
} j∈Q , and then the output of {N
} j∈Q is discarded, i.e., subjected to the standard unit effect [in our language, the effect (1 1, 1 1) ]. The other process operator describes the analogous situation with the roles of {M
does not correspond to the operations being embedded in a fixed standard circuit without post-selection, because for any such circuit, when the operations are standard quantum operations, there must be zero signaling in at least one direction between the operations, while here we can have some signaling in both. The correlations described by this process operator could be obtained in practice by implementing at random one of the two circuit scenarios corresponding to the two process operators of which the whole process operator is a mixture. We can imagine that this is done in such a way that the operation {N
} j∈Q is always applied at a fixed time, while {M
} i∈O may be applied before or after that time depending on which circuit scenario is realized. The time of {M
} i∈O can be determined conditionally on the value of a classical random bit, which we will refer to as the control bit (generalizations to cases with a control qubit prepared in a coherent superposition of control states can also be considered [10] ).
We want to argue that in such a situation we can still think of the operation {M
} i∈O as applied once in agreement with the closed-box assumption, even if it may occur at two possible times. Let us imagine that the operations {M
} j∈Q are performed by two experimenters, Alice and Bob, respectively, each of whom resides inside a closed laboratory and applies the respective operation within a fixed time duration ∆T upon receiving of an input system, after which the transformed system is immediately sent out (the necessary transmission of information between the laboratories of Alice and Bob can be implemented by a suitable mechanism outside). The reason why we require that the operations of each party have a fixed time duration is to exclude the possibility that by modulating the duration the parties can exchange with the outside world information additional to the one carried through the input and output systems. We also need to make sure that the parties do not possess clocks synchronized with outside events in the experiment, since otherwise they could learn additional information by reading the time at which they receive their input systems. We can imagine that each of them implements her/his operation with a stop watch, which is started upon receipt of the input system and stopped upon release the output system. The fact that Bob performs a valid operation in these circumstances should be non-controversial since his experiment is the paradigmatic example of what an operation is envision to correspond to in practice. Even though Alice's operation may take place at two possible times as measured by an external clock, it should be intuitively clear that from the point of view of Alice, her ex-
c h a n n e l id e n ti ty c h a n n e l ρ ρ periment looks no differently than the way Bob's experiment looks to Bob.
To illustrate explicitly that both Alice's and Bob's experiments are valid operations, we will analyze the setup from a more general space-time perspective. As is well known [50] , in classical physics the coordinates in the space-time manifold do not have a physical meaning. When we describe physics in terms of such coordinates, we may choose any coordinate grid. The causal structure of space-time (captured by the null geodesics), when described relative to that grid, may curve and twist in any direction depending on the choice of the grid, which, however, would not represent different physics as it is only the relational degrees of freedom between physical objects that matter. We will assume that the same remains true when we analyze random events of the kind above, and will illustrate the closed-box idea in a suitable graphical representation by choosing coordinates in the space-time manifold such that the operations of Alice and Bob take place in fixed regions as described by these coordinates (Fig. 8) . Inside each of the two regions, we can assume a fixed causal structure where the input precedes the output. The stopwatches of Alice and Bob in those regions would display readings in a fixed range from the input to the output. However, without any additional information, the causal structure and events taking place outside of the two regions can be any. In a situation in which Alice performs her operation first, and then her output is sent to the input of Bob, the future light cone of Alice's output must curve in such a way with respect to the chosen grid that Bob's input is inside it. In such a case, the circuit diagram describing the transmission of information, curved correspondingly, would look as the green picture in Fig. 8 . In the case when Bob is before Alice, the circuit would look like the red picture in Fig. 8 . Notice that in each of these cases, the region that connects the boxes of Alice and Bob, which contains the events relevant to this experiment that are external to these boxes, corresponds to a single operation from the outputs of the parties to their inputs. However, in each of these cases, this operation can be further decomposed into several operations (a preparation, a channel, and a unit effect) so that it can be seen as a fragment of a standard quantum circuit that contains the operations of Alice and Bob. But when the control bit is unknown and therefore the causal structure in that intermediate region is unknown, the operation that we assign to that region does not correspond to a fragment of an acyclic circuit that contains the operations of Alice and Bob. It is nevertheless a valid operation from the point of view of the closed-box assumption [described by the operator
, because the information about it is obtained without looking into the boxes containing the operations of Alice and Bob. We therefore see that we have a bona fide example of a nontrivial cyclic circuit, which can be realized in practice without postselection.
A cyclic circuit does not mean the transmission of information back in time relative to the standard background time. For instance, in the specific case depicted in green in Fig. 8 , the global operation in the region between Alice and Bob has as its inputs the outputs of the parties, and as its outputs their inputs. However, the transmission from input to output effected by the box is localized between B 1 to C 2 , and the time of B 1 is before the time of C 2 . The time of B 1 is after the time of A 2 , but there is no transmission of information from B 1 to A 2 . Similarly, the time of D 1 is after the times of both outputs, but there is no transmission of information from D 1 to the outputs. In the general case, the actual times of these events, if they could be measured, would analogously be in agreement with the direction of information transmission. (We note that even more general situations where the time of these input and outputs is indefinite may be obtained, if the control system determining the order is in a superposition and it is sent together with the outcomes of the last party into the laboratory of a third party, Charlie, so that the Charlie's measurements can erase the information about the time [51] .)
The above example is a demonstration that the standard circuit paradigm does not capture all scenarios involving closed-box operations even in scenarios obtained without post-selection in agreement with the known laws of quantum mechanics (the same holds also for classical probabilistic theories, since the above argument holds also for purely classical operations). The more general circuit paradigm that we have introduced, however, can describe these scenarios.
XI. DROPPING THE ASSUMPTION OF PREDEFINED TIME
The fact that the situation in the previous example corresponds to a cyclic circuit without an actual transmission of information back in time illustrates the fact that the circuit structures in the more general framework we are considering are logical structures, in which the order of operations does not necessarily correspond to time. But if time is not the ordering of operations, then what is it?
As we have seen in that example (Fig. 8) , the causal structure outside of the regions of Alice and Bob concerns information pertaining to that outside region, and there is a correspondence between the causal structure and the operation taking place in that region. This suggests that time and causal structure should be searched for in properties of the content of the boxes in space-time, rather than the way boxes are composed (especially since the concept of order in the composition is flexible in this setting, as we have seen). But in the framework developed so far, we have a distinction between systems of type 1 and type 2, which was inherited from the background time assumed in deriving the formalism. Does this mean that some notion of time, even if a primitive one, has to be defined from the outset?
Observe that within the formalism for correlations between separate quantum operation in terms of a process operator (61) , which can be interpreted as describing the outcomes of measurements on a joint quantum state, we can arbitrarily redefine the types of the different systems (1 or 2, interpreted as inputs from the past and from the future, respectively), and the expression (61) remains valid except that we would attach different interpretations to the systems. This shows that the labels 1 and 2 are superfluous as far as the joint probabilities of events are concerned.
Our proposal therefore is to abandon the a priori distinction between systems of type 1 and type 2 and regard all systems as equivalent. To give a further rationale for this, consider an arbitrary fragment of a circuit. If that fragment has a suitable form, it may be equivalent to a standard operation where all input wires are in the past of all output wires. In such a case, we are allowed to group all past wires and regard them as one big wire of a larger dimension, and similarly for the output wires. It is desirable, however, that we can do the same for any set of nearby wires on the boundary of any circuit fragment. But for a fragment of an arbitrary form, the boundary may consist of alternating input and output wires, so by grouping them together, we would obtain a wire that transmits information in both directions, not a single one. In fact, if one conceives an extension of the discrete circuit framework to continuous space-time regions (see discussion below), where every region contains the continuous limit of a circuit fragment and the wires correspond to local areas of the boundary hypersurface, one sees that a wire necessarily transmits information in both directions in the general case. If we imagine a region whose boundary contains time-like parts, any local area of the boundary hypersurface that is not space-like would be pierced by both input and output wires. Even if we take the limit of an infinitesimal area on the boundary, which tends to a point, if the neighborhood of the point is not space-like, there exist future-oriented time-like lines that go both into the region and out of it, i.e., information can flow into and out of the region at that point. This shows that if we think of a wire as a discrete version of the idea of a local area of contact between two regions, it need not be associated with any particular directionality.
The operational probabilistic theory that we obtain by dropping the distinction between systems of type 1 and 2 can be summarized by the following main rules.
(1) An operation is a set of events {M AB··· i } i∈O in a region defined by some boundary systems A, B, · · · , associated with Hilbert spaces 
An exception is the null operation {0
AB··· }, which is a singular case.
(2) Two operations may be connected through some of their boundary systems whenever these systems are of the same dimension. Such a connection, pictorially represented by a wire connecting the regions, is associated with a bipartite pure entangled state |Φ Φ| on the two boundary systems that are being connected. The result of connecting the systems B and C of two operations {M AB i } i∈O and {N CD j } j∈Q is a new operation {L AD } i j∈O×Q , where
In the special case when Tr BC |Φ Φ|
the result is defined as the null operation {0 AD }.
(3) A network is an arbitrary graph whose vertices are operations and whose edges are wires (e.g., Fig. 9 ). The events in any network have joint probabilities which depend only on the specification of the network. Since a network has no open wires, it amounts to an operation from the trivial system to itself, {p k } k∈O (which can be obtained according to the previous rule). The probabilities for the different outcomes of the network are exactly p k .
Equivalently, using the process operator for the wires in a network, the joint probabilities for the events in a network (e.g., Fig. 9 ) can be written
where W ··· wires is the tensor product of the entangled states associated with the wires, and all operators are defined on the respective systems as before (which are not explicitly labeled here), except that now there is no distinction between two types of systems.
Note. Similarly to a circuit, any discrete network can be embedded in a space of dimension 3 or higher. The example in Fig. 9 is 2-dimensional for simplicity of representation.
In the network picture, the operation in any region can be interpreted as a measurement that the region performs on states prepared by its complement. Consider the operation in a given region in a network (the region need not be simply connected). Let us denote this operation by {M A i } i∈O , where A denotes the collection of boundary systems of that region. Let the complement of that region contain the operation {N B j } j∈Q (where B must have the same dimension as A), and let |Φ Φ| AB denote the state of the wire (generally a collection of many wires of smaller dimensions) that connects the two regions. The operation {M A i } i∈O can be interpreted as a measurement on system A. The states on which this measurement acts can be thought of as prepared by the events in the complementary region. Specifically, through the wire |Φ Φ| AB , the complementary region gives rise to the preparation {ρ A j } j∈Q on system A, where
Analogously, the operation {M , ∀i ∈ O, which is subject to the measurement {N B j } j∈Q . Similarly to Eq. (23), upon learning or discarding of information about the events in a region in agreement with the closed-box assumption, the description of the operation in that region is most generally updated as
While we have developed the framework in a discrete form, its formulation in terms of regions and boundary systems suggests a natural route for extension to continuous quantum field theory, where, as alluded earlier, the regions can be identified with regions of space-time. In this case, the boundary of each space-time region would be associated with a (now generally infinite-dimensional) Hilbert space, and the content of each region would be described by a positive-semidefinite operator on that space (in infinite dimensions, a different normalization would be necessary, or one may consider working with unnormalized operators). Regions could be connected through parts of their boundaries to form new regions, with the operator in the resulting region obtained by an analogue of the rule (64) , where the systems B and C now correspond to the two sides of the boundary area through which the regions are connected, and the entangled state of the connecting 'wire' is similarly associated with that area (again, in infinite dimensions, an appropriate redefinition or relaxation of the norm of the state may be necessary). In order to obtain closed networks and thereby probabilities, certain regions with partial boundaries would need to be considered (e.g., regions that only have boundary on one side, such as standard preparations and measurements). Via purification on a larger region, these could be assumed outsourced to the perimeter of the network, whose interior would be a compact region (which does not have to be simply connected).
The picture just outlined corresponds to the general boundary approach to quantum field theory proposed and developed by Oeckl [13] [14] [15] . Here, we will not discuss the difficulties accompanying the geometric axiomatization of these ideas (see, e.g., Ref. [14] ), nor how to define an actual field theory in this framework, which could involve various subtleties. We note, however, that the present framework agrees with the main probability rule proposed in the general boundary approach of Oeckl, while providing a few generalizations. In particular, it extends the types of measurements that could be performed on the boundary of a region, permitting arbitrary sets of positive semidefinite operators {E i } i∈O and not only projective measurements. It also allows a more general transformation between the state spaces on both sides of a boundary hypersurface under reflection, which is not necessarily an isomorphism between the underlying Hilbert spaces (the case S 1 1). These topics will be investigated in a future work.
XII. CAUSAL STRUCTURE FROM CORRELATIONS
By construction, the networks in our theory include all quantum circuits, but they are defined without any prespecified time orientation. However, if this formulation could be regarded as a basic framework for physics, it has to be able to account for the phenomenon of time and the causal structure of space-time in the regimes where such a description is applicable. Here, we give a heuristic argument why we expect that the causal structure underlying standard quantum dynamics in space-time may be possible to infer entirely from correlation properties of the operators in different space-time regions, without the need for it to be assumed independently.
The claim that we could infer causal relations from correlations alone may appear surprising at first, because without the distinction between systems of type 1 and type 2, an operation corresponding to, say, a unitary transformation from a given input to a given output system is described in exactly the same way as the standard preparation of a bipartite entangled state. But according to the standard interpretation, in the first case we have a channel that transmits information, whereas in the second we have correlations that do not involve signaling. How do we distinguish between these cases? The answer that we propose is that in order to identify the causal structure of space-time, we have to look at compact regions of spacetime and consider the operators on the full Hilbert spaces of their boundaries. Intuitively, the idea is that such an operator describes 'pure' dynamics in the region as it is not obtained via measurements on any of the fields inside, and hence the correlations that it induces between events on its boundary can only represent causal relations mediated through the region. The standard preparation of a state does not correspond to an operator of this kind-it is only an effective operator on a subsystem of the boundary of a compact space-time region, obtained conditionally on a measurement on the rest of the boundary (the event that produces the entanglement).
Before we discuss our argument, we note that here we imagine a description of quantum mechanics over a background manifold, i.e., we assume that it makes sense to think that we can identify the points in the manifold, just as it is assumed in a quantum field theory over a background. Of course, general relativity teaches us that there are no points in space-time-all that exists is events [50] . Thus, if we want to make operational sense of this picture, we have to imagine that there are some events that define the points, and these events would have to be independent of the quantum fields we are describing. This could be physically sensible in an approximation where the events are associated with fields that are decoupled from the fields we are interested in. But if we want to describe the dynamics of all fields, there is nothing to define the points. This is one of the difficulties that one has to overcome in formulating a background independent quantum theory, such as what quantum gravity is believed to be [52] . How to formulate such a theory is one of the problems that we hope the present framework may help elucidate, but this goes beyond the scope of this work. Here, we want to argue that the framework could account for the causal structure underlying the description of standard quantum mechanics, which is the experimentally confirmed theory. So for the purposes of this argument, we can assume the existence of the manifold, but not the metric. We remark that even in a backgroundindependent theory, one could introduce the space-time points as a mathematical device.
Imagine that the dynamics in the universe can be described by a quantum filed theory in a space-time with a fixed metric, where, in suitable coordinates, the evolution in the direction of the time coordinate is unitary and driven by a spatially local Hamiltonian generator. To illustrate our considerations (we provide a more general argument later), let us assume that within a satisfactory precision, we can approximate such an evolution in a given area of space-time by a discrete quantum circuit on a lattice. A fragment of such a circuit, which can be assumed to extend to the ends of our area of interest with suitable boundary conditions, is sketched in Fig. 10 (this particular picture represents a discrete version of a flat spacetime, but a curved space-time is possible too, which could be modeled by a non-uniform circuit). The causal structure in this picture is captured by the 'light' cones, which impose the limits on information propagation. We expect that these limits will be reflected in the correlations between point on the boundaries of different regions (e.g., the region enclosed in black).
Assume that we only know the description of the dynamics in the language of operators on the boundary systems of each region (e.g., obtained by tomography), but we do not know the metric. Assume also that the wires are described by maximally entangled states (the case S = 1 1), in agreement with standard time reversal. How could we expect to recover the causal structure? (Here, we regard the global time orientation as purely conventional, but eventually a preferred time direction could be selected based on past and future boundary conditions.) We could choose an arbitrary coordinate system and divide the space-time into arbitrary cells. Depending on how the actual dynamics looks relative to our coordinate system, for any given division into cells with respect to the chosen coordinates, the cells may contain different operators, but the network of cells should be topologically equivalent to the one in Fig. 10, i. e., the operators in the different cells should correspond to the operators describing some fragments of the network in Fig. 10 . So in principle, by searching all possible deformations of the network, we could map it onto the network in Fig. 10 . The operators in the boxes of this network are such that they admit interpretation, via Eqs. (45), (46) , as the operators of unitary transformations and thus the network can be interpreted as a unitary circuit. The circuit could then be foliated into space-like surfaces and the causal structure could be inferred from the limits on information propagation (defined, e.g., as in quantum cellular automata [53] ).
What is not obvious is whether there would be a unique interpretation of our network as a circuit with a given causal structure. One can conceive operators that could be interpreted as unitaries with respect to any bipartition of their boundary systems into two equal parts. For example, there exist six-qubit pure quantum states, such that the reduced state of any three qubits is maximally mixed [54] , i.e., there is maximal entanglement over any bipartition. If the Choi state of a box with six boundary qubits is of this kind, it could be interpreted as a unitary from any three wires to any other three wires, so we could not infer a particular causal structure for it. However, a network in space-time has more structure. Given the metric, different regions of space-time can only contain restricted kinds of operators, so by looking at the operator in a region we can exclude a lot of possible metric configura-
The operator on the boundary of a compact space-time region describes the causal relations through that region. tions for that region. For example, a region enclosed by two space-like hypersurfaces (e.g., in the form of a convex lens) can only contain a unitary operator from the past surface to the future one. In contrast, a region enclosed by two timelike hypersurfaces would contain an operator that generally cannot be interpreted as a unitary from one hypersurface to another (imagine a 'vertical' convex lens cutting out a circuit fragment containing many elementary gates), because the operator would not be maximally entangled with respect to this bipartition, reflecting the fact that information can enter the region through one hypersurface and leave from the same one even if we connect the unit effect to the other hypersurface. In fact, the boundary of such a region would generally not be possible to separate into two simply-connected parts that are maximally entangled with each other because around any area on one hypersurface there are nearby points where information flows both in and out. Furthermore, in a region between two space-like hypersurfaces, we have constraints on the correlations between different points in the past hypersurface and different points in the future one, since it should be impossible to signal from a given point to another point outside of the first point's light cone. In particular, no such region allows signaling from every point in the input hypersurface to every point in the output hypersurface (for an operational definition of signaling through multipartite channels, see Refs. [55, 56] ). All these and similar considerations suggest that the causal structure imposes substantial constraints on the form of the operators in different regions, and that if we know the operators in all possible regions, it may be possible to fully recover it. A concrete step in this direction would be to find criteria for when two points on the boundary of a given region can be causally related through the region, expressed in terms of properties of the operator associated with the region (for instance, one can see that a sufficient condition for there to exist a causal connection between two areas on the boundary of a unitary circuit fragment is that the reduced operator on these areas is correlated). A more direct indication that the causal structure underlying standard quantum mechanics may be possible to infer from the operators in different regions comes from the pathintegral formulation of quantum field theory, which is naturally compatible with the general boundary approach [14] . In the standard formulation, the different components of the operator describing the evolution between an initial and a final hypersurface (or more precisely, the different components of the (not normalized) Choi 'ket' associated with the evolution), in a basis defined by the classical field configurations on the hypersurfaces, is formally given by a functional integral over all field configurations in the intermediate region with fixed configurations on the boundary. This integration can be decomposed into integrations over arbitrary regions in the interior, and the full integral can be seen as connecting the kets in these regions by contracting them with (not normalized) entangled states associated with their common boundaries (this concerns the kets at the Hilbert space level, but the connection of operators at the Hilbert-Schmidt space level follows from it). The operator in an arbitrary region can thus be obtained through Feynman integration over its interior. (We note that in spite of this direct relation, a different approach based on 'physical' field configurations for non-space-like hypersurfaces has been advocated in Ref. [14] , but here we conceive standard local field configurations.) If specifying the operators in all possible regions (which must respect the rule for connecting operators) is equivalent to specifying a Lagrangian density function in the path-integral formulation, then one could, at least in principle, recover the Lagrangian density from the boundary description, and from there infer the metric. The latter may require assuming a particular form for the Lagrangian density, but in certain cases only the symmetries of this function may be sufficient. Specifically, in the case of Minkowski space-time, which is the kind of space-time for which the presently tested quantum mechanics (described by the Standard Model) is formulated, the isometries of the space-time, given by the Poincaré group, determine the metric. If the Poincaré transformations are the only continuous space-time transformation that preserve the Lagrangian density function, the metric could be determined only from symmetries of that function without assumptions about its form. It would be interesting to verify these heuristic arguments rigorously and investigate how they may extends to field theories on space-times with arbitrary geometries.
Since we have no assumption of time in the boundary formulation, one may wonder from where a time dimension would appear. The time dimension can be thought of as intrinsic in the network framework, corresponding to the fact that the picture over the space-time manifold is a network rather than a state, with states being associated with hypersurfaces. The latter in some sense defines the idea that there is 'information flow' through each hypersurface. In this respect, the out-lined picture resembles the classical situation where we have a given signature of the metric that defines the existence of a single time dimension, but the concrete time-like directions at each point depend on the concrete metric field.
Finally, we remark that if the causal structure in a given region can be recovered from the operators in all possible decompositions of the region into subregions, one can imagine situations interpreted as CTCs too. It is not difficult to conceive networks of operators on manifolds with suitable topologies that locally appear causal in the sense above, but globally are not. A simple example is a space-time manifold with the topology of a cylinder, over which we can imagine a cyclic version of a locally causal unitary evolution, obtained by making the time coordinate periodic. In this case, there would be CTCs through every point. One can also imagine spacetimes with wormholes. The CTC-like structures obtained in this way would be of the post-selected type [37] [38] [39] [40] [41] [42] [43] [44] [45] . These models, however, are not based on a concrete mechanical theory and there is no point of reference for judging whether they could be physically admissible. Understanding this question would require a quantum theory of gravity.
XIII. CONCLUSION AND OUTLOOK
In this paper, we have proposed an operational formulation of quantum theory which does not assume a predefined time or causal structure. The key idea underlying the proposal is an epistemic approach to operational theories, in which an operation represents knowledge about the events in a given region. In contrast to the common approach, operations are not assumed to be up to the choices of agents-an observer merely learns what operation takes place (including in cases accompanied by the subjective perception of 'choice'). This perspective allows us to formulate the theory in a way that does not refer to time or causal structure, yet holds in the known causal scenarios. In doing this, we have given up a nontrivial prediction of the standard formulation-the fact that only a special subclass of the more general operations that we define can be realized without post-selection. Instead, we explain this fact in terms of future boundary conditions. What we gain is the possibility for more general phenomena, and a formulation that could allow us to treat time as dynamical.
We expect that the proposed formulation will offer new insights into the relationship between causal structure and quantum theory, which has recently become the subject of growing interest (see, e.g., Refs. [9-11, 23, 25, 57-71] ). Much of the recent progress on this subject has been obtained within a general probabilistic context. While we have developed the present approach for quantum theory, it could be considered in the context of general probabilistic theories too. An interesting question is whether quantum theory in the present formulation could be obtained from a simpler set of informational principles than those proposed in reconstructions of the standard formulation (e.g., [4] [5] [6] [7] [8] ). It would also be interesting to investigate the implications of this approach for the question of ontic versus epistemic interpretation of the quantum state [17, [72] [73] [74] [75] [76] [77] [78] . It should be stressed that this question is concerned with elements of reality and has no obvious relation with the highlighted epistemic aspect of our approach, namely, that operations are associated with knowledge rather than choice. In fact, the description of an operation representing such knowledge is given by an ensemble of suitably normalized positive semidefinite operators, which can be described by a classical measure over the space of normalized positive semidefinite operators [79] , and in this respect it is intuitively suggestive of an ontic interpretation. The fact that classical data can be outsourced to the boundaries of spacetime regions, as in the model in Sec. VII, suggests an intriguing holographic perspective on this problem.
One of the most celebrated no-go results about hidden variables is Bell's theorem [22, 80] , which has been central in modern studies of quantum foundations and is behind many applications in quantum information, especially quantum cryptography (e.g., Refs. [81] [82] [83] [84] [85] [86] [87] [88] ). A primary assumption of Bell-type theorems is that of an underlying causal structure (typically, the causal structure of relativistic spacetime, although see Refs. [60, 61] for a more general and unified approach), with the assumption of free choice playing a key role [22, 23] . Since none of these notions is fundamental in the present approach, it is natural to ask whether similar no-go theorems can be formulated in our more general setting, what conceptual revisions this would entail, and what implications it may have for cryptography.
Besides having potential implications for the foundations of quantum theory, the framework offers a generalized paradigm within which to study quantum information processing in the absence of a standard causal structure. This could be relevant in the context of investigating the basis of computation form a physics perspective in the absence of predefined time [89] or with CTCs of the post-selected type [41, 43, 90, 91] . But it also suggests new ways of thinking about approaches to computation that may be accessible in the lab. For example, as we have shown, we can think of certain experimental scenarios that can be realized without post-selection as nontrivial circuits with cycles. Despite their cyclic structure, these circuits do not involve transmission of information back in time relative to the standard background time, because their input and output systems are not associated with fixed instants in that time. Such situations are examples of higher-order quantum information processing in which the wiring between black-box operations is itself dynamical [10] . This has been shown to allow implementing certain tasks more efficiently than within the standard circuit model [10, [92] [93] [94] . Similar ideas have recently started being explored also in alternative models of quantum computation, such as adiabatic [95] and measurement-based [96] approaches.
A question of particular interest in this context is the potential existence of processes that give rise to correlation with no explanation in terms of causally ordered events [11, 66, 67] . This theoretical possibility was demonstrated in the process matrix framework of Ref. [11] , which does not assume a global causal order between individual experiments, but assumes the validity of standard quantum mechanics for each of them. Specifically, in Ref. [11] , it was shown that it is possible to conceive bipartite correlations that violate a causal inequality, similar in spirit to a Bell inequality [80] , which must be obeyed if the events in the experiment can be embedded in a (noncyclic) causal structure. A violation of a different bipartite causal inequality based on a simpler set of variables was shown in Ref. [97] . Furthermore, a multipartite causal inequality that can be violated maximally was exhibited in Ref. [66] , and it was also shown that the latter effect is possible even with purely classical local operations [67] , which raises various questions about the nature of this effect. It is known that such 'noncausal' processes cannot be realized without post-selection by a direct application of the methods for coherent quantum control of the order of black-box operations used, e.g., in Refs. [10, [92] [93] [94] . But it is an open question whether they could not be realized by some different manipulation of superposition and entanglement in a suitable sense. The physical equivalence between arbitrary processes and cyclic circuits pointed out here may provide new insights into this phenomenon. In particular, the question of the potential existence of such processes may be elucidated by the space-time perspective used in our argument for the existence of non-post-selected cyclic circuits. It is also conceivable that finding such a realization requires dropping the assumption of a predefined causal structure completely, as in this paper.
A related question is the classification of pre-selected processes that are compatible with definite causal order. This has led to introducing the notion of causally separable process operators [11] , whose extension beyond two parties is a nontrivial question due to the possibility that the causal order between a subset of the local operations may depend on the settings or outcomes of other operations. This question will be investigated in an upcoming paper [51] .
The possibility for more general symmetry transformations found in this paper is another point that deserves further investigation. Could there be regimes in which time reversal is described by a non-unitary operator S in additional to the transposition, and how would this be manifested experimentally? The same question applies equally importantly for transformations of type I with a non-unitary S . Could they represent yet unprobed physics, and if not, why not?
Finally, we hope that the present work will trigger new ways of thinking about the problem of unifying quantum theory and general relativity, complementing the field-theoretic approach of Refs. [13] [14] [15] . We have given a heuristic argument about why we expect that a background causal structure may be possible to infer from the operators describing the dynamics of other physical degrees of freedom, but it would be interesting to verify this by a rigorous argument, and find a criterion for when different points on the boundary of a region can be causally connected through the region. In this context, the physical fields we are looking at play a role similar to that of test systems in general relativity. But in a complete gravitational theory, the causal structure should itself be dynamical. One way in which this could be enacted in the present framework is by associating gravity with a field similar to the other physical fields that live on the boundary Hilbert space of every region, with different states of this field corresponding to different causal structures inside. Another possibility could be that gravity is an emergent phenomenon arising from the effective causal structure inferred from the dynamics of other fields, similarly to the way conjectured in the case with a background. In either case, formulating a theory of gravity can be expected to incorporate in a suitable way the idea of general covariance [52] , which is one of the main lessons of general relativity [50] . The developed operational formulation of quantum theory without predefined time seems to offer a natural framework for exploring this subject. non-standard operations that require post-selection to the standard ones, but also by excluding standard operations, we can obtain a new class that obeys the causality axiom. For example, we could define measurements to consist only of sets of standard effects {E , where ρ A = i∈O ρ A i , which would put the new preparations and measurements in the standard form while preserving their joint probabilities (see Sec. V).
[99] Eq. (8) could be written in a purely operational form in terms of elements of the two mutually dual spaces, starting from an arbitrary convex theory [7] and extending it through postselection. The characterization of the theory then amounts to classifying the vector spaces.
[100] Just as any CPTP operation in the standard formulation can be realized by a joint unitary operation on the input system plus a separately prepared environment followed by discarding of part of the joint system, any CP operation can be realized in a similar way but with a non-standard (post-selection-like) operation on the discarded system instead of the unit effect. This does not mean that this is the only way in which such transformations must arise, just like in the standard formulation it is in principle conceivable that a given systems may undergo a general CPTP transformation without there existing a real physical environment to purify it. [101] It is possible to conceive of theories defined in the language of Eq. (61) in which the operator W is not associated with events in any exterior region. For example, we may imagine that the separate operations occupy regions of a space with indefinite topology and thereby have indefinite connections, without there existing any additional region in that space that could contain an operation completing the experiment to a cyclic circuit. In that sense, Eq. (61) is a more general starting point than the framework of circuits with cycles. However, one can in principle always extend the underlying space by postulating the existence of a region that completes the experiment to a circuit.
