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Um Problema de Stefan consiste, em geral, na modelagem do fenômeno de mudança de 
fase num meio termo-condutor onde energia térmica é cedida ou retirada do sistema, sendo o 
problema mais simples neste contexto o do derretimento de um bloco de gelo mantido em contato 
com uma região com água. 
Classificamos os Problemas de Stefan em que estamos interessados em dois tipos: quando 
assumimos que a temperatura do bloco de gelo é constante e igual a zero graus Celsius, diz-se 
que o Problema de Stefan é de uma fase. Se a temperatura. do gelo não for constante, isto é, se o 
comportamento da temperatura da. região do gelo for regida por uma. outra. equação diferencial, 
o Problema de Stefan em questão será de duas fases. 
Neste trabalho trataremos apenas de Problemas de Stefan de uma fase unidimensionais, isto 
é, trabalharemos com um fino bloco de gelo que ocupa inicialmente um intervalo semi-infinito. 
Este bloco está em contato com uma região (intervalo finito) com água. A distribuição inicial 
de temperatura da água é dada, assim como o comportamento da fonte de calor situada no 
ponto x = O. Nosso objetivo básico é o de realizar o detalhamento matemático deste problema, 
conforme encontrado em uma das referências deste trabalho. 
1 
Abstract 
A Stejan Problem consists, generally, in modeling the phenomenon of cbanging the phase in 
a thermo-conductor medium where thermical energy is given to or taken away from the system. 
A simple problem in this context is the melting process of a body of ice kept in contact with a 
region of water. 
We classify the Stefan Problems, in which we are concerned, in two types: when we assume 
the body of ice temperature to be constant and equal to zero degree Celsius, one says it is a 
one phase Stefan Problem. If the ice temperature is not constant, that is if the behavior of the 
ice region temperature is ruled by another differential equation, we are dealing with a two phase 
Stefan Problem. 
In this work, we are concerned only with one-dimensional, one phased Stefan Problems, e.g. , 
we work witb a thin body of ice whicb initially occupies a semi-infinite interval. This body is 
kept in contact with a region (finite interval) witb water. The initial temperature distribution 
of water is given, and it is also given the bebavior of the beat supply located at the point x = O. 
Our basic aim here is to present the mathematical details of this problem, as it was found in 
one of the references of this work. 
Introdução 
Um Problema de Stefan consiste, em geral, na modelagem do fenômeno de mudança de 
fase num meio termo-condutor onde energia térmica é cedida ou retirada do sistema, sendo o 
problema mais simples neste contexto o do derretimento de um bloco de gelo mantido em contato 
com uma região com água. 
Problemas de Stefan pertencem a uma classe de problemas nos quais parte da fronteira é 
''livre", ou seja, não é dada e deve ser determinada em conjunto com a solução da equação 
diferencial parcial que modela o comportamento da distribuição de temperatura da água no 
decorrer do tempo. Uma condição de fronteira adicional, que consiste na conservação de energia 
na interface gelo-água, é imposta sob a fronteira livre. 
Classificamos os Problemas de Stefa.n em que estamos interessados em dois tipos: quando 
assumimos que a temperatura do bloco de gelo é constante e igual a 0°C, diz-se que o Problema. 
de Stefan é de uma fase. Se a temperatura do gelo não for constante, ou seja, se o comportamento 
da temperatura da região do gelo for regida por uma outra equação diferencial, o Problema de 
Stefan em questão será de duas fases. 
O Problema de Stefan foi formulado como uma desigualdade variacional parabólica pela 
primeira vez por G. Duvaut [4]. A solução de tal desigualdade variacional é interpretada como 
uma. solução generalizada do Problema de Stefan. Em dimensão dois, o problema de duas 
fases foi completamente resolvido. Uma. solução com fronteira livre contínua foi encontrada por 
Friedman [7]. 
Para dimensões superiores a. um, Kamenomostkaja. [9] e Friedma.n [7] provaram a existência 
e unicidade para. o problema. de duas fases. Em [7] ainda. foi mostrado que, no caso de uma fase, 
a fronteira livre não possui pontos interiores. 
Neste trabalho trataremos apenas de Problemas de Stefan de uma fase unidimensionais, isto 
é, trabalharemos com um fino bloco de gelo que ocupa inicialmente um intervalo semi-infinito. 
6 
Este bloco está em contato com uma região (intervalo finito) com água. A distribuição inicial 
de temperatura da água é dada, assim como o comportamento da fonte de calor situada no 
ponto x =O. Nosso objetivo básico é o de realizar o detalhamento matemático deste problema, 
conforme encontrado em Kinderlehrer e Stampacchiat [10]. 
No Capítulo 1, apresentamos a formulação clássica do Problema de Stefan e a partir desta, 
obtemos a formulação variacional deste mesmo problema, na qual concentramos nosso estudo. 
No Capítulo 2, provamos a existência e unicidade de solução da desigualdade variacional 
parabólica e faremos um estudo inicial da fronteira livre, provando que ela é uma curva contínua 
monótona crescente. 
No capítulo seguinte, obtemos limitação das derivadas segundas da solução generalizada, 
além de demonstrarmos integrabilidade e continuidade das mesmas. 
No quarto e último capítulo, consideramos a questão da diferenciabilidade da interface gelo-
água, apresentando uma dificuldade técnica na prova apresentada da existência de uma para-
metrizaçã.o infinitamente diferenciável da fronteira livre. 
Finalmente, nos apêndices damos algumas noções básicas da Teoria de Distribuições e Espaços 
de Sobolev, assim como alguns resultados de Análise Funcional Linear, convolução e suavização 
de funções. 
1 
Colocação do Problema 
A formulação clássica do Problema de Stefan, a partir da qual obtemos a formulação varia-
cional ou fraca do mesmo, é descrita a seguir: Sejam T >O e s0 >O dados. Desejamos encontrar 
uma função temperatura 8 (z, t) e uma Curva r : t = s(x), X > So (que fornece a pOSiÇão de 
interface gelo-água quando o tempo t varia), tais que 
-82:2: + et = o, em (x, t); s(x) < t < T , (1.1) 
{ 9=0, 
ez.s'(x) = -k, 
(x,t) E r , (1.2) 
8 (x,O) = h(x), 0 <X< So, (1.3) 
8(0, t) = g(t), O< t < T. (1.4) 
Onde 
• A constante k que aparece acima (lei de conservação de energia) é positiva e dadaj 
• h(x) é a distribuição inicial de temperatura da água (não-negativa); 
• g(t) é a fonte de calor situada na origem (também não negativa). 
Primeiramente devemos notar que sobre a curva r temos e = O = mín 8(x, t)e assim, 
a função e decresce nas proximidades de r na direção x; logo, concluímos que sobre r vale 
8z $O. Por (1.2), temos que s'(x) >O, e então a curva r é monótona, fato importante para a 
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Figura 1.1: Regiões de definição deu. 
Tal formulação é obtida através do uso de uma função auxiliar u definida a partir de e via 
integração adequada no tempo. 
Em detalhe, consideramos a seguir a função u definida a partir de e por: 
u(x, t) = 
r e (x, r) dr , quando s(x) ~ t ~ T , so <X< R, 
J5(z ) 
O, quando O ~ t ~ s(x), s0 < x ~R, 
fot 8(x, r) dr, quando O~ t ~ T, 0 <X< So. 
(1.5) 
Aqui R > s0 > O é uma constante, que consideramos a princípio arbitrária. Posteriormente 
veremoo que tal constante não influi na solução deste problema. 
Introduzimos a seguir as regiões de definição deu (c! Figura 1.1): 
A= {(x, t); s(x) < t ~ T , s0 ~ x ~R}, 
B = {(x, t); O~ t < s(x) , so $ x $R}, 
C= {(x, t); O$ t :5 T, O< x $ so}. 
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Com o intuito de reescrever o problema original em termos desta nova função, necessitamos 
expressões para as derivadas parciais deu nas regiões A e C, onde ela não é identicamente nula: 
Expressões para as derivadas de u na Região A: 
Uz(x, t) = ft 8x(x, r)dr- 8(x, s(x)).s'(x). 
}!(X) 
Usando (1.2), temos que 
Uz(x,t) = r 8x(x,r)dr ,s(x) < t < T ,so <X< R. }!(z) 
Com base nisto, calculemos u=: 
Uz:z:(X, t) = r 8(x, r)dr- 8;r;(X, s(x}).s'(x). 
ls(z) 
Utilizando (1.1) e (1.2), temos 
E, finalmente, por (1.2), vem 
e, portanto, 
Uzx(X, t) = !t 8,-(x, r)dr + k 
•(:z:) 
= 9(x, t)- 9(x, s(x)) + k. 
Uz:z:(X, t) = 9(x, t) + k, 
Uxz(x, t) = Ut(x, t) + k , s(x) < t < T ,so < x <R. 
Expressões para as derivadas de u na Região C: 
u(x, t) 
-
lo~ e(x, r) dr 
tt;ç(x, t) 
-
fot 8z(x, r) d-r 
Uzx(x, t) 
-




Uzx(X, t) = fot 8.r(X, r)dr = 8(x, t)- 8(x, 0). 
E, por (1.3), 
U:z:x(X, t) = 8(x, t)- h(x) . 
Assim, temos 
Uxx(x, t) = Ut(X, t)- h(x) , O< t < T , O< X< so. (1.7) 
Definimos I h(x) , 0 $X< So f(x) = (1.8) 
-k ,so <X :5 R. 
Temos por (1.6) e (1.7) que 
-u,.+~ ~I~ , em A e C {1.9) 
,emB 
Definimos também 
7/;(t) = fot g(r) dr , OS t < T. (1.10) 
Estamos assumindo que as funções g e h são curvas positivas e suaves em (O, T) e (O, s0 ), 
respectivamente. 
Passemos agora a descrever o problema variacional associado ao problema inicial. Denotamos 
D =(O, R) x (0, T) 
e por OCo conjunto fechado convexo das funções não-negativas em L2 (D), isto é, 
K ={v E L2(D); v> O q.t.p}. 
Tomemos v E K qualquer. Pela equação (1.9), temos que nas regiões A e C vale 
(-Uxx + 'Ut)- f= O, 
que multiplicado por (v - u) nos dá 
( -Uzz + Ut)( v - u) - f (v - u) = O em A e C (1.11) 
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Na região B, u =O. Assim, -uu + Ut =O. Multiplicando esta equação por (v- u) e somando 
o termo f ( v - u) na mesma, obtemos 
( -Uxx + Ut)(V- u) +f( v- u) =O+ f(v- O)= f v . 
Como f= k nesta região, (cf. (1.8)) 
( -Uxx + Ut)(v- u) +f( v- u) = kv ~O em B. 
Assim, por (1.11) e (1.12), temos que para qualquer v E lK vale a desigualdade seguinte: 
(-~ +ue)(v- u) + f (v- u) ~O 
Devemos ter 9 ~ O; assim, impomos a condição Ut E K Se 
x = O, O ~ t ~ T, observamos que 
u(O, t) = kt 8(0, r) dr 
que, por (1.4) e (1.10) se torna 
u(O, t) = 1/;(t). 
Se x = R, O ~ t < T, temos 
u=O 
por (1.5). E finalmente, se t = O, O ~ x ~ R, (1.5) também nos dá u = O. 
(1.12) 
(1.13) 
Agora estamos em condições de colocar o problema variacional associado ao problema clássico 
do início desta seção: 
Problema 1.1 Encontrar u E L2 (0, T; JI2(0, R)) n K tal que 
Ut E K, 
( -u== + Ut)(v- u) ~ f (v- u) q.t.p . , V v E K 
u = 1/J, o~ t ~ T , X= o, 
u=O, o< t ~ T , X= R, 
u=O, t =o, o< X~ R, 
12 
onde f é dada em (1.8) e 'lj; por (1.10). 
Como veremos no capítulo seguinte, a constante R escolhida inicialmente de maneira ar-
bitrária poderá ser escolhida de forma tal que u =O numa vizinhança de x =R. 
Para finalizar o presente capítulo, lembramos que uma vez obtida a solução u do Problema 1.1 
acima, uma solução (fraca) e do problema clássico introduzido no início deste mesmo capítulo 
é dada pOr e = Ut. 
2 
Existência e Unicidade de Solução 
1 Preliminares 
O método que utilizaremos para obtenção de existência do Problema 1.1 do Capítulo 1 será o 
de penalização, que consiste em aproximar a solução u por uma família de soluções de problemas 
conhecidos. Com a intenção de simplificar as provas de existência e regularidade, utilizaremos 
algumas funções auxiliares, a saber: 
• Seja c> O e /3c E C00(R) satisfazendo 
Pe(t) =O, t ~ ê, 
,Be(O) = -1, 
~(t) >o, o< t <c, (1.1) 
fJ:(t) <o, 
fJ:(t) =o, -oo < t <O 
(cf. Figura 2.1). Tal função pode ser obtida. via convolução de um núcleo suavizante 4> (cf 
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ê t 
Figura 2.1: Esboço do gráfico de /Je(t). 




'Ye(t) = -1+/* 
--"'---, o< t ~ ê, 
/o 
o, t > ê, 
ou seja, 
fle(t) = /_: r(t- r)tf>(r) dr. 
(A constante 'Yo é dada por 
'Yo =li: if>(-x)-y(x)dxl, 
para garantir que tenhamos /1&(0) = -1.) 
• Seja {fe(x}}e>O uma família de funções suaves em [0, R] uniformemente limitadas, ou seja, 
existe uma constante M, independente de e e x tal que 
I fe(x) I< M. (1.2) 
Assumimos também que a família {fe(x)} converge pontualmente de forma decrescente 
para f (cf. (1.8), Capítulo 1) quando~-+ O. 
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77(x) 
o 2s0/3 
Figura 2.2: Esboço do gráfico de 17(x). 
• E, considere a função 17(x) E CQ'(R.) que satisfaz (cf. Figura 2.2): 
TJ(X) = { 1, ~ ~ X < i So 
o, 380 ~ x, 
e O~ 17(x) ~ 1, x E R. (1.3) 
Com as considerações anteriores, podemos descrever o problema penalizado a. ser considerado: 
Problema 2.1 Para T >O, R> s0 > O e ê > O, enoontrar u6 (x, t), (x, t) E D, tal que 
t =o, o~ X< R, 
o~ t ~ T, X= o, 
u6 =O, O ~t <T, x= R, 
com k e ,P definidos anteriormente. 
A existência, unicidade e regularidade da solução clássica u~ do Problema 2.1 acima é provada 
em Friedma.n [6]. 
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A idéia básica que seguiremos é aquela de que quando ~ se aproxima de zero deveremos ter 
u~ -+ u em algum sentido, onde u deverá ser a solução do Problema 1.1. Para provar que isto é 
verdadeiro necessitamos estimativas em várias normas das funções u~. Iniciamos com o seguinte 
Lema 1.1 Seja u~ solução do Problema E.l em D. Então existem e0 >O e C> O tais que 
O< ~~(x,t) <C em D, 
onde C é independente de e, O < e ~ êo. 
Demonstração: Para obter a estimativa acima, denotemos w = ôu~ / &t e busquemos o pro-
blema associado a w. Para isto, derivemos a equação e as condições de contorno e de fronteira 
do Problema 2.1 com respeito a t. Obtemos: 
• Derivando a equação do Problema 2.1 com respeito ao tempo, temos: 
! [-(u~)= + (u~)t + k,Bc(ue)] = ~e =O. 
Ou seja, 
e, portanto, 
-wu + Wt + kfJ~(ull)w =O em D. (1.4) 
• A condição inicial para. w pode ser obtida. como se segue: da equação do Problema 2.1, 
temos 
W = Uet = fe- Uczz- k,Be(Ue) 
Mas, como Uc é uma solução clássica, calculando esta última expressão em t = O, vem que 
u(x, O)= êf7(x). Portanto 
(1.5) 
• As condições de fronteira podem ser obtidas da seguinte fonna.: Temos u~(O, t) = 'f/J(t) +e, 
e assim un(O, t) = 1/;'(t) e portanto, 
w(O, t) = 1/J'(t). (1.6) 
Em x =R, temos u6(R, t) =O e portanto 
w(R,t) =O. (1.7) 
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Logo, de (1.4)-(1.7), obtemos que a função w = âue/ât deve satisfazer o seguinte problema 
-W:z;z + Wt + k{3~ ( u5 )w = O emD, 
w(x,O) = fe(x) +e1]''(x)- kf3e(ue(x, O)) , 
(1.8) 
w(O, t) = 1/J'(t), 
w(R, t) =O. 
Como f3e(ue) ~O em D , obtemos do Princípio do Máximo para Equações Parabólicas de Segunda 
Ordem (cf Ladyzenskaja et al. [111) as seguintes desigualdades: 
(1.9) 
onde ÔpD = {(x, T); O< x <R} é a fronteira parabólica de D. 
Estudando a primeira d~igualdade de (1.9), temos que para t =O (por (1.3)): 
O $ Ue = e17(x) $ e, 
e então, por (1.8), Capítulo 1, (1.1) e (1.2), 
w(x, O) = fe(x) + eTJ"(x)- kf3e(ue(x, O)) 
> f(x) + erf'(x)- kf3,(u,) 
> f(x) + eTJ"(x) 
- h(x) + eif'(x) 
~ o 
se tomarmos e suficientemente pequeno, pela continuidade de rf' e não-negatividade de h em 
[O, so). Logo, 
2so 
w(x, O) >o, se o$ X$ a· (1.10) 
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Por outro lado, 
Se t =O, 2s0/3 ~ x < s0 , temos por (1.3), que 71"(x) =O. Logo, do Problema 2.1 e (1.1) , temos 
Portanto, w(x, O) > f(x) + k = h(x) + k >O, ou seja, 
2so 
w(x, O) >O, se 3 ~ x ~ so. 
Se t =O, s0 < x < R , temos por (1.8), Capítulo 1, (1.1) e (1.3), que 
17"(x) =O, 
fe(x) ~ f(x) = -k, e 
ue(x, O) = é7J(x) 
e então 
Assim, w(x, O)~ -k + k =O, donde obtemos a desigualdade 
w(x, O) > O, se s0 < x < R. 
Nas fronteiras verticais da fronteira, por (1.8): 
w(O, t) = tb'(t) = g(t) > O, O< t < T, 
w (R, t) = O, O < t < T. 






Analisando a segunda desigualdade de (1.9), notamos que se t = O então, pelo Problema 2.1 
temos 
Ue(x, O)= é7J(x) 
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e então 
Como O~ êTJ ~e, concluímos por (1.1), que 
Assim, se t = O, então 
lfe(x) + êTJ"(x)- kf3e(ue(x, O)) I < lfe(x)l + elrl''(x)l + klf3e(ue(x, 0))1 
e, portanto, 
má.x [ ( ~'Íl'w) , o] :5 má.x(má.xg, K 1] =C. 
(1.15) e (1.16) nos dão o resultado desejado. 




Demonstração: Pelo lema anterior, ôue/ôt ~ O. Como ue(x, O) = êTJ(X) > O, temos que para 
cada x fixo, ue(x, t) é uma. função crescente de t. Assim, ue(x, t) ~ ue(x, O) ~ O para. t > O em 
D. Por (1.1), temos 
e portanto 
I 
Lema 1.3 Seja ue, O < e < e0 , a solução do Problema 2.1. Então Ueu E L00 (D) e para 
1 ~ p < oo, O < t < T, temos 
llue(., t)IIW2•~'(0,R) ~ CP, 
onde Cp é uma constante que independe de e e t. 
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Demonstração: Tendo em mente os dois últimos lemas, observamos que 
(1.17) 
indepe.ndente de e, O < e < e0. Assim, para cada t fixo, podemos utilizar as estimativas para 
problemas elípticos e uma estimativa da norma de uf;(., t) em W2.P(O, R) em termos da norma 
V (O, R) de Uexz(., t) e dos valores de fronteira em x =O ex= R. Então 
+[(1/J(t) + e)P + 1/J'(t)P + 1/J"(t)P ]lfP} 
< 2C(p, R){llunxiiV>(O,R) +[é{; 
I 
2 Existência e Unicidade de Solução da Desigualdade Va-
riacional 
Agora estamos em condições de provar a existência e unicidade da desigualdade variacional 
definida no Problema 1.1 do Capítulo 1: 
Teorema 2.1 Existe uma única solução paro o Problema 1.1 do Capítulo 1. Esta solução possui 
as seguintes propriedades: 
u 2:: O, Ut ~ O em D ; 
u E Dx:~(o, T; WZ.P(O, R)). 
Para cada ê > O, seja Ue a solução do Problema 2.1. Então quando ê ~ O, u 5 ~ u em 
W1.P(D), 1 < p < oo e U 5 ~ u em W2.P(O, R), 1 < p < oo, para cada O < t < T . Assim, 
Ue -4 u uniformemente em D e (u5 )x ~ Ux uniformemente em (0, R) para cada tE (0, T). 
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Demonstração: Como conseqüência dos lemas anteriores, a solução Ut do Problema 2.1 satisfaz, 
para 1 < p < oc, 
< TC11 + K 11 RI' = c < 00 p 
que é independente de c, O <c < t:0 . Como W 1,P(D) é um espaço de Banach reflexivo, existe 
uma subseqüência Üe de Ue e u E W1.P(D) tais que 
o que equivale dizer que ue, Ue:c e Ut:t convergem fracamente para u, Ut e Ux em V'(D), respecti-
vamente. 
A imersão compacta de W 1,P(D) em C(15) se p > 2, e de W2.P(O, R) em C1 [0, R], t E (O, T) 
fixo, se p > 1/ 2 é garantida pelo Teorema de Rellich-Kondrachov (cf. Adams (1]). Chamemos a 
subseqüência de ü, que converge fortemente em C(15) e em C 1 [0, R] também de Üe· 
P rovemos que o limite forte em C(IJ) também é u: Temos que ÜE converge fracamente para u 
em C(D), convergência esta justificada pela imersão compacta. acima.. Chamemos o linrite forte 
em C(15) de v. Como convergência forte implica convergência fraca, concluímos que Üt converge 
fracamente para v em C(D ). A unicidade do limite fraco nos dá u =v. Prova-se analogamente 
que o limite forte em C 1 [0, R] também é u. 
Como convergência uniforme implica. convergência pontual, a. função linrite u é não-negativa 
e satisfaz as condições inicial e de fronteira do Problema. 1.1 do Capítulo 1. 
Pelo Lema. 1.3, garantimos a existência de uma subseqüência de iíe, denotada por fie, que 
converge fracamente em W2.P(O, R) para cada tE (O, T). Este limite também é u, pois chamando 
inicialmente de v o limite fraco em W2.P(O, R) temoo, em particular, que fle ~v em V'(O, R). O 
Teorema de Rellich-Kondrachov também garante a imersão compacta de W 1"'(D) em V' (O, R) 
para p > 2. Assim, fie ~ u em V'(O, R). A unicidade do linrite fraco implica u = v. 
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Provemos a seguir que a seqüência Üs inteira converge para u em W2.P(O, R). Isto será feito 
mostrando que ela é Cauchy no sentido fraco , ou seja, que dada qualquer v E L9(0, R) temos 
quando e1 , e2 --+O. A convergência fraca de ÜE para u em LP(O, R) implica que dada v E L9 (0, R) 
temos 
+iftwdx- fu.,.vdxl-->0 
quando e1, é2 ~ O. Mostremos que um resultado análogo vale para üêx: Dada. <p E cr(o, R), 
temos 
sendo que a última convergência é justificada pelo fato de íis convergir uniformemente para u 
em (0, R) e, por (0, R) ter medida finita, convergir fortemente em .V(O, R), o que implica que 
üE é Cauchy em V(O, R), no sentido forte. 
Agora, sejam 71 >O e v E Lq(O, R). A densidade de Cõ(O, R) em L9 (0, R) garante a existência 
de cp E Cõ(O, R) tal que 
Com esta <p, sejam e1 e e2 tais que 
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Assim, 
(2.1) 
Mostra-se de forma. análoga que 
Isto prova que a seqüência inteira. ue converge para u em W2.P(O, R) , V tE (0, T). 
Mostremos agora que u~~ E V'0 (D). A limitação uniforme de Uez:~: E L00(D) obtida pelo 
Lema 1.3 garante a existência de uma subseqüência de Üe, denotada por fie, tal que fie converge 
fracamente-• em L00(D) para um elemento w E L00 (D). 
Da convergência uniforme de u€ para u em D, temos que dada qualquer <p E Cõ(D) temos 
- I I ÜeCf>:tz dx dt 
D 
(2.2) 
~ I I UCf>u: dx dt = J I 'Uzz<fJ dx dt, 
D D 
sendo que a última igualdade é justificada pelo fato de U:~:z E L1(D), e portanto Uzz E Lioc(D). 
A convergência fraca-• de fiezz para w em L00(D) implica que dada v E L1(D), temos 
Jlfi=xvdxdt ~ JJ wvdxdt. 
D D 
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Para provar que w = Uzx, basta tomar cp E C0 c L1 ( D) para obter 
f f tiezxC{) dx dt -t f f wcp dx dt. 
D D 
Comparando com (2.2), temos a seguinte identidade, válida para toda cp E C0 (D): 
!! ('lLxx- w)cpdxdt =O. 
D 
Assim, concluímos que Uzz = w q.t.p. e portanto 'Uxx E v:.o(D). Prova-se analogamente que 
'Ut E VX>(D), valendo O :5 Ut :5 C, pelo Lema 1.1. Para mostrar que u E L00 (D), notemos que 
lu(x, t)l :5 Ju(x, O) I+ ht iut(x, T)l dT :5 CT < oo. 
Mostremos agora que u é de fato solução do Problema 1.1 do Capítulo 1: Considere os 
seguintes conjuntos: 
{v E L 00 (0, R); v~ 6, 6 >O}, (2.3) 
(2.4) 
Tomemos v E Ct e multipliquemos a equação diferencial do Problema 2.1 por v - Ue para obter 
onde tomamos c suficientemente pequeno c< 6 para que valha f3e(v) =O. Integrando a equação 
acima com respeito a x no intervalo [O, R] e o~do que 
obtemos 
(2.5) 
Analisemos agora as convergências dos termos da desigualdade (2.5) quando e-? O, iniciando 
com o primeiro membro desta desigualdade: 
pela convergência fraca de Ue para u em W2"'(0, R), tE (O, T). 
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Agora, 
pois 
~ C, llue - uiiL4(0,R) + I foR (uex:c - 'Uz:z:)u dx , 
onde q é tal que (1/p) + (1/q) = 1. A convergência uniforme de Ue para u em D, e o fato de o 
intervalo (0, R) ter Medida de Lebesgue finita implicam que llííe- uiiM(O,R) -+ O. A convergência 
fraca de iíe para u em W2tP(O, R) implica que 
A convergência uniforme de ÍÍe para u em D e um argumento de densidade semelhante ao que 
foi realizado em (2.1) nos fornece que quando e-+ O obtemos 
Finalmente, para provar que quando e -+ O temos 
basta notar que 
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Os dois últimos termos vão a zero quando ê ~ O, o que prova a convergência do primeiro 
membro. 
Consideremos agora o segundo membro de (2.5): j 6 v é uma seqüência de funções tal que 
fev ~ fv pontualmente em (0, R) quando ê ~ O e IJEvl ::; Mlvl que é integrável (o intervalo 
(O, R) possui medida finita). Assim, o Teorema da Convergência Dominada de Lebesgue garante 
que quando ê --+ O, temos 
Também, 
::; MRlfp llu- ueiiLq(O,R) + lioR Ue- J)udx , 
que vai a zero quando ê ~ O. Assim, fazendo ê ~ O em (2.5), temos 
foR ( -Uxx + Ut)(v- u) dx ~foR f(v- u) dx, V E C1 
(cf (2.3)). 
(2.6) 
Para provar que (2.6) vale para v E C2 (cf (2.4)), notemos incialmente que o conjunto C1 
é denso em C2 . Aproximando v E C2 por elementos de C1 na norma de L2(0, R) e notando 
que ambos os membros de (2.6) podem ser considerados como funcionais lineares contínuos em 
L2(0, R), temos no limite que 
foR ( -Uxx + Ut)(v- u) dx >foR f( v- u) dx, V E C2, 
o que prova que ué solução do Problema 1.1 do Capítulo 1. 
Mostremos agora que a solução ué única em L2 (0, T; IP(O, R)): Para isto considere u1 e 'U2 
duas soluções do Problema 1.1 do Capítulo 1 e denotemos w = u 1 - u2 • Esta nova função w 
satisfaz o seguinte problema: 
(wx:r:- Wt)W > 0 q.t.p. 
w O em Ôp(D). 
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Integrando a desigualdade obtida acima para w em [0, R] e integrando por partes obtemoo 
-foR W~ dx- foR WWtdx ~ 0, 
pois wla11(D ) =O. Integremos agora na variável temporal no intervalo [0, T] e notando que 
1 a 2 2ôt W = WWt 
para obter, pelo Teorema de Fubini, que 
-JL w; dx dt- ~h R [w(x , T )2 - w(x , O)~ dx - - Jfv w~ dx dt 
1 { R 2 
- 2 lo w(x, T) dx 
> o, 
donde concluímos que W:~: =O ~t.p. e, pela Fórmula de Newton-Leibnizt temos 
w(x, t) = w(O, t) +i:~: w~(Ç, t) d{ =O, 
ou seja, u1 = 'U2· 
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Como a solução u é única, ela independe da seqüência inicial Ue tomada. Logo, concltlÍmoo 
que a seqüência Ue inteira converge para u em W 1.P(D), C(D), em ~"(0, R), C1 (0, R) para 
cada t E (0, T ) fixo. Como o limite-fraco obedece à. desigualdade em norma que é obedecida pela 
seqüência da qual é limite, obtemoo do Lema 1.3 que u E DX>(O, T; ~.P(O, R)). I 
Corolário 2.2 Sejam u solução do Problema 1.1 do Capítulo 1 e 
n (t) = X E (0, R); u(x , t) > o, o :5 t :5 T. 
Então O(t} c O(t') para t < t' , t , t' E [0, T]. 
Demonstração: Sejam X E n(t) qualquer e t' > t, t, t' E (O, T] . Deduzimos então pela Fórmula 
de Newton-Leibniz, e pelo fato de que Ut ~ O em D), que 
u(x, t') = u(x, t) + [t! u.,.(x, r) dr ~ u(x, t) > O, 
o que implica que x E !l{t'). Logo, O(t) C O(t'). I 
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Para compreender como a solução u do Problema 1.1 do Capítulo 1, obtida no Teorema 
2.1, e que em princípio está relacionado com o problema original, apresentaremos a seguir uma 
seqüência de lemas que nos levarão à conclusão que para R escolhido adequadamente grande, a 
solução em D = (O, R) x (O, T) será. automaticamente nula para x numa vizinhança de R. Isto nos 
permite recuperar a solução do problema original a partir da solução do problema variacional. 
Provemos primeiramente um teorema de comparação: 
Lema 2.3 Suponha que f ~ f e 'ljJ < ;fi e que u, u são soluções do Problema 1.1 do Capítulo 1 
para f, 'ljJ e f, {fi, respectivamente. Então 
u ~u emD. 
Demonstração Seja ro conjunto das funções não negativas em H 1(D) que satisfazem as 
condições de contorno do Problema 1.1 do Capítulo 1 para ;fi. Seu é solução do Problema 1.1 
do Capítulo 1, então ao integrarmos no domínio D nós obtemos a seguinte inequação integral: 
f! [(-fi,=+ Ut)(V- u)) dx dt ?.jj f(v- u) dx dt , v E K*. (2.7) 
D D 
Temos ao integrar por partes que 
J[-fi=(v- U) dzdt - ..( [ -íl,(v- U)l:- f (-il,)(v- íl), dz] dt 
= JJ ij:z:(v -u):z:dxdt. 
D 
Assim, podemos reescrever (2. 7) da seguinte forma: 
!I [(u:z:(V- íi.) + fit(v- íi)] dx dt '?. !I j(v- fi) dx dt, v E r. (2.8) 
D D 
Consideremos agora a função v= máx(u, u). Como u, íi E H1(D), temos que v E H 1(D) e 
V:z: = { 'U.z em {x E D; u(x) > u(x)} 
fi.z em {x E D; u(x) < u(x)} 
no sentido das distribuições, valendo resultado análogo para Vt· Para isto, consulte o Apêndice 
C deste trabalho e considere a função 
v = u + máx(u - u, O). 
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A não negatividade de u eu implica a não negatividade de v. Esta função v satisfaz às 
condições iniciais e de fronteira do Problema 1.1 do Capítulo 1 para ;fi, pois quando x =O, O< 
t ~ T, u = máx(t/1, ;fi) = ~ (t/1 ~ ~). Nas outras duas partes de 8p(D), u = u =O, o que implica 
v= O nestas partes. Portanto concluímos que v E K* e, assim, podemos utilizá-la em (2.8) 
Definimos a seguir o conjunto 
Z = {(x, t) E D ; u(x, t) > u(x, t)} 
e fazendo v= u + máx(u- u, O) em (2.8), obtemos 
f! (uz(U- U)z + fit(u- fi)) dx dt >!f f(u- u) dx dt. (2.9) 
z z 
Notamos que o conjunto Z definido acima se encontra na união das regiões A e C ( cf. (1.5), 
Capítulo 1) pois u > fi ~ O lá, valendo então -'Uzz + Ut = f q.t.p. Logo, multiplicando esta 
equação por ( = má.x(u-u, 0), que é zero em 8p(D), obtemos, ao integrarmos em De utilizarmos 
integração por partes que 
jj [u:r:G: + u.e(] dx dt = JJ f( dx dt. (2.10) 
D D 
Reescrevendo (2.9) em termos de Ç, temos 
J J [ux(z + 14(] dx dt ~ JJ J( dx dt. (2.11) 
D D 
Subtraindo (2.10) de (2.11), temos 
- jj [(u- ii)x(z + (u- íi)e(] dxdt ~ jj (f- f)Ç dxdt ~O, 
D D 
desigualdade última justificada pelo fato de f ~ i, por hipótese. Utilizemos novamente a 
definição de ( para obter 
-!! (;dxdt- !f (tdxdt >o. 
D D 
Utilizemos o Teorema de Fubini na segunda integral acima, 
- JJ ç; dx dt- foR [((x, T)2 - ((x, 0)2] dx = 
D 
-JJ ç; dx dt- foR ((x, T)2 dx ~ O, 
D 
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implicando que(.~;= O q.t.p. Daí temos da Fórmula de Newton-Leibniz, notando que (=O em 
âp(D) , que 
Ç(x, t) = Ç(O, t) + fo:.t (:.~;(~, t) d~ =O. 
Assim, o conjunto Z possui Medida de Lebesgue nula. Levando em conta a definição do conjunto 
Z, isto é o que queríamos demonstrar. I 
A seguir apresentamos uma solução explícita de um Problema de Stefan particular, que 
utilizamos para dominar a solução u do nosso problema variacional: 
Sejam M uma constante positiva a ser determinada, 
ê (x , t) =F ( (t+ ~)1/2 ), 
onde 




4»(x,t) = x- M(t+ 1)112 , x > O, t >O. (2.14) 
O par constituído pela função ê(x, t) e a curva f definida por ~(x, t) =O é solução do Problema 
de Stefan clássico (1.1)-(1.4) do Capítulo 1 com 
h(x) - F(x), O ~ x < M, 
g(t) = F(O), 
Passemos a verificar que este fato é verdadeiro: Em primeiro lugar calculemos as derivadas 
parciais de ê, e verifiquemos se a Equação do Calor é satisfeita: 
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F'(z) - - :z [c~~ e-ç2/4 d( +c'] 
-
-ce-z2/4. 
..... F'( X ) Ô ( X ) 8t - (t + 1)112 ât (t + 1)1/ 2 
- F' ((t +~)1/2) (-2(t :1)3/2) 
-
Cx ( x' ) 
2(t+ 1)3/2 exp - 4(t + 1) . 
ê:z: 
-
F'( X ) Ô ( X ) (t + 1)1/2 âx (t + 1)1/2 
-
C ( x2 ) 
- (t + 1)1/2 exp - 4(t + 1) . 
ê:z::z: - C ( x' )( 2x) 
- (t + 1)112 exp - 4(t + 1) - 4(t + 1) 
-
Cx ( x' ) 
2"(t + 1)312 exp - 4(t + 1) . 
-
êt. 
Agora, analisemos as condições inicial e de fronteira: 
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E, finalmente, estudemos as condições existentes sob a fronteira livre f: A partir de ~(x, t) = O 
(cf. (2.14)), vem x- M (t + 1)112 =O e portanto, 
x2 
t = s(x) = -1 + -. M2 
Assim, temos 
= F(M) =O. 
e também 
C ( x2 ) ( z2 )' ê%(x, s(x)).s(x) - - (s(x) + 1)1/2 exp - 4(S(x) + 1) -1 + M2 
= -k. 
Portanto, o par ê(x, t) , r(x, t) é de fato uma solução do Problema de Stefan Clássico particular 
definido acima. 
Por (2.12), temos que 
O comportamento da constante O' quando M ~ oo necessita de um estudo cuidadoso, feito 
a seguir: Chamemos 
r:JO 2 
IM= JM e-:r 14 dx. 
O objet ivo aqui é estimar I~ utilizando como instrumento a mudança de coordenadas retangu-
lares para polares: 
rooroo (2 2 1M1M e- z +y )/4dxdy 
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Figura 2.3: Comparação das regiões de integração. 
onde 2 é a região do plano obtida do primeiro quadrante retirando o quarto de circunferência 
centrado na origem de raio M../2 (cf. Figura 2.3). Façamos agora a mudança de coordenadas 
para obter 
donde concluímos que 
(2.15) 
Estes cálculos nos permitirão provar o seguinte 
Teorema 2.4 Para R> O suficientemente grande, a solução u do Problema 1.1 do Capítulo 1 
é identicamente nula numa vizinhaça de 
{(R, t), O< t $ T}. 
Demonstração: Com as notações anteriores e (2.15) obtemos, com base nos cálculos feitos 
acima, a seguinte limitação para o crescimento de C' quando M -+ oo: 


















Figura 2.4: Ilustração da dominação deu. 
Seja então u a solução fraca associada à solução clássica ê definida acima. Observando que o 
crescimento de C é maior que o de C' quando M se torna grande, tendo em mente a regularidade 
das funções g e h (c f. Capítulo 1) e lembrando que a constante positiva k é a mesma para u e 
fl, podemos encontrar M suficientemente grande de tal forma que 
h(x) > h(x) e g(t) > g(t). 
Estamos agora em condições de aplicar o Lema 2.3 para concluir que íi > u em D. Como fl = O 
para x ~ M (t + 1)112 (região do gelo), temos O= u > u ~O, ou seja, u =O se x ~ M(t + 1)112. 
Assim 
O(t) c {x; O< z < M(t+ 1)112 } , O :5 t < T , 
e então podemos concluir que dado T > O, é possível escolher R > O suficientemente grande 
de tal forma que a solução u do Problema 1.1 do Capítulo 1 se anule numa vizinhança de 
{(R, t ); O< t < T}, bastando para isso escolher M como acima e R> M(T + 1)112 (cf Figura 
2.4). I 
A partir da próxima seção, consideramos R escolhido de forma que a condição acima esteja 
satisfeita. 
















Figura 2.5: llustraçã.o das regiões definidas na Seção 2.3. 
3 A Fronteira Livre 
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O objetivo desta seção é fazer um estudo preliminar da fronteira livre do Problema 1.1 do 
Capítulo 1. Para isto, definimos os seguintes conjuntos ( cf Figura 2.5): 
n - {(x, t) ; u(x, t) > 0}, 
ü(t) - {x; (x, t) E 0}, O< t < T , 
r - õnnD. 
(3.1) 
Teorema 3.1 Seja u a solução do Problema 1.1 do Capítulo 1. Então r definida em (3.1) 
admite a repre.sentação 
r: x = a-(t) , o< t ~ T, 
onde a é uma função contínua e crescente de t , com s0 =a( O) < o-(t) para t >O. 
Demonstração: Primeiramente mostremos que para cada t E (0, T), O(t) é um conexo. O 
intervalo (0, s0) está. contido em n(t) para todo O < t < T, pois se isto não fosse verdade, 
existiriam x0 E (0, so) e to E (O, T) tais que u(xo, to) = O. Como u(xo, O) = O e Ut ~ O em D, 
temos que a função u é monótona crescente na variável t, o que nos permite deduzir que 
u(xo, t) = O, O < t < to. 
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Chamando Q = (O, xo) x (0, to), temos que a solução u do Problema 1.1 do Capítulo 1 neste caso 
satisfaz 
Ut - Uzx = f = h > 0 em Q, 
u = 1/J, x = O, O $ t $ to, 
U = 0, t = 0, 0 $ X $ Xo, 
u = O, x = xo, O $ t < to. 
Para cada tE [O, T) fixo, temos que u E C1(0, R), pelo Teorema 2.1. Assim, como a solução u 
cai a zero em D \ O e lá permanece, temos que 
Ux(x, t) = 0, (x, t) E r. 
Considere agora a solução (clássica) v do problema 
Vt - Vxx = h em Q, 
v =O em âpQ. 
Como h~ O, temos ao aplicar o Princípio do Máximo que 
v> mínv =O. 
- 8pQ 
Logo, pelo Princípio do Máximo de Hopf-Friedman, ( cf Protter e Weinberger [12]) e notando 
que em (x0 , t), O $ t < to a derivada normal exterior a Q coincide com a derivada parcial com 
respeito a x, temos 
Vx(xo, t) < O, se O $ t < to, 
Considere agora a função w = u- v, solução generalizada do seguinte problema 
Wt- Wxx = 0 em Q, 
w = tj;, se x = O, O < t ~ to, 
w = O, t = O, em O $ x :5 xo, 
w = O, x = xo, em O $ t < to. 
2. Existência e Unicidade de Solução 37 
A a.na.liticidade de w em Q e a positividade de 'ljJ nos dão 
pois se para algum O< t1 ~ t0 tivéssemos w:c(x0 , ti) 2 O, obteríamos pela Fórmula de Newton-
Leibniz que 
o que contradiria a positividade de '1/J. Juntando as desigualdades obtidas acima, temos 
O = Ux(Xo, t) < Vx(xo, t) < O, 
o que é uma contradição. Logo, (0, s0) c n(t), 'Vt E (0, T). 
Agora suponhamos que exista um intervalo aberto (x1,x2) contida em n(t), que é também 
aberto (pela continuidade deu) que não contenha (O, s0). Então 
-Uzz(x, t) = -k- ttt(x, t) < -k <O em (x1, x2), 
fato este justificado por estarmos na região A e Ut > O. Daí, pelo Princípio do Máximo para 
Equações Elípticas, 
u(x, t) < máx(u(x1, t), u(x2, t)) =O, Xt < x < x2, 
o que é uma contradição, pela definição de n(t), donde se deduz que n(t) é um conexo. 
Definimos a função q como 
a(t) - sup{x; X E Sl(t)}, 0 < t < T, 
(3.2) 
t7(0) = so. 
Como n(t) c O(t') se t < t', temos 
a(t) = sup{x; X E O(t)} ~ sup{x; X E O(t')} = t7(t'), 
o que prova a monotonicidade de q. Agora provemos que q é contínua, primeiramente mostrando 
por absurdo que ela é semi-contínua superiormente: Suponha que existam x1 e x2 ta.is que 
X1 = t7(t) < Jim t7(t') = X2 
t!-.t+ 
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Figura 2.6: Dustração da demonstração de continuidade de a. 
para algum t0 E [0, T). Neste caso, para e > O adequado, 
Q = {(x, t); xl + ê < X < X2 -e, to < t < T} c n, 
e como ele se encontra na região A, ( cf Figura 2.6), temos que u satisfaz 
Ut- 'Uzz = -k em Q, 
(3.3) 
u(x, to) = O, x1 < x < x2. 
Pela regularidade do Problema de Cauchy acima (cf Friedman [6]), ué analítica em Q; como 
não há. crescimento na direção x quando t =to, temos que 
u(x, to)= ux(x, to) = Uxx(x, to), x1 +e< x < X2- e; 
logo, de (3.3) concluímos que Ut(x, to) = -k em X1 < x < x2, ou seja, que Ut(x, t) < O numa 
vizinhança em Q c n de (Hxl +x2),to), o que contradiz o Teorema de Existência da solução 
u. Logo a é semi-contínua superiormente. 
Provemos agora semi-continuidade inferior. Analogamente, suponha. por absurdo que exis-
tam x1 e x2 tais que 
x2 = a(t) > lim a(t') = x1 
t'-+t-
para algum t 0 E [0, T). Neste caso, para e> O adequado, 
Q = {(x, t); XI+ ê <X < X2- ê, to< t < T} c n, 
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e como ele se encontra na região A, (cf. (1.5), Capítulo 1), temos que u satisfaz 
Ut -Uzz = - k em Q, 
u(x, t0) = O, x1 < x < x2. 
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(3.4) 
Pela regularidade do Problema de Cauchy acima, ué uma curva analítica em Q; como não há 
crescimento na direção x quando t = to, 
u(x, to) = Uz(x, to) = 'l.Lzz(x , to), Xt + ê < x < X2- êj 
logo, de (3.4) concluímos que Ut (x , to) = -k em x1 < x < x2, ou seja, que tLt(x, t) < O numa 
vizinhança em Q c n de (Hx1 + x2) , to) , o que é novamente uma contradição. Logo a é semi-
contínua inferiormente, e portanto contínua. 
Finalmente, provemos que a(t) > s0 se t >O. Suponha, por absurdo, que exista t 0 > O com 
a propriedade a(t0 ) = s0• Como a curva ué monótona, temos que u (t) = so , O$ t $ t 0 , e assim 
sendo, considere , para cada ê >O, o retângulo 
Q = {(x, t) ; s0 - ê < x < s0 , O< t <to}. 
Observamos que Q se encontra na região C (cf. Figura 2.7); logo, por (1.5), (1.8) e (1.9), 
Capítulo 1, 
'Ut - 'Uzz = f = h em Q' 
u - o, X = So, 0 < t < to, 
(3.5) 
u > o, x = s0 - ê, O < t < t0, 
tL = 0, Ü < X < s0 , t = 0. 
Para cada t fixado, U:~: é função contínua na variável x. Como u atinge seu mínimo zero em 
(s0 , t) e continua zero para t > s0 , deduzimos que 
Uz(so,t) =O, O< t < to. (3.6) 
Consideremos também a solução (clássica) v do Problema de Dirichlet 
Vt - Vu = h em Q, 
v - O em 8pQ, 
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Figura 2.7: llustra.ção da prova de u(t) > s0 , t >O. 
onde 8pQ denota a fronteira parabólica de Q. Como h > O, o Princípio do Máximo para Equações 
Parabólicas nos dá 
v > mín v = O em Q. 
- BpQ 
Nos pontos (s0, t), O < t < t0 , a derivada normal exterior na fronteira parabólica coincide com 
a derivada parcial com respeito a x; logo, pelo Princípio do Máximo de Hopf-Friedman, 
vz-(so, t) < O, O < t <to. (3.7) 
Por outro lado, w = u- v é uma solução para o problema homogêneo associado a (3.5). Pela 
ana.liticidade de w e positividade de 'l/J temos 
(u-v)~(so, t) < O. 
Combinando a desigualdade acima com (3.6) e (3.7), obtemos 
O= u:r:(so, t) < V:r:(so, t) < O, para O< t < tQ, 
a contradição desejada. I 
Observação: A função u por ser crescente, admite derivada em quase todo ponto. Através 
de uma rotação dos eixos x e t de 1r f 4 no sentido anti-horário, notamos que a derivada fica 
confinada no intervalo [-v'2/2, v'2/2}. Deduzimos daí que ué uma curva Lipschitz neste novo 
sistema de coordenadas. Assim r é na verdade uma curva Lipschitz, e por conseqüência disso, 
uma função (E H 1(0) admite traço em L2(f) (cf Apêndice C). 
3 
Regularidade da Solução 
Neste capítulo demonstraremos alguns resultados sobre a regularidade da solução do pro-
blema variacional e que serão úteis no próximo capítulo, onde analisaremos mais a fundo pro-
priedades de regularidade da fronteira livre r. Mostraremos aqui que Uzz(x, t) e Uzt(X, t) são 
funções contínuas em n nas proximidades de r. 
1 Limitação das Derivadas Segundas 
Nesta seção apresentamos um lema de limitação das derivadas espacial e temporal da função 
U: no quadrado [0, s0/3] x (0, T). 
Lema 1.1 Seja u6 , O< e< e0, a solução do Problema 2.1 do Capítulo 2. Então 
e 
~ =~ (x,t)l ~C, O~ x ~ so/3, O< t < T 
~~;;(x,t)l ~C, O~ x ~ s0/3, O< t < T, 
onde C > O é uma constante que independe de g, O < g < êo. 
Demonstração: Pela condição inicial do Problema 2.1 do capítulo 2 e (1.3), Capítulo 1, 
ue(x, O) = e, O ~ x ~ s0 f3. 
Como Ust ~O, 
ue(x, t) = ue(x, O)+ kt Uet(x, r) dr ~ e, x E [0, s0/3], t E [O, T). 
Tendo em mente (1.1), Capítulo 1, temos que Pe(ue(x, t)) =O em [0, so/3] x [0, T], e por isso U 6 
é solução de 
Ust - Uezx = !e, o < X < so/3, o < t < T . 
.d.l 
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O resultado desejado é conseqüência da Teoria de Regularidade em Espaços de Schauder para a 
Equação do Calor (c f Friedma.n [6)). I 
2 Propriedades de Integrabilidade das Derivadas 
Aqui descrevemos algumas propriedades de integrabilidade de algumas derivadas pariciais 
mistas de uf: e u. 
Lema 2.1 Seja uf:, O < e < eo, a solução do Problema 2.1 do Capítulo 2. Então existe uma 
constante C independente de e, O< e< e0 , tal que 
J J Uezt(x, t)2 dx dt ~ C. 
D 
Demonstração: Com o intuito de simplificar a notação da prova, denotemos u = uf:, /3 = 
fJe, e w = Urt· Comecemos multiplicando a equação diferencial de {1.8), Capítulo 2, por w e 
integrando em x de O a R para obter: 
-foR WWzz dx +~!foR w2 dx + k foR {3'(u)w2 dx =O. 
Integremos a primeira parcela da equação acima por partes: 
-foR WWu dx = - [ww:z:]: +foR w~ dx 
{R 2 
- lo Wz dx + w(O, t)wz(O, t) - w(R, t)wz(R, t) 
= foR w; d.x + w(O, t)w:c(O, t), 
desigualdade última justificada pelo fato deu se anular numa vizinhança de x =R. 
(2.1) 
Utilizemos agora o Lema 1.1 para obtermos limitação uniforme para o termo w(O, t)w%(0, t): 
Portanto, temos 
( ) lim u(O, t +h) - u(O, t) w O, t = 
h-+{) h 
- lim 1/J(t +h)- .,P(t) = t/l(t) = g(t). 
h-+{) h 
lw(O, t)wz(O, t) l - lg(t) l-lue:n(O, t)l 
< c máx jg(t)l = cl. 
tE(O,T] 
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Logo, de (1.1), Capítulo 2, e (2.1), 
Temos ao integrar esta desigualdade em t de O aTe ao usar Teorema de Fubini que 
Do Lema 1.1 do Capítulo 2, temos que jw(x, t)l ~C, independente de e; logo, 
e o lema está provado. I 
Lema 2.2 Seja uE, O< ê ~ êo, a s.olução do Problema 2.1 do CapítulD 2. Então para O< tJ ~ 
t < T vale 
LR 1tloR C ue(x, t)2 dx + Uat(x, 1l dx dr < -, o (I' o (j 
onde C é uma constante independente de ê, O< e< êo. 
Demonstração: Como antes, denotemos u = utl {3 = f3e, e w = Uet. Multiplicando a equação 
de (1.8), Capítulo 2, por Wt e integrando em x no intervalo (0, R) obtemos 
(2.2) 
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Integremos por partes a primeira parcela da equação acima: 
-foR WtWu dx = -[WtWzJ: +foR WzWzt dx 
1 d {R 2 
= 2 dt lo Wz dx + WtWz(O, t), 
pois u se anula numa vizinhança de R, 'V t E [0, T]. 
Quando x = O, podemos utilizar o Lema 1.1 e a hipótese de suavidade da função g para obter 
limitação uniforme em t para o timllo w%(0, t)wt(O, t): 
Portanto, 
Wt(O, t) = lim w(O, t +h) - w(O, t) 
h-+0 h 
- lim 1/l(t +h) -1/l(t) 
h-+0 h 
- 1/J"(t) = g'(t). 
~ c máx lg'(t)l = c2, 
tE[O,T] 
constante independente de é, O< é< é0. Como conseqüência de (1.4), Capítulo 2, 
1 d {R 2 {R 2 k {R a 2 2 dt lo w:dx+ lo Wt dx + 2 lo {J'(u) {Jt W dx < C2. 
Para estimar a última parcela da desigualdade acima, notamos, pela Regra da Cadeia, que 
a a a ât [.B'(u)u?] = {J'(u) ât w2 + w2 8t {J'(u) 
(2.3) 
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Assim, integrando em x no intervalo em (O, R), temos por (1.1), Capítulo 2, que 
foR {3'(u)! w2 dx- :t foR {3'(u)w2 dx =-foR {3''(u)w3 dx ~O. 
Utilizando isto em (2.2), 
1 d rR 2 rR 2 k rR ' a 2 
c2 ~ 2dtlo wxdx+ lo wtdx+21o {j(u)ôtw dx 
1 d {R {R 
> 2 dt lo [w~ + {3'(u)w2] dx +lo w~ dx 
Dado r> O, r < t, integremos a expressão acima com respeito ao tempo no intervalo (r, t): 
foR [wx(x, t)2 + k{j'(u)w(x, t)2] dx + 21hR wi dx dr' 
< 2C2(t- r)+ foR [wx(x, r)2 + kf3'(u)w(x, r)2] dx. 
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Como esta estimativa é válida para todo r < t, podemos integrá-la com respeito ao tempo em 
(0, 0'), O' < t, para obter 
ktTkR [wx(x, t)2 + k{3'(u)w(x, t)2] dx dr + 2 ktT LtkR wl dx dr' dr 
( 
0'2) {tT {R {tT {R a 
= 202 tO'- 2 +lo lo wz(x, r)2 dx dr + k lo lo w(x, r) ôt f3(u(x, r)) dx dr 
:::; 2C2 3; + foT foR W:~:(x, 1l dx dr + kC foT foR! {j(u(x, r)) dx dr. 
Utilizemos o Teorema de Fubini, denotemos C3 = 3C2'J"l, e façamos uso do Lema 1.2 do 
Capítulo 2 e do Lema 2.1 para obter a seguinte expressão: 
O' foR [w:~:(x, t)2 + k{3'(u)w(x, t)2] dx + 2 fotT1tfoR w: dx dr' dr 
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Para completar a prova, desenvolvemos uma estimativa para o segundo membro da desigualdade 
de (2.4): Utilizando o Teorema de Fubini e integração por partes 
fou i tfoR w~ dx dr' dr 
Logo, da estimativa acima e de (2.4) 
Portanto, temos 
{R w!(x, t)2 dx + {t {R W~ dx dr < C4 . 
lo lrrlo a 
Se levarmos em conta as convenções iniciais, este é o resultado desejado. I 
Teorema 2.3 Seja u a solução do Problema 1.1 do Capítulo 1. Então existe uma cnnstante 
positiva C tal que para cada a> O, 
LR 1t1R C Uxt(X, t)2 dx + Utt(x , -r)2 dx d-r S - , para a< t < T . o a-0 (j 
Demonstração: Segue imediatamente do teorema anterior, da convergência fraca de Ue para u 
em V (D) e por um argumento de densidade análogo ao feito em (2.1). Note que da desigualdade 
acima deduz-se que ut E H 1 (D n {(x, t); t ;::: a}) para cada a > O. 
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3 A Lipschitz Continuidade de Ut 
O objetivo desta seção é provar que a função Ut se comporta como uma função Lipschitz nas 
proximidades da fronteira livre r. Para isto, necessitaremos do 
Lema 3.1 Seja u a solução do Problema 1.1 do Capítulo 1 e por r a fronteira livre associada a 
esta solução. Então para cada (x0 , t0) E r existe uma vizinhança U de (xo, to) tal que 
Ux(X, t) < 0 em U n 0. 
Demonstração: Pela monotonicidade de r, existe uma vizinhança U de (x0 , t 0) E r tal que 
U C {(x, t); x > s0 , t > 0}. Como nesta região vale f(x) = -k, por (1.8), Capítulo 2, temos 
que 
U;c;c(X, t) = Ut(X, t) + k 2:: k > 0 em U n 0, 
e daí, levando em conta o fato de que ux(x, t) =O, (x, t) E r para cada O< t < T ( cf Teorema 
3.1, Capítulo 2), 
onde ué tal que (a, t) E f. I 
Teremos que utilizar também a informação contida no seguinte lema: 
Lema 3.2 Sejam r a fronteira livre associada à solução u do Problema 1.1, Capítulo 1, e 
Q = { (x, t); lx - xol < e, O < to - t < 6} 
para (xo, to) E r, ê >O e & >O dados. Suponha que v E H 1(Q nO) e que satisfaça 
v > o em 8p(Qnn), 
onde 8p(Q n n) = 8(Q n n)- {(x, to); lx- xol < e} denota a fronteiro parabólica de Q n n. 
Então v 2:: O em Q n n. 
Demonstração: Consideremos o seguinte conjunto: 
Y={(x,t)EQnn; v(x,t)<O}. 
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Neste conjunto vale f! ( - Vx:r; + Vt)V dx dt ~ 0. 
y 
Consideremos agora a função v = - máx (- v, O), que se anula em ô11(Q n 11). Como v E 
H 1(Q n 11), v E H 1(Q nO) (cf Apêndice C); logo, deduzimos que 
f f (- v:z:x +iit)iidxdt ~O, 
Qnn 
desigualdade esta justificada pelo fato de v e v coincidirem em Y e de v = O em Y \ ( Q n n). 
Integrando por partes primeiro membro e usando o Teorema de Fubini no segundo, temos 
f f v; dx dt +~ foR. [v(x, T)2 - v(x , u)] dx 
(Qnn) 
=f f v;dxdt+ ~foR v(x,T?dx < 0, 
(Qnn) 
onde ué tal que (x, u ) E ôp(Q n 0). Assim, flx =O q.t.p. em Q nO e 
v(x, t) = v(O, t ) + fox v:r:(Ç, t) dÇ =o. 
Portanto, v= O q.t.p. em Q n n; logo, Y possui Medida de Lebesgue igual a zero. I 
Corolário 3.3 Sejam u, r e Q definidos como no Lema 9. ~. Suponha que w, 8 E H1 ( Q n O) e 
que satisfaçam 
-W:z:x +Wt > o em Q n n, 
-e:z:x +et - o em Q n n, 
w > e em ôp(QnO). 
Então w ~ 8 em QnO. 
Demonstração: Basta aplicar o lema 3.2 com v = w- e. I 
Lema 3.4 Seja u a solução do Problema 1.1 do Capítulo 1 e r sua fronteira livre. Então para 
cada (xo,to) E r com to~ 6 > 0 
0 < ut(x, t) < C1 (x- Xo)2 - ~XUz(X, t), (x, t) E Q n 0, 
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onde c11 C2 e ê são constantes positivas adequadas que independem de (xo, to) e 
Q = {(x, t); lx- xol <e, it- to I < ê}. 
Demonstração: De acordo com o Teorema 2.2, existe uma vizinhança 
Q = {(x, t); lx- xo l < ê, lt - tol <e} 
tal que ut E H1 (Q). Como r é uma curva Lipschitz, U.t admite traço ut(O"(t), t) sobre r n Q. 
Note que 
Ut(x, t) = lim ue(x + p,, t) em H 1(Q), 
p--.0 
(&te limite existe pois Ut, u%t, Utt E L 2(Q) e quando f E V temos limp-.o llf(x + Jl) - f(x)llo• = 
O). 
Como ut =O em Q \ n e o traço é uma aplicação contínua de H 1(Q) em L2(r n Q), temos 
que Utlr =O. 
Agora, em Q n n, u satisfaz 
e quando derivamos a equação acima com respeito a t, obtemos 
(3.1) 
Por outro lado, com c1 e~ constantes positivas a serem determinadas a posteriori, chamemos 
Escolhamos c1 grande o suficiente para que a desigualdade seguinte valha: 
Observamos que isto é possível, já que (x-x0) 2 só se anula em x = x0 , ut =O em r e ut E L00 (D) 
(basta tomar c1 > llutiiL""(D))· 
Assim, temos que em Q n n vale 
-Wzz + Wt = -2c1 + 2c2Uzz(x, t) + ~xu=(x, t) - ~XUzt(X, t) 
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desigualdade última justificada pelo fato de valer Uxx- Ut = -k (constante) nesta região. 
P01tanto, 
;::: -2cl + 2kC2 em Q n n. 
Se escolhermos c2 suficientemente grande para que -2c1 + 2kC2 >O então teremos 
-Wxx + Wt > 0 em Q n Q. (3.2) 
Escolhamos agora Q de tal forma que -c2xux(x, t) >O em Qnn (cuja existência é garantida 
pelo LE!ma 3.1) para obter a seguinte desigualdade: 
W 2 Ut em 8,(Qnf2). (3.3) 
Por (3.1)-(3.3) e pelo Corolário 3.3 aplicado duas vezes aos pares w, Ut e Ut, O, temos que 
o :S Ut(x, t) :S w(x, t), (x, t) E Q n n, 
que é o resultado desejado. I 
Finalmente passemos para a análise da Lipschitz continuidade de 'Ut· Vale o seguinte resul-
tado: 
TeoreJna 3.5 Sejam u a solução do Problema 1.1 do Capítulo 1 e r a fronteira livre associada 
a esta .solução. Então para cada (x0 , to) E f existe uma vizinhança U de (x0 , to) tal que 
Demonstração: Basta provar que Ut E W1•00(Un0): Se a função Ut é Lipschitz em (UnO), ela 
também é uniformemente contínua em (U n 0). Por ser uniformemente contínua, estão definidos 
os limites de Ut quando (x, t) se aproxima de r, devendo valer zero, pelo lema anterior. A função 
assim definida em UnO também será uniformemente contínua. Tomando x E UnO, y E f e uma 
seqüência (Yn) convergente para y, temos que vale para cada n natural a seguinte desigualdade: 
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Fazendo n -7 oo, temos 
iut(x)- Ut(Y)I ~ C!x- y!, 
ou seja., Ut E W 1•00(U n fi); logo, também podemos dizer que Ut E W 1•00(U). 
Recordemos a.qui que e= Ut (cf. (1.5), Capítulo 1), e assim, por simplicidade de notação, 
passaremos a estimar e. 
Como necessitamos empregar o Princípio do Máximo clássico para a Equação do Calor, 
(válido para funções suaves), faremos inicialmente uma regularização de e através de convolução 
com núcleos regularizantes. Obteremos as estimativas para tais funções regularizadas, segundo o 
método de S. Bernstein [3], e então passaremos ao limite, obtendo as estimativas correspondentes 
para e. 
Para realizar este programa, seja a um núcleo suavizante, e consideremos as funções 
a.(e) =~a(~), para o <h< 1, 
e a função regularizada de e: 
8h(x, t) =foR ah(x- Ç)8(Ç, t) d{, (x, t) E Oh, 
onde 
nh = {(x, t); o< X < u(t)- h, o< t < T}. 
Observe que em nh, 
8ht - kR ah(x- Ç)8t(Ç, t) dÇ. 
(3.4) 
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lembrando que, em virtude de a ser um núcleo suavizante, o suporte da função ah(x- Ç) (e da 
função a'h(x- Ç)) é O conjunto {Ç E R; X- h < Ç < X+ h}, O que justifica a eliminação dos 
termos do cálculo acima. 
Observamos agora que a vizinhança Q se encontra na região A (cf (1.5), Capítulo 1); por 
isso, a :função u satisfaz 
Uxx- Ut = -k, 
que, ao derivarmos com respeito a variável t, nos dá 
Assim, com base nisto e no cálculo realizado em (3.4), obtemos 
(3.5) 
Not'e também que 
pela não-negatividade das funções envolvidas na integral acima. Façamos agora uma limitação 
superior para eh: 
eh(x, t) < foR iah(x- Ç)II8(Ç, t)l de 
< supe foR lah(x- Ç)l dÇ 
< r 1 (x-Ç) sup9 -oo h a - h- dÇ 
- sup e/_: a(TJ) d1] 
- sup8, 
Resumindo, temos 
O~ 9h(x, t) ~ sup 8, (x, t) E Oh. (3.6) 
A seguir, nós obtemos uma estimativa para 8~u em r. Note inicialmente que quando (x, t) E 
ânh, existe um y E R tal que lx- Yl =h e (y, t) E r. Assim, tomemos uma vizinhança Q deste 
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ponto (y, t) na qual vale a estimativa do Lema {3.4) para realizar os seguintes cálculos: 
o < sup e(e, t) < sup e(e, t) 
1~-{l<h lu-{l<2h 
< 4cth + 2~Rhllu{{IILoo(D) = C3h, 
onde também utilizamos o fato de que u~ é uma função Lipschitz na variável x ( cf Teorema 
2.1 do capítulo 2) e que u~ se anula em pontos da fronteira livre r. Logo, nós provamos que 
Limitemos agora 9~a.z: 
tendo em mente {3.7). 





Agora escolhamos uma função ( E Cõ(Q), O ~ ( ~ 1, com ( = 1 próximo a (x0 , to) e 
denotemos 
onde JJ é uma constante positiva a ser determinada. Aplicando o operador do calor, obtemos 
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Façamos uso da seguinte desigualdade 
para obter 
==:; o, 
sendo que a última desigualdade é obtida ao tomarmos uma constante p, tal que 
que é possível graças ao fato de que (E Cgc'(Q). Assim, pelo Princípio do Máximo para Equações 
Parabólicas, temos 
w(x, t) < máx w < ..J. + ''·SUp 8 2• 
- 8p(nhnQ) - ~ ,_ 
Notemos que a constante que limita superiormente w(x, t) independe de h. Logo, ao nos restrin-
girmos a uma região U na qual (lu = 1 e passarmos o limite em h para O nós obtemos, pela 
convergência em quase toda parte de eh e eh.:z; para e e 8:~: respectivamente, que 
Então temos 
Portanto, 
l'!.tt:J,I ==:; es em nn u. 
Portanto, provamos que Ut é uma função Lipschitz na variável espacial. Para provar que Ut 
também é Lipschitz na variável temporal, nós utilizamos raciocínio análogo ao realizado acima, 
mas fazendo uma suavização de e em t, ou seja, tomamos a mesma função ah definida acima e 
consideramos a seguinte função '11 h: 
3. Regularidade da Solução 55 
onde 
Bh={(x,t); 0<x<s0, h<t<T}U{(x,t); s0 $x$R, h+a(t)<t<T}. 
Notemos que em 3 11 a função 1V 11 obedece a seguinte equação: 
A validade desta equação se deve ao fato que 
Whxx(x, t) = foT ah(t- r)exx(x, r) dr 
e 
1lt111(x,t) - { a~(t-r)e(x,r)dr 
= foT ah(t-r)Sr(x,r)dr, 
sendo que a última desigualdade vale pelo fato de o suporte da função a 11 cair a zero quando 
h-+ O. 
Além disso, também temos que 
O $ kT ah(t- r)S(x, r) dr 
$ (supe) L: a(t-r)dr 
1 {"" (t- T) 
- (supe)h l-oo a -h- dr 
- -(sup9) L"" a(TJ)dTJ 
= (sup e) L: a(TJ) dTJ = sup e em =~~· 
A primeira desigualdade da seqüência do desenvolvimento acima se justifica pelo fato de os 
termos do integrando serem positivos. Assim, temos também que 
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Neste ponto nós obtemos uma estimativa para 'l!ht numa porção da fronteira livre. Note que 
se (x, t) E â'Bh, existe uma constante s tal que it- si =h e (x, s) E r. Com este ponto (x, s), 
tomemos a vizinhança Q garantida pelo Lema 3.4 para realizar os seguintes cálculos: 




c1(x- x)2 - c2xu.,(x, r) 
< ~R sup lu.,(x, r)- u.,(x, s)l 
fs-'Tf<2h 
:'S ~R sup 
fs-'Tf<2h 
lluxtiiL~(nnQ) Ir - si 
< 2~Rhllu.,tiiL~(nnQ) = es, 
lembrando que Uxt E L00 (f! n Q) pela prinleira parte desta demonstração, e que u., = O em 
pontos da fronteira livre r. Logo, temos 
o :'S sup e(x, r) :'S esh em â'Bh n Q. 
ft-'Tf<h 
Agora nós obtemos liDla estimativa para 'l!ht(x, t) em â'Bh n Q: 
:'S sup e(x,r) r laht(t-r)ldr 
ft-'Tf<h jlt-rf<h 
:'S h 1 r I , (t - r) I dr 
Cs h llt-.,.f<h a -h- h 
Escolhamos liDla função ( de forma análoga à prinleira parte da prova e consideremos a funçãc 
_ _ r2.T.2 ,y,2 
z- Zh - ~ "'ht + J.!"'hx' 
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onde J..L > O ú.ma constante a principio arbitrária. Aplicando o Operador do Calor nesta função, 
nós obtemos 
Tomemos O < ê < 1 para obter 
se tomarmos J..L;:::: (~) ç; + ( (t - ((Cz):.t, o que é possível pois Ç E Cg"(Q). Daí, pelo Princípio do 
Máximo para Equações Parabólicas, temos 
onde aqui notamos que 1/Jh:J: é suavização de 'Ut:.t , sendo então dominada pela mesma constante es 
que domina 'Ut:.t· 
Agora, consideremos somente uma vizinhança de (x, s) na qual ( = 1 e passemos o limite 
quando h -+ O para concluirmos que 
Portanto, temos 
A última desigualdade obtida acima encerra a demonstração. I 
Terminaremos este capítulo com o seguinte resultado: 
Teorema 3.6 Seja u a solução do Problema 1.1 do Capítulo 1 e r sua fronteira livre. Então 
para todo (xo , to) E f existe uma vizinhança U de (xo , to) tal que 
un, u%, E C(n nU). 
Demonstração: Consideremos U obtido no teorema anterior. Como 
U.=: = Ut + k, (x, t) E U n 11, (3.8) 
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temos que Uxx é Lipschitz contínua em U n n. Como a Lipschitz continuidade pode ser estendida 
para o fecho de um conjunto, temos em particular que Uxx é uma função Lipschitz em U n IT. 
Derivando (3.8) com respeito a t, obtemos 
(3.9) 
Assim, integrando a equação acima com respeito à variável espacial entre (x11 t) e (x2, t), nós 
obtemos 
Além disso, como Uzt satisfaz a Equação do Calor no sentido fraco em U n n (basta derivar (3.9) 
com respeito a x), temos que uxt é analítica na variável temporal em Unn. Basta agora provar 
que Uxt é contínua em U n f. Para isto, tomemos (x, t1) EU n r , (x, t2) EU n !l e utilizemos a 
Desigualdade Triangular para obter, tomando ê > O arbitrário, 
< 2eiiUtzzllv10(Unn) + ju:r;t(X- ê, t1)- Uxt(X- ê, t2)j. 
Passando o limite, temos pela continuidade de Uzt em u n n que 
Como ê > O foi tomado arbitrariamente, temos 
e, por isso, Uxt é contínua na variável t, o que encerra a demonstração. I 
4 
A Diferenciabilidade da Fronteira 
Livre 
Neste capítulo voltamos a estudar a fronteira livre r para mostrar que existe uma para-
metrização infinitamente diferenciável da mesma. Para isto, utilizamos a Transformada deLe-
gendre, que nos dá uma fronteira livre mais regular, sob o preço de tornar a equação diferencial 
não-linear, mesmo nos casos mais simples. 
Seja u a solução do Problema 1.1 do Capítulo 1 e r sua fronteira livre. Dado (x0 , to) E r 
arbitrário, tomemos uma vizinhança U de (x0, to) na qual Uz E C1 (U n n), cuja existência é 
garantida pelo Teorema 3.6. Em Kinderlehrer e Stampacchlat (10] , está enunciado (sem demon-
stração) que a Lipschitz continuidade da curva r garante uma extensão C1 (U) para ux, fato 
este que não conseguimos verificar. Considerando a validade de tal resultado, consideremos a 
Transformação Hodográfica. Parcial de Primeira Ordem 
T = t , (x, t) E U. 
Esta é uma aplicação C1 • Calculemos o jacobiano desta transformação para obter 




= -Uzz(X, t). 
(1.1) 
(1.2) 
Como uu:(xo, to) = Ut(xo, to)+ k = k > O, temos pelo Teorema da Função Inversa que existe 
uma vizinhança de (xo, to tal que a inversa da transformação definida em (1.1) está bem definida, 




Figura 4.1: Efeito da transformação hodográfica numa vizinhança de r . 
numa região 
G c {(~,r); ~>O} 
pois U: < 0 nesta vizinhança (cj . Lema 3.1). Além disso, Unr é levada por esta transformação 
num subconjunto 
~C {(~,r); Ç = 0}, 
pois u~ = o sobre r. 
A Transformada de Legendre de u é dada por 
v(~, r)= x~ + u(x, t), (Ç, r) E G u E, (x, t) E n nU, 
sendo que x e t devem agora ser interpretadas como funções de Ç e r. Esta transformada goza 
da seguinte propriedade: 
Como dv = v{dÇ + vrdr, temos ao comparar que 
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Notemos também que, 
av{ ax 1 
V~{ = aç = aç = aç I ax -
1 
tendo em mente (1.2).0 nosso problema de fronteira livre é 
que em termos de v se torna 
-U:;ç:;ç + Ut = k em U n 0, 
u = u% - o em u n r, 
1 
-+vr - -k em G, 
V~{ 
v = O em E. 
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(1.3) 
Analisando o comportamento local deste operador diferencial não-linear via linearização aplicada 
em ((Ç, r), nós obtemos 
= -(+)({{+(r 
v{~ 
que é um operador parabólico a coeficientes contínuos, por (1.3). Da teoria de equações diferen-
ciais parabólicas (cf. La.dy2enskaya et al. [11]), temos que 
logo, como uma parte de u n r é representada por 
(x, t) = (v~(O, r), r) 
com Ir- to I suficientemente pequeno a fim de que valha o Teorema da Função Inversa. Obtemos 
assim uma parametrização coo de uma porção de r . Como o ponto (x0, t0) foi escolhido de 
maneira arbitrária, podemos concluir que a curva r inteira admite uma parametrização C00, 
como se queria demonstrar. 
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A 
Resumo de Análise Funcional Linear 
O objetivo deste apêndice é fixar a notação empregada e dar ao leitor não familiarizado com 
métodos modernos de análise o fundamento necessário para acompanhar as demonstrações dos 
resultados deste trabalho. Para o leitor interessado em maiores detalhes sobre algum tópico 
mencionado neste apêndice, as referências dos tópicos abordados se encontram em Evans [5] e 
Brenner e Scott [2}. 
1 Espaços de Banach 
Seja X um espaço vetorial real. 
Definição 1.1 Uma aplicação 11 -11 :X--+ [O, oo) é chamada uma norma se 
1. !lu+ vil :5 llull + llvll para todos u, v E X; 
2. 11 ,\ull = IAIIIull para todo u E X, À E R; 
9. llull = O se e somente se u = O. 
A desigualdade 1 é conhecida por de-sigualdade triangular. Daqui em diante, nós assumimos 
que X é um espaço vetorial normado. 
Definição 1.2 Dizemos que uma seqüência { u,:} r=l C X converge para u E X, cuja notação é 
se 
Definição 1.3 Dizemos que uma seqüência {uk}~1 c X é uma seqüência de Cauchy se para 
cada c > O existe N > O tal que 
lluk- uzll < ê para todos k, l > N. 
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Definição 1.4 Dizemos que X é completo se cada seqüência de Cauchy em X converge, ou 
seja, se {uk}~1 é uma seqüência de Cauchy, então existe u E X tal que {uk}~1 converge para 
u. 
Definição 1.5 Um Espaço de Banach X é um espaço vetorial normado completo. 
2 Operadores Lineares Limitados 
Sejam agora X e Y espaços de Banach reais. 
Definição 2.1 Uma aplicação A : X ~ Y é operador linear se 
A[>.u + J.LV] = ..\Au + J.LAv 
para todos u, v E X, >., J.L E 1R. 
Definição 2.2 A imagem de A é o conjunto 
R(A) :={v E Y; v= Au para algum u E X} 
e o espa.ço nulo ou núcleo de A é definido por 
N(A) := {u E X; Au =O}. 
Definição 2.3 Dizemos que um operador linear A : X ~ Y é limitado ou contínuo se 
IIAII := sup IIAully < oo. 
llullx$1 
Definição 2 .4 Dizemos que um operador linear limitado u• : X ~ R é um funcional linear 
limitado em X. 
Definição 2.5 N6s denotamos por X* a coleção de todos os funcionais lineares limitados defi-
nidos em X; X* é o espaço dual de X. 
Definição 2.6 Se u E X, u• E X* nós denotamos por 
(u*, u} 
o númE~TO real u• ( u). o símbolo ( ' ) denota o produto de dualidade de X e x·. 
Definição 2.7 Nós definimos 
llu*ll := sup l(u*,u}l 
lluii:S:l 
Definição 2.8 Um Espaço de Banach é reflexivo se (X*)* = X . Mais precisamente, isto signi-
fica que para cada u- E (X*)* existe u E X tal que 
(u**, u} = (u*, u} 'riu* E X* 
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3 Convergência Fraca 
Seja X um Espaço de Banach real. 
Definição 3.1 Dizemos que uma seqüência {uk }~1 c X converge fracamente para u E X , 
denotado por 
se 
para cada funcional linear limitado u* E X* . 
É fácil verificar que se u~r; -tu então u~r; ~ u. Vale também o fato de que qualquer seqüência 
fracamente convergente é limitada. Além disso, se u~r; ~ u, então 
Teorema 3.2 (Compacidade Fraca). Seja X um Espaço de Banach reflexivo e suponha que 
a seqüência {uk}~1 C X é limitada. Então existem uma subseqüência {uk1 }~1 c {uk}k:::1 e 
u E X tais que 
Em outras palavras, seqüências limitadas em Espaços de Banach reflexivos são fracamente pré-
compactas. 
Teorema 3.3 (Mazur).Seja X um E.spaço de Banach reflexivo e U c X um fechado e convexo. 
Então X é fracamente fechado, ou seja, seqüências fracamente convergente.s em U têm limites 
pertencendo ao me8mo conjunto U. 
Um exemplo importante no qual utilizamos as idéias de convergência fracas é aquele no qual 
tomamos U c :R'l aberto, e assumimos 1 ~ p < oo. Então 
onde 
o espaço dual de X= IJ'(U) é X*= L9(U), 
1 1 
- + - = 1, 1 ~ q < oo. 
p q 
Mais precisamente, cada funcional linear limitado definido em LP(U) pode ser representado 
como 
f t-7 fu g(x)f(x) dx 
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para alguma g E Lq(U). Daí 
fk ~f em V(U) 
significa 
(3.1) 
Em particular, o Teorema 3.2 então nos assegura que podemos extrair de uma seqüência limitada 
em V(U) (1 < p < oo) uma seqüência fracamente convergente, isto é, uma seqüência que satisfaz 
(3.1). Este úm importante resultado de compacidade, mas notemos muito cuidadosamente que 
a convergência {9.1) não implica que h:--+ f pontualmente ou em quase toda parte. 
Definição 3.4 Sejam X , Y dois espaços normados e f: X--+ Y um operador linear. Dizemos 
que o operador f é compacto se f(A) for compacto em Y para todo conjunto A C X limitado. 
(Um conjunto limitado num espaço normado é aquele o qual é contido na bola BR(O) para algum 
R > 0.) f é completamente contínuo se for contínuo e compacto. f é limtado se f (A) for 
limitado em Y para todo A c X limitado. 
Todo operador compacto é limitado. Assim, todo operador linear compacto é completamente 
contínuo. 
Definição 3.5 Dizemos que um espaço normado X é imerso num espaço normado YJ denotado 
porXY Y , se 
1. X é um subespaço vetorial de Y; 
2. o operador identidade I : X --+ Y é contínuo. 
Definição 3.6 Dizemos que X é compactamente imerso em Y, denotado por X YY Y, se o 
operador de imersão I for compacto. 
B 
Convolução e Suavização 
Neste apêndice nós introduzimos ferramentas que nos pennitirão construir aproximações 
suaves para funções dadas. Seja n c l{'l aberto, e para cada h > O, definamos os conjuntos 
nh := {x E n; dist(x, an) >h}. 
Consideremos a função cc~ (:R") definida por 
1J(x) := 
onde C > O é tal que 
l Oexp(fzh) o 
r 1J(X) dx = 1. Ja.n 
ixi < 1, 
Jxl ~L 
Para cada h > O, definimos 
TJh(x) == ;" 11 (x). 
Nós chamamos 1J o núcleo suavizante padrão. As funções T/h são C00 e satisfazem 
r 1Jh(x) cb; = 1, supp(TJh) c {x; lxl <h}. Jan 
Definição 1.1 Se f: n ~R é localmente integrável, definimos sua regularização como 
Isto é, 
fh(x) = r TJh(x - y)f(y) dy = r 1Jh(x- y)f(y) dy ln l l'lll<h 
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Teorema 1.2 (Propriedades das regularizantes) 
1. fh E C00 (0h) i 
2. !h ~f q.t.p. quando h~ O; 
9. Se f E C(O), então !h~ f uniformemente em subconjuntos compactos de n; 
4. Se 1 ~ p < oo, e f E Lfoc(n), então !h~ f em Lfoc· 
c 
Apontamentos de Espaços de Sobolev 
Neste apêndice damos algumas definições e resultados sobre os Espaços de Sobolev e Teoria 
das Distribuições, que são utilizados neste trabalho. 
1 Derivadas Generalizadas (Fracas) 
Antes de dar o conceito de derivada generalizada ou fraca, introduzimos alguns conceitos 
básicos e algumas notações, que são dadas assumindo que estamos trabalhando num conjunto 
n c JRfl mensurável no sentido de Lebesgue com interior nã~ vazio, ou seja, consideramos um 
domínio n do r: 
Um multi-índice, denotado por a, é uma n-upla de números inteiros nã~negativos as, z = 
1, 2, . .. n. O comprimento de a é dado por 
n 
la I := L Cl'i. 
i=l 
Para if> E C 00 (11), denotemos por 
D"t/>, IY;t/>. (!r"'· q,<·l. ou 8';4> 
a derivada parcial usual: 
( ô ) 
01 
( ô ) 0,. 
Ôx1 ÔXn 
Dado um vetor x = (x11 ... , Xn) E R", nós definimos X0 := xi1 .x22 ••• x~. Note que se x for sub-
stituído formalmente por ô/ôx := (ô/ôxt, · · ·, ô/ôxn), então esta definição de X0 é consistente 
com a definição anterior de (ô/8x)n . Note que a ordem desta derivada é dada por lal. 
A seguir, introduzimos o conceito de suporte de uma função definida em algum domínio 
ncr: 
Definição 1.1 Dada uma junção u, definimos o suporte deu como o fecho do conjunto 
supp(u) = {x E 11; u(x) =f; 0} . 
..,, 
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Se supp(x) for um conjunto compacto (i. e., se for limitado) e se for um subconjunto do interior 
de n, então dizemos que u possui suporte compacto em n. Com o intuito de estender a função 
para todo o JR'l , é natural defini-la como sendo zero em R"'\supp(x). Quando n é um conjunto 
limitado, é equivalente dizer que u se anula numa vizinhança da fronteira de n (denotada por 
an). 
Definição 1.2 Seja n um domínio no r. Denotamos por V(n) ou Cg:>(n) o conjunto das 
funçÕ~l C00(n) com suporte compacto em n. 
O conjunto V(n) definido acima é não-vazio para todo conjunto n com interior não-vazio, 
fato este verificado ao considerarmos translações e mudanças de escala convenientes da função 
TI definida no apêndice anterior. 
Nós usamos o espaço V para estender a noção de derivada para uma classe de funções maiores 
que C00, mas antes disso introduzimos um outro conceito: 
Definição 1.3 Dado um domínio n, o conjunto das funções localmente integráveis é denotado 
por 
L:oc(n) :={f; f E L1(K) VK cc n}, 
onde K CC n significa inclusão forte: K é rompacto e StJ.bronjunto do interior de n. 
Finalmente, nós apresentamos a nova definição de derivada: 
Definição 1.4 Dizemos que uma função f E Lloc(n) dada possui uma derivada fraca, denotada 
por IY:,J, se existe uma função g E Lioc(n) tal que 
/n g(x)tf>(x) dx = ( -t)lalk f(x)t/>(a)(x) dx, 'Vt/> E V(n). 
Quando a função a ser derivada fracamente é suficientemente regular, as derivadas generalizadas 
e usua.1s coincidem, motivo pelo qual nós ignoramos as diferenças entre os dois conceitos de 
derivada, ou seja, consideramos em geral derivação generalizada mas utilizamos as propridades 
clássicas de derivadas quando for possível e oportuno. 
A seguir enunciamos um teorema que útil para provar a existência da função auxiliar 1J(x) 
utilizada neste trabalho (c f. Capítulo 1): 
Teorema 1.5 Sejam K, F c r, K e F disjuntos, sendo K compacto e F fechado. Então 
existe usma função t/> E V(n) tal que t/>(x) = 1 em K e tf>(x) =O em F. 
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2 Normas de Sobolev e Espaços Associados 
Utilizando a noção de derivada fraca, nós podemos generalizar as normas e espaços de Le-
besgue incluindo esta nova noção. 
Definição 2.1 Sejam k um número inteiro não-negativo, e f E L}oc(ü.). Suponha que as de-
rivadas fracas D~f existam para todo lal ~ k. Definimos a Norma de Sobolev como 
no caso 1 ~ p < oo, e 
( ) 
1/p 
ll!llwt.P(n) := L IID~fll~(n) 
JaJSk 
11/ llwt,ao(n) := máx IID~JIILao(n) · 
JaJ$k 
Deste modo, nós definimos os Espaços de Sobolev como 
Os Espaços de Sobolev estão relacionados a outros espaços de funções sob condições especiais. 
Por exemplo, relembrando a norn1a Lipschitz 
{ 
l
f(x)- f (y) I } II! IILip(n) = II! IIL'">(n) + sup X - y ; x , y E n, X =F y ' 
e o espaço correspondente das Funções Lipschitz 
Lip(ü.) ={f E V)()(O); II!IILip(n) < oo }. 
Então temos que Lip(O) = W 1•00(0) com normas equivalentes, no caso de n for dotado de 
alguma regularidade ( e.g. convexida.de). 
No caso unidimensional (n = 1), o espaço W 1•1(0) pode ser caracterizado como o espaço das 
funções absolutamente contínuas num intervalo n. 
É fácil ver que 11/llw•.,.(n) é uma norma. 
Teorema 2.2 O Espaço de Sobolev é um Espaço de Banach, reflexivo para 1 < p < oo. 
Há uma outra definição para o Espaço de Sobolev, útil em alguns casos. Ao considerarmos 
o conjunto 
podemos definir o Espaço de Sobolev Wk.P(Q) como o fecho de Cf na norma 11-llw•·"(n), valendo 
então o seguinte 
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Teorema 2.3 Seja num conjunto aberto qualquer. Então CW é denso em Wk.P(Q). 
Ao considerarmos n c 'R"' limitado, podemos provar que cr(n) não é denso em Wk.P(f2). 
Denotemos então por wt,p(n) o espaço obtido através do completamento de Cõ(n) na norma 
''·"W"·"(n)· 
Para encerrar esta seção, vamos enunciar um resultado de regularidade para a parte positiva 
de uma função em W 1·P(Q): 




[máx(u, O)]z, = 
0 
em {x E n; u(x) >O} 
em {x E n; u(x) 5O} 
no sentido das distribuições. 
3 Imersões Compactas de wk,P(O) 
Muitas propriedades dos Espaços de Sobolev definidos num domínio n e, em particular as 
propriedades de imersão destes espaços, dependem das propriedades de regularidade de n. Tais 
propriedades são expressas através de condições geométricas que são ou não satisfeitas por um 
domínio dado. Nós especificamos algumas destas condições abaixo para em seguida enunciar o 
Teorema de Rellich-Kondrachov, que dá condições de para que os Espaços de Sobolev Wk.P(Q) 
possam ser imersos compactamente em outros espaços de funções. 
Definição 3.1 Dado um ponto x E r, uma bola aberta B1 centrada em x, e uma bola aberta 
B2 que não contém x, dizemos que o conjunto 
é um cone finito em Rn possuindo vértice em x. Denotemos também por 
x + Co := { x + y; y E Co} 
o cone finito com vértice em x obtido via translação paralela de um cone finito Co com vértice 
na origem. 
Definição 3.2 Dizemos que uma cobertura aberta O de um conjunto S c r é localmente 
finita se qualquer subconjunto compacto do r tiver interseção com uma quantidade finita de 
elementos de O. Tais coleções localmente finitas de conjuntos devem ser enumeráveis, logo 
podem .ser listados numa seqüência. 
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Se S for um fechado, então qualquer cobertura aberta de S possui uma subcobertura local-
mente finita. 
Nas definições a seguir, consideramos n c r um domínio limitado: 
Definição 3.3 Dizemos que n possui a propriedade do cone se existe um cone finito C tal que 
cada ponto x E n é o vértice de um cone finito Cx contido em n e congruente a C, ou seja, Cx 
é obtido através de C por movimento rígido. 
Definição 3.4 Dizemos que n possui uma fronteira (localmente) Lipschitz se cada ponto X E an 
possuir uma vizinhança Ux tal que 8(n n Ux) é o gráfico de uma função Lipschitz, num sistema 
de coordenadas conveniente. 
Definição 3.5 Se O < .X ~ 1, nós definimos cm,>-(IT) como o subespaço de cm(n) que consiste 
das funções 4> para as quais, para O~ la I ~ m, IJ04> satisfaz uma condição de Hõlder de expoente 
À em n, ou seja, existe uma constante K tal que 
cm,>.(n) é um Espaço de Banach com nonna dada por 
Agora nós sumarizamos as várias imersões compactas de Wk.P(n) no seguinte teorema. 
Teorema 3.6 (Teorema de Rellich-Kondrachov). Sejam n um domínio do Jr"l, f2o um sub-
domínio limitado de n, e Oõ a interseção de 0o cem um hiperplano de m dimensões do r. 
Sejam j, k inteiros, com j ~O, m ~ 1, e seja 1 < p < oo. 
1. Se n possui a propriedade do cone e kp ~ n, então as seguintes imersões são compactas: 
(3.1) 
1 ~ q < mp / ( n - kp), 
(3.2) 
1 ~ q < oo. 
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2. Se n possui a propriedade do cone e kp > n, então as seguintes imersões são compactas: 
(3.3) 
(3.4) 
3. Se f2 possui fronteira localmente Lipschitz, então as seguintes imersões são compactas: 
(3.5) 
wi+k"'(f2) <--+<--+ Ci.-'(nõ) se n > kp > (k- 1)p e 
(3.6) 
O <.À< k- (nfp). 
4. Se f2 é um domínio arbitrário do Jrl , então todas as imersões (3.1)-(3.6) são válidas se 
J.iTk.P(!}) é substituído por w:.P(n) · 
4 Traços de Funções em Wk,P(Q) 
No estudo de problemas de valores de fronteira para operadores diferenciais parciais definidos 
num domínio n, é importante determinar, em algum sentido, valores de fronteira para funções 
em Wk"'(n), que é o objetivo do próximo 
Teorema 4.1 Sejam n c Jrl um conjunto aberto e limitado com fronteiro. Lipsch1tz contínua, 
k > 1 um inteiro e p E [1, +oo). Então as seguintes proposições são verdadeiros: 
1. Se kp < n e 1 < q < (n -l}p/(n- kp}, então existe uma única aplico.ção 'Yo: WksP(O) -4 
DI(ôn) linear, contínua tal que seu E Ccf(n) então 
'You = u lan-
Seu E Wk"'(!l), n6s chamamos -y0u o traço {de ordem O} deu em 80.; se p > 1, então 'Yo 
é compacto; 
2. Se kp = n então {1) vale para q > 1 arbitrário; 
3. Se kp > n, então o traço -y9u de u E Wk"'(!l) c CO(n) é a re3trição clássica; 
