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Abstract
Bit threads provide an alternative description of holographic entanglement,
replacing the Ryu-Takayanagi minimal surface with bulk curves connecting pairs
of boundary points. We use bit threads to prove the monogamy of mutual in-
formation (MMI) property of holographic entanglement entropies. This is ac-
complished using the concept of a so-called multicommodity flow, adapted from
the network setting, and tools from the theory of convex optimization. Based
on the bit thread picture, we conjecture a general ansatz for a holographic state,
involving only bipartite and perfect-tensor type entanglement, for any decompo-
sition of the boundary into four regions. We also give new proofs of analogous
theorems on networks.
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1 Introduction
One of the most important relationships between holographic gravity and entangle-
ment is the Ryu-Takayanagi (RT) formula, which states that entanglement entropy of
a region in the boundary conformal field theory (CFT) is dual to a geometric extrem-
ization problem in the bulk [35, 36]. Specifically, the formula states that the entropy
of a spatial region A on the boundary CFT is given by
S(A) =
1
4GN
area(m(A)) , (1.1)
1
where m(A) is a minimal hypersurface in the bulk homologous to A. This elegant
formula is essentially an anti-de Sitter (AdS) cousin of the black hole entropy formula,
but more importantly, it is expected to yield new insights toward how entanglement
and quantum gravity are connected [29,42].
Despite the fact that the RT formula has been a subject of intense research for
over a decade, there are still many facets of it that are only now being discovered.
Indeed, only recently was it demonstrated that the geometric extremization problem
underlying the RT formula can alternatively be interpreted as a flow extremization
problem [16,22]. By utilizing the Riemannian version of the max flow-min cut theorem,
it was shown that the maximum flux out of a boundary region A, optimized over
all divergenceless bounded vector fields in the bulk, is precisely the area of m(A).
Because this interpretation of the RT formula suggests that the vector field captures
the maximum information flow out of region A, the flow lines in the vector field became
known as “bit threads.” These bit threads are a tangible geometric manifestation of
the entanglement between A and its complement.
Although bit threads paint an attractive picture that appears to capture more in-
tuitively the information-theoretic meaning behind holographic entanglement entropy,
there is still much not understood about them. They were used to provide alternative
proofs of subadditivity and strong subadditivity in [16], but the proof of the monogamy
of mutual information (MMI) remained elusive. MMI is an inequality which, unlike
subadditivity and strong subadditivity, does not hold for general quantum states, but
is obeyed for holographic systems in the semiclassical or large N limit. It is given by
−I3(A : B : C) := S(AB) + S(AC) + S(BC)
− S(A)− S(B)− S(C)− S(ABC) ≥ 0 .
(1.2)
The quantity −I3 is known as the (negative) tripartite information, and property (1.2)
was proven in [18, 20] using minimal surfaces.1 While MMI is a general fact about
holographic states, the reason for this from a more fundamental viewpoint is not clear.
Presumably, such states take a special form which guarantees MMI (cf. [10,31]). What
is this form? It was suggested in [16] that understanding MMI from the viewpoint of
bit threads may shed some light on this question.
In this paper we will take up these challenges. First, we will provide a proof of MMI
1MMI was also proven in the covariant setting in [43].
2
based on bit threads. Specifically, we show that, given a decomposition of the boundary
into regions, there exists a thread configuration that simultaneously maximizes the
number of threads connecting each region to its complement. MMI follows essentially
directly from this statement.2 This theorem is the continuum analogue of a well-known
result in the theory of multicommodity flows on networks. However, the standard
network proof is discrete and combinatorial in nature and is not straightforwardly
adapted to the continuum. Therefore, we develop a new method of proof based on
strong duality of convex programs. Convex optimization proofs have the advantage
that they work in essentially the same way on graphs and Riemannian manifolds,
whereas the graph proofs standard in the literature often rely on integer edge capacities,
combinatorics, and other discrete features, and do not readily translate over to the
continuous case.3 The convex optimization methods offer a unified point of view for
both the graph and Riemannian geometry settings, and are a stand-alone mathematical
result. As far as we know, these are the first results on multicommodity flows on
Riemannian manifolds.
Second, we use the thread-based proof of MMI to motivate a particular entangle-
ment structure for holographic states, which involves pairwise-entangled states together
with a four-party state with perfect-tensor entanglement (cf. [31]). MMI is manifest in
this ansatz, so if it is correct then it explains why holographic states obey MMI.
It has also been proven that holographic entropic inequalities exist for more than
four boundary regions [5]. For example, MMI is part of a family of holographic en-
tropic inequalities with dihedral symmetry in the boundary regions. These dihedral
inequalities exist for any odd number of boundary regions, and for five regions other
holographic inequalities are also known. However, the general structure of holographic
inequalities for more than five boundary regions is currently not known. It would be
interesting to try to understand these inequalities from the viewpoint of bit threads.
In this paper, we make a tentative suggestion for the general structure of holographic
states in terms of the extremal rays of the so-called holographic entropy cone.
We organize the paper in the following manner. In Section 2, we give the necessary
background on holographic entanglement entropy, flows, bit threads, MMI, and related
2V. Hubeny has given a method to explicitly construct such a thread configuration, thereby estab-
lishing MMI, in certain cases [24].
3Conversely, when additional structure is present, such as integer capacity edges in a graph, the
statements that can be proven are often slightly stronger than what can be proven in the absence of
such extra structure, e.g. by also obtaining results on the integrality of the flows.
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notions. In Section 3, we state the main theorem in this paper concerning the existence
of a maximizing thread configuration on multiple regions and show that MMI follows
from it. In Section 4, we use bit threads and the proof of MMI to motivate the con-
jecture mentioned above concerning the structure of holographic states. In Section 5,
we prove our main theorem as well as a useful generalization of it. Section 6 revisits
our continuum results in the graph theoretic setting, demonstrating how analogous
arguments can be developed there. In Section 7 we discuss open issues.
2 Background
2.1 Ryu-Takayanagi formula and bit threads
We begin with some basic concepts and definitions concerning holographic entangle-
ment entropies. In this paper, we work in the regime of validity of the Ryu-Takayanagi
formula, namely a conformal field theory dual to Einstein gravity in a state represented
by a classical spacetime with a time-reflection symmetry. The Cauchy slice invariant
under the time reflection is a Riemannian manifold that we will call M. We assume
that a cutoff has been introduced “near” the conformal boundary so thatM is a com-
pact manifold with boundary. Its boundary ∂M is the space where the field theory
lives.
It is sometimes convenient to let the bulk be bounded also on black hole horizons,
thereby representing a thermal mixed state of the field theory. However, for definiteness
in this paper we will consider only pure states of the field theory, and correspondingly
for us ∂M will not include any horizons.4 This assumption is without loss of generality,
since it is always possible to purify a thermal state by passing to the thermofield double,
which is represented holographically by a two-sided black hole.
Let A be a region of ∂M. The Ryu-Takayanagi formula [35, 36] then gives its
entropy A as the area of the minimal surface in M homologous to A (relative to ∂A):
S(A) =
1
4GN
min
m∼A
area(m) . (2.1)
4M may have an “internal” boundary B that does not carry entropy, such as an orbifold fixed plane
or end-of-the-world brane. This is accounted for in the Ryu-Takayanagi formula (2.1) by defining the
homology to be relative to B, and in the max flow formula (2.4) by requiring the flow vµ to satisfy a
Neumann boundary condition nµv
µ = 0 along B, and in the bit thread formula (2.4) by not allowing
threads to end on B. See [22] for a fuller discussion. While we will not explicitly refer to internal
boundaries in the rest of this paper, all of our results are valid in the presence of such a boundary.
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(We could choose to work in units where 4GN = 1, and this would simplify certain
formulas, but it will be useful to maintain a clear distinction between the microscopic
Planck scale G
1/(d−1)
N and the macroscopic scale ofM, defined for example by its curva-
tures.) We will denote the minimal surface by m(A)5 and the corresponding homology
region, whose boundary is A ∪ m(A), by r(A). The homology region is sometimes
called the “entanglement wedge”, although strictly speaking the entanglement wedge
is the causal domain of the homology region.
2.1.1 Flows
The notion of bit threads was first explored in [16]. To explain them, we first define
a flow, which is a vector field v on M that is divergenceless and has norm bounded
everywhere by 1/4GN:
6
∇ · v = 0 , |v| ≤ 1
4GN
. (2.2)
For simplicity we denote the flux of a flow v through a boundary region A by
∫
A
v:∫
A
v :=
∫
A
√
h nˆ · v , (2.3)
where h is the determinant of the induced metric on A and nˆ is the (inward-pointing)
unit normal vector. The flow v is called a max flow on A if the flux of v through A is
maximal among all flows. We can then write the entropy of A as the flux through A
of a max flow:
S(A) = max
v flow
∫
A
v . (2.4)
The equivalence of (2.4) to the RT formula (2.1) is guaranteed by the Riemannian
version of the max flow-min cut theorem [13,22,33,38,39]:
max
v flow
∫
A
v =
1
4GN
min
m∼A
area(m) . (2.5)
The theorem can be understood heuristically as follows: by its divergencelessness, v
5The minimal surface is generically unique. In cases where it is not, we let m(A) denote any choice
of minimal surface.
6Flows are equivalent, via the Hodge star, to (d − 1)-calibrations [17]: the (d − 1)-form ω =
∗(4GNgµνvµdxν) is a calibration if and only if the vector field v is a flow. See [1] for further work
using calibrations to compute holographic entanglement entropies.
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has the same flux through every surface homologous to A, and by the norm bound this
flux is bounded above by its area. The strongest bound is given by the minimal surface,
which thus acts as the bottleneck limiting the flow. The fact that this bound is tight is
proven by writing the left- and right-hand sides of (2.5) in terms of convex programs
and invoking strong duality to equate their solutions. (See [22] for an exposition of
the proof.) While the minimal surface m(A) is typically unique, the maximizing flow
is typically highly non-unique; on the minimal surface it equals 1/4GN times the unit
normal vector, but away from the minimal surface it is underdetermined.
2.1.2 Bit threads
We can further rewrite (2.4) by thinking about the integral curves of a flow v, in
the same way that it is often useful to think about electric and magnetic field lines
rather than the vector fields themselves. We can choose a set of integral curves whose
transverse density equals |v| everywhere. In [16] these curves were called bit threads.
The integral curves of a given vector field are oriented and locally parallel. It will
be useful to generalize the notion of bit threads by dropping these two conditions.
Thus, in this paper, the threads will be unoriented curves, and we will allow them to
pass through a given neighborhood at different angles and even to intersect. Since the
threads are not locally parallel, we replace the notion of transverse density with simply
density, defined at a given point as the total length of the threads in a ball of radius R
centered on that point divided by the volume of the ball, where R is chosen to be much
larger than the Planck scale G
1/(d−1)
N and much smaller than the curvature scale ofM.7
A thread configuration is thus defined as a set of unoriented curves on M obeying the
following rules:
1. Threads end only on ∂M.
2. The thread density is nowhere larger than 1/4GN.
A thread can be thought of as the continuum analogue of a “path” in a network, and
a thread configuration is the analogue of a set of edge-disjoint paths, a central concept
7It is conceptually natural to think of the threads as being microscopic but discrete, so that for
example we can speak of the number of threads connecting two boundary regions. To be mathe-
matically precise one could instead define a thread configuration as a continuous set {C} of curves
equipped with a measure µ. The density bound would then be imposed by requiring that, for every
open subset s of M, ∫ dµ length(C ∩ s) ≤ vol(s)/4GN, and the “number” of threads connecting two
boundary regions would be defined as the total measure of that set of curves.
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in the analysis of network flows.
Given a flow v, we can, as noted above, choose a set of integral curves with density
|v|; dropping their orientations yields a thread configuration. In the classical or large-
N limit GN → 0, the density of threads is large on the scale of M and we can neglect
any discretization error arising from replacing the continuous flow v by a discrete set
of threads. Thus a flow maps essentially uniquely (up to the unimportant Planck-
scale choice of integral curves) to a thread configuration. However, this map is not
invertible: a given thread configuration may not come from any flow, since the threads
may not be locally parallel, and even if such a flow exists it is not unique since one
must make a choice of orientation for each thread. The extra flexibility afforded by the
threads is useful since, as we will see in the next section, a single thread configuration
can simultaneously represent several different flows. On the other hand, the flows are
easier to work with technically, and in particular we will use them as an intermediate
device for proving theorems about threads; an example is (2.6) below.
We denote the number of threads connecting a region A to its complement A¯ :=
∂M\ A in a given configuration by NAA¯. We will now show that the maximum value
of NAA¯ over allowed configurations is S(A):
S(A) = maxNAA¯ . (2.6)
First, we will show that NAA¯ is bounded above by the area of any surface m ∼ A
divided by 4GN. Consider a slab of thickness R around m (where again R is much
larger than the Planck length and much smaller than the curvature radius ofM); this
has volume R area(m), so the total length of all the threads within the slab is bounded
above by R area(m)/4GN. On the other hand, any thread connecting A to A¯ must pass
through m, and therefore must have length within the slab at least R. So the total
length within the slab of all threads connecting A to A¯ is at least RNAA¯. Combining
these two bounds gives
NAA¯ ≤
1
4GN
area(m) . (2.7)
In particular, for the minimal surface m(A),
NAA¯ ≤
1
4GN
area(m(A)) = S(A) . (2.8)
Again, (2.8) applies to any thread configuration. On the other hand, as described
7
above, given any flow v we can construct a thread configuration by choosing a set of
integral curves whose density equals |v| everywhere. The number of threads connecting
A to A¯ is at least as large as the flux of v on A:
NAA¯ ≥
∫
A
v . (2.9)
The reason we don’t necessarily have equality is that some of the integral curves may
go from A¯ to A, thereby contributing negatively to the flux but positively to NAA¯.
Given (2.8), however, for a max flow v(A) this bound must be saturated:
NAA¯ =
∫
A
v(A) = S(A) . (2.10)
The bit threads connecting A to A¯ are vivid manifestations of the entanglement
between A and A¯, as quantified by the entropy S(A). This viewpoint gives an alternate
interpretation to the RT formula that may in many situations be more intuitive. For
example, given a spatial region A on the boundary CFT, the minimal hypersurface
homologous to A does not necessarily vary continuously as A varies: an infinitesimal
perturbation of A can result in the minimal hypersurface changing drastically, depend-
ing on the geometry of the bulk. Bit threads, on the other hand, vary continuously as
a function of A, even when the bottleneck surface jumps.
Heuristically, it is useful to visualize each bit thread as defining a “channel” that
allows for one bit of (quantum) information to be communicated between different
regions on the spatial boundary. The amount of information that can be communicated
between two spatially separated boundary regions is then determined by the number of
channels that the bulk geometry allows between the two regions. Importantly, whereas
the maximizing bit thread configuration may change depending on the boundary region
we choose, the set of all allowable configurations is completely determined by the
geometry. The “channel” should be viewed as a metaphor, however, similar to how a
Bell pair can be be viewed as enabling a channel in the context of teleportation. While
it is known that Bell pairs can always be distilled at an optimal rate S(A), we conjecture
a more direct connection between bit threads and the entanglement structure of the
the underlying holographic states, elaborated in Section 4.
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2.1.3 Properties and derived quantities
Many interesting properties of entropies and quantities derived from them can be
written naturally in terms of flows or threads. For example, let A, B be disjoint
boundary regions, and let v be a max flow for their union, so
∫
AB
v = S(AB). Then
we have, by (2.4)
S(A) ≥
∫
A
v , S(B) ≥
∫
B
v , (2.11)
hence
S(A) + S(B) ≥
∫
A
v +
∫
B
v =
∫
AB
v = S(AB) , (2.12)
which is the subadditivity property.
A useful property of flows is that there always exists a flow that simultaneously
maximizes the flux through A and AB (or B and AB, but not in general A and B).
We call this the nesting property, and it is proven in [22]. Let v1 be such a flow. (In
the notation of [16], v1 would be called v(A,B).) We then obtain the following formula
for the conditional information:
H(B|A) := S(AB)− S(A) =
∫
AB
v1 −
∫
A
v1 =
∫
B
v1 . (2.13)
We can also write this quantity in terms of threads. Let C be the complement of AB,
and let N1AB, N
1
AC , N
1
BC be the number of threads connecting the different pairs of
regions in the flow v1.
8 Using (2.10), we then have
S(AB) = N1AC +N
1
BC , S(A) = N
1
AC +N
1
AB . (2.14)
(Note that we don’t have a formula for S(B) in terms of these threads, since the
configuration does not maximize the number connecting B to its complement.) Hence
H(B|A) = N1BC −N1AB . (2.15)
For the mutual information, we have
I(A : B) := S(A)+S(B)−S(AB) =
∫
A
(v1 − v2) = N2AB+N2BC+N1AB−N1BC , (2.16)
8In addition to the threads connecting distinct boundary regions, there may be threads connecting
a region to itself or simply forming a loop in the bulk. These will not play a role in our considerations.
9
where v2 is a flow with maximum flux through B and AB, andN
2
ij are the corresponding
numbers of threads. In the next section, using the concept of a multiflow, we will write
down a more concise formula for the mutual information in terms of threads (see (3.25)).
The nesting property also allows us to prove the strong subadditivity property,
S(AB)+S(BC) ≥ S(B)+S(ABC), where A, B, C are disjoint regions. (Unlike in the
previous paragraph, here C is not necessarily the complement of AB, i.e. ABC does
not necessarily cover ∂M.) Let v be a flow that maximizes the flux through both B
and ABC. Then
S(AB) ≥
∫
AB
v , S(BC) ≥
∫
BC
v , (2.17)
hence
S(AB) + S(BC) ≥
∫
AB
v +
∫
BC
v =
∫
B
v +
∫
ABC
v = S(B) + S(ABC) . (2.18)
2.2 MMI, perfect tensors, and entropy cones
2.2.1 MMI
Given three subsystems A,B,C of a quantum system, the (negative) tripartite in-
formation is defined as the following linear combination of the subsystem entropies:9
−I3(A : B : C) := S(AB) + S(BC) + S(AC)− S(A)− S(B)− S(C)− S(ABC)
= I(A : BC)− I(A : B)− I(A : C) . (2.19)
The quantity −I3 is manifestly symmetric under permuting A,B,C. In fact it is
even more symmetric than that; defining D := ABC, it is symmetric under the full
permutation group on A,B,C,D. (Note that, by purity, S(AD) = S(BC), S(BD) =
S(AC), and S(CD) = S(AB).) Since in this paper we will mostly be working with a
fixed set of 4 parties, we will usually simply write −I3, without arguments.
We note that −I3 is sensitive only to fully four-party entanglement, in the following
sense. If the state is unentangled between any party and the others, or between any
two parties and the others, then −I3 vanishes. In a general quantum system, it can be
9One can alternatively work with the quantity I3, defined as the negative of −I3. However, when
discussing holographic entanglement entropies, −I3 is more convenient since it is non-negative.
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either positive or negative. For example, in the four-party GHZ state,
|ψ〉ABCD =
1√
2
(|0000〉+ |1111〉) , (2.20)
it is negative: −I3 = − ln 2. On the other hand, for the following state (with D being
a 4-state system),
|ψ〉ABCD =
1
2
(|0000〉+ |0111〉+ |1012〉+ |1103〉) (2.21)
it is positive: −I3 = ln 2.
−I3 is also positive for a class of four-party states called perfect-tensor states, which
will play an important role in our considerations. A perfect-tensor state is a pure state
on 2n parties such that the reduced density matrix on any n parties is maximally
mixed. For four parties, this implies that all the one-party entropies are equal, and all
the two-party entropies have twice that value [31]:
S(A) = S(B) = S(C) = S(D) = S0 , S(AB) = S(BC) = S(AC) = 2S0 , (2.22)
where S0 > 0. Hence
− I3 = 2S0 > 0 . (2.23)
In this paper, we will use the term perfect tensor (PT) somewhat loosely to denote a
four-party pure state whose entropies take the form (2.22) for some S0 > 0, even if
they are not maximal for the respective Hilbert spaces.
In a general field theory, with the subsystems A,B,C being spatial regions, −I3
can take either sign [7]. However, it was proven in [18, 20] that the entropies derived
from the RT formula always obey the inequality
− I3(A : B : C) ≥ 0 , (2.24)
which is known as monogamy of mutual information (MMI). The proof involved cutting
and pasting minimal surfaces. In this paper we will provide a proof of MMI based on
flows or bit threads. Since a general state of a four-party system does not obey MMI,
classical states of holographic systems (i.e. those represented by classical spacetimes)
must have a particular entanglement structure in order to always obey MMI. It is not
11
known what that entanglement structure is, and another purpose of this paper is to
address this question.
2.2.2 Entropy cones
A general four-party pure state has 7 independent entropies, namely the 4 one-party
entropies S(A), S(B), S(C), S(D), together with 3 independent two-party entropies,
e.g. S(AB), S(AC), and S(BC). This set of numbers defines an entropy vector in R7.
There is a additive structure here because entropies add under the operation of com-
bining states by the tensor product. In other words, if
|ψ〉ABCD = |ψ1〉A1B1C1D1 ⊗ |ψ2〉A2B2C2D2 , (2.25)
with HA = HA1 ⊗HA2 etc., then the entropy vector of |ψ〉 is the sum of those of |ψ1〉
and |ψ2〉. The inequalities that the entropies satisfy—non-negativity, subadditivity, and
strong subadditivity—carve out a set of possible entropy vectors which (after taking
the closure) is a convex polyhedral cone in R7, called the four-party quantum entropy
cone. Holographic states satisfy MMI in addition to those inequalities, carving out a
smaller cone, called the four-party holographic entropy cone [5]. It is a simple exercise
in linear algebra to show that the six pairwise mutual informations together with −I3
also form a coordinate system (or dual basis) for R7:
I(A : B) , I(A : C) , I(A : D) , I(B : C) , I(B : D) , I(C : D) , −I3 . (2.26)
For any point in the holographic entropy cone, these 7 quantities are non-negative—
the mutual informations by subadditivity, and −I3 by MMI. In fact, the converse
also holds. Since MMI and subadditivity imply strong subadditivity, any point in
R7 representing a set of putative entropies such that all 7 linear combinations (2.26)
are non-negative also obeys all the other inequalities required of an entropy, and is
therefore in the holographic entropy cone. In other words, using the 7 quantities (2.26)
as coordinates, the holographic entropy cone consists precisely of the non-negative
orthant in R7.
Any entropy vector such that exactly one of the 7 coordinates (2.26) is positive,
with the rest vanishing, is an extremal vector of the holographic entropy cone; it lies
on a 1-dimensional edge of that cone. Since the cone is 7-dimensional, any point in
12
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<latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxM h9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxM h9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxM h9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxM h9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit>
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<latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit>
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<latexit sha1_ba se64="BAeVOBC5ObWqGCFk52KlP7hc wRg=">AAAB6HicbVBNS8NAEJ3Ur1q/ qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3b tZhN2N0IJ/QVePCji1Z/kzX/jts1BW x8MPN6bYWZekAiujet+O4W19Y3NreJ2 aWd3b/+gfHjU0nGqGDZZLGLVCahGwS U2DTcCO4lCGgUC28H4bua3n1BpHssH M0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8 nFchR75e/eoOYpRFKwwTVuuu5ifEzq gxnAqelXqoxoWxMh9i1VNIItZ/ND52S M6sMSBgrW9KQufp7IqOR1pMosJ0RNS O97M3E/7xuasJrP+MySQ1KtlgUpoKY mMy+JgOukBkxsYQyxe2thI2ooszYbEo 2BG/55VXSuqh6btVrXFZqt3kcRTiBU zgHD66gBvdQhyYwQHiGV3hzHp0X5935 WLQWnHzmGP7A+fwBkt2MxQ==</late xit><latexit sha1_ba se64="BAeVOBC5ObWqGCFk52KlP7hc wRg=">AAAB6HicbVBNS8NAEJ3Ur1q/ qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3b tZhN2N0IJ/QVePCji1Z/kzX/jts1BW x8MPN6bYWZekAiujet+O4W19Y3NreJ2 aWd3b/+gfHjU0nGqGDZZLGLVCahGwS U2DTcCO4lCGgUC28H4bua3n1BpHssH M0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8 nFchR75e/eoOYpRFKwwTVuuu5ifEzq gxnAqelXqoxoWxMh9i1VNIItZ/ND52S M6sMSBgrW9KQufp7IqOR1pMosJ0RNS O97M3E/7xuasJrP+MySQ1KtlgUpoKY mMy+JgOukBkxsYQyxe2thI2ooszYbEo 2BG/55VXSuqh6btVrXFZqt3kcRTiBU zgHD66gBvdQhyYwQHiGV3hzHp0X5935 WLQWnHzmGP7A+fwBkt2MxQ==</late xit><latexit sha1_ba se64="BAeVOBC5ObWqGCFk52KlP7hc wRg=">AAAB6HicbVBNS8NAEJ3Ur1q/ qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3b tZhN2N0IJ/QVePCji1Z/kzX/jts1BW x8MPN6bYWZekAiujet+O4W19Y3NreJ2 aWd3b/+gfHjU0nGqGDZZLGLVCahGwS U2DTcCO4lCGgUC28H4bua3n1BpHssH M0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8 nFchR75e/eoOYpRFKwwTVuuu5ifEzq gxnAqelXqoxoWxMh9i1VNIItZ/ND52S M6sMSBgrW9KQufp7IqOR1pMosJ0RNS O97M3E/7xuasJrP+MySQ1KtlgUpoKY mMy+JgOukBkxsYQyxe2thI2ooszYbEo 2BG/55VXSuqh6btVrXFZqt3kcRTiBU zgHD66gBvdQhyYwQHiGV3hzHp0X5935 WLQWnHzmGP7A+fwBkt2MxQ==</late xit><latexit sha1_ba se64="BAeVOBC5ObWqGCFk52KlP7hc wRg=">AAAB6HicbVBNS8NAEJ3Ur1q/ qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3b tZhN2N0IJ/QVePCji1Z/kzX/jts1BW x8MPN6bYWZekAiujet+O4W19Y3NreJ2 aWd3b/+gfHjU0nGqGDZZLGLVCahGwS U2DTcCO4lCGgUC28H4bua3n1BpHssH M0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8 nFchR75e/eoOYpRFKwwTVuuu5ifEzq gxnAqelXqoxoWxMh9i1VNIItZ/ND52S M6sMSBgrW9KQufp7IqOR1pMosJ0RNS O97M3E/7xuasJrP+MySQ1KtlgUpoKY mMy+JgOukBkxsYQyxe2thI2ooszYbEo 2BG/55VXSuqh6btVrXFZqt3kcRTiBU zgHD66gBvdQhyYwQHiGV3hzHp0X5935 WLQWnHzmGP7A+fwBkt2MxQ==</late xit>
B
<latexit sha1_base64="omio59kvE VQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOp F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpR FKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp 7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQy xe2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvE VQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOp F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpR FKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp 7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQy xe2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvE VQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOp F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpR FKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp 7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQy xe2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvE VQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOp F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpR FKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp 7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQy xe2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit>
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<latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit>
1
2
I(B
: D
)
<latexit sha1_base64="IbA9d4AV5rwU8 32krpAgPobpxMM=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gJguIpqAe9RTAPSJY 4O5lNhszOrjOzgRDyHV48KOLVT/AjvPkvHpw8DppY0FBUddPd5ceCa+O6X87S8srq2npq I725tb2zm9nbr+ooUZRVaCQiVfeJZoJLVjHcCFaPFSOhL1jN712O/VqfKc0jeWcGMfNC 0pE84JQYK3nNQBGKizf5i/Or41Ym5xbcCdAiwTOSK2W/P+4BoNzKfDbbEU1CJg0VROsGd mPjDYkynAo2SjcTzWJCe6TDGpZKEjLtDSdHj9CRVdooiJQtadBE/T0xJKHWg9C3nSExXT 3vjcX/vEZigjNvyGWcGCbpdFGQCGQiNE4Atbli1IiBJYQqbm9FtEtsDsbmlLYh4PmXF0 m1WMBuAd/iXOkEpkhBFg4hDxhOoQTXUIYKUHiAR3iGF6fvPDmvztu0dcmZzRzAHzjvP/B FkxU=</latexit><latexit sha1_base64="WBATqjkQOv3iU JmtVkmiKrx9z6I=">AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9gJguIpqAe9RTAPSJY wO5lNhszOrjOzgbDkO7x4UMSr+AX+guDNfxFx8jhoYkFDUdVNd5cXcaa043xaC4tLyyur qbX0+sbm1nZmZ7eqwlgSWiEhD2Xdw4pyJmhFM81pPZIUBx6nNa93PvJrfSoVC8WNHkTU DXBHMJ8RrI3kNn2JCSpe5c9OLw5bmZxTcMaw5wmaklwp+/WG379fy63MR7MdkjigQhOOl WogJ9JugqVmhNNhuhkrGmHSwx3aMFTggCo3GR89tA+M0rb9UJoS2h6rvycSHCg1CDzTGW DdVbPeSPzPa8TaP3ETJqJYU0Emi/yY2zq0RwnYbSYp0XxgCCaSmVtt0sUmB21ySpsQ0O zL86RaLCCngK5RrnQEE6QgC/uQBwTHUIJLKEMFCNzCHTzAo9W37q0n63nSumBNZ/bgD6y XH0T2lZM=</latexit><latexit sha1_base64="WBATqjkQOv3iU JmtVkmiKrx9z6I=">AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9gJguIpqAe9RTAPSJY wO5lNhszOrjOzgbDkO7x4UMSr+AX+guDNfxFx8jhoYkFDUdVNd5cXcaa043xaC4tLyyur qbX0+sbm1nZmZ7eqwlgSWiEhD2Xdw4pyJmhFM81pPZIUBx6nNa93PvJrfSoVC8WNHkTU DXBHMJ8RrI3kNn2JCSpe5c9OLw5bmZxTcMaw5wmaklwp+/WG379fy63MR7MdkjigQhOOl WogJ9JugqVmhNNhuhkrGmHSwx3aMFTggCo3GR89tA+M0rb9UJoS2h6rvycSHCg1CDzTGW DdVbPeSPzPa8TaP3ETJqJYU0Emi/yY2zq0RwnYbSYp0XxgCCaSmVtt0sUmB21ySpsQ0O zL86RaLCCngK5RrnQEE6QgC/uQBwTHUIJLKEMFCNzCHTzAo9W37q0n63nSumBNZ/bgD6y XH0T2lZM=</latexit><latexit sha1_base64="mOs9F7OmjqsLN XFwXfnlvqPQwc4=">AAAB9HicbVBNSwMxEJ31s9avqkcvwSLUS9kUQfFU1IPeKtgPaJe STbNtaDa7JtlCWfo7vHhQxKs/xpv/xrTdg7Y+GHi8N8PMPD8WXBvX/XZWVtfWNzZzW/nt nd29/cLBYUNHiaKsTiMRqZZPNBNcsrrhRrBWrBgJfcGa/vBm6jdHTGkeyUczjpkXkr7k AafEWMnrBIpQXLkvXV/dnnULRbfszoCWCc5IETLUuoWvTi+iScikoYJo3cZubLyUKMOpY JN8J9EsJnRI+qxtqSQh0146O3qCTq3SQ0GkbEmDZurviZSEWo9D33aGxAz0ojcV//PaiQ kuvZTLODFM0vmiIBHIRGiaAOpxxagRY0sIVdzeiuiA2ByMzSlvQ8CLLy+TRqWM3TJ+wM XqeRZHDo7hBEqA4QKqcAc1qAOFJ3iGV3hzRs6L8+58zFtXnGzmCP7A+fwBntmQoA==</l atexit>
1
2
I(
B
: C
)
<latexit sha1_base64="ZYQaflvZAObSIF9SnRt015VAbZc="> AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gJguIpmIveIpgHJEucncwmQ2Zn15nZQAj5Di8eFPHqJ/gR3vwXD04eB00saCiquunu8mP BtXHdL2dldW19YzO1ld7e2d3bzxwc1nSUKMqqNBKRavhEM8ElqxpuBGvEipHQF6zu98sTvz5gSvNI3plhzLyQdCUPOCXGSl4rUITi4k 3+6rJ82s7k3II7BVomeE5ypez3xz0AVNqZz1YnoknIpKGCaN3Ebmy8EVGGU8HG6VaiWUxon3RZ01JJQqa90fToMTqxSgcFkbIlDZqqv ydGJNR6GPq2MySmpxe9ifif10xMcOGNuIwTwySdLQoSgUyEJgmgDleMGjG0hFDF7a2I9ojNwdic0jYEvPjyMqkVC9gt4FucK53BDCnIw jHkAcM5lOAaKlAFCg/wCM/w4gycJ+fVeZu1rjjzmSP4A+f9B+7AkxQ=</latexit><latexit sha1_base64="P3F3XHt6Ut9TA/lD4M/3UMNQiYQ="> AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gNguIpmIveIpgHJEuYncwmQ2Zn15nZQFjyHV48KOJV/AJ/QfDmv4g4eRw0saChqOqmu8u LOFPatj+tpeWV1bX11EZ6c2t7Zzezt19TYSwJrZKQh7LhYUU5E7Sqmea0EUmKA4/Tutcvj/36gErFQnGjhxF1A9wVzGcEayO5LV9i4h Sv8hfn5eN2JmcX7AnQInFmJFfKfr3h9+/XSjvz0eqEJA6o0IRjpZqOHWk3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4eoSOjdJAfSlNCo 4n6eyLBgVLDwDOdAdY9Ne+Nxf+8Zqz9MzdhIoo1FWS6yI850iEaJ4A6TFKi+dAQTCQztyLSwyYHbXJKmxCc+ZcXSa1YcOyCc+3kSicwR QqycAh5cOAUSnAJFagCgVu4gwd4tAbWvfVkPU9bl6zZzAH8gfXyA0NxlZI=</latexit><latexit sha1_base64="P3F3XHt6Ut9TA/lD4M/3UMNQiYQ="> AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gNguIpmIveIpgHJEuYncwmQ2Zn15nZQFjyHV48KOJV/AJ/QfDmv4g4eRw0saChqOqmu8u LOFPatj+tpeWV1bX11EZ6c2t7Zzezt19TYSwJrZKQh7LhYUU5E7Sqmea0EUmKA4/Tutcvj/36gErFQnGjhxF1A9wVzGcEayO5LV9i4h Sv8hfn5eN2JmcX7AnQInFmJFfKfr3h9+/XSjvz0eqEJA6o0IRjpZqOHWk3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4eoSOjdJAfSlNCo 4n6eyLBgVLDwDOdAdY9Ne+Nxf+8Zqz9MzdhIoo1FWS6yI850iEaJ4A6TFKi+dAQTCQztyLSwyYHbXJKmxCc+ZcXSa1YcOyCc+3kSicwR QqycAh5cOAUSnAJFagCgVu4gwd4tAbWvfVkPU9bl6zZzAH8gfXyA0NxlZI=</latexit><latexit sha1_base64="bOR5q6yoT4n11SFNqVROIv3cZy0="> AAAB9HicbVBNTwIxEJ3FL8Qv1KOXRmKCF7IlJhpPRC56w0SQBDakW7rQ0O2ubZeEbPgdXjxojFd/jDf/jQX2oOBLJnl5byYz8/xYcG1 c99vJra1vbG7ltws7u3v7B8XDo5aOEkVZk0YiUm2faCa4ZE3DjWDtWDES+oI9+qP6zH8cM6V5JB/MJGZeSAaSB5wSYyWvGyhCcfWufH NdP+8VS27FnQOtEpyREmRo9Ipf3X5Ek5BJQwXRuoPd2HgpUYZTwaaFbqJZTOiIDFjHUklCpr10fvQUnVmlj4JI2ZIGzdXfEykJtZ6Ev u0MiRnqZW8m/ud1EhNceSmXcWKYpItFQSKQidAsAdTnilEjJpYQqri9FdEhsTkYm1PBhoCXX14lrWoFuxV8j0u1iyyOPJzAKZQBwyXU4 BYa0AQKT/AMr/DmjJ0X5935WLTmnGzmGP7A+fwBnVSQnw==</latexit>
1
2 I(A
: C
)
<latexit sha1_base64="yG5dKb mRdX0eNl3O7ka0922iFS8=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDE S9gJguIpkoveIpgHJEucncwmQ2Zn15nZQAj5Di8eFPHqJ/gR3vwXD04e B00saCiquunu8mPBtXHdL2dldW19YzO1ld7e2d3bzxwc1nSUKMqqNBKR avhEM8ElqxpuBGvEipHQF6zu98sTvz5gSvNI3plhzLyQdCUPOCXGSl4r UITi4k3+6rJ82s7k3II7BVomeE5ypez3xz0AVNqZz1YnoknIpKGCaN3E bmy8EVGGU8HG6VaiWUxon3RZ01JJQqa90fToMTqxSgcFkbIlDZqqvydG JNR6GPq2MySmpxe9ifif10xMcOGNuIwTwySdLQoSgUyEJgmgDleMGjG0 hFDF7a2I9ojNwdic0jYEvPjyMqkVC9gt4FucK53BDCnIwjHkAcM5lOAa KlAFCg/wCM/w4gycJ+fVeZu1rjjzmSP4A+f9B+05kxM=</latexit><latexit sha1_base64="uCI/Vw 6rw3YGH7i+bjuzzcI6PdE=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDE S9gNguIpkoveIpgHJEuYncwmQ2Zn15nZQFjyHV48KOJV/AJ/QfDmv4g4 eRw0saChqOqmu8uLOFPatj+tpeWV1bX11EZ6c2t7Zzezt19TYSwJrZKQ h7LhYUU5E7Sqmea0EUmKA4/Tutcvj/36gErFQnGjhxF1A9wVzGcEayO5 LV9i4hSv8hfn5eN2JmcX7AnQInFmJFfKfr3h9+/XSjvz0eqEJA6o0IRj pZqOHWk3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4eoSOjdJAfSlNCo4n6 eyLBgVLDwDOdAdY9Ne+Nxf+8Zqz9MzdhIoo1FWS6yI850iEaJ4A6TFKi +dAQTCQztyLSwyYHbXJKmxCc+ZcXSa1YcOyCc+3kSicwRQqycAh5cOAU SnAJFagCgVu4gwd4tAbWvfVkPU9bl6zZzAH8gfXyA0HqlZE=</latexi t><latexit sha1_base64="uCI/Vw 6rw3YGH7i+bjuzzcI6PdE=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDE S9gNguIpkoveIpgHJEuYncwmQ2Zn15nZQFjyHV48KOJV/AJ/QfDmv4g4 eRw0saChqOqmu8uLOFPatj+tpeWV1bX11EZ6c2t7Zzezt19TYSwJrZKQ h7LhYUU5E7Sqmea0EUmKA4/Tutcvj/36gErFQnGjhxF1A9wVzGcEayO5 LV9i4hSv8hfn5eN2JmcX7AnQInFmJFfKfr3h9+/XSjvz0eqEJA6o0IRj pZqOHWk3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4eoSOjdJAfSlNCo4n6 eyLBgVLDwDOdAdY9Ne+Nxf+8Zqz9MzdhIoo1FWS6yI850iEaJ4A6TFKi +dAQTCQztyLSwyYHbXJKmxCc+ZcXSa1YcOyCc+3kSicwRQqycAh5cOAU SnAJFagCgVu4gwd4tAbWvfVkPU9bl6zZzAH8gfXyA0HqlZE=</latexi t><latexit sha1_base64="vNCEyj 3oCL4UIkzsWvvz7N5zxMg=">AAAB9HicbVBNTwIxEJ3FL8Qv1KOXRmKC F7IlJhpPGC56w0SQBDakW7rQ0O2ubZeEbPgdXjxojFd/jDf/jQX2oOBL Jnl5byYz8/xYcG1c99vJra1vbG7ltws7u3v7B8XDo5aOEkVZk0YiUm2f aCa4ZE3DjWDtWDES+oI9+qP6zH8cM6V5JB/MJGZeSAaSB5wSYyWvGyhC cfWufHNdP+8VS27FnQOtEpyREmRo9Ipf3X5Ek5BJQwXRuoPd2HgpUYZT waaFbqJZTOiIDFjHUklCpr10fvQUnVmlj4JI2ZIGzdXfEykJtZ6Evu0M iRnqZW8m/ud1EhNceSmXcWKYpItFQSKQidAsAdTnilEjJpYQqri9FdEh sTkYm1PBhoCXX14lrWoFuxV8j0u1iyyOPJzAKZQBwyXU4BYa0AQKT/AM r/DmjJ0X5935WLTmnGzmGP7A+fwBm82Qng==</latexit>
1
2 I(A : D)
<latexit sha1_base 64="8VWVhZE2hUkSEuduwQojJltI1MA="> AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9g JguIpoge9RTAPSJY4O5lNhszOrjOzgRDyHV 48KOLVT/AjvPkvHpw8DppY0FBUddPd5ceC a+O6X87S8srq2npqI725tb2zm9nbr+ooUZR VaCQiVfeJZoJLVjHcCFaPFSOhL1jN712O/ VqfKc0jeWcGMfNC0pE84JQYK3nNQBGKizf5 i/Or41Ym5xbcCdAiwTOSK2W/P+4BoNzKfDb bEU1CJg0VROsGdmPjDYkynAo2SjcTzWJCe 6TDGpZKEjLtDSdHj9CRVdooiJQtadBE/T0x JKHWg9C3nSExXT3vjcX/vEZigjNvyGWcGC bpdFGQCGQiNE4Atbli1IiBJYQqbm9FtEtsD sbmlLYh4PmXF0m1WMBuAd/iXOkEpkhBFg4h DxhOoQTXUIYKUHiAR3iGF6fvPDmvztu0dc mZzRzAHzjvP+6+kxQ=</latexit><latexit sha1_base 64="FdigAntWrb11Dh6r6bDR4+Vtwr0="> AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9g JguIpoge9RTAPSJYwO5lNhszOrjOzgbDkO7 x4UMSr+AX+guDNfxFx8jhoYkFDUdVNd5cX caa043xaC4tLyyurqbX0+sbm1nZmZ7eqwlg SWiEhD2Xdw4pyJmhFM81pPZIUBx6nNa93P vJrfSoVC8WNHkTUDXBHMJ8RrI3kNn2JCSpe 5c9OLw5bmZxTcMaw5wmaklwp+/WG379fy63 MR7MdkjigQhOOlWogJ9JugqVmhNNhuhkrG mHSwx3aMFTggCo3GR89tA+M0rb9UJoS2h6r vycSHCg1CDzTGWDdVbPeSPzPa8TaP3ETJq JYU0Emi/yY2zq0RwnYbSYp0XxgCCaSmVtt0 sUmB21ySpsQ0OzL86RaLCCngK5RrnQEE6Qg C/uQBwTHUIJLKEMFCNzCHTzAo9W37q0n63 nSumBNZ/bgD6yXH0NvlZI=</latexit><latexit sha1_base 64="FdigAntWrb11Dh6r6bDR4+Vtwr0="> AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9g JguIpoge9RTAPSJYwO5lNhszOrjOzgbDkO7 x4UMSr+AX+guDNfxFx8jhoYkFDUdVNd5cX caa043xaC4tLyyurqbX0+sbm1nZmZ7eqwlg SWiEhD2Xdw4pyJmhFM81pPZIUBx6nNa93P vJrfSoVC8WNHkTUDXBHMJ8RrI3kNn2JCSpe 5c9OLw5bmZxTcMaw5wmaklwp+/WG379fy63 MR7MdkjigQhOOlWogJ9JugqVmhNNhuhkrG mHSwx3aMFTggCo3GR89tA+M0rb9UJoS2h6r vycSHCg1CDzTGWDdVbPeSPzPa8TaP3ETJq JYU0Emi/yY2zq0RwnYbSYp0XxgCCaSmVtt0 sUmB21ySpsQ0OzL86RaLCCngK5RrnQEE6Qg C/uQBwTHUIJLKEMFCNzCHTzAo9W37q0n63 nSumBNZ/bgD6yXH0NvlZI=</latexit><latexit sha1_base 64="u8Z3Q5xUaD37HE/mUqusY5yVVm0="> AAAB9HicbVBNSwMxEJ31s9avqkcvwSLUS9k UQfFU0YPeKtgPaJeSTbNtaDa7JtlCWfo7vH hQxKs/xpv/xrTdg7Y+GHi8N8PMPD8WXBvX /XZWVtfWNzZzW/ntnd29/cLBYUNHiaKsTiM RqZZPNBNcsrrhRrBWrBgJfcGa/vBm6jdHT GkeyUczjpkXkr7kAafEWMnrBIpQXLkvXV/d nnULRbfszoCWCc5IETLUuoWvTi+iScikoYJ o3cZubLyUKMOpYJN8J9EsJnRI+qxtqSQh0 146O3qCTq3SQ0GkbEmDZurviZSEWo9D33aG xAz0ojcV//PaiQkuvZTLODFM0vmiIBHIRG iaAOpxxagRY0sIVdzeiuiA2ByMzSlvQ8CLL y+TRqWM3TJ+wMXqeRZHDo7hBEqA4QKqcAc1 qAOFJ3iGV3hzRs6L8+58zFtXnGzmCP7A+f wBnVKQnw==</latexit>
1 2
I
(C
:
D
)
<latexit sha1_base64="ZYR1nBiwSsYln4+pzGZnEE0UPnM=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gJguIpEA96i2AekCxxdjKbDJmdXWdmAyHkO7x4UMSrn+BHePNfPDh5HDSxoKGo6qa7y48F18Z1v5yV1bX1jc3UVnp7Z3dvP3NwWNNRoiir0khEquETzQSXrGq4EawRK0ZCX7C63y9P/PqAKc0jeWeGMfNC0pU84JQYK3mtQBGKizf58uXVaTuTcwvuFGiZ4DnJlbLfH/cAUGlnPludiCYhk4YKonUTu7HxRkQZTgUbp1uJZjGhfdJlTUslCZn2RtOjx+jEKh0URMqWNGiq/p4YkVDrYejbzpCYnl70JuJ/XjMxwYU34jJODJN0tihIBDIRmiSAOlwxasTQEkIVt7ci2iM2B2NzStsQ8OLLy6RWLGC3gG9xrnQGM6QgC8eQBwznUIJrqEAVKDzAIzzDizNwnpxX523WuuLMZ47gD5z3H/HMkxY=</latexit><latexit sha1_base64="B3xnZtBUXC/G/H2fpozn6VhM5ic=">AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9gJguIpEA96i2AekCxhdjKbDJmdXWdmA2HJd3jxoIhX8Qv8BcGb/yLi5HHQxIKGoqqb7i4v4kxpx/m0lpZXVtfWUxvpza3tnd3M3n5NhbEktEpCHsqGhxXlTNCqZprTRiQpDjxO616/PPbrAyoVC8WNHkbUDXBXMJ8RrI3ktnyJCSpe5cvnF8ftTM4pOBPYiwTNSK6U/XrD79+vlXbmo9UJSRxQoQnHSjWRE2k3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4e2UdG6dh+KE0JbU/U3xMJDpQaBp7pDLDuqXlvLP7nNWPtn7kJE1GsqSDTRX7MbR3a4wTsDpOUaD40BBPJzK026WGTgzY5pU0IaP7lRVIrFpBTQNcoVzqBKVKQhUPIA4JTKMElVKAKBG7hDh7g0RpY99aT9TxtXbJmMwfwB9bLD0Z9lZQ=</latexit><latexit sha1_base64="B3xnZtBUXC/G/H2fpozn6VhM5ic=">AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9gJguIpEA96i2AekCxhdjKbDJmdXWdmA2HJd3jxoIhX8Qv8BcGb/yLi5HHQxIKGoqqb7i4v4kxpx/m0lpZXVtfWUxvpza3tnd3M3n5NhbEktEpCHsqGhxXlTNCqZprTRiQpDjxO616/PPbrAyoVC8WNHkbUDXBXMJ8RrI3ktnyJCSpe5cvnF8ftTM4pOBPYiwTNSK6U/XrD79+vlXbmo9UJSRxQoQnHSjWRE2k3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4e2UdG6dh+KE0JbU/U3xMJDpQaBp7pDLDuqXlvLP7nNWPtn7kJE1GsqSDTRX7MbR3a4wTsDpOUaD40BBPJzK026WGTgzY5pU0IaP7lRVIrFpBTQNcoVzqBKVKQhUPIA4JTKMElVKAKBG7hDh7g0RpY99aT9TxtXbJmMwfwB9bLD0Z9lZQ=</latexit><latexit sha1_base64="wbYlX8TaL3DLE1oLZ8Q8a2LlweE=">AAAB9HicbVBNSwMxEJ2tX7V+VT16CRahXsqmCIqnQj3orYKthXYp2TTbhmaza5ItlKW/w4sHRbz6Y7z5b0zbPWjrg4HHezPMzPNjwbVx3W8nt7a+sbmV3y7s7O7tHxQPj1o6ShRlTRqJSLV9opngkjUNN4K1Y8VI6Av26I/qM/9xzJTmkXwwk5h5IRlIHnBKjJW8bqAIxdW7cv365rxXLLkVdw60SnBGSpCh0St+dfsRTUImDRVE6w52Y+OlRBlOBZsWuolmMaEjMmAdSyUJmfbS+dFTdGaVPgoiZUsaNFd/T6Qk1HoS+rYzJGaol72Z+J/XSUxw5aVcxolhki4WBYlAJkKzBFCfK0aNmFhCqOL2VkSHxOZgbE4FGwJefnmVtKoV7FbwPS7VLrI48nACp1AGDJdQg1toQBMoPMEzvMKbM3ZenHfnY9Gac7KZY/gD5/MHoGCQoQ==</latexit>
1
2I(A : B)<latexit sha1_base64="S3ZcMRw1M rwkSl/rsNEDmXS8atw=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gJguIp 6kVvEcwDkiXOTmaTIbOz68xsIIR8hxcPinj1E/wIb/6LByePgyYWNBRV3XR3 +bHg2rjul7O0vLK6tp7aSG9ube/sZvb2qzpKFGUVGolI1X2imeCSVQw3gtVjx UjoC1bze1djv9ZnSvNI3plBzLyQdCQPOCXGSl4zUITi4k3+4vzyuJXJuQV3Ar RI8IzkStnvj3sAKLcyn812RJOQSUMF0bqB3dh4Q6IMp4KN0s1Es5jQHumwhqW ShEx7w8nRI3RklTYKImVLGjRRf08MSaj1IPRtZ0hMV897Y/E/r5GY4Mwbchkn hkk6XRQkApkIjRNAba4YNWJgCaGK21sR7RKbg7E5pW0IeP7lRVItFrBbwLc4 VzqBKVKQhUPIA4ZTKME1lKECFB7gEZ7hxek7T86r8zZtXXJmMwfwB877D+u0k xI=</latexit><latexit sha1_base64="8OnJnzZLb jIWfkZ4luQBwyYR0OQ=">AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9gJguIp 6kVvEcwDkiXMTmaTIbOz68xsICz5Di8eFPEqfoG/IHjzX0ScPA6aWNBQVHXT 3eVFnCntOJ/WwuLS8spqai29vrG5tZ3Z2a2qMJaEVkjIQ1n3sKKcCVrRTHNaj yTFgcdpzetdjPxan0rFQnGjBxF1A9wRzGcEayO5TV9igopX+bPT88NWJucUnD HseYKmJFfKfr3h9+/Xcivz0WyHJA6o0IRjpRrIibSbYKkZ4XSYbsaKRpj0cIc 2DBU4oMpNxkcP7QOjtG0/lKaEtsfq74kEB0oNAs90Blh31aw3Ev/zGrH2T9yE iSjWVJDJIj/mtg7tUQJ2m0lKNB8Ygolk5labdLHJQZuc0iYENPvyPKkWC8gp oGuUKx3BBCnIwj7kAcExlOASylABArdwBw/waPWte+vJep60LljTmT34A+vlB 0BllZA=</latexit><latexit sha1_base64="8OnJnzZLb jIWfkZ4luQBwyYR0OQ=">AAAB9HicbVDLSgNBEOz1GeMr6jGXxSDES9gJguIp 6kVvEcwDkiXMTmaTIbOz68xsICz5Di8eFPEqfoG/IHjzX0ScPA6aWNBQVHXT 3eVFnCntOJ/WwuLS8spqai29vrG5tZ3Z2a2qMJaEVkjIQ1n3sKKcCVrRTHNaj yTFgcdpzetdjPxan0rFQnGjBxF1A9wRzGcEayO5TV9igopX+bPT88NWJucUnD HseYKmJFfKfr3h9+/Xcivz0WyHJA6o0IRjpRrIibSbYKkZ4XSYbsaKRpj0cIc 2DBU4oMpNxkcP7QOjtG0/lKaEtsfq74kEB0oNAs90Blh31aw3Ev/zGrH2T9yE iSjWVJDJIj/mtg7tUQJ2m0lKNB8Ygolk5labdLHJQZuc0iYENPvyPKkWC8gp oGuUKx3BBCnIwj7kAcExlOASylABArdwBw/waPWte+vJep60LljTmT34A+vlB 0BllZA=</latexit><latexit sha1_base64="QyfjZ+N1Q VXSpdr6HnQiLvKXfRk=">AAAB9HicbVBNSwMxEJ31s9avqkcvwSLUS9kUQfFU 9aK3CvYD2qVk02wbms2uSbZQlv4OLx4U8eqP8ea/MW33oK0PBh7vzTAzz48F 18Z1v52V1bX1jc3cVn57Z3dvv3Bw2NBRoiir00hEquUTzQSXrG64EawVK0ZCX 7CmP7yd+s0RU5pH8tGMY+aFpC95wCkxVvI6gSIUV+5L11c3Z91C0S27M6Blgj NShAy1buGr04toEjJpqCBat7EbGy8lynAq2CTfSTSLCR2SPmtbKknItJfOjp6 gU6v0UBApW9Kgmfp7IiWh1uPQt50hMQO96E3F/7x2YoJLL+UyTgyTdL4oSAQy EZomgHpcMWrE2BJCFbe3IjogNgdjc8rbEPDiy8ukUSljt4wfcLF6nsWRg2M4 gRJguIAq3EEN6kDhCZ7hFd6ckfPivDsf89YVJ5s5gj9wPn8AmkiQnQ==</lat exit>
<latexit sha1_base64="g0tNCecgs NInIF+B0szwe9368nU=">AAAB6HicbZC7SwNBEMbnfMbzFbW0WQyCVbiz0UYM amGZgHlAcoS9zVyyZm/v2N0TQgjY21goYus/Y2/nf+PmUWjiBws/vm+GnZkw FVwbz/t2lpZXVtfWcxvu5tb2zm5+b7+mk0wxrLJEJKoRUo2CS6wabgQ2UoU0D gXWw/71OK8/oNI8kXdmkGIQ067kEWfUWKty084XvKI3EVkEfwaFy0/34hEAyu 38V6uTsCxGaZigWjd9LzXBkCrDmcCR28o0ppT1aRebFiWNUQfDyaAjcmydDok SZZ80ZOL+7hjSWOtBHNrKmJqens/G5n9ZMzPReTDkMs0MSjb9KMoEMQkZb006 XCEzYmCBMsXtrIT1qKLM2Nu49gj+/MqLUDst+l7Rr/iF0hVMlYNDOIIT8OEM SnALZagCA4QneIFX5955dt6c92npkjPrOYA/cj5+AAXAjpI=</latexit><latexit sha1_base64="mogZ4sFg9 it/JOde+dZiGOGu2xs=">AAAB6HicbZC7SgNBFIbPxltcb1FLm8UgWIVdG23E oBaWCZgLJEuYnZxNxszOLjOzQljyBDYWitjqw9jbiG/j5FJo4g8DH/9/DnPO CRLOlHbdbyu3tLyyupZftzc2t7Z3Crt7dRWnkmKNxjyWzYAo5ExgTTPNsZlIJ FHAsREMrsZ54x6lYrG41cME/Yj0BAsZJdpY1etOoeiW3ImcRfBmULz4sM+T9y +70il8trsxTSMUmnKiVMtzE+1nRGpGOY7sdqowIXRAetgyKEiEys8mg46cI+N 0nTCW5gntTNzfHRmJlBpGgamMiO6r+Wxs/pe1Uh2e+RkTSapR0OlHYcodHTvj rZ0uk0g1HxogVDIzq0P7RBKqzW1scwRvfuVFqJ+UPLfkVb1i+RKmysMBHMIx eHAKZbiBCtSAAsIDPMGzdWc9Wi/W67Q0Z8169uGPrLcf90CQBg==</latexit ><latexit sha1_base64="mogZ4sFg9 it/JOde+dZiGOGu2xs=">AAAB6HicbZC7SgNBFIbPxltcb1FLm8UgWIVdG23E oBaWCZgLJEuYnZxNxszOLjOzQljyBDYWitjqw9jbiG/j5FJo4g8DH/9/DnPO CRLOlHbdbyu3tLyyupZftzc2t7Z3Crt7dRWnkmKNxjyWzYAo5ExgTTPNsZlIJ FHAsREMrsZ54x6lYrG41cME/Yj0BAsZJdpY1etOoeiW3ImcRfBmULz4sM+T9y +70il8trsxTSMUmnKiVMtzE+1nRGpGOY7sdqowIXRAetgyKEiEys8mg46cI+N 0nTCW5gntTNzfHRmJlBpGgamMiO6r+Wxs/pe1Uh2e+RkTSapR0OlHYcodHTvj rZ0uk0g1HxogVDIzq0P7RBKqzW1scwRvfuVFqJ+UPLfkVb1i+RKmysMBHMIx eHAKZbiBCtSAAsIDPMGzdWc9Wi/W67Q0Z8169uGPrLcf90CQBg==</latexit ><latexit sha1_base64="wLHezmG1A M+jHubLL8S9FkIwDi4=">AAAB6HicbVA9SwNBEJ2LXzF+RS1tFoNgFe5sTBnU wjIB8wHJEfY2c8mavb1jd08IR36BjYUitv4kO/+Nm+QKTXww8Hhvhpl5QSK4 Nq777RQ2Nre2d4q7pb39g8Oj8vFJW8epYthisYhVN6AaBZfYMtwI7CYKaRQI7 AST27nfeUKleSwfzDRBP6IjyUPOqLFS825QrrhVdwGyTrycVCBHY1D+6g9jlk YoDRNU657nJsbPqDKcCZyV+qnGhLIJHWHPUkkj1H62OHRGLqwyJGGsbElDFur viYxGWk+jwHZG1Iz1qjcX//N6qQlrfsZlkhqUbLkoTAUxMZl/TYZcITNiagll ittbCRtTRZmx2ZRsCN7qy+ukfVX13KrX9Cr1mzyOIpzBOVyCB9dQh3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlnmMxQ==</latexit>
A
<latexit sha1_base64="BAeVOBC5O bWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPV i8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiu jet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpR FKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp 7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQy xe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYw QHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5O bWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPV i8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiu jet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpR FKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp 7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQy xe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYw QHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5O bWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPV i8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiu jet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpR FKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp 7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQy xe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYw QHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5O bWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPV i8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiu jet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpR FKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp 7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQy xe2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYw QHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit> B
<latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreN UMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxC R9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit>
C
<latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/A rFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOx F48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFc G9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0g ilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv0 9kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ 4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsY IDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit>
D
<latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIx HWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIx HWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIx HWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6Hicb VBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8e pYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIx HWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit>
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<latexit sha1_base64="DwJ4p4n2vYsampKmc8MgTzwiTRo=">AAAB8nicbVDLSgNBEOyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOAzRJnJ7PJkNmdZWZWCEs+w4sHRbz6DX6EN//Fg5PHQRMLGoqqbrq7gkRwbVz3y8mtrK6tb+Q3C1vbO7t7xf2DppapoqxBpZCqHRDNBI9Zw3AjWDtRjESBYK1geDXxWw9MaS7jOzNKmB+RfsxDTomxknfaCRWhuH rTPesWy27FnQItEzwn5Vrp++MeAOrd4menJ2kasdhQQbT2sJsYPyPKcCrYuNBJNUsIHZI+8yyNScS0n01PHqNjq/RQKJWt2KCp+nsiI5HWoyiwnRExA73oTcT/PC814aWf8ThJDYvpbFGYCmQkmvyPelwxasTIEkIVt7ciOiA2BG NTKtgQ8OLLy6RZrWC3gm9xuXYOM+ShBEdwAhguoAbXUIcGUJDwCM/w4hjnyXl13matOWc+cwh/4Lz/ACIikq8=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="jxd8xmcy4Evll9qhjQVmPNkRd3g=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BIvgxb Kpgh4LXvRWwX7AdinZNNuGZpMlmRVK6c/w4kERr/4ab/4b03YP2vpg4PHeDDPzolQKC77/7RXW1jc2t4rbpZ3dvf2D8uFRy+rMMN5kWmrTiajlUijeBAGSd1LDaRJJ3o5GtzO//cSNFVo9wjjlYUIHSsSCUXBScNGNDWWkdt+77J UrftWfA68SkpMKytHolb+6fc2yhCtgklobED+FcEINCCb5tNTNLE8pG9EBDxxVNOE2nMxPnuIzp/RxrI0rBXiu/p6Y0MTacRK5zoTC0C57M/E/L8ggvgknQqUZcMUWi+JMYtB49j/uC8MZyLEjlBnhbsVsSF0I4FIquRDI8surpF WrEr9KHkilfpXHUUQn6BSdI4KuUR3doQZqIoY0ekav6M0D78V79z4WrQUvnzlGf+B9/gDQp5A6</latexit>
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<latexit sha1_base64="DwJ4p4n2vYsampKmc8MgTzwiTRo=">AAAB8nicbVDLSgNBEOyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOAzRJnJ7PJkNmdZWZWCEs+w4sHRbz6DX6EN//Fg5PHQRMLGoqqbrq7gkRwbVz3y8mtrK6tb+Q3C1vbO7t7xf2DppapoqxBpZCqHRDNBI9Zw3AjWDtRjESBYK1geDXxWw9MaS7jOzNKmB+RfsxDTomxknfaCRWhuH rTPesWy27FnQItEzwn5Vrp++MeAOrd4menJ2kasdhQQbT2sJsYPyPKcCrYuNBJNUsIHZI+8yyNScS0n01PHqNjq/RQKJWt2KCp+nsiI5HWoyiwnRExA73oTcT/PC814aWf8ThJDYvpbFGYCmQkmvyPelwxasTIEkIVt7ciOiA2BG NTKtgQ8OLLy6RZrWC3gm9xuXYOM+ShBEdwAhguoAbXUIcGUJDwCM/w4hjnyXl13matOWc+cwh/4Lz/ACIikq8=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="jxd8xmcy4Evll9qhjQVmPNkRd3g=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BIvgxb Kpgh4LXvRWwX7AdinZNNuGZpMlmRVK6c/w4kERr/4ab/4b03YP2vpg4PHeDDPzolQKC77/7RXW1jc2t4rbpZ3dvf2D8uFRy+rMMN5kWmrTiajlUijeBAGSd1LDaRJJ3o5GtzO//cSNFVo9wjjlYUIHSsSCUXBScNGNDWWkdt+77J UrftWfA68SkpMKytHolb+6fc2yhCtgklobED+FcEINCCb5tNTNLE8pG9EBDxxVNOE2nMxPnuIzp/RxrI0rBXiu/p6Y0MTacRK5zoTC0C57M/E/L8ggvgknQqUZcMUWi+JMYtB49j/uC8MZyLEjlBnhbsVsSF0I4FIquRDI8surpF WrEr9KHkilfpXHUUQn6BSdI4KuUR3doQZqIoY0ekav6M0D78V79z4WrQUvnzlGf+B9/gDQp5A6</latexit>
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<latexit sha1_base64="DwJ4p4n2vYsampKmc8MgTzwiTRo=">AAAB8nicbVDLSgNBEOyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOAzRJnJ7PJkNmdZWZWCEs+w4sHRbz6DX6EN//Fg5PHQRMLGoqqbrq7gkRwbVz3y8mtrK6tb+Q3C1vbO7t7xf2DppapoqxBpZCqHRDNBI9Zw3AjWDtRjESBYK1geDXxWw9MaS7jOzNKmB+RfsxDTomxknfaCRWhuH rTPesWy27FnQItEzwn5Vrp++MeAOrd4menJ2kasdhQQbT2sJsYPyPKcCrYuNBJNUsIHZI+8yyNScS0n01PHqNjq/RQKJWt2KCp+nsiI5HWoyiwnRExA73oTcT/PC814aWf8ThJDYvpbFGYCmQkmvyPelwxasTIEkIVt7ciOiA2BG NTKtgQ8OLLy6RZrWC3gm9xuXYOM+ShBEdwAhguoAbXUIcGUJDwCM/w4hjnyXl13matOWc+cwh/4Lz/ACIikq8=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="jxd8xmcy4Evll9qhjQVmPNkRd3g=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BIvgxb Kpgh4LXvRWwX7AdinZNNuGZpMlmRVK6c/w4kERr/4ab/4b03YP2vpg4PHeDDPzolQKC77/7RXW1jc2t4rbpZ3dvf2D8uFRy+rMMN5kWmrTiajlUijeBAGSd1LDaRJJ3o5GtzO//cSNFVo9wjjlYUIHSsSCUXBScNGNDWWkdt+77J UrftWfA68SkpMKytHolb+6fc2yhCtgklobED+FcEINCCb5tNTNLE8pG9EBDxxVNOE2nMxPnuIzp/RxrI0rBXiu/p6Y0MTacRK5zoTC0C57M/E/L8ggvgknQqUZcMUWi+JMYtB49j/uC8MZyLEjlBnhbsVsSF0I4FIquRDI8surpF WrEr9KHkilfpXHUUQn6BSdI4KuUR3doQZqIoY0ekav6M0D78V79z4WrQUvnzlGf+B9/gDQp5A6</latexit>
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<latexit sha1_base64="DwJ4p4n2vYsampKmc8MgTzwiTRo=">AAAB8nicbVDLSgNBEOyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOAzRJnJ7PJkNmdZWZWCEs+w4sHRbz6DX6EN//Fg5PHQRMLGoqqbrq7gkRwbVz3y8mtrK6tb+Q3C1vbO7t7xf2DppapoqxBpZCqHRDNBI9Zw3AjWDtRjESBYK1geDXxWw9MaS7jOzNKmB+RfsxDTomxknfaCRWhuH rTPesWy27FnQItEzwn5Vrp++MeAOrd4menJ2kasdhQQbT2sJsYPyPKcCrYuNBJNUsIHZI+8yyNScS0n01PHqNjq/RQKJWt2KCp+nsiI5HWoyiwnRExA73oTcT/PC814aWf8ThJDYvpbFGYCmQkmvyPelwxasTIEkIVt7ciOiA2BG NTKtgQ8OLLy6RZrWC3gm9xuXYOM+ShBEdwAhguoAbXUIcGUJDwCM/w4hjnyXl13matOWc+cwh/4Lz/ACIikq8=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="ApN+XpCsd506dJrdowg9dWtwnWQ=">AAAB8nicbVDLSgNBEJyNrxhfUY+5DAbBi2 EnCnoMeNFbBPOATQizk9lkyOzOMtMrhCWf4cWDIl49+AX+guDNfxFx8jhoYkFDUdVNd5cfS2HAdT+dzNLyyupadj23sbm1vZPf3asblWjGa0xJpZs+NVyKiNdAgOTNWHMa+pI3/MHF2G/ccm2Eim5gGPN2SHuRCASjYCXvuBVoyk j5qnPSyRfdkjsBXiRkRoqVwtcbff9+rXbyH62uYknII2CSGuMRN4Z2SjUIJvko10oMjykb0B73LI1oyE07nZw8wodW6eJAaVsR4In6eyKloTHD0LedIYW+mffG4n+el0Bw3k5FFCfAIzZdFCQSg8Lj/3FXaM5ADi2hTAt7K2Z9ak MAm1LOhkDmX14k9XKJuCVyTYqVUzRFFhXQATpCBJ2hCrpEVVRDDCl0hx7QowPOvfPkPE9bM85sZh/9gfPyA3bElS0=</latexit><latexit sha1_base64="jxd8xmcy4Evll9qhjQVmPNkRd3g=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BIvgxb Kpgh4LXvRWwX7AdinZNNuGZpMlmRVK6c/w4kERr/4ab/4b03YP2vpg4PHeDDPzolQKC77/7RXW1jc2t4rbpZ3dvf2D8uFRy+rMMN5kWmrTiajlUijeBAGSd1LDaRJJ3o5GtzO//cSNFVo9wjjlYUIHSsSCUXBScNGNDWWkdt+77J UrftWfA68SkpMKytHolb+6fc2yhCtgklobED+FcEINCCb5tNTNLE8pG9EBDxxVNOE2nMxPnuIzp/RxrI0rBXiu/p6Y0MTacRK5zoTC0C57M/E/L8ggvgknQqUZcMUWi+JMYtB49j/uC8MZyLEjlBnhbsVsSF0I4FIquRDI8surpF WrEr9KHkilfpXHUUQn6BSdI4KuUR3doQZqIoY0ekav6M0D78V79z4WrQUvnzlGf+B9/gDQp5A6</latexit>
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<latexit sha1_base64="ZYQaflvZAObSIF9SnRt015VAbZc=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gJguIpmIveIpgHJEuc ncwmQ2Zn15nZQAj5Di8eFPHqJ/gR3vwXD04eB00saCiquunu8mPBtXHdL2dldW19YzO1ld7e2d3bzxwc1nSUKMqqNBKRavhEM8ElqxpuBGvEipHQF6zu98sTvz5gSvNI3plhzLyQdCUPOCXGSl4rUITi4k3+6rJ82s7k3II7BVomeE5ypez3xz0AVNqZz1YnoknIpKGCaN3Ebm y8EVGGU8HG6VaiWUxon3RZ01JJQqa90fToMTqxSgcFkbIlDZqqvydGJNR6GPq2MySmpxe9ifif10xMcOGNuIwTwySdLQoSgUyEJgmgDleMGjG0hFDF7a2I9ojNwdic0jYEvPjyMqkVC9gt4FucK53BDCnIwjHkAcM5lOAaKlAFCg/wCM/w4gycJ+fVeZu1rjjzmSP4A+f9B+7A kxQ=</latexit><latexit sha1_base64="P3F3XHt6Ut9TA/lD4M/3UMNQiYQ=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gNguIpmIveIpgHJEuY ncwmQ2Zn15nZQFjyHV48KOJV/AJ/QfDmv4g4eRw0saChqOqmu8uLOFPatj+tpeWV1bX11EZ6c2t7Zzezt19TYSwJrZKQh7LhYUU5E7Sqmea0EUmKA4/Tutcvj/36gErFQnGjhxF1A9wVzGcEayO5LV9i4hSv8hfn5eN2JmcX7AnQInFmJFfKfr3h9+/XSjvz0eqEJA6o0IRjpZ qOHWk3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4eoSOjdJAfSlNCo4n6eyLBgVLDwDOdAdY9Ne+Nxf+8Zqz9MzdhIoo1FWS6yI850iEaJ4A6TFKi+dAQTCQztyLSwyYHbXJKmxCc+ZcXSa1YcOyCc+3kSicwRQqycAh5cOAUSnAJFagCgVu4gwd4tAbWvfVkPU9bl6zZzAH8gfXy A0NxlZI=</latexit><latexit sha1_base64="P3F3XHt6Ut9TA/lD4M/3UMNQiYQ=">AAAB9HicbVDLSgNBEOz1GeMr6jGXwSDES9gNguIpmIveIpgHJEuY ncwmQ2Zn15nZQFjyHV48KOJV/AJ/QfDmv4g4eRw0saChqOqmu8uLOFPatj+tpeWV1bX11EZ6c2t7Zzezt19TYSwJrZKQh7LhYUU5E7Sqmea0EUmKA4/Tutcvj/36gErFQnGjhxF1A9wVzGcEayO5LV9i4hSv8hfn5eN2JmcX7AnQInFmJFfKfr3h9+/XSjvz0eqEJA6o0IRjpZ qOHWk3wVIzwuko3YoVjTDp4y5tGipwQJWbTI4eoSOjdJAfSlNCo4n6eyLBgVLDwDOdAdY9Ne+Nxf+8Zqz9MzdhIoo1FWS6yI850iEaJ4A6TFKi+dAQTCQztyLSwyYHbXJKmxCc+ZcXSa1YcOyCc+3kSicwRQqycAh5cOAUSnAJFagCgVu4gwd4tAbWvfVkPU9bl6zZzAH8gfXy A0NxlZI=</latexit><latexit sha1_base64="bOR5q6yoT4n11SFNqVROIv3cZy0=">AAAB9HicbVBNTwIxEJ3FL8Qv1KOXRmKCF7IlJhpPRC56w0SQBDak W7rQ0O2ubZeEbPgdXjxojFd/jDf/jQX2oOBLJnl5byYz8/xYcG1c99vJra1vbG7ltws7u3v7B8XDo5aOEkVZk0YiUm2faCa4ZE3DjWDtWDES+oI9+qP6zH8cM6V5JB/MJGZeSAaSB5wSYyWvGyhCcfWufHNdP+8VS27FnQOtEpyREmRo9Ipf3X5Ek5BJQwXRuoPd2HgpUYZTwa aFbqJZTOiIDFjHUklCpr10fvQUnVmlj4JI2ZIGzdXfEykJtZ6Evu0MiRnqZW8m/ud1EhNceSmXcWKYpItFQSKQidAsAdTnilEjJpYQqri9FdEhsTkYm1PBhoCXX14lrWoFuxV8j0u1iyyOPJzAKZQBwyXU4BYa0AQKT/AMr/DmjJ0X5935WLTmnGzmGP7A+fwBnVSQnw==</la texit>
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Figure 1: Left: Skeleton graph (with two connected components) representing an arbi-
trary entropy vector in the four-party holographic entropy cone. Right: Skeleton graph
for a three-party entropy vector.
the cone can be written uniquely as a sum of 7 (or fewer) extremal vectors, one for
each edge. States whose entropy vectors are extremal are readily constructed: a state
with I(A : B) > 0 and all other quantities in (2.26) vanishing is necessarily of the form
|ψ1〉AB ⊗ |ψ2〉C ⊗ |ψ3〉D, and similarly for the other pairs; while a state with −I3 > 0
and all pairwise mutual informations vanishing is necessarily a PT. It is also possible
to realize such states, and indeed arbitrary points in the holographic entropy cone, by
holographic states [2, 5].
The extremal rays can also be represented as simple graphs with external vertices
A,B,C,D. For example, a graph with just a single edge connecting A and B with
capacity c gives an entropy vector with I(A : B) = 2c and all other coordinates in (2.26)
vanishing. Similarly, a star graph with one internal vertex connected to all four external
vertices and capacity c on each edge gives an entropy vector with −I3 = 2c and all
other coordinates in (2.26) vanishing. Since any vector in the holographic cone can
be uniquely decomposed into extremal rays, it is reproduced by a (unique) “skeleton
graph” consisting of the complete graph on {A,B,C,D} with capacity 1
2
I(A : B) on
the edge connecting A and B and similarly for the other pairs, plus a star graph with
capacity −1
2
I3 on each edge. This is shown in Fig. 1.
Let us briefly discuss the analogous situation for states on fewer or more than
four parties. For a three-party pure state, there are only 3 independent entropies
(since S(AB) = S(C) etc.), so the entropy vector lives in R3. Holographic states
obey no extra entropy inequalities beyond those obeyed by any quantum state, namely
non-negativity and subadditivity, so the holographic entropy cone is the same as the
quantum entropy cone. A dual basis is provided by the three mutual informations,
I(A : B) , I(B : C) , I(A : C) . (2.27)
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There are 3 types of extremal vectors, given by two-party entangled pure states |ψ1〉AB⊗
|ψ2〉C etc. Thus the skeleton graph for three parties is simply a triangle, shown in Fig. 1.
Given a decomposition of the boundary into four regions, we can merge two of the
regions, say C and D, and thereby consider the same state as a three-party pure state.
Under this merging, the four-party skeleton graph on the left side of Fig. 1 turns into
the three-party one on the right side as follows. The star graph splits at the internal
vertex to become two edges, an A(CD) edge and a B(CD) edge, each with capacity
−1
2
I3. The first merges with the AC and AD edges from the four-party complete graph
to give an A(CD) edge with total capacity
− 1
2
I3 +
1
2
I(A : C) +
1
2
I(A : D) =
1
2
I(A : CD) . (2.28)
Similarly for the B(CD) edges. The AB edge remains unchanged and the CD edge is
removed. This rearrangement will play a role in our considerations of Section 4.
The situation for five and more parties was studied in [5, 23]. For five-party pure
states, there are no new inequalities beyond MMI and the standard quantum ones
(non-negativity, subadditivity, strong subadditivity). There are 20 extremal vectors of
the holographic entropy cone, given by 10 two-party entangled pure states, 5 four-party
PTs, and 5 six-party PTs with two of the parties merged (e.g. a PT on A1A2BCDE
with A = A1A2). Since the cone is only 15-dimensional, the decomposition of a generic
point into a sum of extremal vectors is not unique, unlike for three or four parties.
For six-party pure states, there are new inequalities; a complete list of inequalities was
conjectured in [5] and proved in [23]. Notable is the fact that the extremal rays are no
longer only made from perfect tensors; rather, new entanglement structures come into
play. For more than six parties, some new inequalities are known but a complete list
has not even been conjectured.
3 Multiflows and MMI
As we reviewed in Subsection 2.1.3, the subadditivity and strong subadditivity
inequalities can be proved easily from the formula (2.4) for the entropy in terms of
flows. Subadditivity follows more or less directly from the definition of a flow, while
strong subadditivity requires the nesting property for flows (existence of a simultane-
ous max flow for A and AB). Holographic entanglement entropies also obey the MMI
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inequality (2.24), which was proven using minimal surfaces [18,20]. Therefore it seems
reasonable to expect MMI to admit a proof in terms of flows. However, it was shown
in [16] that the nesting property alone is not powerful enough to prove MMI. There-
fore, flows must obey some property beyond nesting. In this section we will state the
necessary property and give a flow-based proof of MMI. The property is the existence
of an object called a max multiflow. It is guaranteed by our Theorem 1, stated below
and proved in Section 5.
3.1 Multiflows
It turns out that the property required to prove MMI concerns not a single flow,
like the nesting property, but rather a collection of flows that are compatible with each
other in the sense that they can simultaneously occupy the same geometry (we will
make this precise below). In the network context, such a collection of flows is called
a multicommodity flow, or multiflow, and there is a large literature about them. (See
Section 6 for the network definition of a multiflow. Standard references are [15,37]; two
resources we have found useful are [8,30].) We will adopt the same terminology for the
Riemannian setting we are working in here. We thus start by defining a multiflow.
Definition 1 (Multiflow). Given a Riemannian manifold M with boundary ∂M, let
A1, . . . , An be non-overlapping regions of ∂M (i.e. for i 6= j, Ai ∩Aj is codimension-1
or higher in ∂M) covering ∂M (∪iAi = ∂M). A multiflow is a set of vector fields vij
on M satisfying the following conditions:
vij = −vji (3.1)
nˆ · vij = 0 on Ak (k 6= i, j) (3.2)
∇ · vij = 0 (3.3)
n∑
i<j
|vij| ≤
1
4GN
. (3.4)
Given condition (3.1), there are n(n− 1)/2 independent vector fields. Given condi-
tion (3.2), vij has nonvanishing flux only on the regions Ai and Aj, and, by (3.3), these
fluxes obey ∫
Ai
vij = −
∫
Aj
vij . (3.5)
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Given conditions (3.3) and (3.4), each vij is a flow by itself. However, an even stronger
condition follows: any linear combination of the form
v =
n∑
i<j
ξijvij , (3.6)
where the coefficients ξij are constants in the interval [−1, 1], is divergenceless and,
by the triangle inequality, obeys the norm bound |v| ≤ 1/4GN, and is therefore also a
flow.
Given a multiflow {vij}, we can define the n vector fields
vi :=
n∑
j=1
vij , (3.7)
each of which, by the above argument, is itself a flow. Hence its flux on the region Ai
is bounded above by its entropy: ∫
Ai
vi ≤ S(Ai) . (3.8)
The surprising statement is that the bounds (3.8) are collectively tight. In other words,
there exists a multiflow saturating all n bounds (3.8) simultaneously. We will call such
a multiflow a max multiflow, and its existence is our Theorem 1:
Theorem 1 (Max multiflow). There exists a multiflow {vij} such that for each i, the
sum
vi :=
n∑
j=1
vij (3.9)
is a max flow for Ai, that is, ∫
Ai
vi = S(Ai) . (3.10)
Theorem 1 is a continuum version of a well-known theorem on multiflows on graphs,
first formulated in [27] (although a correct proof wasn’t given until [9, 28]). However,
the original graph-theoretic proof is discrete and combinatorial in nature and not easily
adaptable to the continuum. Therefore, in Section 5 we will give a continuum proof
based on techniques from convex optimization. (This proof can be adapted back to the
graph setting to give a proof there that is new as far as we know. We refer the reader
to Section 6.) Furthermore, we emphasize that it should not be taken for granted that
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a statement that holds in the graph setting necessarily also holds on manifolds. In fact,
we will give an example below of a graph-theoretic theorem concerning multiflows that
is not valid on manifolds.
A simple corollary of Theorem 1 in the case n = 3 is the nesting property for
flows, mentioned in subsection 2.1.3 above. This says that, given a decomposition of
the boundary into regions A,B,C, there exists a flow v(A,B) that is simultaneously a
max flow for A and for AB. In terms of the flows of Theorem 1 (with A1 = A, A2 = B,
A3 = C), such a flow is given by
v(A,B) = vAB + vAC + vBC . (3.11)
In [16], it was pointed out that, given a flow v(A,B) and another one v(B,A) which is
a max flow for B and AB, half of their difference
v(A : B) :=
1
2
(v(A,B)− v(B,A)) , (3.12)
is a flow, and its flux gives half the mutual information:∫
A
v(A : B) =
1
2
I(A : B) . (3.13)
Here, with v(B,A) chosen similarly to (3.11), this flow is nothing but the component
vector field vAB in the multiflow:
v(A : B) = vAB . (3.14)
Furthermore, since vAC +vBC is a max flow for AB, it must saturate on the RT surface
m(AB) = m(C), so vAB must vanish there. By the condition (3.2), it also vanishes on
C; therefore it can be set to zero in the homology region r(C). With this choice, vAB
is fully contained in the homology region r(AB) (which is the complement of r(C)).
A more interesting corollary of Theorem 1 is MMI.10 Set n = 4. Given a max
10While one may be tempted to similarly apply this theorem to n-party pure states for n > 4 to
potentially prove other holographic inequalities, such efforts have not been successful to date (but see
footnote 16 on p. 52).
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multiflow {vij}, we construct the following flows:
u1 := vAC + vAD + vBC + vBD =
1
2
(vA + vB − vC − vD)
u2 := vAB + vAD + vCB + vCD =
1
2
(vA − vB + vC − vD)
u3 := vBA + vBD + vCA + vCD =
1
2
(−vA + vB + vC − vD) .
(3.15)
The second equality in each line follows from the condition (3.1) and definition (3.9).
Each ui is of the form (3.6) and is therefore a flow, so its flux through any boundary
region is bounded above by the entropy of that region. In particular,
S(AB) ≥
∫
AB
u1 , S(AC) ≥
∫
AC
u2 , S(BC) ≥
∫
BC
u3 . (3.16)
Summing these three inequalites and using (3.10) leads directly to MMI:
S(AB) + S(AC) + S(BC) ≥
∫
A
(u1 + u2) +
∫
B
(u1 + u3) +
∫
C
(u2 + u3)
=
∫
A
vA +
∫
B
vB +
∫
C
vC −
∫
ABC
vD
= S(A) + S(B) + S(C) + S(D) .
(3.17)
The difference between the left- and right-hand sides of (3.17) is −I3, so (unless −I3
happens to vanish) it is not possible for all of the inequalities (3.16) to be saturated for
a given multiflow. However, Theorem 2, proved in Subsection 5.2, shows as a special
case that any single one of the inequalities (3.16) can be saturated. For example, there
exists a max multiflow such that ∫
AB
u1 = S(AB) . (3.18)
In the graph setting, it can be shown that in fact any two of the inequalities (3.16) can
be saturated [25,30]; however, this is not in general true in the continuum.11
11We thank V. Hubeny for pointing this out to us. Futher details on this point will be presented
elsewhere.
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3.2 Threads
3.2.1 Theorem 1
We can also frame multiflows, Theorem 1, and the proof of MMI in the language
of bit threads. The concept of a multiflow is very natural from the viewpoint of the
bit threads, since the whole set of flows {vij} can be represented by a single thread
configuration. Indeed, for each vij (i < j) we can choose a set of threads with density
equal to |vij|; given (3.2), these end only on Ai or Aj. By (2.9), the number that
connect Ai to Aj is at least the flux of vij:
NAiAj ≥
∫
Ai
vij . (3.19)
Since the density of a union of sets of threads is the sum of their respective densities,
by (3.4) the union of these configurations over all i < j is itself an allowed thread
configuration. Note that this configuration may contain, in any given neighborhood,
threads that are not parallel to each other, and even that intersect each other.
Now suppose that {vij} is a max multiflow. Summing (3.19) over j 6= i for fixed i
yields
n∑
j 6=i
NAiAj ≥
∫
Ai
vi = S(Ai) . (3.20)
But, by (2.8), the total number of threads connecting Ai to all the other regions is also
bounded above by S(Ai):
n∑
j 6=i
NAiAj ≤ S(Ai) . (3.21)
So the inequalities (3.20) and (3.21) must be saturated, and furthermore each inequal-
ity (3.19) must be individually saturated:
NAiAj =
∫
Ai
vij . (3.22)
Thus, in the language of threads, Theorem 1 states that there exists a thread configu-
ration such that, for all i,
n∑
j 6=i
NAiAj = S(Ai) . (3.23)
We will call such a configuration a max thread configuration.
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We will now study the implications of the existence of a max thread configuration
for three and four boundary regions.
3.2.2 Three boundary regions
For n = 3, we have
S(A) = NAB +NAC , S(B) = NAB +NBC , S(C) = NAC +NBC . (3.24)
Since S(AB) = S(C), we find an elegant formula for the mutual information:
I(A : B) = 2NAB . (3.25)
Thus, at least from the viewpoint of calculating the mutual information, it is as if each
thread connecting A and B represents a Bell pair.12 Note that (3.25) also reestablishes
the subadditivity property, since clearly the number of threads cannot be negative.
Similarly to (2.15), we also have for the conditional entropy,
H(B|A) = NBC −NAB . (3.26)
As mentioned in Subsection 2.2, the three mutual informations I(A : B), I(A : C),
I(B : C) determine the entropy vector in R3. Therefore, by (3.25) and its analogues,
the thread counts NAB, NAC , NBC determine the entropy vector, and conversely are
uniquely fixed by it. Thus, in the skeleton graph representation of the entropy vector
shown in Fig. 1 (right side), we can simply put NAB, NAC , NBC as the capacities on
the respective edges; in other words, the thread configuration “is” the skeleton graph.
12Strictly speaking, since a Bell pair has mutual information 2 ln 2, each thread represents 1/ ln 2
Bell pairs. If one really wanted each thread to represent one Bell pair, one could define the threads
to have density |v|/ ln 2, rather than |v|, for a given flow v.
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NAB = NCD = 1
<latexit sha1_base64="b8GkRbDAnlPJWzvnAy8rNEKmi3A=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl15dZ3XdmjdZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G lkjY=</latexit><latexit sha1_base64="b8GkRbDAnlPJWzvnAy8rNEKmi3A=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl15dZ3XdmjdZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G lkjY=</latexit><latexit sha1_base64="b8GkRbDAnlPJWzvnAy8rNEKmi3A=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl15dZ3XdmjdZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G lkjY=</latexit><latexit sha1_base64="b8GkRbDAnlPJWzvnAy8rNEKmi3A=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl15dZ3XdmjdZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G lkjY=</latexit>
NAD = NBC = 1
<latexit sha1_base64="B9Z+EH8fGEK9mgKa52TJ7yeQfGs=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl17dZHXdrptZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G ykjY=</latexit><latexit sha1_base64="B9Z+EH8fGEK9mgKa52TJ7yeQfGs=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl17dZHXdrptZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G ykjY=</latexit><latexit sha1_base64="B9Z+EH8fGEK9mgKa52TJ7yeQfGs=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl17dZHXdrptZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G ykjY=</latexit><latexit sha1_base64="B9Z+EH8fGEK9mgKa52TJ7yeQfGs=">AAAB+ HicbVDLSsNAFL2pr1ofjbp0EyyCq5KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64HIP59zL3Dl+zKhUtv1tFNbWNza3itu lnd29/bJ5cNiRUSIwaeOIRaLnI0kY5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl17dZHXdrptZ3fHMil2157BWiZOTCuRo eebXYBjhJCRcYYak7Dt2rNwUCUUxI1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4MkRrLZW8m/uf1ExXU3JTyOFGE48VDQc IsFVmzFKwhFQQrNtUEYUH1rRYeI4Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3iFN+PJeDHejY/FaMHId47gD4zPH2G ykjY=</latexit>
NAC = NBD = 1
<latexit sha1_base64="Q3ykn1g 3vFgbVcashgQZf8joKCw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0EyyCq5 KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64H IP59zL3Dl+zKhUtv1tFNbWNza3itulnd29/bJ5cNiRUSIwaeOIRaLnI0k Y5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl141 s7pu1zdZ3fHMil2157BWiZOTCuRoeebXYBjhJCRcYYak7Dt2rNwUCUUx I1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4Mk RrLZW8m/uf1ExXU3JTyOFGE48VDQcIsFVmzFKwhFQQrNtUEYUH1rRYeI4 Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3i FN+PJeDHejY/FaMHId47gD4zPH2GrkjY=</latexit><latexit sha1_base64="Q3ykn1g 3vFgbVcashgQZf8joKCw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0EyyCq5 KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64H IP59zL3Dl+zKhUtv1tFNbWNza3itulnd29/bJ5cNiRUSIwaeOIRaLnI0k Y5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl141 s7pu1zdZ3fHMil2157BWiZOTCuRoeebXYBjhJCRcYYak7Dt2rNwUCUUx I1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4Mk RrLZW8m/uf1ExXU3JTyOFGE48VDQcIsFVmzFKwhFQQrNtUEYUH1rRYeI4 Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3i FN+PJeDHejY/FaMHId47gD4zPH2GrkjY=</latexit><latexit sha1_base64="Q3ykn1g 3vFgbVcashgQZf8joKCw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0EyyCq5 KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64H IP59zL3Dl+zKhUtv1tFNbWNza3itulnd29/bJ5cNiRUSIwaeOIRaLnI0k Y5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl141 s7pu1zdZ3fHMil2157BWiZOTCuRoeebXYBjhJCRcYYak7Dt2rNwUCUUx I1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4Mk RrLZW8m/uf1ExXU3JTyOFGE48VDQcIsFVmzFKwhFQQrNtUEYUH1rRYeI4 Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3i FN+PJeDHejY/FaMHId47gD4zPH2GrkjY=</latexit><latexit sha1_base64="Q3ykn1g 3vFgbVcashgQZf8joKCw=">AAAB+HicbVDLSsNAFL2pr1ofjbp0EyyCq5 KIYDeFal24kgr2AW0Ik+mkHTqZhJmJUEO+xI0LRdz6Ke78G6dtFtp64H IP59zL3Dl+zKhUtv1tFNbWNza3itulnd29/bJ5cNiRUSIwaeOIRaLnI0k Y5aStqGKkFwuCQp+Rrj9pzvzuIxGSRvxBTWPihmjEaUAxUlryzPKdl141 s7pu1zdZ3fHMil2157BWiZOTCuRoeebXYBjhJCRcYYak7Dt2rNwUCUUx I1lpkEgSIzxBI9LXlKOQSDedH55Zp1oZWkEkdHFlzdXfGykKpZyGvp4Mk RrLZW8m/uf1ExXU3JTyOFGE48VDQcIsFVmzFKwhFQQrNtUEYUH1rRYeI4 Gw0lmVdAjO8pdXSee86thV5/6i0qjlcRThGE7gDBy4hAbcQgvagCGBZ3i FN+PJeDHejY/FaMHId47gD4zPH2GrkjY=</latexit>
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<latexit sha1_b ase64="BAeVOBC5ObWqGCFk52KlP 7hcwRg=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0 oWy2k3btZhN2N0IJ/QVePCji1Z/k zX/jts1BWx8MPN6bYWZekAiujet+ O4W19Y3NreJ2aWd3b/+gfHjU0nGqG DZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaq zUuOmXK27VnYOsEi8nFchR75e/eo OYpRFKwwTVuuu5ifEzqgxnAqelXq oxoWxMh9i1VNIItZ/ND52SM6sMSBg rW9KQufp7IqOR1pMosJ0RNSO97M3 E/7xuasJrP+MySQ1KtlgUpoKYmMy +JgOukBkxsYQyxe2thI2ooszYbEo2 BG/55VXSuqh6btVrXFZqt3kcRTiB UzgHD66gBvdQhyYwQHiGV3hzHp0X 5935WLQWnHzmGP7A+fwBkt2MxQ==< /latexit><latexit sha1_b ase64="BAeVOBC5ObWqGCFk52KlP 7hcwRg=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0 oWy2k3btZhN2N0IJ/QVePCji1Z/k zX/jts1BWx8MPN6bYWZekAiujet+ O4W19Y3NreJ2aWd3b/+gfHjU0nGqG DZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaq zUuOmXK27VnYOsEi8nFchR75e/eo OYpRFKwwTVuuu5ifEzqgxnAqelXq oxoWxMh9i1VNIItZ/ND52SM6sMSBg rW9KQufp7IqOR1pMosJ0RNSO97M3 E/7xuasJrP+MySQ1KtlgUpoKYmMy +JgOukBkxsYQyxe2thI2ooszYbEo2 BG/55VXSuqh6btVrXFZqt3kcRTiB UzgHD66gBvdQhyYwQHiGV3hzHp0X 5935WLQWnHzmGP7A+fwBkt2MxQ==< /latexit><latexit sha1_b ase64="BAeVOBC5ObWqGCFk52KlP 7hcwRg=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0 oWy2k3btZhN2N0IJ/QVePCji1Z/k zX/jts1BWx8MPN6bYWZekAiujet+ O4W19Y3NreJ2aWd3b/+gfHjU0nGqG DZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaq zUuOmXK27VnYOsEi8nFchR75e/eo OYpRFKwwTVuuu5ifEzqgxnAqelXq oxoWxMh9i1VNIItZ/ND52SM6sMSBg rW9KQufp7IqOR1pMosJ0RNSO97M3 E/7xuasJrP+MySQ1KtlgUpoKYmMy +JgOukBkxsYQyxe2thI2ooszYbEo2 BG/55VXSuqh6btVrXFZqt3kcRTiB UzgHD66gBvdQhyYwQHiGV3hzHp0X 5935WLQWnHzmGP7A+fwBkt2MxQ==< /latexit><latexit sha1_b ase64="BAeVOBC5ObWqGCFk52KlP 7hcwRg=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0 oWy2k3btZhN2N0IJ/QVePCji1Z/k zX/jts1BWx8MPN6bYWZekAiujet+ O4W19Y3NreJ2aWd3b/+gfHjU0nGqG DZZLGLVCahGwSU2DTcCO4lCGgUC2 8H4bua3n1BpHssHM0nQj+hQ8pAzaq zUuOmXK27VnYOsEi8nFchR75e/eo OYpRFKwwTVuuu5ifEzqgxnAqelXq oxoWxMh9i1VNIItZ/ND52SM6sMSBg rW9KQufp7IqOR1pMosJ0RNSO97M3 E/7xuasJrP+MySQ1KtlgUpoKYmMy +JgOukBkxsYQyxe2thI2ooszYbEo2 BG/55VXSuqh6btVrXFZqt3kcRTiB UzgHD66gBvdQhyYwQHiGV3hzHp0X 5935WLQWnHzmGP7A+fwBkt2MxQ==< /latexit>
B
<latexit sha1_base64="omio59k vEVQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCs Ey8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNII tZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MyS Q1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59k vEVQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCs Ey8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNII tZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MyS Q1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59k vEVQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCs Ey8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNII tZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MyS Q1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59k vEVQ455XgB3RHdtTRWpI=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCs Ey8nFcjRGJS/+sOYpRFKwwTVuue5ifEzqgxnAmelfqoxoWxCR9izVNII tZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MyS Q1KtlwUpoKYmMy/JkOukBkxtYQyxe2thI2poszYbEo2BG/15XXSvqp6bt VrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AlGGMxg==</latexit>
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<latexit sha1_b ase64="/9k1Jv5/ArFaNoalXd7NE Fzrfuc=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GOxF48t2A9o Q9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9 dgobm1vbO8Xd0t7+weFR+fikreNUM WyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaq zUrA/KFbfqLkDWiZeTCuRoDMpf/W HM0gilYYJq3fPcxPgZVYYzgbNSP9 WYUDahI+xZKmmE2s8Wh87IhVWGJIy VLWnIQv09kdFI62kU2M6ImrFe9eb if14vNeGtn3GZpAYlWy4KU0FMTOZ fkyFXyIyYWkKZ4vZWwsZUUWZsNiUb grf68jppX1U9t+o1ryu1uzyOIpzB OVyCBzdQg3toQAsYIDzDK7w5j86L 8+58LFsLTj5zCn/gfP4AleWMxw==< /latexit><latexit sha1_b ase64="/9k1Jv5/ArFaNoalXd7NE Fzrfuc=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GOxF48t2A9o Q9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9 dgobm1vbO8Xd0t7+weFR+fikreNUM WyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaq zUrA/KFbfqLkDWiZeTCuRoDMpf/W HM0gilYYJq3fPcxPgZVYYzgbNSP9 WYUDahI+xZKmmE2s8Wh87IhVWGJIy VLWnIQv09kdFI62kU2M6ImrFe9eb if14vNeGtn3GZpAYlWy4KU0FMTOZ fkyFXyIyYWkKZ4vZWwsZUUWZsNiUb grf68jppX1U9t+o1ryu1uzyOIpzB OVyCBzdQg3toQAsYIDzDK7w5j86L 8+58LFsLTj5zCn/gfP4AleWMxw==< /latexit><latexit sha1_b ase64="/9k1Jv5/ArFaNoalXd7NE Fzrfuc=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GOxF48t2A9o Q9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9 dgobm1vbO8Xd0t7+weFR+fikreNUM WyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaq zUrA/KFbfqLkDWiZeTCuRoDMpf/W HM0gilYYJq3fPcxPgZVYYzgbNSP9 WYUDahI+xZKmmE2s8Wh87IhVWGJIy VLWnIQv09kdFI62kU2M6ImrFe9eb if14vNeGtn3GZpAYlWy4KU0FMTOZ fkyFXyIyYWkKZ4vZWwsZUUWZsNiUb grf68jppX1U9t+o1ryu1uzyOIpzB OVyCBzdQg3toQAsYIDzDK7w5j86L 8+58LFsLTj5zCn/gfP4AleWMxw==< /latexit><latexit sha1_b ase64="/9k1Jv5/ArFaNoalXd7NE Fzrfuc=">AAAB6HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GOxF48t2A9o Q9lsJ+3azSbsboQS+gu8eFDEqz/J m//GbZuDtj4YeLw3w8y8IBFcG9f9 dgobm1vbO8Xd0t7+weFR+fikreNUM WyxWMSqG1CNgktsGW4EdhOFNAoEd oJJfe53nlBpHssHM03Qj+hI8pAzaq zUrA/KFbfqLkDWiZeTCuRoDMpf/W HM0gilYYJq3fPcxPgZVYYzgbNSP9 WYUDahI+xZKmmE2s8Wh87IhVWGJIy VLWnIQv09kdFI62kU2M6ImrFe9eb if14vNeGtn3GZpAYlWy4KU0FMTOZ fkyFXyIyYWkKZ4vZWwsZUUWZsNiUb grf68jppX1U9t+o1ryu1uzyOIpzB OVyCBzdQg3toQAsYIDzDK7w5j86L 8+58LFsLTj5zCn/gfP4AleWMxw==< /latexit>
D
<latexit sha1_base64="NsLos3l aW3WlkybC0/eUHSYSJS0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8H hvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZf YNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6y SrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj 1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJ DUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/g D5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3l aW3WlkybC0/eUHSYSJS0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8H hvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZf YNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6y SrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj 1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJ DUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/g D5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3l aW3WlkybC0/eUHSYSJS0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8H hvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZf YNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6y SrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj 1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJ DUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/g D5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3l aW3WlkybC0/eUHSYSJS0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8H hvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8uFRS8epYthksYhVJ6AaBZf YNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6y SrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj 1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJ DUo2WJRmApiYjL7mgy4QmbExBLKFLe3EjaiijJjsynZELzll1dJ66LquV WvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/g D5/MHl2mMyA==</latexit>
A
<latexit sha1_base64="BAeVOBC 5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN 6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU 2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOs Ei8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNII tZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MyS Q1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7 A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC 5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN 6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU 2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOs Ei8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNII tZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MyS Q1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7 A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC 5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN 6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU 2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOs Ei8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNII tZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MyS Q1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7 A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC 5ObWqGCFk52KlP7hcwRg=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN 6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU 2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOs Ei8nFchR75e/eoOYpRFKwwTVuuu5ifEzqgxnAqelXqoxoWxMh9i1VNII tZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MyS Q1KtlgUpoKYmMy+JgOukBkxsYQyxe2thI2ooszYbEo2BG/55VXSuqh6bt VrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7 A+fwBkt2MxQ==</latexit>
B
<latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit>
C
<latexit sha1_base64="/9k1Jv5 /ArFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDW iZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE 2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZp AYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+ o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5 /ArFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDW iZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE 2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZp AYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+ o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5 /ArFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDW iZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE 2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZp AYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+ o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5 /ArFaNoalXd7NEFzrfuc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0 lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeL w3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgkt sGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDW iZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE 2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZp AYlWy4KU0FMTOZfkyFXyIyYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+ o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/ gfP4AleWMxw==</latexit>
D
<latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit>
A
<latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit>
B
<latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit><latexit sha1_base64="omio59kvEVQ455XgB3RHdtTRWpI=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOpF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipWR+UK27VXYCsEy8nFcjRGJS/+sOYpRFKwwTVuue5 ifEzqgxnAmelfqoxoWxCR9izVNIItZ8tDp2RC6sMSRgrW9KQhfp7IqOR1tMosJ0RNWO96s3F/7xeasJbP+MySQ1KtlwUpoKYmMy/JkOukBkxtYQyxe 2thI2poszYbEo2BG/15XXSvqp6btVrXldq9TyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AlGGMxg==</latexit>
C
<latexit sha1_base64="/9k1Jv5/ArFaNoalXd7NEFzrfuc=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPc xPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4v ZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/ArFaNoalXd7NEFzrfuc=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPc xPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4v ZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/ArFaNoalXd7NEFzrfuc=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPc xPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4v ZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit><latexit sha1_base64="/9k1Jv5/ArFaNoalXd7NEFzrfuc=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GOxF48t2A9oQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7 +weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoJJfe53nlBpHssHM03Qj+hI8pAzaqzUrA/KFbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPc xPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGtn3GZpAYlWy4KU0FMTOZfkyFXyIyYWkKZ4v ZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryu1uzyOIpzBOVyCBzdQg3toQAsYIDzDK7w5j86L8+58LFsLTj5zCn/gfP4AleWMxw==</latexit>
D
<latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit><latexit sha1_base64="NsLos3laW3WlkybC0/eUHSYSJS0=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GNRDx5bsB/QhrLZTtq1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3 dvf2D8uFRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS465frrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667n JsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3RKzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4QmbExBLKFL e3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxDHZrAAOEZXuHNeXRenHfnY9FacPKZY/gD5/MHl2mMyA==</latexit>
A
<latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit><latexit sha1_base64="BAeVOBC5ObWqGCFk52KlP7hcwRg=">AAAB6 HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPVi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd 3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzUuOmXK27VnYOsEi8nFchR75e/eoOYpRFKwwTVuuu5 ifEzqgxnAqelXqoxoWxMh9i1VNIItZ/ND52SM6sMSBgrW9KQufp7IqOR1pMosJ0RNSO97M3E/7xuasJrP+MySQ1KtlgUpoKYmMy+JgOukBkxsYQyxe 2thI2ooszYbEo2BG/55VXSuqh6btVrXFZqt3kcRTiBUzgHD66gBvdQhyYwQHiGV3hzHp0X5935WLQWnHzmGP7A+fwBkt2MxQ==</latexit>
B
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Figure 2: Left: Star graph with capacity 1 on each edge. The entropies derived
from this graph are those of a perfect tensor, (2.22), with S0 = 1. In particular, all
the pairwise mutual informations vanish and −I3 = 2. Right: The three max thread
configurations on this graph.
3.2.3 Four boundary regions
For n = 4, we have, similarly to (3.24),
S(A) = NAB +NAC +NAD
S(B) = NAB +NBC +NBD
S(C) = NAC +NBC +NCD
S(D) = NAD +NBD +NCD .
(3.27)
The entropies of pairs of regions, S(AB), S(AC), and S(BC) also enter in MMI. A max
thread configuration does not tell us these entropies, only the entropies of individual
regions. Nonetheless, for any valid thread configuration, we have the bound (2.8). In
particular, S(AB) is bounded below by the total number of threads connecting AB to
CD:
S(AB) ≥ N(AB)(CD) = NAC +NBC +NAD +NBD . (3.28)
Similarly,
S(AC) ≥ NAB +NAD +NBC +NCD
S(BC) ≥ NAB +NAC +NBD +NCD .
(3.29)
Inequalities (3.27), (3.28), and (3.29) together imply MMI.
As we did for three parties, we can look at the mutual information between two
regions. However, using (3.27) and (3.28), we now merely find a bound rather than an
equality:
I(A : B) ≤ 2NAB . (3.30)
Thus, in a four-party max configuration, each thread connecting A and B does not
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necessarily represent a “Bell pair.” To understand how this can occur, it is useful to
look at a simple illustrative example, shown in Fig. 2, which is a star graph where
each edge has capacity 1. It is easy to evaluate the entropies of the single vertices and
pairs. One finds that they have the form (2.22) with S0 = 1; in other words, this graph
represents a perfect tensor. In particular, all pairwise mutual informations vanish,
while −I3 = 2. As shown in Fig. 2, there are three max thread configurations. Each
such configuration has two threads, which connect the external vertices in all possible
ways.
The above example highlights the fact that, unlike for n = 3, the thread counts
NAiAj are not determined by the entropies: in (3.27) there are only 4 equations for the
6 unknown NAiAj , while the entropies of pairs of regions only impose the inequality
constraints (3.28), (3.29) on the NAiAj . However, based on Theorem 2 as summarized
above (3.18), we know that there exists a max thread configuration that saturates (3.28)
and therefore (3.30). The same configuration has I(C : D) = 2NCD. Similarly, there
exists a (in general different) max configuration such that I(A : C) = 2NAC and I(B :
D) = 2NBD, and yet another one such that I(A : D) = 2NAD and I(B : C) = 2NBC .
In summary, 1
2
I(Ai : Aj) is the minimal number of threads connecting Ai and Aj,
while −I3 is the total number of “excess” threads in any configuration:
− I3 =
n∑
i<j
(
NAiAj −
1
2
I(Ai : Aj)
)
. (3.31)
These −I3 many threads are free to switch how they connect the different regions, in
the manner of Fig. 2.
So far we have treated the n = 3 and n = 4 cases separately, but they are related
by the operation of merging boundary regions. For example, given the four regions A,
B, C, D, we can consider CD to be a single region, effectively giving a three-boundary
decomposition. Under merging, not every four-party max thread configuration becomes
a three-party max configuration. For example, in the case illustrated in Fig. 2, if we
consider CD as a single region then, since S(CD) = 2, any max thread configuration
must have two threads connecting CD to AB. Thus, the middle configuration, with
NAB = NCD = 1, is excluded as a three-party max configuration.
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4 State decomposition conjecture
In this section we consider the thread configurations discussed in the previous sec-
tion for different numbers of boundary regions. Taking seriously the idea that the
threads represent entanglement in the field theory, we now ask what these configura-
tions tell us about the entanglement structure of holographic states. We will consider
in turn decomposing the boundary into two, three, four, and more regions.
For two complementary boundary regions A and B, the number of threads con-
necting A and B in a max configuration is NAB = S(A) = S(B), so in some sense
each thread represents an entangled pair of qubits with one qubit in A and the other in
B. Of course, these qubits are not spatially localized in the field theory—in particular
they are not located at the endpoints of the thread—since even in a max configuration
the threads have a large amount of freedom in where they attach to the boundary.
For three boundary regions, as discussed in Subsection 3.2.2, the max thread con-
figuration forms a triangle, with the number of threads on the AB edge fixed to be
NAB =
1
2
I(A : B) and similarly with the AC and BC edges. If we take this picture
seriously as a representation of the entanglement structure of the state itself, it sug-
gests that the state contains only bipartite entanglement. In other words, there is a
decomposition of the A,B,C Hilbert spaces,
HA = HA1 ⊗HA2 , HB = HB1 ⊗HB3 , HC = HC2 ⊗HC3 , (4.1)
(again, this is not a spatial decomposition) such that the full state decomposes into a
product of three bipartite-entangled pure states:
|ψ〉ABC = |ψ1〉A1B1 ⊗ |ψ2〉A2C2 ⊗ |ψ3〉B3C3 , (4.2)
each of which carries all the mutual information between the respective regions:
S(A1) = S(B1) =
1
2
I(A : B)
S(A2) = S(C2) =
1
2
I(A : C) (4.3)
S(B3) = S(C3) =
1
2
I(B : C) .
(Of course, any of the factors in (4.2) can be trivial, if the corresponding mutual
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information vanishes.)
So far the picture only includes bipartite entanglement. For four boundary regions,
however, with only bipartite entanglement we would necessarily have −I3 = 0, which
we know is not always the case in holographic states. Furthermore, as we saw in
Subsection 3.2.3, even in a max thread configuration, the number of threads in each
group, say NAB, is not fixed. We saw that there is a minimal number
1
2
I(Ai : Aj) of
threads connecting Ai and Aj, plus a number −I3 of “floating” threads that can switch
which pairs of regions they connect. This situation is summarized by the skeleton graph
of Fig. 1, which includes six edges connecting pairs of external vertices with capacities
equal to half the respective mutual informations, plus a star graph connecting all
four at once with capacity −1
2
I3. The star graph has perfect-tensor entropies. This
suggests that the state itself consists of bipartite-entangled pure states connecting pairs
of regions times a four-party perfect tensor:
|ψ〉ABCD = |ψ1〉A1B1 ⊗ |ψ2〉A2C2 ⊗ |ψ3〉A3D3 ⊗ |ψ4〉B4C4 ⊗ |ψ5〉B5D5 ⊗ |ψ6〉C6D6
⊗ |PT 〉A7B7C7D7 .
(4.4)
(Again, any of these factors can be trivial.) This is the simplest ansatz for a four-party
pure state consistent with what we know about holographic entanglement entropies.
In this ansatz the MMI property is manifest.
The conjectures (4.2), (4.4) for the form of the state for three and four regions
respectively are in fact equivalent. The four-region conjecture implies the three-region
one, either by taking one of the regions to be empty or by merging two of the regions. A
four-party perfect tensor, under merging two of the parties, factorizes into two bipartite-
entangled states. For example, if we write C ′ = CD, then the bipartite-entangled
factors in (4.4) clearly take the form (4.2), while the perfect-tensor factor splits into
bipartite-entangled pieces:
|PT 〉A7B7C7D7 = |ψ′1〉A7C′7,1 ⊗ |ψ
′
2〉B7C′7,2 (4.5)
for some decomposition HC′7 = HC7 ⊗ HD7 ∼= HC′7,1 ⊗ HC′7,2 , as follows from the fact
that I(A7 : B7)|PT 〉 = 0.
Conversely, the three-region decomposition implies the four-region one, as follows
[31]. Suppose a pure state on ABCD contains only bipartite entanglement when any
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two parties are merged. For example, when merging C and D, it has only bipartite
entanglement, and in particular contains an entangled pure state between part of A
and part of B, with entropy I(A : B)/2. There is a similar pure state shared between
any pair of parties. These factors carry all of the pairwise mutual information, so what
is left has vanishing pairwise mutual informations and is therefore a four-party PT (or,
if −I3 vanishes, a completely unentangled state).
We remind the reader that, throughout this paper, we have been working in the
classical, or large-N , limit of the holographic system, and we emphasize that the state
decomposition conjectures stated above should be understood in this sense. Thus we
are not claiming that the state takes the form (4.2) or (4.4) exactly, but rather only up
to corrections that are subleading in 1/N . If we consider, for example, a case where
I(A : B) = 0 at leading order, such as where A and B are well-separated regions,
the three-party decomposition (4.2) would suggest that ρAB = ρA ⊗ ρB. However,
even in this case I(A : B) could still be of order O(1), so we should not expect this
decomposition to hold approximately in any norm, but rather in a weaker sense.
Support for these conjectures comes from tensor-network toy models of hologra-
phy [19,31,34]. Specifically, it was shown in [31] that random stabilizer tensor network
states at large N indeed have the form (4.2), (4.4) at leading order in 1/N . More
precisely, these decompositions hold provided one traces out O(1) many degrees of
freedom in each subsystem. In other words, there are other types of entanglement
present (such as GHZ-type entanglement), but these make a subleading contribution
to the entropies. We believe that it would be interesting to prove or disprove the state
decomposition conjectures (4.2), (4.4), as well as to sharpen them by clarifying the
possible form of the 1/N corrections.
Finally, we note that it is straightforward to generalize (4.2) and (4.4) to more than
four regions. Namely, we can conjecture that for n parties, |ψ〉A1...An decomposes into
a direct product of states, each realizing an extremal ray in the n-party holographic
entropy cone. (Note that the above procedure of using the three-party decomposition
to remove bipartite entanglement between any two parties also works in the n-party
case, but what is left is not necessarily an extremal vector as it is for n = 4.) A new
feature that arises for n > 4, as mentioned in Subsection 2.2.2, is that a generic vector
in the holographic entropy cone no longer admits a unique decomposition into extremal
rays. Therefore the amount of entropy carried by each factor in the state decomposition
cannot be deduced just from the entropy vector, but would require some more fine-
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grained information about the state. Another new feature that arises for n > 5 is that
the extremal rays no longer arise only from perfect tensors; rather, new entanglement
structures are involved. It would be interesting to explore whether the thread picture
throws any light on these issues.
5 Proofs
In this section, we give proofs of our main results on the existence of multiflows in
Riemannian geometries. We are not claiming mathematical rigor, particularly when
it comes to functional analytical aspects. To simplify the notation, we set 4GN = 1
throughout this section.
5.1 Theorem 1
For convenience, we repeat the definition of a multiflow and the statement of The-
orem 1.
Definition 1 (Multiflow). Given a Riemannian manifold M with boundary13 ∂M, let
A1, . . . , An be non-overlapping regions of ∂M (i.e. for i 6= j, Ai ∩Aj is codimension-1
or higher in ∂M) covering ∂M (∪iAi = ∂M). A multiflow is a set of vector fields vij
on M satisfying the following conditions:
vij = −vji (5.1)
nˆ · vij = 0 on Ak (k 6= i, j) (5.2)
∇ · vij = 0 (5.3)
n∑
i<j
|vij| ≤ 1 (5.4)
Theorem 1 (Max multiflow). There exists a multiflow {vij} such that for each i, the
sum
vi :=
n∑
j=1
vij (5.5)
13As mentioned in footnote 4, the case where M has an “internal boundary” B is also physically
relevant. In this case, B not included in the decomposition into regions Ai, all flows are required to
satisfy the boundary condition n · v = 0 on B, and homology relations are imposed relative to B. The
reader can verify by following the proofs, with ∂M replaced by ∂M\ B, that all of our results hold
in this case as well.
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is a max flow for Ai, that is, ∫
Ai
vi = S(Ai) . (5.6)
Our proof of Theorem 1 will not be constructive. Rather, using tools from the
theory of convex optimization, specifically strong duality of convex programs,14 we will
establish abstractly the existence of a multiflow obeying (5.6). The methods employed
here will carry over with only small changes to the discrete case, as shown in Section 6.
Proof of Theorem 1. As discussed in Subsection 3.1, for any multiflow, vi is a flow and
therefore obeys ∫
Ai
vi ≤ S(Ai) . (5.7)
What we will show is that there exists a multiflow such that
n∑
i=1
∫
Ai
vi ≥
n∑
i=1
S(Ai) . (5.8)
This immediately implies that (5.7) is saturated for all i.
In order to prove the existence of a multiflow obeying (5.8), we will consider the
problem of maximizing the left-hand side of (5.8) over all multiflows as a convex op-
timization problem, or convex program. That this problem is convex follows from the
following facts: (1) the variables (the vector fields vij) have a natural linear structure;
(2) the equality constraints (5.1), (5.2), (5.3) are affine (in fact linear); (3) the in-
equality constraint (5.4) is convex (i.e. it is preserved by taking convex combinations);
(4) the objective, the left-hand side of (5.8), is a concave (in fact linear) functional.
We will find the Lagrangian dual of this problem, which is another convex program
involving the constrained minimization of a convex functional. We will show that the
objective of the dual program is bounded below by the right-hand side of (5.8), and
therefore its minimum d? is bounded below:
d? ≥
n∑
i=1
S(Ai) . (5.9)
We will then appeal to strong duality, which states that the maximum p? of the original
14We refer the reader to [6] for an excellent guide to this rich subject, but we also recommend [22]
for a short physicist-friendly introduction summarizing the concepts and results applied here.
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(primal) program equals the minimum of the dual,
p? = d? . (5.10)
We thus obtain
p? ≥
n∑
i=1
S(Ai) , (5.11)
showing that there is a multiflow obeying (5.8).
To summarize, we need to (a) derive the dual program and show that strong duality
holds, and (b) show that its objective is bounded below by
∑n
i=1 S(Ai). We will do
these in turn. Many of the steps are similar to those in the proof of the Riemannian
max flow-min cut theorem, described in [22]; the reader who wishes to see the steps
explained in more detail should consult that reference.
(a) Dualization: The Lagrangian dual of a convex program is defined by introducing
a Lagrange multiplier for each constraint and then integrating out the original (primal)
variables, leaving a program written in terms of the Lagrange multipliers. More specif-
ically, an inequality constraint is enforced by a Lagrange multiplier λ which is itself
subject to the inequality constraint λ ≥ 0. In integrating out the primal variables, the
objective plus Lagrange multiplier terms (together called the Lagrangian) is minimized
or maximized without enforcing the constraints. The resulting function of the Lagrange
multipliers is the objective of the dual program. The requirement that the minimum
or maximum of the Lagrangian is finite defines the constraints of the dual program (in
addition to the constraints λ ≥ 0 mentioned above). If the primal is a minimization
program then the dual is a maximization one and vice versa.
In fact it is not necessary to introduce a Lagrange multiplier for each constraint
of the primal program. Some constraints can be kept implicit, which means that no
Lagrange multiplier is introduced and those constraints are enforced when integrating
out the primal variables.
Our task is to dualize the program of maximizing
∑n
i=1
∫
Ai
vi over all multiflows, i.e.
over sets {vij} of vector fields obeying (5.1)–(5.4); as discussed above, this is a convex
program. We will choose to keep (5.1) and (5.2) implicit. For the constraint (5.3), we
introduce a set of Lagrange multipliers ψij (i < j), each of which is a scalar field on
M. Note that ψij is only defined for i < j since, given the implicit constraint (5.1), the
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constraint (5.3) only needs to be imposed for i < j. For the inequality constraint (5.4)
we introduce the Lagrange multiplier λ, which is also a scalar function on M and is
subject to the constraint λ ≥ 0. The Lagrangian is
L
[{vij}, {ψij}, λ] = n∑
i=1
∫
Ai
√
h
n∑
j=1
nˆ · vij
+
∫
M
√
g
[
n∑
i<j
ψij∇ · vij + λ
(
1−
n∑
i<j
|vij|
)]
.
(5.12)
Rewriting the first term slightly, integrating the divergence term by parts, and using
the constraint (5.2), the Lagrangian becomes
L
[{vij}, {ψij}, λ] = n∑
i<j
[∫
Ai
√
h nˆ · vij(ψij + 1) +
∫
Aj
√
h nˆ · vij(ψij − 1)
]
+
∫
M
√
g
[
λ−
n∑
i<j
(
vij · ∇ψij + λ|vij|
)]
.
(5.13)
We now maximize the Lagrangian with respect to vij (again, only imposing con-
straints (5.1), (5.2) but not (5.3), (5.4)). The requirement that the maximum is finite
leads to constraints on the dual variables {ψij}, λ. Since the Lagrangian, as written
in (5.13), is ultralocal in vij, we can do the maximization pointwise. On the boundary,
for a given i < j, at a point in Ai or Aj, nˆ · vij can take any value. Therefore, in order
for the maximum to be finite, its coefficient must vanish, leading to the constraints
ψij = −1 on Ai , ψij = 1 on Aj . (5.14)
When those constraints are satisfied, the boundary term vanishes. In the bulk, the
term −(vij · ∇ψij + λ|vij|) is unbounded above as a function of vij unless
λ ≥ |∇ψij| , (5.15)
in which case the maximum (at vij = 0) vanishes. (As a result of (5.15), the constraint
λ ≥ 0 is automatically satisfied and can be dropped.) The only term left in the
Lagrangian is
∫
M
√
g λ.
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All in all, we are left with the following dual program:
Minimize
∫
M
√
g λ with respect to {ψij}, λ
subject to λ ≥ |∇ψij| , ψij = −1 on Ai , ψij = 1 on Aj , (5.16)
where again, ψij is defined only for i < j.
Strong duality follows from the fact that Slater’s condition is satisfied. Slater’s
condition states that there exists a value for the primal variables such that all equality
constraints are satisfied and all inequality constraints are strictly satisfied (i.e. satisfied
with ≤ replaced by <). This is the case here: the configuration vij = 0 satisfies all the
equality constraints and strictly satisfies the norm bound (5.4).
(b) Bound on dual objective: It remains to show that, subject to the constraints
in (5.16), the objective is bounded below by
∑
i S(Ai).
First, because ψij = −1 on Ai and 1 on Aj, for any curve C from a point in Ai to
a point in Aj, we have∫
C
ds λ ≥
∫
C
ds |∇ψij| ≥
∫
C
ds tˆ · ∇ψij =
∫
C
dψij = 2 , (5.17)
where ds is the proper length element, tˆ is the unit tangent vector, and in the second
inequality we used the Cauchy-Schwarz inequality. Now, for each i, define the function
φi(x) on M as the minimum of
∫
C ds λ over any curve from Ai to x:
φi(x) = infC from
Ai to x
∫
C
ds λ . (5.18)
By virtue of (5.17),
φi(x) + φj(x) ≥ 2 (i 6= j) . (5.19)
Define the region Ri as follows:
Ri := {x ∈M : φi(x) < 1} . (5.20)
It follows from (5.19) that Ri ∩ Rj = ∅ for i 6= j. Given that λ ≥ 0, this implies that
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the dual objective is bounded below by the sum of the integrals on the Ris:∫
M
√
g λ ≥
n∑
i=1
∫
Ri
√
g λ . (5.21)
Finally, we will show that each term in the sum on the right-hand side of (5.21)
is bounded below by S(Ai). Using Hamilton-Jacobi theory, where we treat
∫
C
ds λ as
the action, it is straightforward to show that |∇φi| = λ, so this term can be written∫
Ri
√
g|∇φi|. This integral in turn equals the average area of the level sets of φi for
values between 0 and 1. Since φi = 0 on Ai and ≥ 2 on Ai, each level set is homologous
to Ai and so has area at least as large as that of the minimal surface m(Ai). This
is precisely S(Ai), so the average is also at least S(Ai). (The reasoning here is the
same as used in the proof of the max flow-min cut theorem; see in particular Step 3 of
Section 3.2 in [22].) This completes the proof.
We end this subsection with two comments on the proof. The first is that the con-
verse to (5.17) holds, in other words, given a function λ onM such that ∫
C
ds λ ≥ 2 for
any curve C connecting different boundary regions, there exist functions ψij satisfying
the constraints of the dual program (5.16). These can be constructed in terms of the
functions φi and regions Ri defined above:
ψij =

φi − 1 on Ri
1− φj on Rj
0 elsewhere
. (5.22)
Thus (5.16) is equivalent to the following program:
Minimize
∫
M
√
g λ with respect to λ
subject to
∫
C
ds λ ≥ 2 for all C connecting different boundary regions. (5.23)
This program is the continuum analogue of the “metrics on graphs” type of program
that arises as duals of graph multiflow programs (see [30]).
Second, we know from Theorem 1 that the bound (5.11) is saturated, implying
that (5.9) is saturated. In fact, it is straightforward to construct the minimizing con-
figuration {ψij}, λ which achieves this bound. Letting m(Ai) be the minimal surface
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homologous to Ai and r(Ai) the corresponding homology region, we set
ψij =

−1 on r(Ai)
1 on r(Aj)
0 elsewhere
, λ =
∑
i
δm(Ai) , (5.24)
where δm(Ai) is a delta-function supported on m(Ai).
5.2 Theorem 2
In this subsection we prove a theorem which establishes a sort of “nesting property”
for multiflows. The theorem states that a multiflow exists that not only provides a max
flow for each individual region Ai but also for any given set of regions s ⊂ {Ai}. (The
example n = 4, s = AB was considered in (3.18).) The corresponding flow vs is defined
as the sum of the vector fields vij from s to s
c:
vs :=
∑
Ai∈s
Aj 6∈s
vij . (5.25)
Being a max flow means ∫
s
vs = S(s) . (5.26)
For example, this was applied in Subsection 3.1 to the four-region case with s = AB.
Theorem 2 (Nested max multiflow). Given a composite boundary region s ⊂ {Ai},
there exists a multiflow {vij} such that for each i, the sum
vi :=
n∑
j=1
vij (5.27)
is a max flow for Ai, that is, ∫
Ai
vi = S(Ai) , (5.28)
and the sum
vs :=
∑
Ai∈s
Aj 6∈s
vij . (5.29)
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is a max flow for s, that is, ∫
s
vs = S(s) . (5.30)
Proof of Theorem 2. The proof proceeds very similarly to that for Theorem 1; we will
only point out the differences. Since vs is automatically a flow, in addition to (5.7) we
have ∫
s
vs ≤ S(s) . (5.31)
Therefore, to prove the theorem, it suffices to show that there exists a multiflow such
that (in place of (5.8)),
∫
s
vs +
n∑
i=1
∫
Ai
vi ≥ S(s) +
n∑
i=1
S(Ai) . (5.32)
For this purpose we dualize the program of maximizing the left-hand side of (5.32)
over multiflows. Compared to the proof of Theorem 1, this adds a term
∫
s
vs to the
primal objective, and therefore to the Lagrangian (5.12). This term can be written
∑
i<j
Ai∈s
Aj 6∈s
∫
Ai
√
h nˆ · vij −
∑
i<j
Ai 6∈s
Aj∈s
∫
Aj
√
h nˆ · vij . (5.33)
This term has the effect, after integrating out the vijs, of changing the boundary
conditions for the dual variables ψij. The dual program is now
Minimize
∫
M
√
g λ with respect to {ψij}, λ
subject to λ ≥ |∇ψij| ,
ψij
∣∣
Ai
=
−2 , Ai ∈ s, Aj 6∈ s−1 , otherwise
ψij
∣∣
Aj
=
2 , Ai 6∈ s, Aj ∈ s1 , otherwise .
(5.34)
This implies that the bound (5.17) on
∫
C ds λ for a curve C from a point in Ai to a
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point in Aj becomes
∫
C
ds λ ≥
2 , Ai, Aj ∈ s or Ai, Aj /∈ s3 , Ai ∈ s, Aj 6∈ s or Ai 6∈ s, Aj ∈ s . (5.35)
We now define the functions φi and regions Ri as in the proof of Theorem 1, and in
addition the function φs and region Rs:
φs(x) := min
Ai∈s
φi(x) = minC
∫
C
ds λ (5.36)
Rs := {x ∈M : 1 < φs < 2} , (5.37)
where C is any curve from s to x. It follows from (5.18), (5.20), and (5.35) that the
regions Ri do not intersect each other nor Rs. Therefore the objective in (5.34) is
bounded below by ∫
Rs
√
g λ+
n∑
i=1
∫
Ri
√
g λ . (5.38)
The integral over Ri is bounded below by S(Ai) by the same argument as in the proof
of Theorem 1, and the integral over Rs is by S(s) by a similar one: Again, λ = |∇φs|,
so
∫
Rs
√
g λ =
∫
Rs
√
g |∇φs|, which in turn equals the average area of the level sets
of φs for values between 1 and 2. Since φs is 0 on s and ≥ 3 on s¯, those level sets
are homologous to s. Therefore their average area is at least the area of the minimal
surface homologous to s, which is S(s).
6 Multiflows on networks
In this section we investigate multiflows on networks. This study can be thought of
as a discrete analogue of the results in the previous sections, with the spacetime replaced
by a weighted graph, the flows by graph flows, and the Ryu-Takayanagi surfaces by
minimal cuts. Since the results in this section are stand-alone mathematical results,
we will remain agnostic as to how (and if) a network is obtained from a spacetime:
this could be done e.g. via the graph models of [5], in some other way, or not at all.
There are two motivations for the study of multiflows on networks: (1) it could
yield new insights into discrete models of gravity, but also (2) it can produce new
mathematical results and conjectures in graph theory.
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In this section we will report on several items:
1. In Section 6.2 we will give a convex optimization proof of the discrete analogue
of Theorem 1 (Theorem 3 below). Although Theorem 3 has been proven before
in the literature using combinatorial methods, this convex optimization proof is
new to the best of our knowledge, and closely follows the proof in the continuum
setup.
2. We will prove a decomposition of an arbitrary network with three boundary ver-
tices into three subnetworks, such that each subnetwork computes precisely one
of the three boundary mutual informations, and has zero value for the other two
mutual informations. Furthermore, we will conjecture a decomposition of an arbi-
trary network with four boundary vertices into 6+1 subnetworks, such that each
of the six networks computes precisely one of the six pairwise mutual informa-
tions, and has vanishing mutual informations for the other five pairs of boundary
vertices, as well as vanishing tripartite information. The remainder subnetwork
has vanishing mutual informations and has tripartite information equal to that
of the original network. The tripartite decomposition is the discrete analogue of
the decomposition in Section 3.2.2 in the continuous case, and the four-partite
decomposition is a slight generalization of the decomposition in Section 3.2.3.
We will also conjecture a decomposition of networks with arbitrary number of
boundary vertices.
3. On networks with positive rational capacities, we will give a constructive combi-
natorial proof of the existence of a certain configuration of flows (in what we will
call the flow extension lemma, Lemma 2), which by itself is sufficient to establish
the nonnegativity of tripartite information. The result applies to not only undi-
rected graphs, but also more generally to a certain class of directed graphs which
we call inner-superbalanced (to be defined later).
6.1 Background on networks
Denote a graph by (V,E), where V is the set of vertices and E is the set of edges.
We first consider the case of directed graphs. For an edge e ∈ E, denote by s(e) and
t(e) the source and target, respectively, of e. A capacity function on (V,E) is a map
c : E → R≥0. For each e ∈ E, ce := c(e) is called the capacity of e. We refer the
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graph (V,E) together with a capacity function c as a network Σ = (V,E, c). Given a
network Σ, we designate a subset of vertices ∂Σ ⊂ V as the boundary of Σ. Vertices
in ∂Σ play the role of sources or sinks.
Definition 2 (Discrete flows). Given a network Σ = (V,E, c), a flow on Σ is a function
v : E → R≥0 on edges such that the following two properties hold.
1. Capacity constraint: for all edges e ∈ E, |ve| ≤ ce.
2. Flow conservation: for all vertices x 6∈ ∂Σ,
∑
E3e : t(e)=x
ve =
∑
E3e : s(e)=x
ve . (6.1)
For a network Σ = (V,E, c), define the virtual edge set E˜ to be the set of edges
obtained by reversing all directions of edges in E. Then clearly a flow v on Σ can be
uniquely extended to a function, still denoted by v, on Eunionsq E˜ such that ve = −ve˜ where
e˜ ∈ E˜ corresponds to e ∈ E. All flows are implicitly assumed to have been extended
in this way. Then the flow conservation property in (6.1) can be rewritten as
∑
EunionsqE˜3e : s(e)=x
ve = 0, ∀x ∈ V . (6.2)
Definition 3. Let v be a flow on Σ = (V,E, c) and A ⊂ ∂Σ be a subset of the boundary
vertices.
1. The flux of v out of A is defined to be
SΣ(A; v) :=
∑
EunionsqE˜3e : s(e)∈A
ve . (6.3)
2. A max flow on A is a flow that has maximal flux out of A among all flows. The
maximal flux is denoted by SΣ(A) (or S(A) when no confusion arises), i.e.
SΣ(A) = max
v flow
SΣ(A; v) . (6.4)
3. An edge cut set C with respect to A is a set of edges such that there exists a
partition V = V1 unionsq V2 with A ⊂ V1, ∂Σ \ A ⊂ V2, and C = {e ∈ E : s(e) ∈
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V1, t(e) ∈ V2}. The value of C is defined to be |C| =
∑
e∈C c
e. A min cut with
respect to A is an edge cut set that has minimal value among all edge cut sets.
It is a classical result (the max-flow min-cut theorem) [12,14] that S(A) is equal to
the value of a min cut with respect to A.
In the continuum setup, S(A) plays the role of entanglement entropy of the bound-
ary region A by the Ryu-Takayanagi formula. On networks, we still call S(A) the
“entropy” of A by analogy. Similarly, for pairwise nonoverlapping boundary subsets
A,B,C, define the mutual information and the tripartite information by
I(A : B) := S(A) + S(B)− S(AB) (6.5)
−I3(A : B : C) := S(AB) + S(BC) + S(AC)− S(A)− S(B)− S(C)− S(ABC) .
(6.6)
If (V,E) is an undirected graph, it can be viewed as a directed graph (V,D(E))
where D(E) is obtained by replacing each edge e ∈ E with a pair of parallel oppositely-
oriented edges e1, e2. An undirected network Σ = (V,E, c) can be viewed as a directed
network D(Σ) = (V,D(E), D(c)), where D(c)e1 = D(c)e2 := ce. We define a flow on
Σ to be a flow on D(Σ). From the viewpoint of computing the fluxes of flows, we can
always assume that a flow v on D(Σ) satisfies the following property. Namely, for each
pair of parallel edges (e1, e2), v is positive on at most one of the two edges. This allows
us to define a flow on an undirected network Σ without referring to D(Σ). Firstly, we
arbitrarily fix a direction on each edge e ∈ E. Then a flow on Σ is a function v : E → R
that satisfies the same two conditions given in Definition 2. The convention here is
that if v is negative on some e ∈ E with the pre-fixed direction, then it means v flows
backwards along e with the value |ve|. Also note that when computing the value of
a cut on Σ, the edges of E should be treated as undirected or bidirected, rather than
directed with the prefixed orientation. The concepts of max flows and min cuts can be
translated to undirected networks in a straightforward way, and the max-flow/min-cut
theorem still holds.
We will consider undirected networks in Section 6.2 and 6.3, and directed networks
in Section 6.4.
37
6.2 Discrete multiflow theorem and convex duality
In this subsection, all networks Σ = (V,E, c) are undirected. For simplicity, assume
the underlying graph is simple and connected. We also assume an arbitrary direction
for each edge has been chosen. For an edge e with x = s(e), y = t(e), we write e as
〈xy〉, then 〈yx〉 denotes the edge e˜ in E˜. The relation x ∼ y means 〈xy〉 ∈ E unionsq E˜, or
equivalently, x and y are connected by an undirected edge. For consistency with the
notation used in the continuum setup, where different flows are labeled by subscripts,
we will reserve subscripts of flows for the same purpose, and write ve for the value of
a flow v on an edge e. Also, for convenience, we will label the vertices of ∂Σ by Ai,
i ∈ {1, 2, . . . , n}. We do not allow for multiple boundary vertices to belong to the same
Ai, but this will not result in any loss of generality. Furthermore, we will assume, also
without loss of generality, that each vertex Ai ∈ ∂Σ connects to precisely one vertex
Ai¯ in V \ ∂Σ.
Definition 4 (Multiflow, discrete version). Given a network Σ with boundary ∂Σ, a
multiflow {vij} is a set of flows such that:
1. For all i, j ∈ {1, . . . , n},
vij = −vji and v〈kk¯〉ij = 0 , (6.7)
for any boundary vertex Ak ∈ ∂Σ \ {Ai, Aj}.
2. The set of flows is collectively norm-bounded: for all edges e ∈ E,
n∑
i<j
|veij| ≤ ce . (6.8)
As before, the compatibility condition ensures that any linear combination
∑n
i<j ξijvij
is a flow, provided that |ξij| ≤ 1.
The following theorem is well known in the multicommodity literature. It was first
formulated in [27] with a correct proof given in [9, 28] which is based on a careful
analysis of the structure of max multiflows and involves delicate flow augmentations
(cf. [15]). Here we adapt the proof in the continuum setup to give a new proof (as far
as we know) of this theorem via the convex optimization method. The proof proceeds
mostly in parallel with the continuum case with some small changes. Readers who are
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not interested in the proof can skip to the next subsection. Theorem 2 also holds on
networks, as it follows from the locking theorem [25]. A convex optimization proof of
Theorem 2 on networks would be similar to the continuum proof in Section 5. We will
not, however, spell out the details here.
Theorem 3 (Max multiflow, discrete version). Given a network Σ, there exists a
multiflow {vij} such that, for any i, the flow
∑n
j=1 vij is a max flow on Ai.
Proof. Our goal is to determine the value
p? = Maximize
n∑
i 6=j
v
〈i¯i〉
ij subject to (6.2), (6.7), (6.8) (6.9)
of our primal optimization problem. We collect all constraints in an explicit manner
except the condition vij = −vji, which is treated as an implicit constraint. Introduce
L[vij, ψij, λ] =
n∑
i 6=j
v
〈i¯i〉
ij +
n∑
i<j
∑
y∈V \{i,j}
∑
x∼y
ψyijv
〈xy〉
ij +
∑
〈xy〉∈E
λ〈xy〉
(
c〈xy〉 −
n∑
i<j
|v〈xy〉ij |
)
,
(6.10)
where ψxij are Lagrange multipliers that enforce (6.2) and (6.7), and λ
〈xy〉 those that
enforce (6.8). The Lagrange dual function is then
g(ψij, λ) = sup
vij
L[vij, ψij, λ] . (6.11)
As in the proof of Theorem 1, we introduce d? = inf g(ψij, λ). By Slater’s theorem, we
again see that strong duality holds, as the primal constraints are strictly satisfied for
the choice v
〈xy〉
ij = 0. Thus, p
? = d?, and we have reduced our primal objective (6.9) to
solving for d?.
By rewriting the i 6= j sum in the first term of (6.10) as two sums over i < j and
j < i, and interchanging the i, j summation indices in the second sum, (6.10) can be
simplified to
L[vij, ψij, λ] =
∑
〈xy〉∈E
[
n∑
i<j
(
ψyij − ψxij
)
v
〈xy〉
ij + λ
〈xy〉
(
c〈xy〉 −
n∑
i<j
|v〈xy〉ij |
)]
. (6.12)
39
Note that here we have introduced the boundary values
− ψiij = ψjij = 1 , (6.13)
which should not be confused with the adjustable Lagrange multipliers ψxij. For fixed
{ψxij}, we can always choose v〈xy〉ij so that sgn(v〈xy〉ij ) = sgn(ψyij − ψxij). Hence,
g(ψij, λ) = sup
vij
∑
〈xy〉∈E
[
n∑
i<j
∣∣ψyij − ψxij∣∣ |v〈xy〉ij |+ λ〈xy〉
(
c〈xy〉 −
n∑
i<j
|v〈xy〉ij |
)]
= sup
vij
∑
〈xy〉∈E
[
n∑
i<j
(∣∣ψyij − ψxij∣∣− λ〈xy〉) |v〈xy〉ij |+ λ〈xy〉c〈xy〉
]
.
(6.14)
We observe that this is finite if and only if
∣∣ψyij − ψxij∣∣− λ〈xy〉 ≤ 0 ∀ i, j ∈ ∂Σ , 〈xy〉 ∈ E , (6.15)
in which case the supremum is obtained by setting v
〈xy〉
ij = 0 everywhere. Therefore, it
follows that
d? = inf g(ψij, λ) = inf
λ
∑
〈xy〉∈E
λ〈xy〉c〈xy〉 , (6.16)
subject to the edgewise condition
λ〈xy〉 ≥ max
i,j∈∂Σ
∣∣ψyij − ψxij∣∣ . (6.17)
This can be compactly written as
d? = min
ψij
∑
〈xy〉∈E
c〈xy〉 max
i,j∈∂Σ
∣∣ψxij − ψyij∣∣ , (6.18)
where the minimization over ψij is only subjected to the boundary condition (6.13).
We would like to prove that p? = d? =
∑n
i=1 S(Ai). By the definition of p
?, we have
p? ≤∑ni=1 S(Ai). Referring to (6.13), (6.16), and (6.17), it suffices to prove that given
the constraints
− ψiij = ψjij = 1 , λ〈xy〉 ≥
∣∣ψyij − ψxij∣∣ for all i, j ∈ ∂Σ , (6.19)
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we have for all λ ∑
〈xy〉∈E
λ〈xy〉c〈xy〉 ≥
n∑
i=1
S(Ai) . (6.20)
This is done in the following steps.
First, let Cij be any (undirected) path from a vertex i to another vertex j. Utiliz-
ing (6.19), we see that for the particular case where i, j ∈ ∂Σ,
∑
〈xy〉∈Cij
λ〈xy〉 ≥
∑
〈xy〉∈Cij
∣∣ψyij − ψxij∣∣ ≥ ∑
〈xy〉∈Cij
(
ψyij − ψxij
)
= ψjij − ψiij = 2 . (6.21)
Now, for any boundary vertex i ∈ ∂Σ, we define the function fi on the set of vertices
by
fi(x) = inf
Cix
∑
〈uv〉∈Cix
λ〈uv〉 . (6.22)
It immediately follows from (6.21) that for any i, j ∈ ∂Σ,
fi(x) + fj(x) ≥ 2 . (6.23)
Furthermore, we observe that by construction
fi(x) ≤ fi(y) + λ〈xy〉 , (6.24)
as the left-hand side chooses the path that minimizes the sum of λ〈uv〉 over paths from
i to x, whereas the right-hand side is the sum of λ〈uv〉 over a particular path from i
to x. Likewise, we can also interchange x and y to obtain another inequality (note
λ〈xy〉 = λ〈yx〉 by definition). These two inequalities combine to form the analog of the
Hamilton-Jacobi equation from the proof of Theorem 1:
|fi(x)− fi(y)| ≤ λ〈xy〉 . (6.25)
Finally, similar to the continuous case, we define Ri ⊂ V to be the set of vertices
for which fi(x) < 1. Note that given i, j ∈ ∂Σ with i 6= j, Ri and Rj do not overlap.
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To prove this, suppose there is a vertex v ∈ Ri ∩Rj. Then
fi(v) + fj(v) < 2 , (6.26)
contradicting (6.23). If we define the function gi : V → R such that
gi(x) =
gi(x) x ∈ Ri1 x ∈ V \Ri , (6.27)
it is readily apparent that gi(j) = 1− δi,j for all j ∈ ∂Σ. We then claim the following
inequality holds for gi:
n∑
i=1
|gi(x)− gi(y)| ≤ λ〈xy〉, ∀〈xy〉 ∈ E . (6.28)
If this is indeed true, then we have successfully proven (6.20):
∑
〈xy〉∈E
c〈xy〉λ〈xy〉 ≥
n∑
i=1
∑
〈xy〉∈E
c〈xy〉|gi(x)− gi(y)| ≥
n∑
i=1
S(Ai) , (6.29)
where the last inequality follows from the same reasoning as the continuous case (with
the details again spelled out in Step 3 of Section 3.2 of [22]). Alternately, one can write
out the convex optimization program for maximizing the flux out of Ai and see that
the dual program is given by
inf
g
∑
〈xy〉∈E
c〈xy〉|g(x)− g(y)| subject to g(j) = 1− δi,j, j ∈ ∂Σ . (6.30)
Thus, it only remains for us to verify (6.28). For any fixed 〈xy〉 ∈ E, consider the
following cases. If x, y ∈ Ri for some i, then the only term that contributes to the sum
in (6.28) is the ith term, and (6.28) is true by (6.25). If x ∈ Ri but y /∈ Ri, then there
are two possibilities. If y ∈ Rj for some j ∈ ∂Σ \ {i}, then (6.28) becomes
(1− fi(x)) + (1− fj(x)) ≤ λ〈xy〉 , (6.31)
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which is true by (6.21). If y /∈ Rj for any j ∈ ∂Σ, then (6.28) becomes
1− fi(x) ≤ λ〈xy〉 , (6.32)
which is true since λ〈xy〉 + fi(x) ≥ fi(y) ≥ 1 by construction. Lastly, if x, y /∈ Ri for
any i ∈ ∂Σ, then the left-hand side of (6.28) vanishes and is hence trivially true.
6.3 Network decomposition
We now discuss network decomposition. Again let Σ = (V,E, c) be an undirected
network whose boundary ∂Σ consists of n components A1, . . . , An. The following defi-
nitions will be useful.
Definition 5. 1. The entropy ray R(Σ) associated with Σ is the ray generated by
the entropy vector
(S(A1), . . . , S(A1A2), . . . , S(A1, . . . , An)) , (6.33)
where each entry S(Ai1 · · ·Aik) is the entropy of the boundary set Ai1 · · ·Aik , i.e.
the maximal flux out of Ai1 · · ·Aik .
2. A network (or geometry) Σ realizes a ray R if R(Σ) = R.
Note that if a vector R is realized by a network (geometry), then any positive
scalar multiple of R is also realized by the same network (geometry) up to scaling the
capacities (metric).
We will sometimes say that a network is of a certain type (Bell pair, perfect tensor,
etc.) if it realizes an entropy ray of that particular type of entanglement.
Definition 6 (Subnetworks and subnetwork decomposition). A subnetwork of Σ =
(V,E, c) is a network (V,E, c1) such that c1 ≤ c on all edges. We say Σ decomposes
into subnetworks Σ1, . . . ,Σm for Σi = (V,E, ci) if
m∑
i=1
cei = c
e , ∀e ∈ E . (6.34)
Two vertices in a network Σ are connected by Σ if there is a path of nonzero
capacities between them.
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Theorem 4 (Tripartite network decomposition). An arbitrary network Σ with three
boundary vertices A1, A2, A3 decomposes into three subnetworks Σij, 1 ≤ i < j ≤ 3,
such that
SΣij(Ai) = SΣij(Aj) =
1
2
I(Ai : Aj) , and SΣij(Ak) = 0 , k 6= i, j , (6.35)
where I(Ai : Aj) = SΣ(Ai) + SΣ(Aj) − SΣ(AiAj) is the mutual information between
Ai and Aj on Σ. In particular, this implies that Σij connects only Ai and Aj, that∑
i<j SΣij(Ak) = SΣ(Ak) for every k, and that the Ai : Aj mutual information computed
on Σij equals that computed on Σ.
Proof. From Theorem 3, there exists a multiflow {vij : 1 ≤ i 6= j ≤ 3} such that
vij = −vji and for each i,
∑
j 6=i vij is a max flow on Ai. Hence, we have
S(A1) = S(A1; v12) + S(A1; v13) ,
S(A2) = S(A1; v12) + S(A2; v23) ,
S(A3) = S(A1; v13) + S(A2; v23) .
(6.36)
It follows that
S(Ai; vij) =
1
2
I(Ai : Aj) , i < j . (6.37)
Also, by definition, we have
S(Ak; vij) = 0 , and S(Aj vij) = −S(Ai; vij) , k 6= i, j . (6.38)
For i < j, define the subnetwork Σij = (V,E, cij) such that c
e
ij = |veij| for all e ∈ E.
By noting that vij can be viewed as a fully saturated flow on Σij, it is clear that the
subnetworks Σij satisfy the condition in (6.35). However, the three subnetworks Σij
do not necessarily add up to Σ. There may still be a residual capacity ce−∑i<j ceij on
each edge e of Σ. To solve the issue, we simply append this capacity to one of the Σij,
say Σ12. This does not change the maximal fluxes on Σ12 due to (6.36). For instance,
if SΣ12(A1) > I(A1 : A2)/2, then
S(A1) ≥ SΣ12(A1) + SΣ13(A1) > S(A1) , (6.39)
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which is absurd.
Conjecture 1 (Four-partite network decomposition). An arbitrary network Σ with
four boundary vertices A1, . . . , A4 decomposes into six pairwise subnetworks Σij, 1 ≤
i < j ≤ 4, together with a remainder subnetwork Σr. The subnetworks obey the follow-
ing properties:
1. Σij connects only Ai and Aj, and has fluxes I(Ai : Aj)/2 on Ai. In other words,
SΣij(Ai) = SΣij(Aj) =
1
2
I(Ai : Aj) , and SΣij(Ak) = 0 , k 6= i, j . (6.40)
The right-hand side condition implies that SΣij(AiAj) = 0, so the Ai : Aj mutual
information computed on Σij equals that computed on Σ. Moreover, the tripartite
information calculated on Σij vanishes.
2. Σr is a four-partite perfect tensor network with the same tripartite information
as Σ. In other words, all pairwise mutual informations vanish and
SΣr(Ai) =
1
2
SΣr(AiAj) =
−I3
2
, (6.41)
where −I3 = −I3(A1 : A2 : A3) is the tripartite information calculated on Σ.
Properties 1 and 2 together imply that the subsystem entropies of the seven subnetworks
add up to those of Σ, i.e.
∑
i<j SΣij(s) + SΣr(s) = SΣ(s) for every s ⊂ {Ai}.
Although Theorem 3 is not sufficient to prove Conjecture 1, we have numerical
evidence for it in the form of direct computations for some network examples. Fur-
thermore, it is in fact not difficult to state a decomposition conjecture for arbitrary
number of boundary vertices.
Conjecture 2 (Arbitrary n network decomposition). A network with n ≥ 2 boundary
vertices decomposes into subnetworks each of which are realizations of extremal rays of
the n-boundary region holographic entropy cone.
Note that the cone for n boundary regions has Sn permutation symmetry, and we
are not modding out by this symmetry in Conjecture 2.
One part of the conjecture is immediate: the set of allowed subnetworks must
contain realizations of all the extremal rays. The difficulty comes from the converse,
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which is showing that the decomposition of an arbitrary network Σ requires no other
subnetworks beyond those in Conjecture 2.
For n = 5, the holographic entropy cone is known [5]. In this case, a network Σ
should decompose into (at most) 10 Bell pair subnetworks, 5 four-partite perfect tensor
networks, and 5 five-partite perfect tensor networks. However, beyond five boundary
regions, Bell pair and perfect tensor networks will no longer suffice, as it is known
that the higher holographic entropy cones have extremal rays that only admit network
realizations of nontrivial topology.
6.4 Flow extension lemma
We give another proof that −I3 ≥ 0 for discrete networks. The result holds not only
for undirected networks, but also more generally for directed networks with rational
capacities satisfying a property called inner-superbalanced, as defined below. The proof
here involves only properties of flows without referring to min-cuts. Thus it is interest-
ing to see if the techniques used here can be generalized to obtain entropy inequalities
involving more than four boundary regions [5].
Except in Corollary 1 at the end of this subsection, we consider directed networks
Σ = (V,E, c) with boundary ∂Σ where the capacity function c is the constant function
that assigns 1 to all edges. Hence, c will often be suppressed from the notation below.
Also, we will only consider flows which have values zero or one on all edges. By the
Ford-Fulkerson algorithm, a max flow on a boundary subset A ⊂ ∂Σ can always be
taken to have such a property. A flow is essentially a collection of edges such that at
each non-boundary vertex the collection contains an equal number of incoming edges
and outgoing edges.
Let v be any flow on Σ and A ⊂ ∂Σ be a boundary subset. Denote by Ac the
complement of A in ∂Σ, and set n = SΣ(A; v). It is not hard to show that v contains n
edge-disjoint paths from A to Ac. Conversely, an arbitrary collection of n edge-disjoint
paths from A to Ac defines a flow whose flux out of A is n. Consequently, the max
flow S(A) is equal to the maximum number of edge-disjoint paths from A to Ac.
Given a flow v on a network Σ = (V,E), the residual network Res(v; Σ) is obtained
from (V,E) by reversing the direction of all edges on which v takes non-zero value. By
our convention, each edge in Res(v; Σ) still has capacity one.
Lemma 1. Let Σ, A, and v be as above, then SΣ(A) = SRes(v;Σ)(A) + SΣ(A; v).
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Proof. Set Σ˜ = Res(v; Σ). For each edge e in Σ, denote by e˜ the corresponding edge
in Σ˜. Hence e˜ has the same direction as e if and only if ve = 0. Let w be any flow
on Σ˜. We define a flow u on Σ by adding w to v, taking the direction of the flows into
consideration. Explicitly, set
ue = |ve − we˜| . (6.42)
That is, there is one unit of flow for u on an edge if and only if either v or w, but
not both, occupies that edge. (When they both occupy an edge, the net result adding
them cancels each other.) It can be shown that u is a valid flow on Σ and moreover,
SΣ(A;u) = SΣ˜(A;w) + SΣ(A; v) . (6.43)
By taking w to be a max flow on A, we obtain the ≥ direction in the lemma,
SΣ(A) ≥ SΣ˜(A) + SΣ(A; v) . (6.44)
To prove the other direction, define v˜ to be the flow on Σ˜ such that v˜e˜ = ve. Then
it follows that
SΣ˜(A; v˜) = −SΣ(A; v) and Res(v˜; Σ˜) = Σ . (6.45)
Hence, by what we have showed above,
SΣ˜(A) ≥ SΣ(A)− SΣ(A; v) . (6.46)
Definition 7. A flow v on Σ is reachable from a boundary set A ⊂ ∂Σ if for any edge
e with ve 6= 0, there exists a path contained in v connecting a vertex in A to s(e).
Definition 8. A network Σ is inner-superbalanced if at each non-boundary vertex, the
total capacity of incoming edges is no greater than that of outgoing edges.
If v is a flow on an inner-superbalanced network Σ, then Res(f ; Σ) is also inner-su-
perbalanced.
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Figure 3: (Left) A flow configuration of v˜ in Lemma 2; (Middle) A configuration near
s(e) when e is a type (1, 1) edge; (Right) A local picture at t(e′) when there are no
outgoing edges with type (0, 0).
Lemma 2 (Flow extension lemma). Let Σ be an inner-superbalanced graph with a
partition ∂Σ = B1 unionsq B2 unionsq B3 such that S(B1) = 0.15 Then given any flow v reachable
from B1, there exists a flow v˜ extending v such that v˜ − v is a max flow on B2.
Furthermore, one can choose v˜ such that v˜ − v is a collection of S(B2) edge-disjoint
paths from B2 to B
c
2, and in particular, v˜ is reachable from B1unionsqB2. See Figure 3 (Left)
for a schematic picture of v˜.
Proof. Let w be a max flow on B2 consisting of S(B2) edge-disjoint paths from B2 to
Bc2. We call an edge e of type (i, j), if v
e = i, we = j, i, j = 0, 1. Let n be the number
of type (1, 1) edges. We construct a flow v˜ satisfying the requirement in the statement
of the lemma by induction on n. If n = 0, then v˜ := v + w is such a flow.
If n > 0, pick a path p of w such that e is the first edge of p along its direction that
has type (1, 1). Truncate the path p at the vertex s(e), only keeping the first half from
its initial vertex to s(e) and dropping the second half from w (so w temporarily becomes
an invalid flow). Update the type of these edges in the second half by subtracting (0, 1)
from the original types. Denote the first half of p, i.e. the remaining part of p, by p′.
Since v is reachable from B1, there exists a path q of v from B1 to s(e). Note that
s(e) cannot be a vertex of B2 since otherwise there would be a flow from B1 to B2,
contradicting to our assumption. Hence, p′ is not empty. See Figure 3 (Middle). Note
that at the moment the number of type (1, 1) edges is at most n− 1.
We now proceed in an algorithmic approach.
(ENTER): If p′ is a complete path, i.e. it ends at a boundary vertex, goto (EXIT).
15Actually, a weaker condition is sufficient, namely, there being no flow from B1 to B2.
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Otherwise, continue in the following two exclusive cases.
Case I: there is an outgoing edge of type (0, 0) at the end point of p′. We
simply append any outgoing edge of type (0, 0) to p′ and change its type to (0, 1). The
augmented path is still denoted by p′, and we always consider p′ as part of w. goto
(ENTER).
Case II: there is no outgoing edge of type (0, 0) at the end point of p′.
By construction, any edge on p′, and in particular the last edge e′ on p′, is of type
(0, 1). Note that at the moment w violates the law of conservation only at the vertex
t(e′), where there is one more unit of incoming flows than outgoing flows. Since Σ is
inner-superbalanced, at the vertex t(e′), there must be one incoming edge e11 of type
(1, 1), one outgoing edge e01 of type (0, 1), and another outgoing edge e10 of type (1, 0),
such that e11, e01 are consecutive edges on a path p
′′ of w different from p′. See Figure 3
(Right). Now truncate p′′ at t(e′) and append the second half of p′′ to p′ so that p′
becomes a complete path ending at Bc2 (still possibly with some type (1, 1) edges).
Denote the first half of p′′ by r, which contains at least one type (1, 1) edge such as e11.
Find the first type (1, 1) edge, say e′′, along r. As before, truncate r at s(e′′), throw
away the second half of r from w and subtract (0, 1) from the type of each edge on the
second half, and set p′ to be the first half of r. Set q to be any path of v connecting
B1 to s(e
′′). Now the number of type (1, 1) edges is at most n− 2 (which means once
we have reduced n to n = 1, then Case II cannot not occur). goto (ENTER).
(EXIT): p′ must end at Bc2 (in fact, B1), since otherwise the path q combined with all
the edges of p′ picked up in Case I would form a path from B1 to B2, contradicting the
assumption that S(B1) = 0. Now w becomes a valid flow and still consists of S(B2)
edge-disjoint paths, and furthermore, the number of type (1, 1) edges is at most n− 1.
The induction follows.
Note that the above procedure will always end up in (EXIT) after finitely many
steps since the graph is finite and the number of type (1, 1) edges always decrease in
Case II.
Let Σ be an inner-superbalanced network with a partition ∂Σ = A unionsq B unionsq C unionsq D.
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Recall the definition of −I3 in Section 6.1,
−I3(A : B : C) := S(AB) + S(AC) + S(BC)− S(A)− S(B)− S(C)− S(ABC) .
(6.47)
We write −I3(A : B : C) as −IΣ3 (A : B : C) when there is more than one network
present.
Theorem 5. Let Σ be an inner-superbalanced network with ∂Σ = AunionsqB unionsqC unionsqD, then
−I3(A : B : C) ≥ 0.
Proof. Note that for any flow v on Σ, SΣ(AB; v) = SΣ(A; v) + SΣ(B; v). Combined
with Lemma 1, it follows that −IΣ3 (A : B : C) = −IRes(v;Σ)3 (A : B : C) for any
flow v. Hence, it suffices to prove nonnegativity of −I3 for any residual network. By
the nesting property [16, 22], there exists a flow v which is maximal simultaneously
on A, AB, and ABC. Hence by Lemma 1, the residual network of v has max flow
equal to zero on A, AB, and ABC. Without loss of generality, we may simply assume
S(A) = S(AB) = S(ABC) = 0 for Σ, and then −IΣ3 = S(BC)+S(AC)−S(B)−S(C).
Let B1 = AB, B2 = C, B3 = D as in Lemma 2, and let v be a collection of S(B)
edge-disjoint paths from B to A. This is possible since S(AB) = 0 and hence any flow
starting from B must end at A. Then v is reachable from B1. By Lemma 2, there
exists a flow v˜ extending v such that v˜ − v consists of S(C) edge-disjoint paths. Since
S(ABC) = 0, these paths will end either at A or at B, but never at D. See Figure 4.
Let v˜B (resp. v˜A) be the subflow of v˜ consisting of the paths which end at B (resp. A),
then v˜ = v˜A + v˜B, and we have
S(B) + S(C) = SΣ(B; v) + SΣ(C; v˜ − v)
= SΣ(B; v)− SΣ(A; v˜ − v)− SΣ(B; v˜ − v)
= SΣ(BC; v˜A) + SΣ(AC; v˜B)
≤ S(BC) + S(AC) .
Corollary 1. Let Σ = (V,E, c) be an inner-superbalanced network with a rational
capacity function such that ∂Σ = AunionsqBunionsqCunionsqD, then −I3(A : B : C) ≥ 0. In particular,
if Σ is an undirected network with a rational capacity function, then −I3(A : B : C) ≥
0.
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D
Figure 4: A flow configuration resulting from the application of Lemma 2. Here v˜ =
v + v1 + v2, v˜B = v1, v˜A = v + v2.
A
B
C
Figure 5: A network with −I3 < 0. S(A) = S(B) = S(AB) = 1 and all other maximal
fluxes are zero.
Proof. The extension of nonnegativity of −I3 from a constant capacity function to a
rational capacity function is straightforward. One simply chooses an appropriate unit
so that the rational function becomes integral, and then one splits every edge into
several parallel edges, one for each unit capacity of that edge. The new edges all have
capacity 1. Apparently, the new network with the constant capacity function has the
same max fluxes on any boundary as the original network.
If Σ is an undirected network, then by Section 6.1, it can be viewed as a directed
network with each edge replaced by a pair of parallel oppositely-oriented edges. Such
a network is clearly inner-superbalanced.
Finally, we would like to point it out that the condition of being inner-superbal-
anced is necessary for the nonnegativity of −I3. Consider for instance the network as
shown in Figure 5 which has three boundary vertices A,B,C, and we take D to be
empty. Then a straightforward computation shows that −I3(A : B : C) = −1.
7 Future directions
In this paper, our main goal was to prove the holographic entropy inequality MMI
using bit threads. We successfully achieved this by proving Theorem 1, which is es-
stentially the continuum generalization of Theorem 3 from graph theory. As far as
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we are aware, this is the first result concerning multicommodity flows in the setting
of Riemannian manifolds. The proof itself may be of interest for many, as it borrows
extensively tools from convex optimization. Indeed, using such tools, we were able to
provide a novel proof for the old result Theorem 3 in graph theory as well. We hope
that such tools can be fruitfully applied in the future to further our understanding of
bit threads in holographic systems.
Our work leaves open several directions for further inquiry. The first is to under-
stand the higher holographic entropy-cone inequalities found in [5] in terms of flows
or bit threads. The full set of inequalities is known for five parties and conjectured
for six; for more than six parties, only a subset of the inequalities is known. However,
none of the inequalities beyond MMI follows from the known properties of flows and
multiflows, such as nesting and Theorems 1 and 2. Therefore, flows must obey some
additional properties that guarantee those higher inequalities.16 Among the inequali-
ties proved so far (subadditivity, strong subadditivity, MMI), each one has required a
new property. Clearly this is not very satisfying, and one can hope that there exists a
unifying principle governing flows through which the full holographic entropy cone for
any number of regions can be understood.
A second set of issues suggested by our work concerns the state decomposition
conjecture of Section 4. There are really two problems here. Specifically, it would be
useful both to sharpen the conjecture by constraining the possible form of the 1/N
corrections and to find evidence for or against the conjecture. The simplest non-trivial
case to test is the n = 3 case with the regions A and C arranged so that I(A : C) = 0
(at leading order in 1/N). The ansatz (4.2) then simplifies to
|ψ〉ABC = |ψ1〉AB1 ⊗ |ψ3〉B3C (7.1)
(interpreted suitably, see Section 4). Wormhole solutions of the kind studied in [2]
might be a particularly useful testing ground for these questions, since the correspond-
ing state can be described in terms of a CFT path integral, potentially giving another
handle on its entanglement structure.17
16For example, one can prove the five-party cyclic inequality from [5] for networks by using similar
techniques as presented in this paper by using a strengthened version of Theorem 3, known as the
locking theorem (see e.g. [15]). Interestingly, the locking theorem does not appear to straightforwardly
generalize to Riemannian geometries. (We thank V. Hubeny for pointing this out to us.)
17We thank D. Marolf for useful discussions on this point.
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A third set of questions concerns a possible geometric decomposition of the bulk.
These are motivated by our Theorem 4 and Conjecture 1 in the network case. Theo-
rem 4 states that a network with three boundary vertices admits a decomposition into
three subnetworks, effectively realizing the triangle skeleton diagram of Fig. 1. Conjec-
ture 1 makes a similar claim for a network with four boundary vertices. It would be very
interesting from the point of view of graph theory to prove or disprove this conjecture.
It would also be interesting to define an analogous decomposition in the Riemannian
setting. Such a decomposition would imply that, for a given decomposition of the
boundary, the bulk could be taken apart into building blocks. These would consist of
a bridge connecting each pair of regions Ai, Aj with capacity
1
2
I(Ai : Aj), and in the
four-region case a four-way bridge realizing the star graph with capacity −1
2
I3. If such
a decomposition of the bulk can be defined and proved to exist, it would mirror the
conjectured state decomposition. This would lead to the question of whether these two
decompositions are physically related—is the bulk built up out of pieces representing
elementary entanglement structures?
Fourth, it would be interesting to explore possible connections between our work
and recent conjectures on entanglement of purification in holographic systems [3,4,26,
32, 40, 41]. This actually involves two different issues. First, it seems reasonable to
suppose that holographic entanglement of purification admits a description in terms
of bit threads [11]. Second, one could ask whether the entanglement of purification
conjecture has any bearing on our state-decomposition conjecture or vice versa.
Finally, bit threads can be generalized to the covariant setting, where they repro-
duce the results of the HRT formula [21]. Since the MMI inequality is known to be
obeyed by the HRT formula [43], it would be interesting to understand how bit threads
enforce MMI in the covariant setting.
We leave all of these explorations to future work.
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