This paper addresses the task of detecting identity deception in language. Using a novel identity deception dataset, consisting of real and portrayed identities from 600 individuals, we show that we can build accurate identity detectors targeting both age and gender, with accuracies of up to 88%. We also perform an analysis of the linguistic patterns used in identity deception, which lead to interesting insights into identity portrayers.
Introduction
With the ever growing usage of social media and other online interactions, cyber-crimes such as identity thief, fraud, and sexual predation have become increasingly common. The availability of a wide variety of social platforms and apps further facilitates these kind of crimes, which are often characterized by the ease of deception and concealment of one's real identity. Moreover, the increased sense of security due to the spatial and temporal "distanciation" involved with online communications leads to a growing number of occurrences of identity deception.
Identity deception is defined as "pretending to be someone you are not" (Rowe, 2009) . The intentions of identity deceivers differ between achieving monetary benefits, committing fraud, sexual predating, appearing more attractive in online dating, and so on. The risk is further increased with the massive number of children and teens using social media as well as the elderly who get involved in online interactions that they assume to be trustworthy by default due to their lack of experience. Multiple stories of teenagers who became victims of these activities, as well as elderly who lost hundreds of thousands of dollars are now often encountered in the news. For instance, a recent study reported that 92% of teens go online on daily basis including 24% who are online "almost constantly". 1 The study additionally reported that females tend to use social media more than males.
Hence, due to the financial, social, physical, and psychological damages associated with cybercrimes, there is a growing need to learn more about the patterns and behaviors of identity deceivers, in order to develop computational approaches that can aid in preventing such crimes.
In this work, we seek to identify linguistic differences in individuals' self-presentation when engaging in identity deception behaviors. We target the two most common behaviors related with online identity deception i.e., individuals portraying themselves as either younger and older, and individuals lying about their gender -also known as gender switching (Macwan and inz. Grzegorz Filcek, 2017; Herring and Martinson, 2004) .
We perform a set of experiments to explore three main research questions. First, given a deceptive corpus consisting of written samples of gender switching, can we build fake identity detectors that predict gender deception? Second, given a deceptive corpus consisting of written samples of age deception, can we build fake identity detectors that predict age deception? Lastly, are there linguistic differences associated with individuals' gender and age in identity deception?
Related Work
Several approaches have been developed to detect and prevent identity deception (Tsikerdekis and Zeadally, 2015) . Integration of latent textual features with spatial and temporal features has been suggested using probabilistic generative modelling to detect identity thieves (Wang et al., 2017) . Another study analyzed the connection between time traces of stolen accounts and compared them to that of the original users using support vector machines (Villar-Rodrguez et al., 2016) .
As linguistic patterns represent the main method for detecting identity theft, previous work used text mining techniques by extracting semistructured information from online news stories and reports on the topic of identity theft, and identified behavioral and temporal patterns and resources used by identity thieves (Zaeem et al., 2017 ). An analysis of thieves' behavior in the Massive Multiuser Online Role Playing Game suggested a detection model based on specific sequences including item production, item sales, and acquisition of game money (Kim et al., 2015) .
Focusing specifically on the patterns associated with impersonating the opposite gender, a research study using the Turing Game identified stereotypical content performed by the deceivers as well as stylistic cues to their real gender (Herring and Martinson, 2004) . The study additionally suggested that linguistic cues referring to gender seem to be unconsciously generated.
One of the common practices of identity thieves is online sexual predation. To identify such behavior, word patterns and search engine query detection were suggested as means for detecting pedophilic activity (Macwan and inz. Grzegorz Filcek, 2017) . Examples include the detection of predators using lexical and behavioral features and calculating the predator-hood score as a function of features weights (Dhouioui and Akaichi, 2016) . A method was developed to identify sexual predation using phrase-matching and rule-based systems and reported the usefulness of statement lengths in chat lines for improving the identification process (Mcghee et al., 2011) . A study (Bogdanova et al., 2012) analyzing a corpus of chats for detecting cyberpedophilia found that character n-grams are capable of discriminating pedophiles' chats. However, higher-level features that modeled behavior and emotion were required to detect conversations with cyberpedophiles from cybersex chat logs (Bogdanova et al., 2014 ).
An analysis of twenty chat rooms to detect sex offenders indicated eight recurrent themes, including 'implicit and explicit content of discourse', 'on-line solicitation', 'fixated discourse', 'use of colloquialisms', 'conscience', 'acknowledging illegal/immoral behavior', 'risk minimization', and 'preparing to meet offline' (Egan et al., 2011) . Other work used automatic text categorization techniques with a support vector machine and distance weighted k-NN classifiers to distinguish between a sexual predator and a pseudo victim using data collected from volunteers posing as underage victims (Pendar, 2007) . A language processing module was developed in order to successfully differentiate between porn titles and titles of encyclopedia articles using support vector machine and linear regression (Panchenko et al., 2012) .
More recently, a conversational agent was developed by mimicking the behavior of a teenager and inferring its conversational rules from a real dialogue corpus in order to detect cyberpedophilia (Callejas-Rodríguez, 2016) . The study reported a successful approach using a combination of the least frequent word and the most frequent bigram.
In summary, most of the previous work has focused on specific topics and in particular sexual predation and gaming, and relied primarily on limited text mining approaches. Instead, our approach uses a novel dataset where the participants are not restricted from discussing any topics, and hence we can identify general patterns of identity deception related to both gender and age. Moreover, an advantage of our dataset is the knowledge of the real identity and demographic information of the participants. Furthermore, we conduct multiple experiments using a wide variety of linguistic features in order to explore and analyze the textual clues that identify identity deceivers.
Data Collection
We seek to examine written samples of individuals presenting themselves with their real identity as well as a fake identity. To achieve this, we collect a corpus of writings from several participants, including responses to open-ended questions about their real identity, as well as about a pre-assigned fake identity. We target four fake identities: 1) 18-year-old female, 2) 18-year-old male, 3) 65-yearold female, 4) 65-year-old male. The choice of the fake identities was based on two practical considerations. First, the most prominent form of online identity deception is gender switching, thus we seek to collect samples of individuals portraying themselves as being from the opposite sex. Second, 18 and 65 years are extreme values on the age I am a guy in his mid-30's. I have a cat and live with two roommates. I am self employed, selling various items on eBay as well as doing my Mechanical Turk work. I love music (alt and indie rock, electronica, and 80's especially), concerts, karaoke, video games, DC Comics, technology, reading, streaming TV and movies, camping and hiking, exploring the city, and good food and coffee. I'm currently involved in various projects to improve my life.
I am a male, aged 65 years old. I have a wife who is 59 years old and two grown children ages 30 and 32, both boys. I worked for Boeing making airplanes for thirty years before I was injured and needed shoulder surgery. I retired just recently and teach an after school class about airplanes and how they are built. I check the mail at 3 pm each day and go to the grocery store four times a week, my wife picks me up a 6 pack of Ice House nightly ... I am a 35 year old female with bleached blonde hair and hazel eyes. I am a graduate in Public Admin and I enjoy bodybuilding. I have four children and a husband and we live in Seattle. I like to take hikes outside in the mountains but not when it is too hot outside. I am from Maine originally but lived in florida for ten years and hated it. The weather is too hot and there are too many snakes and lizards crawling all over your yard. We designed four surveys using the Qualtrics survey software and distributed them via Mechanical Turk. In each survey, participants were asked to respond to the following prompt:
1. Describe yourself.
2. Discuss any topic that comes to your mind.
3. Imagine you are trying to convince someone that you are a 18 | 65 year old male | f emale. Briefly describe yourself, pretending you are a 18 | 65 year old male | f emale.
4. Imagine you are trying to convince someone that you are a 18 | 65 year old male | f emale. Discuss any topic that comes to your mind as if pretending you are a 18 | 65 year old male | f emale.
Note that the participants are asked to respond to two open-ended questions when presenting themselves with their real and fake identity: one asking for a self-description, and another one asking for an essay on a topic of choice. Our motivation for this setup is to avoid stereotypical responses for each target identity, i.e., descriptions focusing on physical appearance and activities frequently associated to the target gender and age. Two sample responses (self-description only) from individuals posing as female and male are shown in Table 1 .
We also collect demographic data from participants, including their gender, age, education, primary language, ethnicity, country of origin, and country of residence. During the data collection, participants self-reported their gender, using the male/female options. In the future, with largerscale data collections, we will be able to work with an extended set of gender options. Also, note that individual's true identity is self-reported so we assume workers to provide accurate informationprevious studies analyzing Mechanical Turk as a participant's pool show that this is often the case (Paolacci and Chandler, 2014) .
In order to obtain responses with a reasonable amount of text, we constrain the response's length to be at least 400 characters. Additionally, we manually check for coherence and relevance to the prompt. We reject contributions that failed to follow the provided guidelines and did not pass the manual verification. After this filtering, we obtained a total of 604 completed surveys, each of them containing descriptions of participants' real and fake identities, as well as their corresponding demographic data. The data statistics are shown in Table 2 . Figure 1 shows the participants real age, clustered by gender, when assuming different fake identities. We observe that the average age of the respondents ranges between 33-35 year-old, thus suggesting a reasonable distance between their actual and fake age. In addition, the graph suggests differences in how deceivers portray themselves given their actual gender, which we further explore in section 5.
Features
In this section, we describe the sets of features extracted, which are used to build our classifiers.
Unigrams We extract unigrams and bigrams derived from the bag of words representation of each identity response.
POS These features consist of part-of-speech (POS) tags obtained with the Stanford Parser (Chen and Manning, 2014) .
Semantic LIWC These features include the 74 semantic classes present in the LIWC lexicon 2015 (Pennebaker et al., 2015) . Each feature represents the number of words in a response belonging to a specific semantic class, normalized with respect to the length of the response.
Semantic Word2Vec
To obtain these features, we use the word2vec (Mikolov et al., 2013) implementation available in the Gensim toolkit (Řehůřek and Sojka, 2010) to obtain word vectors with dimension 300 for each word in the responses. The final identity vector is calculated by adding all the word vectors in the response.
Lexical diversity This set includes four lexical diversity metrics, including type/token ratio (McCarthy and Jarvis, 2010), mean word frequency, and the Yule's I and K indexes (Oakes, 2000) .
Readability We also extract features that indicate text understandability. These include readability metrics such as the Flesch-Kincaid, Flesch Reading Ease, Gunning Fog, and the Automatic Readability Index (ARI) (Kincaid et al., 1975; Senter and Smith, 1967) 
Experimental Results
We conduct several experiments to answer the research questions formulated at the beginning of this paper. During our experiments, we perform the evaluations at individual level, by merging the two open-ended questions asked during the survey (i.e., the self-description and topic-of-choice essay), for both the real and the fake identities. Also, given the contributors' age distribution shown in Figure 1 , we opted to cluster the participants age into into two groups: young (≤ 30 years) and old (>30 years). The classifiers are built using the SVM algorithm 2 and the different sets of features described in section 4. We perform leave-one-out crossvalidation in all our experiments. In all cases, we use the majority class baseline as a reference value.
Classification of Real and Fake Identities
Before focusing on our main research questions, we seek to evaluate whether deception detection can be conducted using our fake identity dataset. Thus, we focus on two main classification tasks. First, using our entire dataset, we explore whether we can discriminate between the portrayed identities and the real identities. Second, we once again attempt to discriminate between real and fake identities, but this time filtering by either age or gender. Table 4 : Class distribution for all identities, filtered by gender, and filtered by age.
To perform these experiments, we start by creating five subsets from all the data. The first one consists of all the real and fake identities that we collected; the second and third one consist of responses filtered by the individuals' actual gender, i.e., male and female; and the last two consist of responses filtered by the individuals' actual age, i.e., old and young. During this process, we discard those instances where the fake identity overlaps with the actual identity. The class distribution of the resulting subsets is shown in Table 4 .
We then build classification models that attempt to discriminate between the real and fake identities under the following scenarios: a) having no previous knowledge of the actual individual's age or gender, i.e., all data; b) knowing that the individual's actual gender is female; c) knowing that the individual's actual gender is male; d) knowing that the individual's actual age is 30 years and under; and e) knowing that the individual's actual age is over 30 years.
Classification results and the corresponding majority class baselines are shown in Table 3 . For most of the prediction tasks, except for the first one, the best performing feature set is the combination of all features (All features), followed by Ngrams. The remaining sets of features achieve accuracy values ranging from 63% to 77%, which still represent a noticeable improvement over the majority class baseline (the only exception is the Table 5 : Class distribution for gender deceivers lexical diversity feature set). While the overall results are largely similar across the five experiments, note that the size of the datasets used in the gender and age-filtered experiments is much smaller than the one used in the All Identities experiment. This suggests that the gender (or age) of the writer plays an important role in this classification, and the gender (or age) characteristics can make up for the smaller data size.
Classification of Gender Deceivers
Motivated by our previous findings, we investigate our first research question. Can we build fake identity detectors that predict gender deception? This question focuses on the scenario in which we are interested in knowing if a text whose author claims to be of a certain gender is indeed authored by that particular gender. E.g., if the author claims to be a female, is the writer indeed a female or a male? This can be useful in the verification of user profiles in dating websites, where gender switching is a common form of deception.
For this classification task, we use only the data from the portrayed identities. That is, we use the responses from the 16 Y/O male, 65 Y/O male, 16 Y/O female, and 65 Y/O female identities. While we could have potentially also used the real identities, we chose to focus only on the portrayed ones so that we obtain a more consistent dataset. The distribution for this subsets is shown in Table 5 .
For each portrayed gender, the classifier aims to Table 6 : Classification results for gender deceivers, overall (Female+Male column) and broken down by portrayed gender. Figure 2: Learning curves on gender deceivers classification using three feature sets predict the real gender. Classification accuracies for the resulting models are shown in Table 6 . This table also shows the results of the models built using the portrayed male and female responses separately. In these experiments, the Ngrams features outperform all the other feature sets. The second best performing features are the ones based on the LIWC lexicon, followed by the part-of-speech features POS. Overall, the results suggest that it is easier to identify females portraying themselves as males (Male identity column) than males portraying themselves as females (Female identity column).
As an additional experiment, we investigate whether larger amounts of training data can improve the identification of gender deceivers. We plot the learning curves of the best performing sets of features using incremental amounts of data as shown in Figure 2 . In this graph, the learning trends for the LIWC and Word2Vec features suggest that larger amounts of training data could improve the classification performance. Figure 3: Learning curves on age deceivers classification using three feature sets
Classification of Age Deceivers
Next, we focus our attention on identifying age deceivers to answer our second research question: can we build fake identity detectors that predict age deception? This time we focus on the scenario where the author of a text claims to be either young or old (using our earlier definition of young/old), and we want to determine if the real age of the writer is indeed corresponding to their claims. This can be particularly useful in the identification of sexual predators who target younger people, or scammers who target elderly people.
For this classification task, we once again use only the data from the portrayed identities, i.e., we use only the responses corresponding to the por- Table 7 .
For each portrayed age range (young or old), the classifier aims to predict the real age range. Clas- Table 10 : Top ranked semantic classes from the LIWC lexicon associated to age impersonators and actual age.
sification accuracies for the resulting models are shown in Table 8 . This table also shows the results of models built using the portrayed young or portrayed old responses separately. In these experiments, the Ngrams features also outperform all the other feature sets. The second best performing features are the ones based on the semantic vector obtained with Word2vec, followed by LIWC and part-of-speech POS features. Overall, the results suggest that it is easier to identify older individuals portraying themselves as being younger (Young identity column) than younger individuals portraying themselves as being older (Old identity column).
To explore whether more training data would be beneficial to improve classifiers performance, we plot the learning curves of the bests sets of features using incremental amounts of data as shown in Figure 3 . As observed, all feature sets show a positive learning trend suggesting that more training data might improve the performance in the age deception task.
Analysis of Linguistic Differences
Associated to Gender and Age Deceivers
Seeking to answer our third research question: are there linguistic differences associated to individuals' gender and age in identity deception? we analyze differences in word usage that might reveal the real identity of age and gender impersonators. From the gender-based analysis, we use responses from actual females writing as males and responses from actual males writing as females as well as their truthful self-descriptions. Similarly, in the age-based analysis, we consider the responses from younger respondents writing as older and older respondents writing as younger as well as their truthful self-descriptions.
Our analyses are based on the semantic word classes from the LIWC lexicon and the semantic word-class scoring by (Mihalcea and Pulman, 2009) . Tables 9 and 10 show the top classes for each deception group and their real identities.
The analyses reveal interesting word usage patterns among gender impersonators. On the one hand, when females pose as males they use more 'swear', 'fillers', and 'informal talk' words. On the other hand, males that impersonate females use more 'fillers', 'female', and 'family' words. When looking at the word associations for actual genders, it would seem that there is no clear relation with how males and females portray each other when faking their gender. We believe that this could be attributed to gender-related stereotypes and biases. In the age deceiver case, the younger individuals who portray themselves as older use Table 12 : Correlation of LIWC clases across real and fake age identities. * * Correlation is significant at 0.001 level (2-tailed) more 'you', 'family', 'death' and 'filler' words. In contrast, older individuals who portray themselves as younger use more internet slang 'netspeak', 'fillers', and 'swear' words. Similar to the gender findings, age deception seems to be affected by stereotypes. For further insights into the linguistic differences between gender and age impersonators, we also calculate the Pearson correlation of the LIWC class counts across actual and corresponding fake identities. We use word class counts normalized by the number of words in the sentence.
The correlation between Real Female and Real Male shown in Table 5 .3 present an estimate of how similar the actual male and female writings are. We observe a positive mid-strength correlation as compared with the other correlation pairs. The Real Male vs Female as Male correlation suggests that females are good at emulating males' writing. In contrast, the analysis shows that males are not as good emulating female language (see correlation of Real Female vs Male).
Surprisingly, the analysis of age deceivers in Table 5.3 shows a strong correlation trend between the different age-based identities. In particular, the correlation between Real Old and Young suggests high language similarity between the two groups. Furthermore, the correlation between the Real Old vs Old as Young and Real Young vs Young as Old indicates that in general, older people are good at imitating younger people and vice versa.
Conclusions
In this paper, we addressed the task of identity deception detection. We collected a novel identity deception dataset, consisting of individuals portraying themselves with four fake identities, targeting different ages and genders.
Through several experiments, we showed that we can build accurate identity detectors. Specifically, we focused on the prediction of gender and age impersonators. We were able to identify identity deceivers with accuracies up to 88%. Our main findings showed that it is easier to identity females posing as males and similarly, it is easier to identify older individuals posing as younger individuals.
Furthermore, we presented a statistical analysis of linguistic patterns that differentiate between fake and real identities based on age and gender.
The datasets introduced in this paper are publicly available under http://lit.eecs. umich.edu/downloads.html.
