We show that noncommutative standard reality-based algebras (RBAs) of dimension 6 are determined up to exact isomorphism by their character tables. We show that the possible character tables of these RBAs are determined by seven real numbers, the first four of which are positive and the remaining three real numbers can be arbitrarily chosen up to a single exception. We show how to obtain a concrete matrix realization of the elements of the RBA-basis from the character table. Using a computer implementation, we give a list of all noncommutative integral table algebras of rank 6 with orders up to 150. Four in the list are primitive, but we show these cannot be realized as adjacency algebras of association schemes. In the last section of the paper we apply our methods to give a precise description of the noncommutative integral table algebras of rank 6 for which the multiplicity of both linear characters is 1.
Introduction
An algebra with involution over the complex field C is an algebra A over C that is equipped with a C-conjugate semilinear involution * that satisfies (αx) * =ᾱx * and (xy) * = y * x * for all α ∈ C and x, y ∈ A. Hereᾱ denotes the complex conjugate of α ∈ C. A reality-based algebra (or RBA) (A, B) consists of a finite-dimensional algebra with involution A over C that has a distinguished basis B = {b 0 , b 1 , . . . , b r−1 } satisfying the following properties: rescaling is achieved by the unique map
This unique rescaling is called the standard RBA δ -basis. Two standard RBA δ -bases B and D of the algebras with involutions A and C are in exact isomorphism when there is a bijection π : B → D for which the linear extension of π is an algebra isomorphism. To classify the RBA-bases of algebras with involutions that have a fixed one-dimensional algebra representation, one needs to distinguish the standard RBA-bases up to exact isomorphism.
The main results of this article provide a complete characterization of noncommutative 6-dimensional RBAs which admit a positive degree map. We show that every such algebra is isomorphic (as abstract algebra) to C ⊕ C ⊕ M 2 (C) and then we characterize the standard RBA δ -bases of the algebra A = C ⊕ C ⊕ M 2 (C) up to exact isomorphism. This is a follow-up to a similar characterization by the authors of standard RBA δ -bases of the noncommutative 5-dimensional semisimple algebra [18] . In Section 2 we review the character theory of RBAs with positive degree maps, introduce the standard feasible trace, and give character-theoretic formulas for the centrally primitive idempotents of RBAs with positive degree maps. In Section 3 we characterize the standard RBA δ -bases of the 6-dimensional noncommutative semisimple algebra A. We show that the standard RBA δ -bases of A are determined by their character tables. We show that the standard RBA δ -basis is determined by the values of δ and the other irreducible linear character φ. We describe the possibilities for these character values, showing the values of δ are arbitrarily positive, and the values of φ are freely determined up to a ratio condition. We obtain a matrix realization of the standard basis elements. In Section 4 we use a computer implementation to generate a list of all noncommutative integral standard table algebras of rank 6 up to order 150. Some of the examples we generate are unexpectedly primitive, so in Section 5 we show these do not arise from association schemes. In Section 6 we describe all noncommutative table algebras of rank 6 for which both irreducible linear characters have multiplicity 1.
Character theory of RBAs
Being a finite-dimensional algebra with involution over C, the algebra A appearing in an RBA is always semisimple (see [20, Theorem 11.2] ). Also crucial to our discussion is the existence of a feasible trace, which is a linear map t : A → C for which t(xy) = t(yx) for all x, y ∈ A. It is easy to see from the RBA definition that the map given by t( i α i b i ) = α 0 , for all elements i α i b i of A expressed in terms of the distinguished basis B with coefficients in C, is a feasible trace. Now suppose (A, B) is an RBA with a positive degree map δ, and suppose B is the standard basis. The positive number n = i δ(b i ) is called the order of the RBA (A, B). A normalization of our initial feasible trace produces the standard feasible trace of (A, B), which is given by τ ( i α i b i ) = nα 0 , for all i α i b i ∈ A. The standard feasible trace induces a sesquilinear form on A, given by x, y = τ (xy * ), for all x, y ∈ A.
(Here "sesquilinear" means it is a real bilinear form that is C-linear in the first variable and Cconjugate-linear in the second.) This form is particularly useful for calculating structure constants in an RBA with positive degree map δ, since when the RBA δ -basis is standard, we have
Since A is finite-dimensional and semisimple, any feasible trace can be expressed as a linear combination of the irreducible characters of A (see [ 
11]).
Since A is semisimple, we have that for each χ ∈ Irr(A), there is a unique centrally primitive idempotent e χ of A such that χ(e χ ) = 0, and for this idempotent we have that χ(e χ ) = χ(b 0 ) is a positive integer. With respect to our C-conjugate-linear involution, the centrally primitive idempotents satisfy (e χ ) * = e χ , for all χ ∈ Irr(A) [8, Proposition 2.9] . In particular this implies the simple components of A are * -invariant. Important for us will be the character-theoretic formula that expresses the centrally primitive idempotents e χ in terms of the RBA δ -basis B, which was first established in this generality in the work of Higman [19, §5] : for all χ ∈ Irr(A),
One can see from this formula that χ(b i * ) = χ(b i ), for all b i ∈ B and χ ∈ Irr(A). When the RBA δ -basis B is standard, we have δ(b i ) = λ ii * 0 , for all i = 0, 1, . . . , r − 1. Also important for us will be the orthogonality relations: for all ψ, χ ∈ Irr(A), ψ(e χ ) = 0 unless ψ = χ, and in that case ψ(e ψ ) = ψ(b 0 ).
3 Noncommutative standard RBA δ -bases of rank 6
Let us assume for the moment that (A, B) is a noncommutative 6-dimensional RBA with positive degree map δ, and that B = {b 0 = 1 A , b 1 , b 2 , b 3 , b 4 , b 5 } is its standard RBA δ -basis. Let τ be the standard feasible trace, so we have from Section 2 that τ (x * x) ≥ 0 for all x ∈ A. Let Irr(A) = {δ, φ, χ}, where φ is the other linear character of A and χ is the irreducible character of degree 2. Again from Section 2 we have that τ = δ + m φ φ + m χ χ with positive multiplicities m φ and m χ . We denote the values of δ, φ, and χ on B by δ(b i ) = δ i , φ(b i ) = φ i , and χ(b i ) = χ i for each b i ∈ B, for i = 0, 1, . . . , 5. In particular, δ 0 = 1, φ 0 = 1, χ 0 = 2 and δ 1 , . . . , δ 5 > 0. The values of φ on B are necessarily real as the complex conjugate of φ is itself, and the values of χ on B must also be real as it is the unique irreducible character of degree 2.
Since the real subalgebra RB is a semisimple 6-dimensional noncommutative algebra over R, it has a unique noncommutative simple component, which is isomorphic to either M 2 (R) or H (the algebra of real quaternions). We begin by excluding the latter case. The transpose of a matrix M is denoted by M ⊤ .
Lemma 1. Let (A, B) be a noncommutative reality-based algebra of rank six with an RBA δ -basis B. Then the algebra RB is isomorphic to R ⊕ R ⊕ M 2 (R) and, up to a change of basis, * acts on M 2 (R) as matrix transposition. In particular, B has exactly four * -invariant elements.
Proof. Since A is non-commutative, the basis B contains at least one pair b i , b * i of non-symmetric elements. Therefore the number of * -fixed elements of B is either 2 or 4. In the first case the dimension of * -invariant subspace of RB is 4 while in the second one it is equal to 5. Suppose first that RB ∼ = R ⊕ R ⊕ H. The noncommutative simple component of RB is * -invariant, and in particular 1 * H = 1 H . Since the dimension of the * -invariant subspace of RB is at least 4, there exists a purely imaginary unit quaternion q ∈ H such that q * = q. On the other hand, since q is purely imaginary, q = −q. Therefore for this q we have q
Let ∆ : RB → M 2 (R) be the two-dimensional irreducible representation of RB given by projection to the component M 2 (R), which affords the character χ. We have that ∆(x * ) ⊤ is a 2-dimensional irreducible representation equivalent to ∆. Thus there exists an S ∈ GL 2 (R) such that ∆(x * )
for each x ∈ RB. Combining this together with ∆(RB) = M 2 (R) we obtain that S −1 S ⊤ = αI 2 for some α ∈ R. It follows from S ⊤ = αS and (S ⊤ ) ⊤ = S that α = ±1, i.e. S is either symmetric or antisymmetric.
Assume first that S is antisymmetric, that is S = 0 a −a 0 . A direct check shows that in this case the map X → SX ⊤ S −1 , X ∈ M 2 (R) has a one-dimensional space of fixed points. So, in this case the dimension of the * -invariant subspace of RB is three, a contradiction. Assume now that S is symmetric. Then S = P ⊤ DP for some D ∈ {I 2 , Diag(1, −1), −I 2 } and P ∈ GL 2 (R). Replacing ∆(x) by the equivalent representation Σ(x) :
, then we are done. It remains to deny the case of D = Diag(1, −1). Consider the standard feasible trace τ (x) for x ∈ RB. Since τ (x) = δ(x) + m φ φ(x) + m χ χ(x) for all x ∈ A, and δ(e χ x) = φ(e χ x) = 0 for all x ∈ A, we must have that for all x ∈ A, χ(xx * ) = χ((e χ x)(e χ x)
In particular, tr(∆(x)∆(x * )) = χ(xx * ) ≥ 0 for all x ∈ RB. Since Σ : RB → M 2 (R) is an epimorphism, we conclude that tr(XDX ⊤ D −1 ) ≥ 0 holds for all X ∈ M 2 (R). Now choosing X = 0 1 1 0 we get a contradiction.
By Lemma 1, we can replace A by an isomorphic image R ⊕ R ⊕ M 2 (R). Any standardized RBA δ -basis of A is of the form Recall that the standard feasible trace τ of A induces the sesquilinear form x, y = τ (xy * ), for all x, y ∈ A. Since τ = δ + m φ φ + m χ χ, this form can be expressed as
Here χ(xy * ) agrees with the usual trace bilinear form on real 2 × 2 matrices. That is, if X and Y are the images of x and y under a representation affording χ, then χ(xy
By [19, Formula (7.4) ] the feasible multiplicity m ψ of an irreducible character ψ may be computed
Let E = {e 0 , ..., e 5 } denote a "standard" basis of the algebra R ⊕ R ⊕ M 2 (R):
, and e 5 = (0, 0, E 21 ), where E ij are the standard matrix units of M 2 (R). It follows from the definition of E that each of the numbers δ(e i e * j ), φ(e i e * j ), χ(e i e * j ) is zero whenever i = j. Therefore E is an orthogonal basis with respect to the form , defined in (4) . Notice that B is an orthogonal basis with respect to the same form.
Starting from now we assume that B = {b 0 , ..., b 5 } is an arbitrary basis of the algebra A = R ⊕ R ⊕ M 2 (R) which has form (3) . In what follows we denote by P (B) the transition matrix between the bases E and B. That is, the j-th column of P (B) consists of the coordinates of b j in the basis E:
P (B) ij e i , where P (B) ij is the (i, j)-entry of P (B).
Following the usual notation (for example, see [6] ), we denote by Q(B) the matrix that satisfies P (B)Q(B) = nI 6 , where n = i δ i = 0. Thus
If B is a standardized RBA δ -basis, then it is an orthogonal basis with respect to the bilinear form , defined in (4). Computing b i , e j in two ways we obtain the following formula
where
Then ( , ) σ is an inner product on R 6 . Remark. Although the "only if" part of the theorem below may be directly deduced from Higman's paper [19] , we prefer to give a direct proof here to make the paper self-contained.
be an arbitrary basis of the algebra A := R ⊕ R ⊕ M 2 (R), and P (B) the transition matrix between the bases E and B. Then B is an RBA δ -basis of A with respect to the involution (x, y, Z) * = (x, y, Z ⊤ ) and the degree map δ((x, y, Z)) = x if and only if the following conditions are satisfied (up to the renumbering of the elements of B).
, and
where P (B) i is the i-th row of P (B), 0 ≤ i ≤ 5, δ = (δ 0 , δ 1 , . . . , δ 5 ) (by abuse of the notation), δ ij is the Kronecker delta, and
Proof. First, suppose B is an RBA δ -basis of A with b 0 = 1 A . Since the degree map δ of A is the projection on the first coordinate, the numbers δ i are positive. Also
It follows from Lemma 1 that B contains only two non-symmetric elements. Without loss of generality we may assume that they are b 4 and b 5 . Thus b *
Since E is an orthogonal basis, we can write
Using (3) we obtain that
Therefore,
That is,
Note that τ = m δ δ + m φ φ + m χ χ, and m χ > 0 (cf. [19] ). It follows from e 0 = e δ that m 0 = e δ , e δ = τ (e δ ) = 1 = m δ . The equality e 1 = e φ implies that m 1 = e φ , e φ = τ (e φ ) = m φ . For each 2 ≤ i ≤ 5 we have m i = e i , e i = τ (e i e * i ) = m χ χ(e i e * i ) = m χ . This proves (iii). Assume now that the basis B satisfies the assumptions (i)-(iii) of the theorem. Parts (i)-(ii) of the assumptions imply that the basis B satisfies the first three axioms of an RBA δ -basis. The third assumption implies that P := P (B) satisfies the matrix equation MP ∆ −1 P T = nI 6 , where ∆ and M are diagonal matrices defined via ∆ ii = δ i , M ii = m i . Therefore P T MP ∆ −1 = nI 6 , and consequently, P T MP = n∆. Let P i ⊤ be the i-th row of P ⊤ , 0 ≤ i ≤ 5. Then,
where σ := (m
Since
Denoting B i by r i s i t i u i , we can write the transition matrix P := P (B) in the following form
Notice that e δ = e 0 , e φ = e 1 and e χ = e 2 + e 3 . It follows from the row orthogonality (Theorem 2(iii)) that the sum of each row of P (except for the first row) is zero. In particular 1+φ 1 +φ 2 +φ 3 +2φ 4 = 0.
We claim that it is impossible to have
for all i = 1, 2, 3. If these ratios were all equal to the same constant λ, then the orthogonality of the second and the third rows of P would imply that
Thus, λ = 1. But then all of the φ i would be positive, a contradiction to that 1 + 5 i=1 φ i = 0. Now we are ready to prove the main result of the section.
Theorem 3. Let δ 1 , ..., δ 4 and φ 1 , ..., φ 4 be real numbers such that δ i > 0 for all i = 1, . . . , 4 and 1 + φ 1 + φ 2 + φ 3 + 2φ 4 = 0. Assume that δ 0 = 1, δ 5 = δ 4 , φ 0 = 1, φ 5 = φ 4 , and φ 4 /δ 4 = φ i /δ i for some i ∈ {1, 2, 3}. Then there exist real matrices
is an RBA δ -basis of A. Furthermore, the matrices B 0 , B 1 , ..., B 5 are unique up to a conjugation by an orthogonal 2 × 2 matrix and a permutation of the indices of B i by an element of the group (1, 2), (1, 2, 3) × (4, 5) .
Proof. First of all, let us fix the following numbers:
Without loss of generality, for the rest of the proof we assume that
. In what follows we will need the inequality m χ > 0. For this reason let us first prove this inequality. It is clear that m χ > 0 if and only if m φ < n − 1, which is equivalent to n < (n − 1)
The expression
is a function of the real variables φ i which satisfy φ 1 + ... + φ 5 = −1.
Using the Lagrange multipliers, one can find that the minimal value of
, and this value is reached when the ratios φ i /δ i , i = 1, ..., 5 are all equal to
, and the equality holds only when φ i /δ i = − 1 n−1 , i = 1, ..., 5. But by the assumption, the equality
is not satisfied for all i ∈ {1, ..., 5}. Thus,
, and hence m χ > 0, as desired.
To prove the existence of matrices
δ -basis of A, it is equivalent to prove that the transition matrix
satisfies the condition (iii) of Theorem 2. Since any symmetric matrix is conjugate to a diagonal matrix by an orthogonal matrix, we may assume that one of B 1 , B 2 , B 3 is diagonal. So for the rest of the proof, we assume that B 1 is diagonal. That is, s 1 = 0. By our assumptions the first two rows of P do satisfy the condition (iii) of Theorem 2. It remains to find the other rows of P that will satisfy the condition (iii) of Theorem 2. Let P i be the i-th row of P , 0 ≤ i ≤ 5, and let
It is easy to see that P satisfies the condition (iii) of Theorem 2 if and only if (P ′ i , P ′ j ) δ = 0 for all i = j, and
where by abuse of the notation, δ = (δ 0 , δ 1 , . . . , δ 5 ).
if and only if P Thus it remains to find the third, fourth and fifth rows of P ′ . We take
(This choice follows from the equality b 0 = e δ + e φ + e χ ). Direct computation shows that
Notice that the choice for P 2 + P 3 is unique, because its entries are the values of χ.
Since the row P 4 + P 5 = (0, 0, 2s 2 , 2s 3 , s 4 + t 4 , s 4 + t 4 ) is orthogonal to both P 0 and P 1 , we see that
But φ 3 /δ 3 = φ 4 /δ 4 . So the above system has rank two, and therefore has a one-dimensional solution space spanned by the vector
To satisfy the condition (P 4 + P 5 ,
, one has to set P 4 + P 5 := λw, where λ = ± 2n mχ(w,w) δ . The choice of the sign is free, because a different choice of the sign is equivalent to the conjugation of B i 's by the matrix −1 0 0 1 . Notice that the above P 4 + P 5 is also orthogonal to P 2 + P 3 , because P 2 + P 3 is a linear combination of (1, 0, 0, 0, 0, 0), P 0 and P 1 . It remains to find P 2 − P 3 = (0, r 1 − u 1 , r 2 − u 2 , r 3 − u 3 , r 4 − u 4 , r 4 − u 4 ). From the orthogonality conditions of the rows of P ′ with respect to the inner product ( , ) δ , we obtain the following system of equations:
This system has rank three. Therefore, up to a sign there exists a unique solution u with (u, u) δ = 2 n mχ . We can chose either one to be our P 2 −P 3 . As before, a different choice of the sign is equivalent to a conjugation by the matrix 0 1 1 0 . It is clear now that the above constructed matrix P ′ also satisfies the property (P
A consequence of Theorem 3 is that every possible character table of a noncommutative rank 6 RBA from Theorem 2 actually occurs.
Corollary 4. The possible character tables of noncommutative rank 6 RBAs with positive degree map δ are precisely those of the form
, where n = 1 + δ 1 + δ 2 + δ 3 + 2δ 4 , and
Conversely, any such character table determines a noncommutative rank 6 RBA up to exact isomorphism.
Proof. This follows from Theorem 2, since we now know that every such set of parameters [(δ i ), (φ i )] determines the standard basis of a noncommutative rank 6 RBA up to exact isomorphism. To compute the values of χ we use the fact that 0 = τ (b i ) = δ i + m φ φ i + m χ χ i for i = 1, 2, 3, 4.
In the above corollary, if the algebra is a standard table algebra, then |φ i | ≤ δ i and |χ i | ≤ 2δ i .
Examples
Using the results in Section 3, we have been able to use a computer to enumerate noncommutative integral RBA δ -bases of rank 6 of order n ≤ 150. Since our main interest focuses on standard integral table algebras, we restricted the parameters by the inequality |φ i | ≤ δ i , i = 1, . . . , 4 (see [22, Proposition 4 .1]), so our list includes all non-commutative standard integral table algebras of rank 6 up to order 150. To achieve an enumeration for order n, we first find all feasible character tables with integer entries. For each character table, we compute a standard RBA δ -basis using the procedure explained in Theorem 2, then check for integrality of structure constants using (1) .
In this table, C m represents a cyclic group (thin scheme) of order m, K m represents a rank 2 scheme of order m, U m and T m represent symmetric and anti-symmetric rank 3 schemes of order m, respectively. D m denotes a table algebra of rank 2 having non-integral rational order m, and E m is a noncommutative rank 5 RBA of order m. Extensions of a normal closed subset U are indicated by U ⋊ T or U : T depending on whether or not the extension splits. Almost always the extensions of a table algebra by a table algebra results in a table algebra, but there are a few exceptions. Only in a few circumstances do we know when a table algebra that is an extension of two schemes is realized by a scheme. One new imprimitive family we encountered is a circle product of a noncommutative rank 5 RBA with a rank 2 scheme, which we label with E • K. As the order increases these occur with increasing frequency, and so in the table only those E • K's with order up to 50 are listed. In some cases the RBA or table algebra our construction produces is primitive. Such examples were not noted previously. 
(1, 10)
(1, 12)
(1, 14) , with m φ = (m χ + 1)(δ 1 − 1) + 1 and c ∈ Z. Integralilty of χ requires that m χ divide cm φ − δ i for i = 2, 3, 4. The association schemes in this family are semidirect products of a symmetric normal closed subset U 1+δ 2 +δ 3 of rank 3 with a nonnormal closed subset K 1+δ 1 of rank 2. The members of one subfamily of these schemes are of the form U 4k+1 ⋊ C 2 and have order 8k + 2. These appear in the table for every k ≥ 1. Alternating with these is a family of association schemes that are semidirect products of an anti-symmetric normal closed subset of rank 3 with the thin scheme C 2 . These have algebraic structure T 4k−1 ⋊ C 2 , order 8k − 2, and occur for every k ≥ 1.
Example 2. Another family discussed in [16] has members that are the semidirect product of a symmetric normal closed subset U m of rank 3 with a closed subset K t of rank 2. We identify these as U m ⋊ K t when no other parameter pattern is in agreement. Members of this family have parameter sets
We did find some table algebras that have a normal symmetric closed subset U of rank 3 for which the RBA is a non-split extension of U 2u+1 by a table algebra of rank 2. Such table algebras were observed recently by Yoshikawa [21] . The parameter sets are in the above form with δ 1 even. Since the quotient has rank 2, we identify these in the table by U m : K t or U m : D t . The first of these has the form U 5 : K 7 . It is a table algebra only, since it does not appear in the classification of association schemes of order 35 and rank 6. In fact, according to Yoshikawa, it is not known if any of these table algebras are realized by association schemes.
Example 3. Another family of noncommutative rank 6 table algebras identified by Hanaki and Zieschang in [16] has an anti-symmetric thin closed subset C = C 3 of rank 3 and no other nontrivial closed subsets. The quotient B/ /C 3 is a rank 2 scheme K n/3 . These have parameters [δ, φ] = [(ℓ, ℓ, ℓ, 1), (−1, −1, −1, 1)] and order 3(ℓ+1), for all ℓ ≡ 1 mod 3. These are not always association schemes. In particular the table algebra C 3 : K 11 of order 33 is not realized by a scheme. This was noted in [16] .
Example 4. The articles of Hanaki-Zieschang [16] and Asaba-Hanaki [3] provide character tables of noncommutative integral table algebras of rank six, the parameters of which, for certain choices of q and r, correspond to the projective geometry P G r−1 (r, q). The corresponding values [δ, φ] for these table algebras are:
, q(q r − 1)
These are identified in the table with the label P G(r, q). If r = 3 these coincide with Coxeter schemes in [16] generated by a pair of noncommuting scheme reflections in {b 1 , b 2 , b 3 }, which are indicated in the table with the label CS(b i , b j ).
Example 5. The imprimitive rank 6 association schemes introduced by Drabkin and French [14] that arise from complete p-arrays for Mersenne primes p have linear character values
As one of the structure constants is λ 454 = p−3 4
, we find that there is an integral table algebra defined by these parameters for every positive odd integer p ≡ 3 mod 4. These have orders p 2 + 2p, an anti-symmetric normal closed subset of rank 3 and order p, and no other closed subsets, so their algebraic structure is that of an extension T p : K p+2 . Three of these occur in the table, with orders 15, 63, and 143. Some of our examples are imprimitive with a normal noncentral closed subset K m of rank 2 and order m and no other nontrivial closed subsets. The quotient is an anti-symmetric table algebra of rank 3. We identify these in our list as being of type K m : T n/m . We also see some other instances of table algebras that are nonsplit extensions of an anti-symmetric normal closed subset by a rank 2 quotient. These are identified with T m : C 2 , T m : K t or T m : D t according to quotient type. 
, and χ 3 = 2δ 3 .
Further e φ in the center of A implies b 3 is central in A. This means our matrix realization from §3 has 
so it is a noncommutative RBA of rank 5, and B is a 
Primitive table algebras
The 
is a commutative subalgebra of dimension at least 4. But any commutative subalgebra of A has dimension at most four. Therefore
It follows from the assumption that every basis element of W is real. Thus W is a commutative real fusion subalgebra of A, as desired. Also W is a table algebra. The restriction of φ to W must remain irreducible, and the restriction of the nonlinear irreducible character χ of A to W must produce two distinct irreducibles. The restriction of the standard feasible trace of A to W will be the standard feasible trace of W , and its irreducible constituents will occur with the multiplicities 1, m φ , m χ , m χ .
All parameter sets of primitive integral table algebras described in Table 1 satisfy the assumptions of Proposition 5. Therefore their centers are fusion subalgebras of rank three. If n = 81, then the center has degrees 1, 20, 60. According to A. Brouwer's data [12] there exists a unique strongly regular graph with these parameters. By Proposition 6 there exists a real fusion subalgebra of rank 4 with degrees 1, 20, 20, 40 and multiplicites 1, 20, 30, 30. According to the results of E. van Dam such a scheme does not exist [13, pg. 90 ]. For n = 96 there are two parameter sets. As table algebras, their centers have the same degrees 1, 38, 57. According to A. Brouwer's data [12] such a strongly regular graph does not exist. So this parameter set cannot be realized as a Bose-Mesner algebra of an association scheme. In the last case n = 120, the center has degrees 1, 34, 85. According Brouwer's table [12] it is not known whether there exists a strongly regular graph with these parameters. However, when we compute our structure constants we find that λ 414 = 7 and δ 4 = 51. We claim that in an association scheme the value of λ iji δ i should be even when b j is * -symmetric. (The second author believes that this is well-known. As we were unable to find a reference we provide an argument for this below.) So from our noncommutative rank 6 table algebra classification, it follows that there is no such association scheme.
Lemma 7.
Let s i and s j = 1 X be distinct relations in an association scheme (X, S). Let λ ijk be the intersection numbers of (X, S). If s j is symmetric, and the valency δ i of s i is greater than 1, then λ iji δ i must be even.
Proof. Let x ∈ X. Let xs i = {y ∈ X : (x, y) ∈ s i } be the s i -neighborhood of x. Consider the graph Γ i,j on xs i that is induced by the relation s j . Then Γ i,j is a graph on |xs i | = δ i > 1 points, and (y, z) ∈ E(Γ i,j ) if and only if (x, y), (x, z) ∈ s i and (y, z) ∈ s j . Since s j is symmetric, the graph Γ i,j is an ordinary undirected graph. Furthermore, Γ i,j is regular of valency λ iji because for every y ∈ xs i , |{z ∈ xs i : (y, z) ∈ s j }| = |{z ∈ xs i : (z, y) ∈ s j }| = λ iji .
It is easy to see that the usual adjacency matrix of a k-regular graph on n > 1 points has nk entries equal to one, and the fact that the graph is symmetric implies that this number must be even. Applying this to Γ i,j we deduce that δ i λ iji must be even.
The authors also want to mention that A. Munemasa, after hearing a preliminary version of these results, searched primitive permutation groups of small degrees and found that there is no primitive noncommutative Schurian scheme of rank 6 with orders less than 1600.
6 Noncommutative rank 6 TAs with m φ = 1
With the notation of Section 3, assume B = {(δ i , φ i , B i ), i = 0, . . . , 5} is a standard table basis for a noncommutative rank 6 RBA with m φ = 1. From our formulas (see Corollary 4) we see that this extra condition m φ = 1 implies n = i (φ 2 i /δ i ) and m χ = n/2 − 1. The purpose of this section is to classify all noncommutative rank 6 table algebras that have m φ = 1. We show that they separate nicely into three families. We show that one of these families is never realized by an association scheme, and give integrality conditions for the two of these families that can be realized by association schemes.
Recall that the kernel of φ is ker φ : 
The extra arithmetic properties satisfied by integral table algebras will be essential to this classification. All the properties of integral table algebras used here can be found in [8] or [23] . We write o(N) = Proof. (i) follows from τ = δ + φ + m χ χ, where τ is the standard feasible trace of (A, B) .
(ii) It follows from m φ = 1 that i (φ
(iii) Applying δ and φ to the equation
If φ i φ j > 0, then by subtracting the second equation from the first equation in (8), we see that φ k <0 λ ijk δ k = 0 by (i) and (ii). Since each δ k > 0 and λ ijk ≥ 0, we must have that λ ijk = 0 for any k with φ k < 0. But if φ i φ j < 0, then by adding the two equations in (8) In keeping with our convention from Section 3, we will assume φ 3 /δ 3 = φ 4 /δ 4 , so b 3 and b 4 lie in distinct cosets of N = ker φ. From Lemma 9 we see that noncommutative rank 6 table algebras with m φ = 1 occur in three families. The first family where |N| = 5 is the wreath product of B/ /N = {b 0 ,b 3 } with a noncommutative rank 5 table algebra N = {b 0 , b 1 , b 2 , b 4 , b 5 }. Since noncommutative rank 5 RBAs cannot be integral by [18, Theorem 6] , and N is a closed subset of (B/ /N) ≀ N, it is impossible for members of this family to be integral table algebras. In particular, members of this family are never realized by association schemes.
When |N| = 3, there are two families, both of which we refer to as bipartite, since the map φ separates both the set B and the "vertices" into two halves. The real bipartite family has N = {b 0 , b 2 , b 3 } up to a choice of the ordering of b 1 and b 2 , and the non-real bipartite family has
The next results give integrality conditions for the two families of bipartite rank 6 table algebras.
Let ∆ be a 2 × 2 real representation affording the character χ, and write ∆(
, and B 5 = B ⊤ 4 . As B 1 is a real symmetric matrix, we can adjust the basis so that s 1 = 0. Note that the matrix entries for the B i automatically satisfy several additional identities that arise from the idempotent formulas. Since (1, 0, 0 2×2 ) = e δ , (0, 1, 0 2×2 ) = e φ , and (0, 0, I 2×2 ) = e χ , we have
In addition, recall that our standard feasible trace gives the identities
The structure constants relative to B can be determined using (1) once the entries of the B i are known.
Lemma 10. Suppose B is the standard basis of a real bipartite rank 6 table algebra, for which the kernel of φ is
where ε 1 , ε 2 , ε 3 ∈ {1, −1}.
Proof. It follows from the definition of N that φ 1 < 0, φ 2 > 0, φ 3 > 0, and φ 4 < 0. In light of the idempotent equations (9), Lemma 8 implies that
Furthermore, since m χ = (n − 2)/2 by (10), we have that 1 + δ 2 + δ 3 = δ 1 + 2δ 4 = n/2 and m χ = δ 2 + δ 3 .
Note that r 1 = −u 1 and r 4 = −u 4 by Lemma 8. So it follows from nδ 1 = τ (b 
Thus, r 1 + 2r 4 = 0 yields that
, we see that r 2 = u 2 . Thus, 0 = τ (b 2 ) = δ 2 + φ 2 + m χ tr(B 2 ) = 2δ 2 + 2(δ 2 + δ 3 )r 2 , and hence
2 2 ) and s 2 + s 3 = 0 imply that ), we get that
, where ε 3 = ±1.
Now it is straightforward to check that
and
Adding both sides of the two inequalities in (11), we get that δ 2 + δ 3 ≥ 4. If δ 2 < 2, then δ 3 > 2, and the first inequality in (11) yields that
a contradiction. So we must have that δ 2 ≥ 2. Similarly, we also have δ 3 ≥ 2. Furthermore, since
we see that δ 1 ≥ max{δ 3 /δ 2 , δ 2 /δ 3 }. It is also straightforward to check that
Hence, we always have δ 4 ≥ 2, and the lemma holds.
The other structure constants of the table algebra in the above lemma are given as below:
For a table algebra (A, B), let Aut(B) := {f | f : B → B is an exact isomorphism} be the automorphism group of B. Let G be a subgroup of Aut(B), and CG the group algebra of G over C, which is also a table algebra. Then the semi-direct product of (A, B) by (CG, G), (CG ⋉ A, G ⋉ B), is a table algebra defined as follows: CG ⋉ A := CG × A, G ⋉ B := G × B, and the multiplication is defined by So from (10) we get that m χ = 2δ 4 , n = 2 + 4δ 4 , 1 + 2δ 4 = δ 1 + δ 2 + δ 3 = n/2. 
Note that . So
Furthermore, b Also it follows from r 1 + r 2 + r 3 = 0 that
Note that nδ 2 = τ (b } ≤ δ 1 ≤ δ 2 δ 3 , and (ii) holds.
The other structure constants of non-real bipartite rank 6 table algebras are given as below:
We can now give our integrality condition for non-real bipartite rank 6 table algebras. Proof. Suppose gcd(δ 1 , δ 2 ) = d. Write δ 1 = dk 1 and δ 2 = dk 2 . The formula for the structure constant λ 241 tells us that
is a nonnegative integer. Since d, k 1 , and k 2 have to be odd, this implies k 1 divides √ k 1 k 2 δ 3 . Similarly, the fact that the structure constant λ 152 is a nonnegative integer implies that k 2 divides √ k 1 k 2 δ 3 . Since gcd(k 1 , k 2 ) = 1, we have that √ k 1 k 2 δ 3 = αk 1 k 2 for some α ∈ Z + , and therefore δ 3 = α 2 k 1 k 2 . Since λ 243 is a nonnegative integer, and
we have that α divides d. If d = αγ, then we have δ 1 = αγk 1 , δ 2 = αγk 2 , and δ 3 = α 2 k 1 k 2 .
