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Sazˇetak
Ovaj zavrsˇni rad govori o parametarski zadanim neprekidnim slucˇajnim vari-
jablama. U radu su definirane neke od najznacˇajnijih parametarski zadanih
neprekidnih slucˇajnih varijabli te su za svaku od njih izracˇunate funkcija distri-
bucije i pripadne numericˇke karakteristike. Takoder je svaka vrsta potkrijepljena
primjerima za laksˇe razumijevanje.
Kljucˇne rijecˇi: parametarski zadane neprekidne slucˇajne varijable, uniformna
slucˇajna varijabla, eksponencijalna slucˇajna varijabla, dvostrana eksponencijalna
(Laplaceova) slucˇajna varijabla, Gama (Γ) slucˇajna varijabla, normalna slucˇajna
varijabla, χ2 slucˇajna varijabla
Abstract
This bachelor’s thesis is about parametric continuous random variables. In this
thesis, some of the most important parametric continuous random variables are
defined and for each of them distribution function and its corresponding nu-
merical characteristics are calculated. Also, for every type we consider some
examples, for easier understanding.
Key words: parametric continuous random variables, uniform random vari-
able, exponential random variable, double exponential (Laplace) random vari-
able, Gamma (Γ) random variable, normal random variable, χ2 random variable
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1 Uvod
Kolika je vjerojatnost da c´e trajanje leta od jednog mjesta do drugog biti u odredenom
vremenskom intervalu? Kolika je vjerojatnost da c´ete cˇekati u redu ispred telefonske
govornice viˇse od nekog odredenog vremena? Kolika je vjerojatnost da se automobilske
gume nakon odredenog broja prijedenih kilometara nec´e istrosˇiti? Kolika je vjerojat-
nost da c´e student zakasniti na predavanje? Ovo su samo neka od mnogih pitanja iz
stvarnog zˇivota na koja c´emo pokusˇati dati odgovor koristec´i teoriju vjerojatnosti.
Cilj ovog zavrsˇnog rada je upoznavanje s parametarskim neprekidnim slucˇajnim va-
rijablama. Za pocˇetak c´emo se upoznati s neprekidnim slucˇajnim varijablama te navesti
njihove osnovne karakteristike. Detaljnim proucˇavanjem raznih parametarski zadanih
neprekidnih slucˇajnih varijabli dat c´emo odgovore na pitanja s pocˇetka poglavlja, ali i
na brojna druga pitanja iz stvarnog zˇivota.
1.1 Osnovni pojmovi i definicije
Kako bi sˇto bolje shvatili pojam slucˇajne varijable za pocˇetak c´emo ponoviti osnovne
pojmove iz teorije vjerojatnosti. Upoznat c´emo se s pojmom σ-algebre, definirati vje-
rojatnost te vidjeti sˇto je to vjerojatnosni prostor.
Definicija 1.1 Vazˇni pojmovi vezani uz slucˇajan pokus:
 elementarni dogadaj - to je svaki moguc´i ishod jednog izvodenja slucˇajnog pokusa
(oznaka ω)
 skup elementarnih dogadaja - skup svih moguc´ih ishoda slucˇajnog pokusa (oznaka
Ω)
 slucˇajan dogadaj - svaki podskup skupa elementarnih dogadaja.
Definicija 1.2 (σ-algebra) Neka je Ω 6= ∅. Familija skupova F koja sadrzˇi podsku-
pove skupa Ω naziva se σ-algebra (na Ω) ako zadovoljava sljedec´a svojstva:
 ∅ ∈ F
 ako je A ∈ F onda je i Ac ∈ F
 ako je dana familija skupova (Ai, i ∈ I), I ⊆ N iz F onda je i njihova unija
takoder element iz F , tj. ⋃
i∈I
Ai ∈ F .
Definicija 1.3 (Vjerojatnost) Neka je Ω 6= ∅ skup elementarnih dogadaja i F σ-
algebra na njemu. Funkcija P : F → R je vjerojatnost na Ω ako zadovoljava sljedec´a
svojstva, koja nazivamo i aksiomima vjerojatnosti:
1
 P (A) ≥ 0, za svaki A ∈ F (nenegativnost)
 P (Ω) = 1 (normiranost)
 ako je dana familija medusobno disjunktnih skupova (Ai, i ∈ I) iz F onda je
P (
⋃
i∈I
Ai) =
∑
i∈I
P (Ai) (σ-aditivnost).
Definicija 1.4 Uredena trojka (Ω,F , P ) skupa Ω 6= ∅, σ-algebre F na njemu i vjero-
jatnosti P : F → R naziva se vjerojatnosni prostor.
2 Slucˇajna varijabla
U ovom poglavlju upoznat c´emo se sa slucˇajnom varijablom. Definirat c´emo ju i stec´i
osnovu za daljnje razumijevanje ovog rada. Najprije, navedimo njezinu definiciju.
Definicija 2.1 Neka je (Ω,F , P ) vjerojatnosni prostor i BR σ-algebra na R generirana
svim otvorenim podskupovima od R, a nazivamo ju Borelova σ-algebra. Svaka funkcija
X : Ω → R takva da je skup {ω ∈ Ω : X(ω) ∈ B} dogadaj iz F , za svaki B ∈ BR,
tj. {ω ∈ Ω : X(ω) ∈ B} ∈ F za svaki B ∈ BR, tj. X−1(B) ∈ F , za svaki B ∈ BR je
slucˇajna varijabla.
Definicija 2.2 Skup svih vrijednosti koje mozˇe poprimiti slucˇajna varijabla X naziva
se slika slucˇajne varijable i oznacˇava se s R(X).
Postoje dvije vrste slucˇajnih varijabli: diskretne i neprekidne.
Diskretna slucˇajna varijabla je slucˇajna varijabla kojoj je slika diskretan skup. Sljedec´e
dvije definicije c´e nam poblizˇe opisati diskretnu slucˇajnu varijablu.
Definicija 2.3 Slucˇajna varijabla X : Ω → R na vjerojatnosnom prostoru (Ω,F , P )
je diskretna ako postoji diskretan skup D ⊂ R tako da je P (X ∈ D) = 1, tj. ako joj je
slika diskretan skup.
Definicija 2.4 Na diskretnom vjerojatnosnom prostoru (Ω,P(Ω), P ) je svaka funkcija
X : Ω→ R slucˇajna varijabla i to diskretna.
Kako diskretne slucˇajne varijable nisu predmet ovoga rada, o njima cˇitatelj mozˇe saz-
nati viˇse u [2, str. 55]. U sljedec´em poglavlju c´emo se detaljnije upoznati s neprekidnom
slucˇajnom varijablom.
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2.1 Neprekidna slucˇajna varijabla
Ako slika slucˇajne varijable nije diskretan skup, nego je npr. neki interval realnih bro-
jeva, cijeli R i tome slicˇno u tom slucˇaju govorimo o neprekidnim slucˇajnim varijablama
koje su tema ovog rada.
Definicija 2.5 Neka je dan vjerojatnosni prostor (Ω,F , P ) i funkcija X : Ω → R za
koju vrijedi:
 {ω ∈ Ω : X(ω) 6 x} = {X 6 x} ∈ F za svaki x ∈ R,
 postoji nenegativna realna funkcija realne varijable f, takva da je:
P {ω ∈ Ω : X(ω) 6 x} = P {X 6 x} =
∫ x
−∞
f(t) dt, za svaki x ∈ R.
Funkciju X zovemo neprekidna slucˇajna varijabla na Ω, a funkciju f tada zovemo funk-
cija gustoc´e slucˇajne varijable X.
Bitna svojstva funkcije gustoc´e neprekidne slucˇajne varijable (vidi [2, str. 61]):
1) nenegativnost: f(x) > 0 za sve x ∈ R,
2) normiranost: ∫ ∞
−∞
f(x)dx = 1,
3) vjerojatnost da slucˇajna varijabla X, cˇija je funkcija gustoc´e f , primi vrijednost
iz intervala 〈a, b] mozˇe se izracˇunati koriˇstenjem funkcije gustoc´e na sljedec´i nacˇin:
P {X ∈ 〈a, b]} = P {a < X 6 b} =
∫ b
a
f(x)dx.
Dokaz:
2) Ocˇito je ∫ ∞
−∞
f(x)dx = lim
n→∞
∫ n
−∞
f(x)dx.
Uz pomoc´ neprekidnosti vjerojatnosti u odnosu na monotono rastuc´u familiju dogadaja
imamo:
lim
n→∞
∫ n
−∞
f(x)dx = lim
n→∞
P {X ∈ 〈−∞, n]} = P{Ω} = 1.
3) Tvrdnja slijedi iz svojstava vjerojatnosti i integrala:
P {X ∈ 〈a, b]} = P {X 6 b} − P {X 6 a} =
∫ b
−∞
f(x)dx−
∫ a
−∞
f(x)dx =
∫ b
a
f(x)dx.
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2.1.1 Funkcija distribucije neprekidne slucˇajne varijable
Definicija 2.6 Neka je (Ω,F , P ) vjerojatnosni prostor i X : Ω→ R slucˇajna varijabla
na njemu. Funkciju FX : R→ [0, 1] koja svakom realnom broju x ∈ R pridruzˇuje vjero-
jatnost da je slucˇajna varijabla X manja ili jednaka tom broju, tj. funkciju definiranu
s
FX(x) = P {X 6 x} = P {ω ∈ Ω : X(ω) 6 x}
nazivamo funkcija distribucije slucˇajne varijable X.
Teorem 2.1 (Svojstva funkcije distribucije) Neka je (Ω,F , P ) vjerojatnosni pros-
tor, X : Ω→ R slucˇajna varijabla na njemu i FX : R→ [0, 1] njena funkcija distribu-
cije. Tada vrijede sljedec´a svojstva:
1) funkcija distribucije FX je monotono rastuc´a, tj. za sve x1, x2 ∈ R takve da je
x1 6 x2 vrijedi FX(x1) 6 FX(x2),
2)
lim
x→−∞
FX(x) = FX(−∞) = 0,
3)
lim
x→∞
FX(x) = FX(∞) = 1,
4) funkcija distribucije FX je neprekidna zdesna za svaki x ∈ R, tj.
lim
n→∞
FX(x+ hn) = FX(x),
gdje je (hn, n ∈ N) monotono padajuc´i niz pozitivnih realnih brojeva tako da je
lim
n→∞
hn = 0.
Dokaz:
1) Ako je x1 6 x2, tada je {X 6 x1} ⊆ {X 6 x2} . Primjenom svojstva monoto-
nosti vjerojatnosti na prethodnu inkluziju dobivamo P {X 6 x1} 6 P {X 6 x2}, tj.
FX(x1) 6 FX(x2).
2) Neka je (an, n ∈ N) monotono padajuc´i niz realnih brojeva koji divergira u −∞ i
neka je An = {ω ∈ Ω : X(ω) 6 an} = {X 6 an} , n ∈ N.
Sada je
lim
x→−∞
FX(x) = lim
n→∞
FX(an) = lim
n→∞
P{X 6 an} = lim
n→∞
P{An} = P{
⋂
n∈N
An} = P{∅} = 0.
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3) Neka je (bn, n ∈ N) monotono rastuc´i niz koji divergira u +∞ i definirajmo pomoc´ne
skupove Bn = {ω ∈ Ω : X(ω) 6 bn} = {X 6 bn} , n ∈ N.
Koristec´i prethodne oznake zakljucˇujemo da je
lim
x→∞
FX(x) = lim
n→∞
FX(bn) = lim
n→∞
P{X 6 bn} = lim
n→∞
P{Bn} = P{
⋃
n∈N
Bn} = P{Ω} = 1.
4) Vrijedi
FX(x+ hn)− FX(x)=P{X 6 x+ hn} − P{X 6 x}
=P{X ∈ 〈−∞, x+ hn]} − P{X ∈ 〈−∞, x]}
=P{X ∈ 〈−∞, x+ hn] \ 〈−∞, x]}
=P{X ∈ 〈x, x+ hn]}
=PX{〈x, x+ hn]},
iz cˇega slijedi
lim
n→∞
(FX(x+hn)−FX(x)) = lim
n→∞
PX{〈x, x+ hn]} = PX{
⋂
n∈N
〈x, x+ hn]} = PX{∅} = 0.
Sada je
lim
n→∞
FX(x+ hn)− lim
n→∞
FX(x) = 0,
iz cˇega dobivamo trazˇenu tvrdnju.
Napomena 2.1 Iz definicije 2.5 i definicije 2.6 jasno je da ukoliko je X neprekidna
slucˇajna varijabla s funkcijom gustoc´e f, vrijednost pripadne funkcije distribucije za
proizvoljan realan broj x0 ∈ R odredujemo s
F (x0) = P{X 6 x0} =
∫ x0
−∞
f(t)dt, x0 ∈ R.
Takoder, mozˇemo uocˇiti da je funkcija distribucije neprekidne slucˇajne varijable nepre-
kidna funkcija u svakoj tocˇki x ∈ R (vidi [2, str. 67]).
2.1.2 Numericˇke karakteristike neprekidne slucˇajne varijable
Sva vjerojatnosna svojstva slucˇajne varijable dana su njenom funkcijom distribucije,
odnosno tablicom distribucije kod diskretne slucˇajne varijable i funkcijom gustoc´e kod
neprekidne slucˇajne varijable. Zbog moguc´e kompliciranosti tih funkcija javlja se po-
treba za uvodenjem nekih karakteristicˇnih brojeva koji nam daju dodatne informacije
o slucˇajnoj varijabli i zvat c´emo ih numericˇke karakteristike slucˇajnih varijabli.
Numericˇke karakteristike neprekidne slucˇajne varijable definiramo pomoc´u pripadne
funkcije gustoc´e f : R → R cˇija svojstva smo vec´ naveli u Poglavlju 2.1. Jedna od
najvazˇnijih numericˇkih karakteristika slucˇajne varijable je njezino ocˇekivanje cˇiju defi-
niciju navodimo u nastavku.
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Definicija 2.7 Neka je X neprekidna slucˇajna varijabla s funkcijom gustoc´e f. Ako je
konacˇan integral ∫ ∞
−∞
|x|f(x)dx,
onda kazˇemo da slucˇajna varijabla X ima ocˇekivanje i broj
µ = EX =
∫ ∞
−∞
xf(x)dx
zovemo matematicˇko ocˇekivanje (ili samo ocˇekivanje) neprekidne slucˇajne varijable X.
Definicija 2.8 Ako postoji E(X − EX)2 onda taj pozitivan realan broj nazivamo va-
rijanca slucˇajne varijable X i oznacˇavamo s V arX ili σ2.
Napomena 2.2 Varijanca je ocˇekivano kvadratno odstupanje slucˇajne varijable od
njenog ocˇekivanja.
Standardna devijacija je korijen iz varijance, tj. σ =
√
V arX > 0.
Teorem 2.2 Neka je X slucˇajna varijabla, na vjerojatnosnom prostoru (Ω,F , P ), koja
ima varijancu. Tada vrijede sljedec´a svojstva:
1) V arX = EX2 − (EX)2,
2) V ar(aX + b) = a2V arX, gdje su a, b ∈ R.
Dokaz: Vidi [2, str. 93].
Napomena 2.3 Neka je X neprekidna slucˇajna varijabla s funkcijom gustoc´e f . Tada
vrijedi:
1) ako je g : R→ R zadana funkcija, onda je Eg(X) =
∞∫
−∞
g(x)f(x)dx
2) V arX =
∞∫
−∞
(x− EX)2f(x)dx
3) EXr =
∞∫
−∞
xrf(x)dx je r-ti moment slucˇajne varijable X.
3 Parametarski zadane neprekidne slucˇajne varija-
ble
Kao sˇto znamo, neprekidne slucˇajne varijable odredene su svojom funkcijom gustoc´e.
Takoder, postoje neke slucˇajne varijable koje su zadane odredenim parametrima, od-
nosno njihove funkcije gustoc´e i distribucije te sve numericˇke karakteristike izrazˇene su
pomoc´u tih parametara. Takve slucˇajne varijable nazivamo parametarskim slucˇajnim
varijablama i one su tema ovoga rada. U nastavku ovog poglavlja opisat c´emo razne
vrste parametarskih neprekidnih slucˇajnih varijabli.
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3.1 Uniformna slucˇajna varijabla
Uniformna neprekidna slucˇajna varijabla se koristi za pokuse za koje je poznato da
mogu primiti vrijednost iz ogranicˇenog intervala 〈a, b〉. Vjerojatnost realizacije inter-
vala 〈a1, a2〉 ovisit c´e samo o njegovoj duljini sve dok je sadrzˇan u 〈a, b〉 sa svojstvom
da su jednako dugi intervali jednako vjerojatni.
Definicija 3.1 Za neprekidnu slucˇajnu varijablu X kazˇemo da ima uniformnu distri-
buciju na intervalu 〈a, b〉 , a < b, ako joj je funkcija gustoc´e dana izrazom
f(x) =
{
1
b−a , x ∈ 〈a, b〉
0 , x /∈ 〈a, b〉 .
Ako slucˇajna varijabla X ima uniformnu distribuciju na intervalu 〈a, b〉, koristimo oz-
naku X ∼ U(a, b).
Slika 1: Funkcija gustoc´e uniformne slucˇajne varijable na segmentu [1, 3]
Za svaku neprekidnu slucˇajnu varijablu X vrijedi P {X = x0} = 0, x0 ∈ R, pa ne
trebamo praviti razliku izmedu uniformne distribucije na 〈a, b〉 i uniformne distribucije
na [a, b], odnosno na nekom od intervala 〈a, b], [a, b〉 .
3.1.1 Funkcija distribucije uniformne slucˇajne varijable
Nakon sˇto smo vidjeli kako izgleda funkcija gustoc´e uniformne slucˇajne varijable odredit
c´emo pripadnu funkciju distribucije koja c´e nam uvelike pomoc´i u rjesˇavanju zadataka.
U izvodu funkcije distribucije uniformne slucˇajne varijable razlikujemo nekoliko slucˇajeva:
1) ako je x ∈ 〈−∞, a], onda je
FX(x) =
∫ x
−∞
f(t)dt = 0.
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2) Za x ∈ 〈a, b〉 dobivamo
FX(x) =
∫ x
−∞
f(t)dt =
∫ a
−∞
f(t)dt+
∫ x
a
f(t)dt =
∫ x
a
1
b− adt =
x− a
b− a .
3) Naposljetku, za x ∈ [b,+∞〉
FX(x) =
∫ x
−∞
f(t)dt =
∫ a
−∞
f(t)dt+
∫ b
a
f(t)dt+
∫ x
b
f(t)dt =
∫ b
a
1
b− adt =
b− a
b− a = 1.
Sada dolazimo do funkcije distribucije uniformne slucˇajne varijable:
FX(x) =

0 , x ∈ 〈−∞, a]
x−a
b−a , x ∈ 〈a, b〉
1 , x ∈ [b,+∞〉
.
Slika 2: Funkcija distribucije uniformne slucˇajne varijable na segmentu [1, 3]
3.1.2 Numericˇke karakteristike uniformne slucˇajne varijable
Odredimo ocˇekivanje uniformne slucˇajne varijable:
EX=
∫ ∞
−∞
xf(x)dx =
∫ b
a
x
b− adx =
1
b− a
x2
2
∣∣∣b
a
=
b2 − a2
2(b− a) =
(b− a)(b+ a)
2(b− a) =
a+ b
2
.
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Za izracˇunavanje varijance uniformne slucˇajne varijable potreban nam je drugi mo-
ment:
EX2=
∫ ∞
−∞
x2f(x)dx =
∫ b
a
x2
b− adx =
1
b− a
x3
3
∣∣∣b
a
=
b3 − a3
3(b− a) =
(b− a)(b2 + ab+ a2)
3(b− a) =
b2 + ab+ a2
3
.
Sada dolazimo do varijance uniformne slucˇajne varijable:
V arX=EX2 − (EX)2 = b
2 + ab+ a2
3
− b
2 + 2ab+ a2
4
=
b2 − 2ab+ a2
12
=
(b− a)2
12
.
3.1.3 Primjeri uniformne slucˇajne varijable
Primjer 3.1 Policiji je dojavljeno da svake noc´i izmedu 2 i 3 sata kroz crveno svjetlo
na semaforu projuri jedan te isti auto. Vjerojatnost prolaska auta jednaka je u jednako
dugim intervalima. Kolika je vjerojatnost da c´e auto proc´i kroz crveno izmedu 2 sata
i 2 sata i 15 minuta?
Rjesˇenje: U nasˇem primjeru funkcija distribucije zadana je s
FX(x) =

0 , x ∈ 〈−∞, 2]
x− 2 , x ∈ 〈2, 3〉
1 , x ∈ [3,∞〉
.
Da bi mogli rijesˇiti zadatak trebamo najprije odrediti koliko je 2 sata i 15 minuta
izrazˇeno u satima. Kao sˇto znamo, jedan sat ima 60 minuta pa dolazimo do zakljucˇka
da je 15 minuta jednako 0.25 sata odakle slijedi da je 2 sata i 15 minuta jednako 2.25
sata. Izracˇunajmo sada trazˇenu vjerojatnost.
P{X ∈ 〈2, 2.25]}=P{X ∈ 〈−∞, 2.25] \ 〈−∞, 2]} = P{X 6 2.25} − P{X 6 2}
=FX(2.25)− FX(2) = 2.25− 2 = 0.25.
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Primjer 3.2 Vrijeme trajanja leta izmedu Zagreba i Berlina je slucˇajna varijabla X
koja je distribuirana prema uniformnoj distribuciji. Let obicˇno traje izmedu 90 i 100
minuta. Kolika je vjerojatnost da let traje izmedu 92 i 97 minuta?
Rjesˇenje: U ovom primjeru funkcija distribucije zadana je s
FX(x) =

0 , x ∈ 〈−∞, 90]
x−90
10
, x ∈ 〈90, 100〉
1 , x ∈ [100,∞〉
.
Odredimo trazˇenu vjerojatnost da je vrijeme trajanja leta izmedu 92 i 97 minuta:
P{92 < X < 97}=P{X 6 97} − P{X 6 92} = FX(97)− FX(92) = 710 − 210 = 0.5.
Vjerojatnost da je vrijeme trajanja leta izmedu 92 i 97 minuta je 0.5.
3.2 Eksponencijalna slucˇajna varijabla
Ovaj tip distribucije cˇesto se javlja kod slucˇajnih varijabli koje modeliraju vremena
cˇekanja do pojave nekog dogadaja ako se karakteristike ne mijenjaju tijekom vremena,
npr. vrijeme do kvara (tj. vrijeme trajanja) jedne zˇarulje, vrijeme do pojave neke
nesrec´e, itd.
Definicija 3.2 Neprekidna slucˇajna varijabla X ima eksponencijalnu distribuciju s pa-
rametrom λ > 0, u oznaci X ∼ E(λ), ako joj je funkcija gustoc´e zadana s
f(x) =

λe−λx , x > 0
0 , inacˇe
.
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Slika 3: Funkcija gustoc´e eksponencijalne slucˇajne varijable s parametrom λ = 2
3.2.1 Funkcija distribucije eksponencijalne slucˇajne varijable
Ako je x < 0, tada je FX(x) = P{X 6 x} = 0, jer slucˇajna varijabla ne mozˇe primiti
negativne vrijednosti. Ako je x > 0, tada je
FX(x) = P{X 6 x} =
∫ x
−∞
f(t)dt =
∫ x
−∞
λe−λtdt = −e−λt
∣∣∣x
0
= 1− e−λx.
Dakle, funkcija distribucije eksponencijalne slucˇajne varijable dana je s
FX(x) =

1− e−λx , x > 0
0 , inacˇe
.
Slika 4: Funkcija distribucije eksponencijalne slucˇajne varijable s parametrom λ = 2
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3.2.2 Numericˇke karakteristike eksponencijalne slucˇajne varijable
Odredimo ocˇekivanje eksponencijalne slucˇajne varijable.
EX=
∫ ∞
−∞
xf(x)dx =
∫ ∞
0
λxe−λxdx =
∣∣∣∣∣∣∣∣∣∣
t = λx⇒ x = t
λ
dt = λdx
∣∣∣∣∣∣∣∣∣∣
=
1
λ
∫ ∞
0
te−tdt
=
∣∣∣∣∣∣∣∣∣∣
u = t dv = e−tdt
du = dt v = −e−t
∣∣∣∣∣∣∣∣∣∣
=
1
λ
(
− te−t
∣∣∣∞
0
+
∫ ∞
0
e−tdt
)
=
1
λ
(
lim
a→∞
(
− te−t
∣∣∣a
0
− e−t
∣∣∣a
0
))
=
1
λ
(
− lim
a→∞
ae−a − lim
a→∞
e−a + 1
)
.
Primjenom L’Hospitalovog pravila racˇunamo sljedec´i limes
lim
a→∞
ae−a = lim
a→∞
a
ea
=
(∞
∞
)
= lim
a→∞
1
ea
= 0.
Iz prethodnog racˇuna dobivamo
EX =
1
λ
(0 + 1) =
1
λ
.
Za izracˇunavanje varijance eksponencijalne slucˇajne varijable potreban nam je EX2:
EX2=
∫ ∞
−∞
x2f(x)dx = λ
∫ ∞
0
x2e−λxdx =
∣∣∣∣∣∣∣∣∣∣
u = x2 dv = e−λxdx
du = 2xdx v = e
−λx
−λ
∣∣∣∣∣∣∣∣∣∣
=λ
(
− x
2
λ
e−λx
∣∣∣∞
0
+
2
λ
∫ ∞
0
xe−λxdx
)
= −x2e−λx
∣∣∣∞
0
+ 2
∫ ∞
0
xe−λxdx
= lim
a→∞
(−a2e−λa + 0) + 2
λ2
.
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Ponovnom primjenom L’Hospitalovog pravila dobivamo
lim
a→∞
a2
eλa
=
(∞
∞
)
= lim
a→∞
2a
λeλa
=
(∞
∞
)
= lim
a→∞
2
λ2eλa
= 0,
iz cˇega slijedi da je
EX2 =
2
λ2
,
pa dolazimo do varijance eksponencijalne slucˇajne varijable:
V arX=EX2 − (EX)2 = 2
λ2
− 1
λ2
=
1
λ2
.
3.2.3 Primjeri eksponencijalne slucˇajne varijable
Primjer 3.3 Pretpostavimo da je duljina telefonskog poziva u minutama eksponenci-
jalno distribuirana s parametrom λ = 1
10
. Ako je netko prije Vas dosˇao u telefonsku
govornicu, izracˇunajte vjerojatnost da c´ete cˇekati ispred viˇse od 10 minuta.
Rjesˇenje: Neka je X slucˇajna varijabla kojom se modelira duljina telefonskog poziva u
minutama, tj. X ∼ E( 1
10
). Nas zanima vjerojatnost da c´e osoba cˇekati ispred telefonske
govornice viˇse od 10 minuta, odnosno P{X > 10}. Uz pomoc´ funkcije distribucije
dobivamo trazˇenu vjerojatnost:
P{X > 10} = 1− FX(10) = 1− (1− e− 110 ·10) = e−1 = 0.368.
Primjer 3.4 Vremenski razmak izmedu vozila koja prelaze preko pjesˇacˇkog prijelaza
slucˇajna je varijabla koja ima eksponencijalnu distribuciju. Prometno opterec´enje ulice
iznosi u prosjeku 600 vozila po satu. Izracˇunajte vjerojatnost da vremenski razmak
izmedu vozila koja prelaze preko pjesˇacˇkog prijelaza bude izmedu 5 i 10 sekundi.
Rjesˇenje: Eksponencijalna je distribucija odredena parametrom
λ =
1
EX
.
Buduc´i se ocˇekuje 600 vozila po satu, to je, u sekundama, ocˇekivani vremenski razmak
izmedu dva vozila koja prelaze preko pjesˇacˇkog prijelaza
EX =
3600
600
= 6s.
Vjerojatnost da se vremenski razmak izmedu vozila koja prelaze pjesˇacˇki prijelaz nalazi
u intervalu 〈5, 10〉 je
P{5 < X < 10} = 1− e− 106 − (1− e− 56 ) = −e− 106 + e− 56 = 0.246.
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3.3 Dvostrana eksponencijalna (Laplaceova) slucˇajna varija-
bla
Dvostrana eksponencijalna (Laplaceova) slucˇajna varijabla je generalizacija eksponen-
cijalne slucˇajne varijable. Za razliku od eksponencijalne, dvostrana eksponencijalna
slucˇajna varijabla prima vrijednosti iz cijelog R.
Definicija 3.3 Neprekidna slucˇajna varijabla X ima dvostranu eksponencijalnu distri-
buciju s parametrom λ > 0, u oznaci X ∼ DE(λ), ako je njena funkcija gustoc´e dana
izrazom
f(x) =
1
2
λe−λ|x|, x ∈ R.
Slika 5: Funkcija gustoc´e dvostrane eksponencijalne slucˇajne varijable s parametrom
λ = 0.5
3.3.1 Funkcija distribucije dvostrane eksponencijalne slucˇajne varijable
Odredimo sada funkciju distribucije za ovu slucˇajnu varijablu.
1) Za x ∈ 〈−∞, 0〉 dobivamo da je
FX(x)=
∫ x
−∞
f(t)dt =
λ
2
∫ x
−∞
eλtdt =
λ
2
lim
a→−∞
∫ x
a
eλtdt
=
λ
2
lim
a→−∞
eλt
λ
∣∣∣x
a
=
1
2
lim
a→−∞
(eλx − eλa) = 1
2
eλx.
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2) Ako je x ∈ [0,∞〉 funkcija distribucije je dana s
FX(x)=
∫ x
−∞
f(t)dt =
∫ 0
−∞
f(t)dt+
x∫
0
f(t)dt =
λ
2
∫ 0
−∞
eλtdt+
λ
2
∫ x
0
e−λtdt
=
λ
2
lim
a→−∞
∫ 0
a
eλtdt− λ
2
e−λt
λ
∣∣∣x
0
=
λ
2
lim
a→−∞
eλt
λ
∣∣∣0
a
− 1
2
e−λx +
1
2
=
1
2
lim
a→−∞
(1− eλa)− 1
2
e−λx +
1
2
=
1
2
− 1
2
e−λx +
1
2
= 1− 1
2
e−λx.
Iz prethodnog racˇuna dobivamo
FX(x) =

1
2
eλx , x ∈ 〈−∞, 0〉
1− 1
2
e−λx , x ∈ [0,∞〉
.
Slika 6: Funkcija distribucije dvostrane eksponencijalne slucˇajne varijable s parame-
trom λ = 0.5
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3.3.2 Numericˇke karakteristike dvostrane eksponencijalne slucˇajne varija-
ble
Ocˇekivanje dvostrane eksponencijalne slucˇajne varijable iznosi 0, sˇto c´emo u nastavku
i pokazati.
EX=
∫ ∞
−∞
xf(x)dx =
λ
2
(∫ 0
−∞
xeλxdx+
∫ ∞
0
xe−λxdx
)
=
λ
2
(
lim
a→−∞
x
eλx
λ
∣∣∣0
a
−
∫ 0
−∞
eλx
λ
dx− lim
a→∞
x
e−λx
λ
∣∣∣a
0
+
∫ ∞
0
e−λx
λ
dx
)
=
1
2
(
− lim
a→−∞
eλx
λ
∣∣∣0
a
− lim
a→∞
e−λx
λ
∣∣∣a
0
)
=
1
2
(
− 1
λ
+
1
λ
)
= 0.
Kao sˇto znamo, za izracˇun varijance treba nam EX2 pa ga i odredimo.
EX2=
λ
2
∫ ∞
−∞
x2e−λ|x|dx = λ
∫ ∞
0
x2e−λxdx =
2
λ2
,
gdje smo prethodni integral vec´ izracˇunali u Poglavlju 3.2.2.
Varijanca dvostrane eksponencijalne slucˇajne varijable iznosi:
V arX = EX2 − (EX)2 = 2
λ2
− 0 = 2
λ2
.
3.3.3 Primjeri dvostrane eksponencijalne slucˇajne varijable
Primjer 3.5 Neka je X dvostrana eksponencijalna slucˇajna varijabla s parametrom
λ = 0.6. Izracˇunaj vjerojatnost da X prima vrijednosti iz segmenta [−1, 2].
Rjesˇenje: Trazˇena vjerojatnost iznosi
P{−1 6 X 6 2}=P{X 6 2} − P{X 6 −1} = FX(2)− FX(−1)
=1− 1
2
e−0.6·2 − 1
2
e−0.6 = 1− 0.1506− 0.2744 = 0.575.
Primjer 3.6 Neka je X dvostrana eksponencijalna slucˇajna varijabla s parametrom
λ = 2. Izracˇunaj vjerojatnost da je X 6 0.5.
Rjesˇenje: Za λ = 2 trazˇimo P{X 6 0.5}. Ta je vjerojatnost jednaka
P{X 6 0.5} = FX(0.5) = 1− 1
2
e−2·0.5 = 1− 0.1839 = 0.8161.
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3.4 Gama (Γ) slucˇajna varijabla
Gama distribucija je generalizacija eksponencijalne distribucije. Naime, pretpostavimo
da promatramo slucˇajan pokus koji se sastoji od ponavljanja nekog dogadaja u vremenu
sa zadanim konstantnim intenzitetom λ. Slucˇajna varijabla koja daje vrijeme potrebno
da se dogadaj dogodi odredeni broj puta (oznacˇimo ga s α) ima Gama distribuciju s
parametrima α i λ. Uzmimo primjer eksponencijalne distribucije (primjer 3.3), gdje
je λ = 1
10
. Slucˇajan pokus u kome promatramo da c´e se neki dogadaj dogoditi α puta
modeliramo pomoc´u Gama distribucije, odnosno imamo X ∼ Γ(α, 1
10
).
Primjeri dogadaja koji mogu biti modelirani Gama distribucijom su: kolicˇina padaline
akumulirane u spremniku, opterec´enje na web posluzˇiteljima, protok predmeta kroz
proizvodnju.
U svrhu definiranja funkcije gustoc´e slucˇajne varijable koja ima Gama distribuciju, u
nastavku najprije navodimo definiciju Gama funkcije.
Definicija 3.4 Gama funkcija je funkcija Γ : 〈0,+∞〉 → R definirana s
Γ(x) :=
∫ ∞
0
tx−1e−tdt.
Definicija 3.5 Slucˇajna varijabla X ima Gama distribuciju s parametrima α > 0 i
β > 0 ako joj je funkcija gustoc´e
f(x) =

1
Γ(α)βα
xα−1e−
x
β , x > 0
0 , inacˇe
.
Ako slucˇajna varijabla X ima Gama distribuciju s parametrima α i β, koristimo oznaku
X ∼ Γ(α, β).
Slika 7: Funkcija gustoc´e Gama slucˇajne varijable X ∼ Γ(α, β) za α = 1, β = 4
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3.4.1 Funkcija distribucije Gama slucˇajne varijable
Funkciju distribucije ove slucˇajne varijable mozˇemo zapisati u terminima nepotpune
Gama funkcije te stoga u nastavku navodimo njenu definiciju.
Definicija 3.6 Nepotpuna Gama funkcija je funkcija definirana s
γ(p, r) =
∫ r
0
xp−1e−xdx, x > 0.
Odredimo funkciju distribucije Gama slucˇajne varijable:
FX(x)=
1
Γ(α)βα
∫ x
0
tα−1e−
t
β dt =
∣∣∣∣∣∣∣∣∣∣
s = t
β
; t = βs
dt = βds
∣∣∣∣∣∣∣∣∣∣
=
1
Γ(α)
∫ x
β
0
sα−1e−sds =
γ(α, x
β
)
Γ(α)
.
Slika 8: Funkcija distribucije Gama slucˇajne varijable X ∼ Γ(α, β) za α = 1, β = 4
3.4.2 Numericˇke karakteristike Gama slucˇajne varijable
U ovom poglavlju odredit c´emo ocˇekivanje i varijancu Gama slucˇajne varijable.
Dobivamo da je
EX=
1
Γ(α)βα
∫ ∞
0
xαe−
x
β dx =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t = x
β
x = βt
dx = βdt
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
β
Γ(α)
∫ ∞
0
tαe−tdt =
β
Γ(α)
Γ(α + 1),
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gdje smo u zadnjoj jednakosti koristili definiciju Gama funkcije, tj.∫ ∞
0
tαe−tdt = Γ(α + 1).
Uz pomoc´ jednog od osnovnih svojstava Gama funkcije, Γ(α+1) = αΓ(α), zakljucˇujemo
da je
EX =
β
Γ(α)
αΓ(α) = αβ.
Primjenom iste supstitucije kao i kod racˇunanja ocˇekivanja dobivamo
EX2=
1
Γ(α)βα
∫ ∞
0
xα+1e−
x
β dx =
β2
Γ(α)
Γ(α + 2) =
β2
Γ(α)
(α + 1)αΓ(α) = β2α(α + 1).
Sada je varijanca Gama slucˇajne varijable:
V arX = β2α(α + 1)− α2β2 = β2α.
3.4.3 Primjeri Gama slucˇajne varijable
Primjer 3.7 Neka je X Gama slucˇajna varijabla s parametrima α = 3 i β = 4.
Izracˇunaj vjerojatnost da X prima vrijednosti iz 〈−∞, 4].
Rjesˇenje: Za zadane parametre α = 3 i β = 4 trazˇena vjerojatnost iznosi
P{X 6 4} = FX(4) = γ(3, 1)
Γ(3)
=
0.1606
2
= 0.0803.
Primjer 3.8 Neka je X Gama slucˇajna varijabla s parametrima α = 4 i β = 2.
Izracˇunaj vjerojatnost da X prima vrijednosti iz [10,+∞〉.
Rjesˇenje: U ovom primjeru imamo α = 4 i β = 2 te trazˇena vjerojatnost iznosi
P{X > 10} = 1− P{X 6 10} = 1− FX(10) = 1− γ(4, 5)
Γ(4)
= 1− 4.4098
6
= 0.265.
3.5 Normalna slucˇajna varijabla
Ova slucˇajna varijabla se najviˇse koristi u statisticˇkoj teoriji i primjeni. Teorija je poka-
zala da ona vrlo dobro opisuje pokuse cˇiji su ishodi posljedica sume mnogo medusobno
nezavisnih i jednako distribuiranih slucˇajnih varijabli. Takoder, tu distribuciju imaju
mnoge slucˇajne varijable koje opisuju situacije iz stvarnog zˇivota kao sˇto su rezultati
mjerenja (npr. visina, bodovi na pismenom ispitu, masa), gresˇke pri mjerenju, a cˇesto
se javlja i u prirodnim znanostima te rezultatima psiholosˇkih testova i fizikalnih pojava.
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Definicija 3.7 Za neprekidnu slucˇajnu varijablu kazˇemo da ima Gaussovu ili nor-
malnu distribuciju s parametrima µ i σ2 ako je njezina funkcija gustoc´e dana izrazom
f(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 , x ∈ R,
gdje su µ i σ realni brojevi i σ > 0. Ako slucˇajna varijabla X ima normalnu distribuciju
s parametrima µ i σ2, koristimo oznaku X ∼ N (µ, σ2).
Slika 9: Funkcija gustoc´e normalne slucˇajne varijable X ∼ N (0, 1)
koju josˇ nazivamo standardna normalna slucˇajna varijabla
3.5.1 Funkcija distribucije normalne slucˇajne varijable
Funkcija distribucije normalne slucˇajne varijable dana je s
FX(x) =
1
σ
√
2pi
∫ x
−∞
e−
(t−µ)2
2σ2 dt, x ∈ R.
Ovaj integral ne mozˇemo izracˇunati pomoc´u elementarnih funkcija pa vjerojatnosti
mozˇemo racˇunalno izracˇunati ili pogledati u tablicama za normalnu distribuciju (vidi
Tablicu 1 (str. 22) preuzetu iz [8]).
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Slika 10: Funkcija distribucije normalne slucˇajne varijable X ∼ N (0, 1)
3.5.2 Numericˇke karakteristike normalne slucˇajne varijable
Izvedimo sada ocˇekivanje normalne slucˇajne varijable:
EX=
1
σ
√
2pi
∫ ∞
−∞
xe
−(x−µ)2
2σ2 dx =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
t = x−µ
σ
x = µ+ σt
dt = dx
σ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
σ
√
2pi
∫ ∞
−∞
(µ+ σt)e
−t2
2 σdt
=
µ√
2pi
∫ ∞
−∞
e
−t2
2 dt+
σ√
2pi
∫ ∞
−∞
te
−t2
2 dt.
Neka je g(t) = te
−t2
2 . Funkcija g je neparna, odnosno g(−t) = −g(t), pa je∫∞
−∞ g(t)dt = 0, iz cˇega slijedi
EX=
µ√
2pi
∫ ∞
−∞
e
−t2
2 dt =
√
2µ√
pi
∫ ∞
0
e
−t2
2 dt.
Pri rjesˇavanju ovog integrala pomoc´i c´e nam Gama funkcija:
∫ ∞
0
e
−t2
2 dt=
∣∣∣∣∣∣∣∣∣∣
u = t
2
2
du = tdt
∣∣∣∣∣∣∣∣∣∣
=
∫ ∞
0
e−u
1√
2u
du =
1√
2
∫ ∞
0
e−uu
−1
2 du
=
1√
2
∫ ∞
0
e−uu
1
2
−1du =
1√
2
Γ
(
1
2
)
.
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Dobiveno rjesˇenje uvrstimo u ocˇekivanje, pri cˇemu uz poznatu cˇinjenicu da je Γ(1
2
) =√
pi dobivamo:
EX=
µ√
pi
Γ
(
1
2
)
=
µ√
pi
√
pi = µ.
Izracˇunajmo sada drugi moment normalne slucˇajne varijable. Koristec´i istu supstitu-
ciju kao i kod racˇunanja ocˇekivanja dobivamo
EX2=
1
σ
√
2pi
∫ ∞
−∞
x2e
−(x−µ)2
2σ2 dx =
1√
2pi
∫ ∞
−∞
(µ+ σt)2e
−t2
2 dt
=
µ2√
2pi
∫ ∞
−∞
e
−t2
2 dt+
√
2µσ√
pi
∫ ∞
−∞
te
−t2
2 dt+
σ2√
2pi
∫ ∞
−∞
t2e
−t2
2 dt
=
√
2µ2√
pi
∫ ∞
0
e
−t2
2 dt+
√
2µσ√
pi
∫ ∞
−∞
te
−t2
2 dt+
√
2σ2√
pi
∫ ∞
0
t2e
−t2
2 dt.
Kod ocˇekivanja normalne slucˇajne varijable smo pokazali da je
∫∞
−∞ te
−t2
2 dt = 0 i∫∞
0
e
−t2
2 dt = 1√
2
Γ
(
1
2
)
. Preostaje nam izracˇunati integral
∫∞
0
t2e
−t2
2 dt, koji takoder
racˇunamo pomoc´u Gama funkcije:
∫ ∞
0
t2e
−t2
2 dt=
∣∣∣∣∣∣∣∣∣∣
u = t
2
2
du = tdt
∣∣∣∣∣∣∣∣∣∣
=
√
2
∫ ∞
0
e−uu
1
2 du =
√
2
∫ ∞
0
e−uu
3
2
−1du =
√
2Γ
(
3
2
)
.
Dobiveno rjesˇenje uvrstimo u EX2, pri cˇemu je Γ(3
2
) =
√
pi
2
i dobijemo
EX2 =
µ2√
pi
Γ
(
1
2
)
+
2σ2√
pi
Γ
(
3
2
)
= µ2 + σ2.
Sada dolazimo do varijance normalne slucˇajne varijable:
V arX=µ2 + σ2 − µ2 = σ2.
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Ako sa Φ(x) oznacˇimo sljedec´i integral
Φ(x) =
1√
2pi
∫ x
−∞
e−
t2
2 dt,
koji ocˇito predstavlja funkciju distribucije standardne normalne slucˇajne varijable onda
iz sljedec´e tablice mozˇemo cˇitati vrijednosti funkcije Φ na sljedec´i nacˇin: npr. ako
trazˇimo vrijednost za Φ(1.55), tj. P{X 6 1.55}, onda iz pripadne tablice s lijeve
strane nademo broj 1.5 te onda pogledamo stupac s brojem 5 jer nam je 5 druga
decimala te ocˇitamo da je Φ(1.55) = 0.9394.
Tablica 1: Tablica vrijednosti funkcije distribucije standardne normalne slucˇajne vari-
jable
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3.5.3 Primjeri normalne slucˇajne varijable
Primjer 3.9 Vijek trajanja neke automobilske gume je normalno distribuiran s ocˇekivanjem
34 000 km i standardnom devijacijom od 4000 km. Izracˇunajte vjerojatnost da guma
traje viˇse od 40 000 prijedenih kilometara.
Rjesˇenje: Neka je X slucˇajna varijabla kojom se modelira vijek trajanja gume, tj.
X ∼ N (34000, 40002). Dakle µ = 34000, σ = 4000.
Sada je Z = X−µ
σ
∼ N (0, 1) te je
P{X > 40000}=P
{
X − µ
σ
>
40000− µ
σ
}
= P{Z > 1.5}
=1− P{Z 6 1.5} = 1− Φ(1.5) = 1− 0.9332 = 0.0668.
Pri rjesˇavanju zadatka koristili smo Tablicu 1 u kojoj mozˇemo nac´i da je Φ(1.5) =
0.9332. Vjerojatnost da guma traje viˇse od 40 000 km je 0.0668.
Primjer 3.10 Pretpostavimo da je vrijeme putovanja nekog studenta od kuc´e do fa-
kulteta pribliˇzno normalno distribuirano s ocˇekivanjem 40 minuta i standardnom devi-
jacijom od 7 minuta. Student zˇeli stic´i na predavanje koje pocˇinje u 12:15 sati. Ako je
student krenuo od kuc´e u 11:40, izracˇunajte vjerojatnost da on zakasni na predavanje.
Rjesˇenje: Neka je X slucˇajna varijabla kojom se modelira vrijeme putovanja studenta
od kuc´e do fakulteta, tj. X ∼ N (40, 72).
Nas zanima kolika je vjerojatnost da student zakasni na predavanje, a student c´e zakas-
niti ako mu treba viˇse od 35 minuta od kuc´e do fakulteta pa onda trazˇimo P{X > 35}:
P{X > 35}=P
{
X − 40
7
>
35− 40
7
}
= P
{
X − 40
7
> −0.7143
}
=1− P{Z 6 −0.7143} = 1− Φ(−0.7143) = Φ(0.7143) = 0.7611.
U rjesˇenju smo koristili, uz Tablicu 1, svojstvo da je Φ(−x) = 1 − Φ(x) i tako dobili
vjerojatnost 0.7611 da je student zakasnio na predavanje.
3.6 χ2 slucˇajna varijabla
U teoriji vjerojatnosti i statistici, χ2 distribucija s k stupnjeva slobode je distribucija
zbroja kvadrata k nezavisnih standardnih normalnih slucˇajnih varijabli (vidi [5]). χ2
slucˇajna varijabla poseban je slucˇaj Gama slucˇajne varijable, odnosno χ2(k) ∼ Γ(k
2
, 2).
Vazˇnost χ2 slucˇajne varijable proizlazi iz cˇinjenice da se njena distribucija cˇesto koristi
u testiranju statisticˇkih hipoteza, tj. pojavljuje se kao distribucija odredenih test-
statistika. Na primjer, bacamo simetricˇan novcˇic´ 100 puta. Ocˇekujemo da c´e glava i
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pismo pasti tocˇno 50 puta svaka, to nam je hipoteza, no u stvarnom slucˇaju to nije tako
pa nam χ2 distribucija pomazˇe u procjeni odstupanja odnosno varijance te hipoteze.
Definicija 3.8 Slucˇajna varijabla X ima χ2 distribuciju s n ∈ N stupnjeva slobode ako
je X ∼ Γ(n
2
, 2). Dakle,
f(x) =

1
Γ(n
2
)2
n
2
x
n
2
−1e−
x
2 , x > 0
0 , inacˇe
.
Slika 11: Funkcija gustoc´e X ∼ χ2(3) slucˇajne varijable
3.6.1 Funkcija distribucije, ocˇekivanje i varijanca χ2 slucˇajne varijable
Kao sˇto znamo, χ2 slucˇajna varijabla je specijalni slucˇaj Gama slucˇajne varijable pa
u ovom poglavlju nec´emo raditi detaljne izvode funkcije distribucije, ocˇekivanja i vari-
jance, jer je sve napravljeno u poglavljima 3.4.1 i 3.4.2. Iz navedenih poglavlja i veze
izmedu χ2 i Gama slucˇajne varijable odmah dobivamo da je funkcija distribucije χ2
slucˇajne varijable dana s
FX(x) =
γ(n
2
, x
2
)
Γ(n
2
)
,
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Slika 12: Funkcija distribucije X ∼ χ2(3) slucˇajne varijable
a ocˇekivanje i drugi moment χ2 slucˇajne varijable iznose
EX = n,
EX2 = (n+ 2)n.
Jednostavnim racˇunom dobivamo da je varijanca
V arX = 2n.
3.6.2 Primjeri χ2 slucˇajne varijable
Primjer 3.11 Neka je X ∼ χ2(3) slucˇajna varijabla. Izracˇunaj vjerojatnost da X
prima vrijednosti iz 〈−∞, 5].
Rjesˇenje: Trazˇena vjerojatnost iznosi
P{X 6 5} = FX(5) =
γ(3
2
, 5
2
)
Γ(3
2
)
=
0.734
√
pi
2
= 0.8282.
Primjer 3.12 Neka je X ∼ χ2(1) slucˇajna varijabla. Izracˇunaj vjerojatnost da X
prima vrijednosti iz [0.2,+∞〉.
Rjesˇenje: Za n = 1 trazˇimo P{X > 0.2}. Ta vjerojatnost jednaka je
P{X > 0.2} = 1− P{X 6 0.2} = 1− FX(0.2) = 1−
γ(1
2
, 0.1)
Γ(1
2
)
= 1− 0.612√
pi
= 0.6547.
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