Introduction
The isomorphism problem for finitely generated Coxeter groups is the problem of deciding if two finite Coxeter matrices define isomorphic Coxeter groups. Coxeter [3] solved this problem for finite irreducible Coxeter groups. Recently there has been considerable interest and activity on the isomorphism problem for arbitrary finitely generated Coxeter groups.
In this paper, we determine some strong necessary conditions for two Coxeter groups to be isomorphic in terms of their subgroups and quotient groups. In Part I of our paper, we prove a matching theorem for maximal rank irreducible noncyclic spherical subgroups of isomorphic Coxeter groups. In Part II of our paper, we describe an algorithm for finding a presentation graph of maximum rank for a finitely generated Coxeter group and prove that the maximum rank presentation graphs of isomorphic finitely generated Coxeter groups all have the same number of vertices and the same number of k-labeled edges for each integer k ≥ 2.
In §2, we state some preliminary results. In §3, we prove a matching theorem for systems of a finite Coxeter group. In §4, we prove our Basic Matching Theorem, Theorem 4.19 . In §5, we study nonisomorphic basic matching. In §6, we prove a matching theorem for irreducible noncyclic spherical subgroups of isomorphic Coxeter groups. Part I ends with the Edge Matching Theorem for isomorphic Coxeter groups.
Preliminaries
A Coxeter matrix is a symmetric matrix M = (m(s, t)) s,t∈S with m(s, t) either a positive integer or infinity and m(s, t) = 1 if and only if s = t. A Coxeter system with Coxeter matrix M = (m(s, t)) s,t∈S is a pair (W, S) consisting of a group W and a set of generators S for W such that W has the presentation W = S | (st) m(s,t) : s, t ∈ S and m(s, t) < ∞ If (W, S) is a Coxeter system with Coxeter matrix M = (m(s, t)) s,t∈S , then the order of st is m(s, t) for each s, t in S by Prop. 4, p. 92 of Bourbaki [1] , and so a Coxeter system (W, S) determines its Coxeter matrix; moreover, any Coxeter matrix M = (m(s, t)) s,t∈S determines a Coxeter system (W, S) where W is defined by the above presentation. If (W, S) is a Coxeter system, then W is called a Coxeter group and S is called a set of Coxeter generators for W , and the cardinality of S is called the rank of (W, S).
Proposition 2.1 A Coxeter system (W, S) has finite rank if and only if W is finitely generated.
Proof: This follows from part (iii) of Theorem 2, p. 20 of Bourbaki [1] .
Let (W, S) be a Coxeter system. A visual subgroup of (W, S) is a subgroup of W of the form A for some A ⊂ S. If A is a visual subgroup of (W, S), then ( A , A) is also a Coxeter system.
When studying a Coxeter system (W, S) with Coxeter matrix M it is helpful to have a visual representation of (W, S). There are two graphical ways of representing (W, S) and we shall use both depending on our needs.
The Coxeter diagram (C-diagram) of (W, S) is the labeled undirected graph ∆ = ∆(W, S) with vertices S and edges {(s, t) : s, t ∈ S and m(s, t) > 2} such that an edge (s, t) is labeled by m(s, t). Coxeter diagrams are useful for visually representing finite Coxeter groups. If A ⊂ S, then ∆( A , A) is the subdiagram of ∆(W, S) induced by A.
A Coxeter system (W, S) is said to be irreducible if its C-diagram ∆ is connected. A visual subgroup A of (W, S) is said to be irreducible if ( A , A) is irreducible. A subset A of S is said to be irreducible if A is irreducible.
A subset A of S is said to be a component of S if A is a maximal irreducible subset of S or equivalently if ∆( A , A) is a connected component of ∆(W, S). The connected components of the ∆(W, S) represent the factors of a direct product decomposition of W .
The presentation diagram (P-diagram) of (W, S) is the labeled undirected graph Γ = Γ(W, S) with vertices S and edges {(s, t) : s, t ∈ S and m(s, t) < ∞} such that an edge (s, t) is labeled by m(s, t). Presentation diagrams are useful for visually representing infinite Coxeter groups. If A ⊂ S, then Γ( A , A) is the subdiagram of Γ(W, S) induced by A. The connected components of Γ(W, S) represent the factors of a free product decomposition of W . A Coxeter system (W, S) is said to be indecomposable if its P-diagram Γ is connected.
Example Consider the Coxeter group W generated by the four reflections in the sides of a rectangle in E 2 . The C-diagram of (W, S) is the disjoint union of two edges labeled by ∞. 
∞ ∞
Therefore W is the direct product of two infinite dihedral groups. The Pdiagram of W is a square with edge labels 2. 
Proposition 2.2 A Coxeter system (W, S) is indecomposable if and only if W is indecomposable with respect to free products.
Proof: If W is indecomposable with respect to free products, then obviously the P-diagram Γ of (W, S) is connected. Suppose that Γ is connected and W = H * K is a free product decomposition. Let (s, t) be an edge of Γ. Then s, t is a finite subgroup of W , and so s, t is conjugate to a subgroup of H or K, say H. Hence s and t are conjugate to elements of H. As Γ is connected, all the elements of S are conjugate to elements of H. Now killing H, kills S, and therefore W . Hence K = {1}. Thus W is indecomposable with respect to free products. A Coxeter system (W, S) is said to be complete if the underlying graph of the P-diagram of (W, S) is complete. A Coxeter system (W, S) is said to be finite (resp. infinite) if W is finite (resp. infinite).
Theorem 2.8 (Caprace and Mühlherr [9] ) If (W, S) is an infinite, complete, irreducible Coxeter system of finite rank, then W is strongly rigid.
Coxeter Systems of Finite Coxeter Groups
We shall use Coxeter's notation on p. 297 of [4] for the irreducible spherical Coxeter simplex reflection groups except that we denote the dihedral group D k 2 by D 2 (k). Subscripts denote the rank of a Coxeter system in Coxeter's notation. Coxeter's notation partly agrees with but differs from Bourbaki's notation on p.193 of [1] .
Coxeter [3] proved that every finite irreducible Coxeter system is isomorphic to exactly one of the Coxeter systems
Each of these Coxeter groups, of rank n, is a finite group of orthogonal n × n matrices. The center of each of these Coxeter groups is either {I} or {±I}. If G is a group of orthogonal matrices, we denote the subgroup of determinant 1 matrices in G by G + . The type of a finite irreducible Coxeter system (W, S) is the isomorphism type of (W, S) represented by one of the systems
The type of an irreducible subset A of S is the type of ( A , A).
The Coxeter group A n is the group of symmetries of a regular n-simplex for each n ≥ 1, and so A n is isomorphic to the symmetric group S n+1 for each n ≥ 1. The C-diagram of A n is the following linear diagram with n vertices and all edge labels 3:
The Coxeter generators a 1 , . . . , a n of A n , indexed so that m(a i , a i+1 ) = 3 for i = 1, . . . , n, correspond to the transpositions (12), (23), . . . , (n n+1) of S n+1 . The group A n has order (n + 1)! for all n ≥ 1. The center of A n is trivial for all n ≥ 2. The Coxeter group C n is the group of symmetries of an n-cube for each n ≥ 2, and C n is represented by the group of all n × n orthogonal matrices in which each column has all zero entries except for one, which is ±1. Thus we have a split short exact sequence
where D n = {diag(±1, ±1, . . . , ±1)} and π maps a permutation matrix to the corresponding permutation. The C-diagram of C n is the following linear diagram with n vertices:
The Coxeter generators c 1 , . . . , c n of C n are indexed so that m(c i , c i+1 ) = 3 for i = 1, . . . , n − 2 and m(c n−1 , c n ) = 4. The generators c 1 , . . . , c n−1 are represented by the permutation matrices corresponding to the transpositions (12), (23), . . . , (n−1 n) and c n is represented by the matrix diag(1, . . . , 1, −1). The order of the group C n is 2 n n! and Z(C n ) = {±I}. The Coxeter group B n , with n ≥ 4, is a subgroup of C n of index 2 with Coxeter generators b i = c i , for i = 1, . . . , n − 1, and b n = c n c n−1 c n . We have
The group B n contains D + n and the group of permutation matrices, and so we have a split short exact sequence
The C-diagram of B n is the following Y-shaped diagram with n vertices and all edge labels 3:
. . . In order to have uniformity of notation, we extend the above definition of B n to include the rank n = 3. The group B 3 is of type A 3 and represents the degenerate case when there are no horizontal edges in the above diagram. The order of the group B n is 2 n−1 n! for each n ≥ 3. The center of the group B n is trivial if n is odd and is {±I} if n is even.
If n = 4, we call the two right most vertices, b n−1 and b n , of the above C-diagram of B n the split ends of the diagram. We call any two endpoints of the C-diagram of B 4 a pair of split ends of the diagram.
The group D 2 (k) is the group of symmetries of a regular k-gon for each k ≥ 5. In order to have uniformity of notation, we extend the definition of D 2 (k) to include the cases k = 3, 4, and so 
Proof: Let x be an element of N and let k j be an element of K j . Then
is in the center of K j , and so π j (N) ⊂ Z(K j ). Proposition 3.9 Let G be a finite group with a direct product decompositions 
Proof: As H p is nonabelian, H p ∩ K q = {1} for some q by Lemma 3.8. Now suppose H p ∼ = K q . Then K q ∼ = H m for some m = p by the RKS-Theorem [10] , p. 80; moreover, the RKS-Theorem implies that
by the RKS-Theorem. Therefore H p ∩ K ℓ = {1}, which is a contradiction. Thus K q is unique with the property that
. By reversing the roles of 
Proof: By Lemmas 3.1-3.7, we can refine the decomposition W = W 1 × · · · × W m to a decomposition W = H 1 × · · · × H r , with H i nontrivial and indecomposable with respect to direct products, by replacing each W i that factors into a direct product 
In either case H p is nonabelian by . By Proposition 3.9, there is a unique q such that
Hence H p ∩ K j = {1}, and so j = q by the uniqueness of q. Therefore
, and so i = ℓ and ℓ is unique.
(1) By Lemma 3.8, we have
Proposition 3.11 Let W be a finite Coxeter group with two sets of Coxeter generators S and S
′ . Let 
is an isomorphism by the proof of the RKS-Theorem. By Theorem 3.10,
. Now assume that W k and W ′ ℓ decompose with respect to direct products.
Let κ q : K q → W be the inclusion and let η p : W → H p be the projection. Then η p κ q : K q → H p is an isomorphism and extends to an isomorphism φ : W ′ ℓ → W k that maps the generator of H q−1 to the generator of
m(s,t) = 1. Therefore (z s z t ) m(s,t) = 1, and so z s z t = 1. Hence z s = z t .
The Basic Matching Theorem
Let (W, S) be a Coxeter system. The undirected Cayley graph of (W, S) is graph K = K(W, S) with vertices W and edges unordered pairs (v, w) such that w = vs for some element s of S. The element s = v −1 w of S is called the label of the edge (v, w). We represent an edge path in K beginning at vertex v by "α = (s 1 , . . . , s n ) at v" where s i is the label of the ith edge of the path. The length of an edge path α = (s 1 , . . . , s n ) is |α| = n. The distance between vertices v and w in K is the minimal length d(v, w) of an edge path from v to w. A geodesic in K is an edge path α from a vertex v to a vertex w such Proof: Suppose x and y are distinct elements of w A that are nearest to v. Let α and γ be geodesics from v to x and y, respectively. Then |α| = |γ|. Let β be a geodesic, with labels in A, from x to y. The path αβ is not geodesic, since |αβ| > |γ|, and so a letter of β deletes with a letter of α by the deletion condition. This defines a path from v to w A shorter than α, which is impossible. A proof of the second assertion of the lemma is analogous. Now suppose y is an element of w A such that for any geodesic γ from v to y the path (γ, a) is geodesic for each a in A. Then y is the nearest element x of w A to v otherwise there would be a geodesic αβ from v to y with α a geodesic from v to x and β a nontrivial geodesic, with labels in A, from x to y, but β ends in some element a of A, and so the path (αβ, a) would not be geodesic. 
Lemma 4.4 (Bourbaki [1] , Ch. IV, §1, Ex. 22) Let w 0 be an element of W . Then the following are equivalent. Let V be a real vector space having a basis {e s : s ∈ S} in one-to-one correspondence with S. Let B be the symmetric bilinear form on V defined by
There is an action of W on V defined by s(x) = x − 2B(x, e s )e s for all s ∈ S and x ∈ V.
The root system of (W, S) is the set of vectors Φ = {w(e s ) : w ∈ W and s ∈ S}.
The elements of Φ are called roots. By Prop. 2.1 of Deodhar [5] , every root φ can be written uniquely in the form φ = s∈S a s e s with a s ∈ R where either a s ≥ 0 for all s or a s ≤ 0 for all s. In the former case, we say φ is positive and write φ > 0. Let Φ + be the set of positive roots. The set of reflections of (W, S) is the set 2. s i ∈ S − A i and s i is A i -admissible for i = 1, . . . , n,
The next lemma follows from Proposition 4.10. Proof: Let M ⊂ S be such that M is a maximal finite visual subgroup of (W, S). Suppose H is a finite subgroup of W containing M . Then wHw −1 ⊂ A for some w ∈ W and some A ⊂ S such that A is finite by Prop. 4 A simplex C of (W, S) is a subset C of S such that ( C , C) is a complete Coxeter system. A simplex C of (W, S) is said to be spherical if C is finite. The next proposition follows from Proposition 4.13 and Lemmas 4.12 and 4.14.
Proposition 4.15 Let W be a finitely generated Coxeter group with two sets of Coxeter generators S and S ′ , and let M be a maximal spherical simplex of (W, S). Then there is a unique maximal spherical simplex
The next lemma follows from Lemma 4.11. 
Figure 2
Let (W, S) be a Coxeter system. A basic subgroup of (W, S) is a noncyclic, maximal, finite, irreducible, visual subgroup of (W, S). A base of (W, S) is a subset B of S such that B is a basic subgroup of (W, S). 
Moreover, B ′ satisfies conditions 2 and 3, and so |B| = |B ′ |. Let C ′ be a base of (W, S ′ ) that contains B ′ . Then by the above argument, there is a C ⊂ S and a v ∈ W such that C is a finite irreducible subgroup of (W, S), and |C| = |C ′ |, and
. By Lemma 4.18, there is a w ∈ W such that wBw −1 ⊂ C. As B is a base of (W, S), we have that wBw 
Nonisomorphic Basic Matching
Let W be a finitely generated Coxeter group with two sets of Coxeter generators S and S ′ . A base B of (W, S) is said to match a base B ′ of (W,
In this section, we determine some necessary and some sufficient conditions for a base B ⊂ S to match a base B ′ ⊂ S ′ of a different type. 
Hence, we may assume that W is finite by restricting to M . Furthermore, by conjugating S ′ , we may assume that A = A ′ . Let C be a base of (W, S) other than B. Then each element of C commutes with each element of B, and so B injects into the quotient of W by the commutator subgroup of C . Hence, by Theorem 3.10, we may assume that W is the direct product of B and copies of A 1 . The center Z of W is generated by S − B and the longest element z of B . The center Z is also generated by S ′ − B ′ . Let K be the kernel of the homomorphism of Z to {±1} that maps S − B to 1 and z to −1. Then W/K is a Coxeter group. P-diagrams for W/K are obtained from the P-diagram of (W, S) by removing the vertices S − B and from the P-diagram of (W, S ′ ) by removing the vertices in ( Proof: Let A ⊂ S be a maximal spherical simplex containing {a, s}. Then there is a maximal spherical simplex A ′ ⊂ S ′ such that A is conjugate to A ′ . Hence B ⊂ A by Lemma 5.3. As B is a base of ( A , A), we deduce that s commutes with each element of B. Proof: On the contrary, suppose m(s, s i ) = ∞ for some i. We may assume S = {s, s 1 , . . . , s n }. Then W = s, s 1 , . . . ,ŝ i , . . . , s n * s 1 , . . . ,ŝ i , . . . , s n s 1 , . . . , s n is a free product with amalgamation decomposition. Observe that (sw) k = swsw · · · sw is a normal form for (sw) k for each k ≥ 1 with respect to the amalgamated product, and so (sw) k = 1 for each k ≥ 1. Proof: Consider the Coxeter presentation
is a finite Coxeter system of type B 2q+1 . Let ℓ be the longest element of ( B ′ , B ′ ). Regard ℓ as a reduced word in the elements of B ′ . Add generators d and z and relations d = aba and z = aℓ to the above presentation for W . Now add the relators (st) m(s,t) for (s, t) in {d, z} × S ′ or in S ′ × {d, z} where m(s, t) is the order of st in W and m(s, t) < ∞. This includes all the relators of ( B ′ , B ′ ). As z is the center of B , we have that m(z, t) = 2 for all t in B ′ . Next delete the generator a and the relation z = aℓ and replace a by zℓ in the remaining relations. As z commutes with each element of B ′ , we can replace the relation d = zℓbzℓ by the relation d = ℓbℓ.
The relators (zℓb) 4 and (bzℓ) 4 can be replaced by (ℓb) 4 and (bℓ) 4 which in turn can be replaced by (db) 2 and (bd) 2 using the relation d = ℓbℓ. The relators (db) 2 and (bd) 2 are redundant and so we delete them. The relation d = ℓbℓ is derivable from the relators of ( B ′ , B ′ ) and so we delete it. The relators (zℓs) 2 and (szℓ) 2 for s ∈ B − {a, b} can be replaced by (ℓs) 2 and (sℓ)
2 . The relators (ℓs) 2 and (sℓ) 2 are derivable from the relators of ( B ′ , B ′ ) and so we delete them.
Suppose s ∈ S − B and m(s, a) < ∞. Then m(s, t) = 2 for all t ∈ B by Theorem 5.4. Hence m(s, t) = 2 for all t ∈ B ′ ∪ {z}. Now the relators (zℓs) 2 and (szℓ) 2 can be replaced by (ℓs) 2 and (sℓ) 2 . The relators (ℓs) 2 and (sℓ) 2 are derivable from the relators (st) 2 for t ∈ B ′ and the relation ℓ 2 = 1. Hence we may delete the relators (ℓs) 2 and (sℓ) 2 . This leaves the Coxeter presentation Proof: Suppose that W has a set of Coxeter generators S ′ such that B matches a base B ′ of (W, S ′ ) of type D 2 (2q + 1). Let v = a or b with the choice specified below. Suppose s ∈ S − B and m(s, v) < ∞. Let A ⊂ S be a maximal spherical simplex containing {s, v}. Then there is a maximal spherical simplex A ′ ⊂ S ′ such that A is conjugate to A ′ . We claim that B ⊂ A. As in the proof of Lemma 5.3, we may assume that A = A ′ and reduce W so that S = B and S ′ = B ′ ∪ {z} where z is the center of B . Now a and b are not both in B ′ . Choose v so that v is not in B ′ . Now as v ∈ A, we have that v ∈ A ′ . Therefore z ∈ A ′ . Hence z ∈ A . Therefore B ⊂ A as claimed. Now return to the original state of W . As B is a base of A , we conclude that m(s, a) = m(s, b) = 2. The converse follows from the next theorem. (st) m(s,t) for (s, t) in {c, z} × S ′ or in S ′ × {c, z} where m(s, t) is the order of st in W and m(s, t) < ∞. This includes all the relators of ( B ′ , B ′ ). As z is the center of B , we have that m(z, b) = m(z, c) = 2.
Next delete the generator a and the relation z = aℓ and replace a by zℓ in the remaining relations. As z commutes with each element of B ′ , we can replace the relation c = zℓbzℓ by the relation c = ℓbℓ.
The relators (zℓb) 2(2q+1) and (bzℓ) 2(2q+1) can be replaced by (ℓb) 2(2q+1) and (bℓ) 2(2q+1) which in turn can be replaced by (cb) 2q+1 and (bc) 2q+1 using the relation c = ℓbℓ. The relators (cb) 2q+1 and (bc) 2q+1 are redundant and so we delete them. The relation c = ℓbℓ is derivable from the relators of ( B ′ , B ′ ) and so we delete it.
Suppose s ∈ S − B and m(s, a) < ∞. As a is not in B A group G has property FA if for every tree on which G acts without inversions, the set of fixed points of G in the tree is nonempty. Let (W, S) be a Coxeter system, and let A ⊂ S. We say that A is a complete visual subgroup of (W, S) if ( A , A) is a complete Coxeter system. + 1) ) for some q ≥ 1. Then there exists r ∈ B − B such that {r} = B. Moreover, if s ∈ S − B and m(s, x), m(s, y) < ∞, then m(s, x) = m(s, y) = 2.
Proof: Let C = B. Then C is a spherical simplex of (W, S) and C is conjugate to C ′ for some C ′ ⊂ S ′ . By conjugating S ′ , we may assume that C = C ′ . Then C ′ contains B ′ by the Basic Matching Theorem. Let z ′ be the longest element of B ′ . Then z ′ is the center of B ′ and z ′ is in the center of C ′ , since B ′ is a base of C ′ . As the center of B is trivial and z ′ ∈ C , we conclude that B is a proper subset of C. Let r be an element of C − B which will be specified below. As r ∈ B, we have that {r} ⊂ B. Let A = {r}. We claim that B ⊂ A. Now A is conjugate in C ′ to A ′ for some A ′ ⊂ C ′ by Prop. 5.2. Hence we may assume that S = C. Then W is a finite group. By quotienting out the commutator subgroups of all the bases of (W, C) other than B, we may assume that W is the direct product of B and copies of A 1 .
The center Z of W is generated by C − B. The center Z is also generated by C ′ − B ′ and z ′ . Let K be the kernel of the homomorphism φ : Z → {±1} that maps C ′ − B ′ to 1 and z ′ to −1. Choose r ∈ C − B so that φ(r) = −1. By quotienting out K, we may assume that C = B ∪ {r} and C ′ = B ′ . Then r = z ′ , and so z ′ ∈ A . Hence z ′ ∈ A ′ . Therefore A ′ = B ′ , and so B ⊂ A as claimed. Now return to the original state of W . As B ⊂ A, we have B ⊂ {r}. Thus {r} = B.
Suppose s ∈ S − B with m(s, x), m(s, y) < ∞. Let M ⊂ S be a maximal simplex containing {s, x, y}. Then there is a maximal simplex , we have that xy is a normal subgroup of M . Therefore s{x, y}s = {x, y} by Lemma 4.17, and sxs = x and sys = y by the deletion condition.
Lemma 5.14 Let φ : B n → C n be a monomorphism with n odd and n ≥ 3.
Proof: Now φ(B n ) does not contain the center of C n , since Z(B n ) = {1}. Therefore either φ(B n ) = B n or φ(B n ) = θ(B n ) where θ is the automorphism of C n defined by θ(c i ) = −c i , for i = 1, . . . , n − 1 and θ(c n ) = c n . Now θ restricts to the identity on [C n , C n ], and so by composing φ with θ in the latter case, we may assume that φ(B n ) = B n . Now every automorphism of B n is inner. Hence φ restricts to conjugation on [B n , B n ] by an element
Theorem 5.15 Suppose B is a base of (W, S) of type B 2q+1 that matches a base B ′ of (W, S ′ ) of type C 2q+1 for some q ≥ 1. Let x, y be the split ends of the C-diagram of ( B , B). Then there exists r ∈ B − B such that {r} = B. Moreover if s ∈ S − B and m(s, x), m(s, y) < ∞, then m(s, t) = 2 for all t ∈ B.
Proof: The proof that there exists r ∈ B −B such that {r} = B is the same as for Theorem 5.13. Suppose s ∈ S − B with m(s, x), m(s, y) < ∞. Let M ⊂ S be a maximal simplex containing {s, x, y}. Then there is a unique maximal simplex M ′ ⊂ S ′ such that M is conjugate to M ′ by Prop. 5.12. By conjugating S ′ , we may assume that M = M ′ . Let a, b, c be the elements of B ′ such that m(a, b) = 4 and m(b, c) = 3. Now xy is in [ B , B ] , and so xy is conjugate to (ab) 2 by the Basic Matching Theorem and Lemma 5.14. Hence there is a w ∈ W such that w(ab Lemma 4.18 , and sts = t for all t ∈ B by the deletion condition.
Matching of Finite Irreducible Subgroups
As a reference for the automorphism groups of finite irreducible Coxeter groups, see Chapter 2 of Franzsen [6] or §6 of Franzsen and Howlett [7] . An automorphism of a Coxeter system (W, S) is called a graph automorphism. The graph automorphisms of (W, S) correspond to the automorphisms of the P-diagram of (W, S). Lemma 6.1 Let α : B n → B n be an automorphism. Then there is an inner automorphism ι of B n and a graph automorphism γ of B n such that α| [Bn,Bn] = ιγ| [Bn,Bn] with γ the identity map if n is odd.
Proof: If n is odd, then every automorphism of B n is inner. Assume that n is even. Let ψ be the automorphism of B n defined by ψ(w) = (−1) l(w) w. All the elements of [B n , B n ] have even length. Therefore ψ restricts to the identity on [B n , B n ]. Now there is an inner automorphism ι of B n and a graph automorphism γ of B n such that α = ιγ or α = ιγψ. Hence α| [Bn,Bn] = ιγ| [Bn,Bn] . Lemma 6.2 Let α : C n → C n be an automorphism. Then there is an inner automorphism ι of C n such that α| [Cn,Cn] = ι| [Cn,Cn] .
Proof: This is clear if α is inner, so suppose α is outer. Let θ is the automorphism of C n defined by θ(c i ) = −c i , for i = 1, . . . , n − 1, and θ(c n ) = c n . Then θ restricts to the identity on [C n , C n ]. If n is odd, then there is an inner automorphism ι of C n such that α = ιθ. Hence α| [Cn,Cn] = ι| [Cn,Cn] .
Suppose now that n is even. Let ψ be the automorphism of C n defined by ψ(w) = (−1) l(w) w. All the elements of [C n , C n ] have even length. Therefore ψ restricts to the identity on [C n , C n ]. Now there is an inner automorphism ι of C n such that either α = ιθ, ιψ, or ιθψ. Hence α| [Cn,Cn] = ι| [Cn,Cn] . Proof: Assume first that E is a base of (W, S). Let E ′ be the base of (W, S ′ ) that matches E. Then E ′ = {x, y} is an edge of the P-diagram Γ ′ of (W, S ′ ) such that m(x, y) ≥ 3. Suppose E
