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Abstract 8 
This work estimates new regionalized empirical parameterizations for preformed alkalinity ( ) and 9 
the CO2 air-sea disequilibrium (∆Cdis). Both are key terms for the computation of anthropogenic CO2 10 
in the back-calculation methods. Data from the subsurface layer (75–180m depth range) covering an 11 
area from North to South and from 19ºE to 67.5ºW (Pacific and Indian oceans) were taken from 12 
GLODAP (The Global Ocean Data Analysis Project) database. The subsurface layer is proved as a 13 
reliable reference for representing the main characteristics of the different water masses of the 14 
oceans. Besides, handing data from the two ocean basins altogether makes the new parameterizations 15 
of  and ∆Cdis to be more globally consistent. Nevertheless, each ocean basin, at least in some 16 
regions, has different oceanographic characteristics based on its proper dynamical processes and 17 
water masses formation. In order to maintain each ocean basin „identity‟ the whole domain was 18 
divided in six different regions (two of them sharing waters from Pacific and Indian oceans) and 19 
parameterizations in each region for both terms were obtained. Previously, data were transformed 20 
into a grid of 4ºlat. x 5ºlon. and the results obtained from the parameterizations were visualized and 21 
compare with pCO2 climatologies. From the comparisons with previous ∆Cdis estimations good 22 
results are obtained showing the reliability and robustness of the new regionalized empiric 23 
parameterizations. 24 
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1. Introduction 5 
The current increase of atmospheric CO2 levels and their impact on rising global temperatures and 6 
climate change is one of the foremost concerns and high-priority issues for policymakers and 7 
scientists nowadays. Although the percentage of anthropogenic CO2 uptake by the ocean sink with 8 
respect to the total CO2 emissions is decreasing during this decade (Le Quéré et al. 2009), one third 9 
of the total anthropogenic CO2 inventory is stored in the oceans (Sabine et al., 2004). The Pacific 10 
Ocean represents nearly half of the global ocean‟s volume and is thus a crucial water body for the 11 
accurate assessment of the global oceanic uptake of anthropogenic CO2 (CANT). Sabine et al. (2002; 12 
hereinafter S‟02) estimated the Pacific inventory of CANT to be 44.5 ± 5 PgC for the nominal year 13 
1994. The abundance of very old deep waters and the lack of deep-water formation in the North 14 
Pacific basin (Schmitz, 1996) make this ocean to be a relatively small sink of CANT compared with 15 
the Atlantic Ocean (Sabine et al., 2004). The Indian Ocean behaves similarly in this regard, and has a 16 
total CANT inventory of 20.3 ± 3 PgC in 1995 (Sabine et al, 1999; hereinafter S‟99), i.e., about half 17 
that of the Pacific Ocean.  18 
One of the most widespread techniques to estimate the CANT fraction of the total inorganic carbon 19 
(CT) in seawater is that of back-calculation methods (Brewer, 1978; Chen and Millero, 1979; 20 
Wallace, 2001). Back-calculation methods strive to remove from CT measurements the 21 
biogeochemical changes undergone in different water masses since they were last in contact with the 22 
atmosphere, i.e., when they outcrop, at the time of water mass formation (WMF). These techniques 23 
are subjected to uncertainties and approximations, leaving plenty of room for improvement (Gruber 24 
et al., 1996; hereinafter GSS‟96; Körtzinger et al., 1998; Pérez et al., 2002; Lo Monaco et al., 2005; 25 
 3 
Vázquez-Rodríguez et al., 2009a). All these techniques need to estimate the preformed alkalinity and 1 
CT terms ( , ) of reference (i.e., the AT and CT that a given water mass has when last in contact 2 
with the atmosphere), and the way these terms are calculated largely determines the differences 3 
found between methods. The technique utilized in GSS‟96 (the ∆C* method) introduced for the first 4 
time in the context of back-calculation methods the CO2 air-sea disequilibrium term (∆Cdis), which, 5 
by definition, is established at the time of WMF, assuming that other gases (O2 and CFCs) are 6 
saturated. The  and ∆Cdis are critical terms when back-calculating CANT, and they should be 7 
obtained to the highest possible degree of accuracy (Matsumoto and Gruber, 2005). The use of high-8 
quality datasets and some specific techniques (developed in this work) should largely help reducing 9 
biases and yield robust parameterizations for the afore-mentioned two terms.  10 
Over the 1990s, a compendium of data from the WOCE/JGOFS/OACES cruises was put together in 11 
an oceanographic database thanks to the cooperative effort of different international entities inside 12 
the Global Ocean Data Analysis Project (GLODAP; 13 
http://cdiac.ornl.gov/oceans/glodap/Glodap_home.html). All data were merged into a common 14 
format set and subjected to rigorous quality control procedures to eliminate systematic data 15 
measurement biases (Key et al., 2004). The Indian and Pacific oceans data (Fig. 1a) here used have 16 
been collected from a total of 67 cruises (46 cruises from 1985 to 1999 for the Pacific Ocean and 21 17 
cruises from 1993 to 1996 for the Indian Ocean) together with historical data (years 1973, 1974, 18 
1984, 1987 and 1990 for the Pacific Ocean and years 1977, 1978 and from 1985 to 1987 for the 19 
Indian Ocean).  20 
This work merges three different approaches to achieve optimised parameterizations of  and ∆Cdis. 21 
In the first place, the data from the subsurface layer is considered as a reliable reference for 22 
preformed properties, irrespective of the sampling date (Vázquez-Rodríguez, 2008). Unlike in the 23 
case of surface data, the subsurface layer avoids to a great extent the large seasonal variability of 24 
physical-chemical parameters that are usually required in the target parameterizations. On the other 25 
 4 
hand, this study aims at regionalizing the obtained empiric equations instead of searching for unique 1 
global parameterizations of  and ∆Cdis. This will be achieved by taking into account the particular 2 
dynamics and, especially, the class of water masses formed, so that different regions can be soundly 3 
established within each ocean basin. Lastly, the selected dataset will be averaged in 4ºlat. x 5ºlon. 4 
cells (4ºx5º grid)  in order to minimize the local spatial scale variability and the associated noises 5 
generated from the different analytical sources of the AT and CT data.  6 
Once the set of regionalized empirical parameterizations are obtained, the values of  and ∆Cdis will 7 
be discussed in detail and compared with previous estimates in each of the considered ocean basins: 8 
The  will be compared directly with the subsurface measured alkalinity and with previous 9 
parameterizations (GSS‟96; S‟99; S‟02). Also, values of ∆Cdis computed from the pCO2 atlas of 10 
Takahashi (Takahashi et al., 2009) will be included in the comparison.  11 
 12 
2. Methodology and data  13 
2.1. The subsurface layer reference 14 
The seasonal cycle of the surface layer is reflected by the strong variability of either non-15 
conservative (CT or pCO2) or conservative (T, S, , , where 16 
 and  are the stoichiometric coefficients; Broecker, 1974) tracers. Also, the large variability 17 
of the short scale processes of physical mixing, thermodynamics and biological activity has an effect 18 
on the surface water pCO2, thus affecting the Cdis and pCO2 (sea-to-air pCO2 difference). 19 
Although CO2 air-sea exchange is a surface event, the high variability of the surface layer does not 20 
provide the best source of data to estimate preformed variables or Cdis (Lo Monaco et al., 2005; 21 
Vázquez-Rodríguez et al., 2009a). Different studies have shown that the properties of surface layers 22 
of the ocean can only be comparable with those from the lower layers in late wintertime, when WMF 23 
occurs and maximum depths of the winter mixed layer (WML) are reached (Woods, 1985; Doney 24 
and Jenkins., 1988; Marshall and Schott, 1999; Wallace, 2001; Vázquez-Rodríguez, 2008). The 25 
 5 
adverse weather conditions in this period of time hamper cruises to be carried, in the high latitudes, 1 
and most data sampled are taken typically during spring and summertime (Rodgers et al, 2008). 2 
Some previous studies dealing with back-calculation methods have used surface data in their 3 
parameterizations of  (GSS‟96; Gruber, 1998; Lo Monaco et al., 2005; Levine et al., 2008). 4 
However, they discarded that very same surface, euphotic layer data (down to 50/100m and deeper at 5 
times) when actually applying their parameterizations to calculate CANT. Later works (Pérez et al., 6 
2002; Ríos et al., 2003) considered the layer between 50-200m as the best approximation of the 7 
WML. Vázquez-Rodríguez (2008) provided solid evidence and proof for the ability of the subsurface 8 
layer (100-200m) to retain the biogeochemical properties of a water mass up to six months after the 9 
late wintertime formation period. At this moment the preformed properties and the degree of ∆Cdis 10 
are established at the break-up of the seasonal thermocline and the renewal of water properties are 11 
just restarting in the annual cycle. 12 
Most of the above-mentioned back-calculation studies were carried out specifically for the Atlantic 13 
Ocean, except for those by Lo Monaco et al. (2005), who used data from the Indian-Atlantic 14 
boundary, and by Levine et al. (2008), that applied back-calculation methods to carbon-climate 15 
model output data. Some examinations were therefore performed here for the Pacific and Indian 16 
oceans in order to prove whether or not the hypothesis of the subsurface layer reference applies to the 17 
rest of major ocean basins. 18 
Here, the subsurface layer between 75m and 180m has been selected, out of several depth-ranges 19 
tried, as the one that encompasses best the thermohaline variability of the two basins. Also, this layer 20 
is far away enough from the surface not to be influenced by the short-term variability of the 21 
uppermost layers and yet can gather (i.e., is affected) the more significant, longer-term variability of 22 
the tracers from the winter mixed layer. The T/S diagrams for the Pacific and Indian Oceans are 23 
presented in Figure 2 separately. The thermohaline variability of the water column (Z > 200m) for 24 
the Pacific and Indian oceans constructed with GLODAP bottle data is shown (blue dots). Two 25 
 6 
additional subsets of GLODAP data were represented in each T/S diagram, i.e., surface (Z < 25m) 1 
(green dots) and subsurface layer (red dots) data. Both subsets of data have been averaged to the 2 
same 4ºx5º grid. The main two branches of Central Pacific waters (Fig. 2a) and also waters from 3 
higher latitudes (Subarctic and Intermediate North Pacific waters) with low potential temperature are 4 
well described within the data cluster of the deep layers (Z > 200m). Data from the uppermost 25m 5 
are, in general, much more scattered and almost randomly distributed in the T/S space. Most of these 6 
surface samples are located in the temperature domains below 3ºC and above 18ºC. Also, the region 7 
of higher salinities (S > 36) over the branch of South Pacific Central waters is poorly represented. 8 
The subsurface layer data show a quite homogeneous distribution and gather the general 9 
thermohaline variability of the water column. The Central Pacific waters are well represented by this 10 
dataset and the properties of cold waters are also closer to those of deep waters. The only T/S 11 
signature that escapes the wrapping of subsurface data is the signal of the North Atlantic Deep Water 12 
(NADW) in the deep waters of the Pacific Ocean.  13 
Very similar conclusions are drawn from the T/S diagram for the Indian Ocean basin (Fig. 2b, blue 14 
dots). The thermohaline variability of waters below 200 m is dominated by the Indian Central Water 15 
(5ºC ≤  ≤ 18ºC) except for a remarkable signal with high salinities (S > 36) that comes from the 16 
influence of the Red Sea Water outflow. Surface layer datapoints (green dots) are mainly distributed 17 
in regions of higher and lower potential temperatures ( < 3ºC and  > 18ºC) and are not at all 18 
representative of the water column‟s thermohaline variability. On the contrary, the distribution of 19 
subsurface layer data points is closer to, consistent and descriptive of the thermohaline properties of 20 
the water column (red dots). In conclusion, most of the thermohaline variability of the Pacific and 21 
Indian Oceans is enclosed better by the T/S distribution of the selected subsurface layer than that 22 
showed by surface layer data. The only gap to fill in this last set of data is the distribution of water 23 
masses coming from the Red Sea.  24 
 25 
 7 
2.2. Regions 1 
The dynamical behaviour of the different zones of the two ocean basins has been considered when 2 
dividing the domain under study in six major regions, with the purpose of obtaining more robust 3 
regional and, ultimately, basin-wide parameterizations (Fig. 1b, Table 1). The determination of the 4 
latitudinal boundaries of these regions was based on oceanic features, such as common thermohaline 5 
properties and circulation patterns (Schmitz, 1996; Tomczak and Godfrey, 2001). A brief description 6 
of the regions is provided next. 7 
 8 
2.2.1. Subarctic Pacific region (SAP).  9 
The SAP region corresponds to the North Pacific Ocean, north of 45ºN. This is a region with low 10 
values of potential temperature ( < 5ºC) and salinity (S < 34.0) due to its location close to the Arctic 11 
Ocean and to the influence of the Subarctic Current. The North Pacific Intermediate Water (NPIW) 12 
formation [33.8< S <34.0; θ < 5ºC] takes place in this area. 13 
 14 
2.2.2. North-Subtropical Pacific region (NSTP).  15 
The NSTP region encloses the zone of the Pacific Ocean between 25ºN and 45ºN, which is partly 16 
influenced by the strong subtropical gyre including the Kuroshio and the North Pacific currents. This 17 
is the formation area of the North Pacific Central Water (NPCW) and displays salinity and  ranges 18 
between 34.0 and 35.2 and 5ºC up to 20ºC, respectively.  19 
 20 
2.2.3. Equatorial Pacific region (EqP). 21 
The EqP region is located in the Pacific Ocean between 15ºS and 25ºN. The salinity range in this 22 
zone goes from 35.0 to 36.0 approximately (Table 1). Surface temperatures reach the maximum in 23 
the west side ( > 20ºC) but they drop eastwards to almost 15ºC. This region features the most 24 
 8 
productive coastal upwelling system of the world ocean, associated with the Humboldt Current and 1 
where the Equatorial divergence causes very high surface pCO2 (Takahashi et al. 2009).  2 
 3 
2.2.4. Equatorial Indian region (EqI). 4 
The EqI region is located north of 25ºN in the Indian Ocean and has very similar features to the EqP 5 
region. The EqI region is an upwelling zone affected by the seasonal monsoon cycle with high 6 
surface temperatures ( > 18ºC) and salinity values ranging from 34.9 to 36.3 due to the strong 7 
influence of the river plume from the Bay of Bengal and to the salty contributions from the Arabian 8 
Sea. The different range in salinities (the northern Indian Ocean is included in this region) compared 9 
to that of EqP and the not so intense upwelling events in this region of the Indian Ocean suggest 10 
considering the EqI region separately from the EqP region. 11 
 12 
2.2.5. South Subtropical Indo-Pacific region (SSTIP).  13 
The SSTIP region is defined jointly for both the Indian and Pacific oceans basins in terms of 14 
equations, but with different limits for the Pacific and Indian oceans. In the Indian Ocean the 15 
latitudinal limits go from 25ºS to 50ºS while for the Pacific Ocean it spans from 15ºS down to 54ºS. 16 
Both regions include the subtropical gyres in each of the basins and the formation zones of the South 17 
Pacific Central Water (SPCW) and the Indian Central Water (ICW), respectively. Salinity and  18 
ranges for both SPCW and ICW are very similar, namely: [34.2 < S < 36.0; 5ºC <  <22ºC] and 19 
[34.0 < S < 35.6; 5ºC <  < 18ºC], respectively. In spite of the number of varieties of Central Water 20 
along the south subtropical region (Tomczak and Godfrey, 2001), the similarities obtained in the 21 
empirical parameterizations for  and ∆Cdis (section 3) in both ocean basins make possible to study 22 
them as a whole, only subject to minor specific differences in the parameterizations (Table 2).  23 
 24 
2.2.6. Antarctic Indo-Pacific region (AAIP).  25 
 9 
The AAIP region comprises the Pacific and Indian sectors of the Southern Ocean, where the densest 1 
water masses form. The water masses formed in this region enter all three major ocean basins 2 
propelled by the strong and turbulent Antarctic Circumpolar Current (ACC) flowing eastwards. The 3 
Pacific and Indian boundaries of the AAIP region have been established on the basis of surface 4 
temperatures ( < 5ºC), namely: south of 50ºS for the Indian Ocean basin (19ºE-148ºE) and south of 5 
54ºS in the Pacific Ocean basin (148ºE-67.5ºW). The proposed limits match coarsely the 6 
Subantarctic Front (SAF), which is a real physical boundary between the high-salinity subtropical 7 
gyre waters and the low salinity Antarctic waters. The cooling in surface and ice-free waters nearby 8 
the continental shelf region contributes to the WMF of the Ross Sea Water (RSW) that later mixes 9 
with the Weddell Sea Water (WSW) and the Circumpolar Deep Water (CDW), which ultimately 10 
ends up as Antarctic Bottom Water (AABW;   0ºC and S  34.7). The circumpolar current also 11 
conveys the Antarctic Intermediate Water (AAIW; 3.0ºC <  < 3.5ºC and 34.1 < S < 34.2) to both 12 
the Pacific and Indian basins. 13 
 14 
2.3. The  and ∆Cdis terms 15 
2.3.1.  16 
The relevance of the  term in the CANT back-calculation context comes from its involvement in the 17 
estimation of CaCO3 dissolution, which is one of the processes affecting the content of CT once the 18 
water masses outcrop from the surface. Under the assumption that  is not affected by CANT and, 19 
thus, constant over time, the  term can be estimated linearly as a function of conservative 20 
properties from contemporary water masses. For instance, GSS‟96 defined a global expression 21 
for using surface data (Z < 100m) of S and the conservative tracer PO ( , 22 
Anderson and Sarmiento, 1994) via a multiple linear regression (MLR) fit (23 
). Later on time, S‟99 calculated a new  equation for the Indian Ocean with data from 24 
the upper 60m layer that included  as an additional independent variable (25 
 10 
). Incorporating  aimed at fitting changes in alkalinity that the global 1 
equation from GSS‟96 could not account for. The  term was also estimated in the Pacific Ocean in 2 
the work from S‟02 ( ), who used surface data (Z 3 
< 60m) and provided yet another fit that also used S, PO and θ as independent variables. The search 4 
for an ever more elaborated, basin-wide empiric parameterization of the  term is an ongoing 5 
research process (Matsumoto and Gruber, 2005) that is broached in the present work. 6 
 7 
2.3.2. ∆Cdis 8 
The classic ∆C* method to estimate CANT inventories (GSS‟96) has been widely accepted, applied to 9 
all three major oceanic basins and used in the GLODAP database. The ∆C* method emerged from an 10 
attempt to separate the CANT signal from measured CT values. The first approaches (Brewer, 1978; 11 
Chen and Millero, 1979) estimated CANT as the CT concentration difference between current and 12 
preindustrial conditions and providing a general expression to calculate it, namely: 13 
       (1)     14 
where CT stands for the observed total inorganic carbon,  is the equilibrium CT concentration for 15 
a preindustrial atmosphere (280 ppm), and  is the change in CT due to remineralization of 16 
organic matter (ROM) and dissolution of calcium carbonate (CaCO3).  17 
GSS‟96 added a term to this equation ( ) to account for the CO2 air-sea disequilibrium of a water 18 
parcel, which is established at the moment the water mass outcrops from the surface, Equation 1 19 
evolved then into: 20 
 (2) 21 
where ∆C* equals CANT in equation 1. 22 
Following GSS‟96 notation, S‟99 defined de ∆C* term as follows: 23 
    (3) 24 
 11 
where , the third and fourth terms (  in equation 1) account for ROM and the 1 
dissolution of CaCO3, respectively, N
*
 is the term involving the denitrification signal introduced by 2 
S‟99 and   = 117/170,  = 16/170 and  = 106/104 are the stoichiometric coefficients 3 
(Anderson and Sarmiento, 1994; Gruber and Sarmiento, 1997) . The implicit assumptions here are 4 
that the stoichiometric ratios ( ) of ROM, dissolution of CaCO3 and denitrification are constant; 5 
that the preformed concentration of O2 is given by the O2 saturation ( ) and that  is invariant 6 
over time. The various assumptions and approximations made in this method lead to known biases in 7 
the estimation of CANT inventories (Matsumoto and Gruber, 2005).  8 
So, as Matsumoto and Gruber (2005) stated: “the crux of the ∆C* method is to accurately estimate 9 
∆Cdis”. This term equals ∆C
*
 (equation 3) in the case of waters that are assumed to contain no 10 
anthropogenic CO2. On the contrary, when waters are likely to be affected by CANT (like the 11 
subsurface layer) the ∆Cdis is computed from equation 2 as: 12 
  (4) 13 
In order to obtain  (equation 4) it is then necessary to have an alternative and reliable CANT 14 
estimate. In GSS‟96, CANT was calculated in these cases using CFCs as tracers to estimate the age of 15 
the water masses. This “shortcut” method (Thomas and Ittekkot, 2001) assumes that there is no 16 
mixing in the ocean interior, only advective transport. Thus, the measured interior tracer 17 
concentration is related to the surface history of the tracer through a simple time lag. Instead of 18 
applying this “shortcut” method, in our work we have used CANT estimates obtained with the 19 
Transient Time Distribution (TTD) method ( ; Waugh et al., 2006) that are available in the 20 
GLODAP database. The TTD method is more realistic than the shortcut method because it considers 21 
the mixing processes in the distribution of tracers in seawater. In the presence of mixing, there is a 22 
multiplicity of pathways that connect the ocean surface to an interior point, i.e., a probability 23 
distribution of transient times or “transient time distribution”. Importantly, the TTD method avoids 24 
 12 
one of the main caveats of the shortcut method, which has to do with the overestimation of CANT at 1 
low CFC concentrations, i.e., in “old” water masses (Matear and McNeil, 2003).  2 
There exists yet an alternative way to estimate ∆Cdis by using the gradient of pCO2 between the 3 
ocean and the atmosphere during late wintertime months, when WMF processes abound. From these 4 
data of pCO2 disequilibria, ∆Cdis can be obtained from the following equation:  5 
     (5) 6 
where  refers to the saturation concentration of  at the observed seawater‟s pCO2 7 
( ), and  refers to the theoretical surface  equilibrated with the atmosphere, 8 
both of them calculated from the thermodynamic relationships of the carbon system. 9 
The  calculated from equation 5 can be denoted as „pure‟  disequilibrium, while the  in 10 
GSS‟96, S‟99 and S‟02 has associated equilibria different from that of purely CO2 (like O2 and 11 
CFCs; equation 4) and thus infers into the  estimate many of the biases associated with the 12 
assumptions from the ∆C* method. 13 
Here we present a new approximation to the calculation of  that involves MLR fitting, similarly 14 
to what is done for the  term, thus avoiding the above-mentioned implicit biases. The  here 15 
obtained values will be discussed and compared with the  values from GSS‟96 and with those 16 
from the methodology applied in S‟99 and S‟02 (both of them based on the GSS‟96 approach). 17 
Furthermore, a comparison will be also done with the values obtained through equation 5, based on 18 
the pCO2 data from the Takahashi et al. (2009) climatology. 19 
 20 
3. Results and discussion  21 
3.1. Parameterization of   22 
In order to look for better empiric parameterizations of    a new MLR fit was applied to the 23 
described subsurface dataset distributed according to the 4ºx5º grid and separately for each of the six 24 
regions (Table 1). Salinity, which is highly correlated with alkalinity through the bicarbonate 25 
 13 
concentration (Brewer and Goldman., 1976; Millero et al., 1998b), is the main explanatory variable 1 
considered in the fit. In order to account for the regional variability of ,  and PO (2 
) are considered in addition (Chen and Pytkowicz, 1979; Chen, 1990; GSS‟96; Millero et 3 
al., 1998b; S‟99; S‟02). The different parameterizations for the six regions were computed with 4 
overlapping limits (±5º of latitude) in order to avoid sharp truncations between regions and aim for 5 
smoother transitions. The different MLRs obtained and their associated uncertainties are summarized 6 
in Table 2. A minor difference in the obtained fit coefficient for θ has been found between oceans in 7 
the case of the SSTIP region due to the different water mass characteristics (Table 2). The 8 
uncertainties of the parameterization are given through the standard error of estimates (SEE; Table 9 
2), i.e., an estimation of the standard deviation of the residual values. In general, these uncertainties 10 
are low and very similar for all the regions. The uncertainties of the ATº estimates for the Indian and 11 
Pacific oceans altogether are of ± 5.2 µmolkg
-1
.  12 
The distributions of measured alkalinity, new computed  and residuals are shown in Figure 3. 13 
These distributions and the uncertainties in Table 2 show how accurately the set of  equations 14 
proposed fit the distribution of measured alkalinity. The highest values of  are located in the 15 
SSTIP region, mainly in the Pacific basin (Figs. 3a,b). Relatively high values are located north of the 16 
EqI region due to the influence of the Arabian Sea basin (high salinity) and also near the coast in the 17 
AAIP region. The lowest values are located in the east part of the SAP region and relative minimum 18 
values are found in the south-east of the SSTIP region, in the Pacific basin. Even though some 19 
structures of local processes exist in the distributions shown (e.g. upwelling zones), the residuals 20 
appear to be randomly distributed (Fig. 3c) being ± 5 µmolkg
-1
 the most frequent residuals interval 21 
found coincident with the SEE for the whole domain . The new parameterizations were also applied 22 
to the “non-gridded” bottle dataset (Fig. 1a) for the whole domain. The resulting uncertainties were 23 
of ± 6.2 µmolkg
-1
 (n = 6380). 24 
 14 
 The results of  here obtained were then compared with the previous parameterizations of  from 1 
GSS‟96, S‟99 and S‟02 (Fig. 4). In the Pacific Ocean (Fig. 4a), results are in good agreement with all 2 
three parameterizations. However, the uncertainties here obtained are considerably lower (SEE = ± 3 
5.5 µmolkg
-1
) than those reported in GSS‟96 and S‟02 (SEE = ± 10.4 µmolkg-1 and SEE = ± 8.7 4 
µmolkg
-1
 respectively). In general, the parameterization in S‟02 overestimates the values of  for 5 
the Pacific Ocean with a mean bias of 15 µmolkg
-1
. On the other hand, the GSS‟96 equations show 6 
the most disperse distribution along the x=y line in Fig. 4a, mainly around the cluster of points in the 7 
AAIP region where the alkalinity values are lower than expected (x=y line). GSS‟96 also 8 
underestimates values of alkalinity at measured  higher than 2400 µmolkg
-1
. 9 
The new  parameterizations show a better fit in the case of the Indian Ocean (Fig. 4b). The SEE is 10 
reduced by about 30% (± 3.8 µmolkg
-1
) with respect to the ones obtained for the Pacific Ocean 11 
probably due to the better quality of the alkalinity measurements, which were calibrated with CRMs. 12 
The reduction of the uncertainties with respect to the GSS‟96 and S‟99 parameterizations for the 13 
Indian Ocean is also significant (SEE = ± 13.7 µmolkg
-1
 and SEE = ± 6.1 µmolkg
-1
 respectively). 14 
The S‟99 parameterization presents an average positive bias (5.6 µmolkg-1), while the GSS‟96 15 
parameterization underestimates some specific  values located in the AAIP region, similar to what 16 
happened in the case of the Pacific Ocean. 17 
 18 
3.2 Estimation of ∆Cdis 19 
The distribution of  obtained from equation 4 (section 2.3.2.) is shown in Figure 5a. High 20 
values are located near the equator and in the California and Peru upwelling areas in the EqP region, 21 
and also in the Arabian Sea and in the Bay of Bengal in the EqI region. Alternatively, relatively high 22 
values are found close to the coast in the Bering Sea (SAP). Minimum values of  are located 23 
mainly in the zone of the Ross Sea (AAIP) and relatively low values are also found in the regions of 24 
the subtropical gyres (NSTP and SSTIP).  25 
 15 
In a similar way to what has been done with the  term, an estimation of ∆Cdis was calculated for 1 
each region using a MLR fit ( ). Analogously to the methodology applied for the estimation of 2 
, the same parameters, S, θ and PO, were introduced in the model as independent variables. The 3 
4ºx5º grid subsurface layer data were used to obtain an empiric parameterization for each of the six 4 
regions (with overlapping limits) which are shown in Table 2 together with the uncertainties of each 5 
one of them and that of the whole domain. As explained before for  a minor difference was also 6 
found in the SSTIP region. The EqP region is the one that presents the higher ∆Cdis uncertainties 7 
(SEE = ± 7.6 µmolkg
-1
), however its relevance compared to the rest of considered regions is rather 8 
dim given the lack of any WMF processes that occur in it. The rest of the uncertainties are rather low 9 
in general, the lowest being those of the AAIP and SAP regions (SEE = ± 4.3 µmolkg
-1 
and SEE = ± 10 
5.0 µmolkg
-1 
respectively), which are the most important regions in terms of WMF processes out of 11 
the overall study area. For the Pacific and Indian Oceans altogether, the SEE is of ± 6.0 µmolkg
-1
. 12 
The  distribution looks very similar to that of  (Figs. 5a,b). In general, residual values are 13 
randomly distributed (Fig. 5f) with the higher positive values ( >> ) located in the EqP 14 
region, associated with the Peru upwelling area. Negative values of the residuals have higher 15 
magnitudes than the positive ones and are concentrated in specific zones of the domain that have also 16 
high SEE (Table 2), namely: in the NSTP region (SEE = ± 6.1 µmolkg
-1
) associated to the subtropical 17 
gyre, in the SSTIP region (SEE = ± 6.1 µmolkg
-1
) near South Africa (Indian Ocean) and in the EqP 18 
region near Australia (SEE = ± 7.6 µmolkg
-1
). 19 
The works from S‟02 and S‟99 have also estimated  based on GSS‟96 methodology. S‟99 used 20 
isopycnal surfaces to estimate  in the Indian Ocean but in S‟02 this computation was made 21 
through an Optimum MultiParameter analysis (OMP; Tomczak, 1981, Tomczak and Large, 1989) for 22 
the Pacific Ocean. OMP analyses are extensively applied to determine the relative contribution 23 
(mixing) of various source waters or “water types” to a water sample. Accordingly, any conservative 24 
parameter measured in a water sample is the result of a linear combination of the parameter‟s 25 
 16 
concentration from various water types that are present in the studied domain. Usually, the water 1 
column is divided into several vertical layers according to the vertical distribution of the different 2 
water types. S‟02 applied an OMP analysis with four source waters dividing the water column into 3 
four thick layers. Thus, by knowing the  of each water type the value of the water sample can 4 
be easily deduced. 5 
In order to compare with the distributions of  and  the methodologies in S‟02 and S‟99 6 
were applied in the corresponding ocean basins, and the results are shown in Figure 5c 7 
( ). The distribution of   shows relatively small variability compared to  8 
and  distributions, but some different structures can be distinguished (isolines in Fig. 5c), such 9 
as in case of the Southern Ocean patterns (AAIP region) with more negative values of disequilibrium 10 
and the one associated with the upwelling regions in the Pacific Ocean (EqP ), with low positive 11 
values.  12 
The atlas of pCO2 provided by Takahashi et al. (2009) is an asset to calculate ∆Cdis according to 13 
equation 5 (see section 2.3.2.). These pCO2 data were downloaded and then averaged to obtain mean 14 
winter values (Rodgers et al., 2008) in the Northern Hemisphere (latitude > 25, average between 15 
January and March) and Southern Hemisphere (latitude < -25, average between July and September) 16 
and the annual mean value in the Equatorial region (-25 ≤ lat. ≤ 25). The values of ∆Cdis ( ) 17 
were calculated for the 4ºx5º grid following equation 3 and the distribution of them is shown in 18 
Figure 5d. The residuals with respect to   are also shown (Figs. 5e). The  distribution 19 
(Fig. 5d) shows very similar patterns to those in the   distribution (Fig. 5a), with higher values 20 
near the Equator and in the upwelling areas (EqP) and also in the Arabian Sea (EqI), near the Red 21 
Sea outflow. Lower values appear also associated to the subtropical gyres (NSTP and SSTIP). In the 22 
case of , the inner Arabian Sea and the Bay of Bengal (EqI) do not show the higher values 23 
that can be seen in . The main difference between both distributions lies in the values of ∆Cdis 24 
in the Antarctic region (AAIP). Values of   are very positive and those of  very negative, 25 
 17 
as can be clearly seen in the residual distribution (Fig. 5e). There are also high positive values of the 1 
residuals in the EqP region (Peru upwelling area). 2 
For comparative examination the latitudinal variability of the different ∆Cdis estimations is 3 
represented for the Pacific and Indian oceans separately in Figure 6. In general, values of   and 4 
 show a clear agreement along most of the latitudinal range in both oceans except in the 5 
AAIP region (south of SAF). The values of   and  for the Pacific Ocean (Fig. 6a) 6 
decrease south of the SAF (~55ºS; AAIP region), between 20ºN and 40ºN (southern NSTP) and 7 
between 20ºS and 40ºS (northern SSTIP). High values of  are found in the EqP region (-15 < lat 8 
< 15), in SAP region and in those border zones between Subtropical and Polar regions (between 40ºS 9 
and 55ºS in northern NSTP and north of 40ºN in southern SSTIP).  shows only minor 10 
variability north of 40ºN and south of 40ºS but coincident, at least in pattern, with the other two 11 
estimations of ∆Cdis. The gap in the variability of in template waters (-40 < lat < 40) is 12 
because of the OMP developed by S‟02, which does not allow to extend  values for θ > 13 
16ºC (Table 2 in S‟02). The mean differences between  and  are of 2 ± 11 µmolkg-1 14 
and 4 ± 9 µmolkg
-1
 for the Pacific (n=14) and Indian oceans (n=10) respectively. These values 15 
suggest that regional biases of about 10 µmolkg
-1
 might be inferred in CANT estimates, which 16 
represent ~20% of the associated uncertainty in the computation of CANT (equation 2), taking 50 17 
µmolkg
-1
 as the mean value of CANT in upper layers. These differences are more evident in the 18 
Southern Ocean (here corresponding to the AAIP), where previous studies for the Atlantic Ocean 19 
have also found similar systematic discrepancies between the CANT computed from the classic  20 
method and those from four other methods (Lo Monaco et al., 2005; Vázquez-Rodríguez et al., 21 
2009b). 22 
 and  show, in general, very similar variability with respect to  with some 23 
remarkable differences between values in points border between EqP region and the NSTP and 24 
SSTIP regions. In the AAIP region (50-55ºS approx. in the limit of the SAF) there is a change in the 25 
 18 
pattern (from negative values in  and  to positive ones in ) and the reason of this 1 
important difference between estimations lies on the different methodology applied to get the various 2 
∆Cdis values (equations 4 and 5), specifically due to the biological/ventilation term (AOU) accounted 3 
for in equation 4 respect to equation 5. 4 
In order to explain better the differences between  and  the values of AOU from the 5 
surface layer are also represented. Surface AOU values were downloaded from the World Ocean 6 
Atlas (WOA, http://www.nodc.noaa.gov/OC5/WOA05/pr_woa05.html), averaged to obtain winter 7 
mean values and fitted into the 4ºx5º grid in the same manner as has been done with pCO2 data. The 8 
variability of the surface averaged AOU is quite low in general showing relative moderate values (< 9 
5 µmolkg
-1
) in the EqP and the SAP regions and the high values (> 40 µmolkg
-1
) in the AAIP region. 10 
These high values correspond to zones of the ocean basin where strong and deep vertical water 11 
mixing takes place (AAIP region) avoiding the sea surface water to reach the equilibrium with the 12 
atmosphere. However, in other upwelling regions as EqP, EqI and SAP the mixing could be not so 13 
strong involving waters from intermediate depths and leading to a small disequilibrium in the 14 
concentration of O2. Because of its implication in the estimation of ∆Cdis
*
 (equation 4), higher the 15 
values of AOU are, lower the values of  will be obtained. The estimation of  does not 16 
take into account the disequilibrium in the concentration of O2 (equation 5) and the calculus results 17 
in higher values of  with respect to  for these regions. Besides, the difference between 18 
values of  and  are as greater as higher the values of AOU are. In order to have a 19 
numerical estimation of these differences, the biological/ventilation term (computed as AOU/RC) 20 
was removed from the values of  ( ), the differences  -  and  - 21 
 were computed and the corresponding values of the standard deviations for each of 22 
these differences were obtained (±17.3 µmolkg
-1
 and ±11.7 µmolkg
-1
 respectively). These results 23 
indicate that the difference between  and  is reduced in a 32% when the 24 
biological/ventilation effects are accounted for in the values of .  25 
 19 
The latitudinal variability of the various ∆Cdis estimations for the Indian Ocean (Fig. 6b) is similar to 1 
that of the Pacific Ocean. The better quality of the data allows for the differences between values of 2 
 and  to be lower than in the case of the Pacific Ocean (Fig. 6a). The minor variability of 3 
 is partially evident in the Indian Ocean. The lack of values in the EqI region 4 
is due to the fact that the equations for the ∆Cdis from S‟99 are not defined for the temperature range 5 
of this region and therefore cannot be applied here. Again,  shows much higher values with 6 
respect to  in the AAIP region and the variability of AOU accounts for this difference in the 7 
same way that it has been shown for the Pacific Ocean before (Fig. 6a). The standard deviation of the 8 
differences between  and  with respect to  were of 14.3 µmolkg
-1
 and 10.8 9 
µmolkg
-1
 respectively, i.e., the differences between  and  are 25% lower than those 10 
with respect to  . 11 
 12 
4. Conclusions 13 
The main physic and chemical characteristics of each ocean and the principal zones of formation of 14 
the water masses (central, intermediate and deep-bottom waters) are important features that need to 15 
be taken into account in global parameterizations of   and ∆Cdis. Thus, besides regionalizing the 16 
domain to differentiate these oceanic features, the use of data from the subsurface layer (75-180m) is 17 
needed as showing to better represent the thermohaline variability of the oceans.  Furthermore, the 18 
use of a grid average (4ºx5º grid) avoids the noise coming from the local variability and the effect of 19 
having different analytical sources in the estimated values. After all these approaches, the 20 
parameterizations of  and ∆Cdis here obtained for the Pacific and Indian Ocean are likely to be the 21 
most suitable for back-calculating CANT. 22 
The obtained expressions for  fit better and have lower uncertainties (± 5.5 µmolkg
-1
 and ± 3.8 23 
µmolkg
-1
 for the Pacific and Indian oceans, respectively) than previous results (± 10.4 µmolkg
-1
 from 24 
GSS‟96 and ± 8.7 µmolkg-1 from S‟02 for the Pacific Ocean and ± 13.7 µmolkg-1 from GSS‟96 and  25 
 20 
± 6.1 µmolkg
-1
 from S‟99 for the Indian Ocean). The biases found in previous studies propagate into 1 
current estimations of CANT and generate biases that range between 3 and 7 µmolkg
-1
 stemming from 2 
the computation of CaCO3 disolution.  3 
The parameterizations obtained for ∆Cdis show low uncertainties in most of the regions. Remarkably, 4 
the lowest uncertainties correspond to regions where the most important WMF processes occur 5 
(AAIP and SAP). The  differences with respect to previous estimations ( ) for the 6 
AAIP region would mean ~20% of uncertainties in the computation of CANT. There is a good 7 
agreement between the values of  and those obtained in the base of the pCO2 climatology 8 
( ) except for the AAIP region, where the effects of the low-oxygen upwelled AABW lead to 9 
important biases in  values.  10 
 11 
 12 
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FIGURES / TABLES CAPTIONS 10 
 11 
Figure 1: Domain, Data and Regions: a) GLODAP subsurface layer data for the whole domain; b) S 12 
distribution in the subsurface layer for the whole domain, grey dots indicate bottle data points 13 
transformed into 4ºx5º grid; c) θ distribution in the subsurface layer for the whole domain and the 14 
names of the different regions in which the domain is divided.  15 
 16 
Figure 2: T/S diagrams. GLODAP bottle data from 200m down ( little blue circles) are represented 17 
together with computed grid data points (4ºx5º grid) from the first 25m (red circles) and from 75m to 18 
180m (green circles): a) Pacific Ocean; b) Indian Ocean. 19 
 20 
 21 
Figure 3: Distributions of alkalinity for the whole domain: a) measured alkalinity in the subsurface 22 
layer (depth range from 75m to 180m), b) computed  and c) residuals (measured alkalinity minus 23 
computed  ) in µmolkg
-1
. 24 
 25 
 24 
Figure 4: Measured Alkalinity versus computed  (MLR) in µmolkg
-1
.Brown dots represent the 1 
new parameterization computed, green dots that of GSS‟96 ( ) 2 
and blue dots that of S‟02 ( ) and S‟99 (3 
):  a) Pacific Ocean b) Indian Ocean.  4 
 5 
Figure 5: Distributions of the different estimations of ∆Cdis in µmolkg
-1
 for the whole domain. a) 6 
, b) , c) , d) , e)  -  and f)  - . 7 
 8 
Figure 6: Latitudinal averaged variability of (black circles),  (grey circles),  9 
(yellow triangles) and  (green triangles) in µmolkg
-1
: a) Pacific Ocean and b) Indian Ocean 10 
The latitudinal variability of AOU is also shown for both ocean basins (pink circles, µmolkg
-1
). 11 
 12 
Table 1: Limits of the six regions in which the whole domain is divided with ranges of S and θ for 13 
each of them. 14 
 15 
Table 2: Set of empiric parameterizations for  and ∆Cdis in each region. n is the number of data 16 
points and SEE accounts for the Standard Error of the Estimate. The coefficients “a” and “b” in the 17 
SSTIP parameterizations stand for: a = -0.9 and b = -47.9 for the Pacific Ocean, and a = -1.6 and b = 18 
51.3 for the Indian Ocean. 19 
Region Domain S range 
θ range 
(ºC) 
Subartic (SAP) ≥ 45 <  34.0 < 5 
Antarctic 
(AAIP) 
Pacific ≤ - 54 34.0 - 34.5 < 5 
Indian ≤ - 50  34.0 - 34.5  < 5 
Equatorial Pacific 
(EqP) 
- 15 ≤ lat. ≤ 25 34.6 - 36.1 > 20 
North Subtropical 
(NSTP) 
25 < lat. < 45 33.5 - 35.2 5 – 20 
South 
Subtropical 
(SSTIP) 
Pacific - 54 < lat. < - 15 34.2 – 36.0 5 - 22 
Indian - 50 < lat. < - 25 34.0 - 35.6 5 - 18 
Equatorial Indian 
(EqI) 
≥ - 25 34.9 - 36.3 > 18 
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Click here to download Table(s): Table1.docx
  
Domain ATº ∆Cdis n 
SEE 
ATº ∆Cdis 
Subartic 
(SAP) 
2364 + 67.1*(S-35) – 
  4.1*θ + 0.04*(PO-300) 
-49.0 + 2.61*θ + 
                   0.15*(PO-300) 
34 5.0 5.4 
Antarctic 
(AAIP) 
2296.7 + 94.7*(S-35) + 
                 0.3*(PO-300) 
-84.3 - 12.95*(S-35) + 
    5.75*θ + 0.17*(PO-300) 
131  4.3 4.9 
Equatorial 
Pacific (EqP) 
2307.4 + 63.8*(S-35) + 
              0.04*(PO-300) 
-22.5 + 1.81*θ + 
                   0.18*(PO-300) 
133  5.3 7.6 
North 
Subtropical 
(NSTP) 
2307.9 + 61.8*(S-35) + 
                0.1*(PO-300) 
          5.4 - 1.45*θ  59  5.9 6.1 
South 
Subtropical 
(SSTIP)  
2288.3 + 62.8*(S-35) – 
 a*(θ-16) + 0.1*(PO-300) 
    b + 2.31*θ +      
            0.16*(PO-300) 
185  6.1 6.4 
Equatorial 
Indian (EqI)  
2338 + 52.2*(S-35) – 
   1.9*θ - 0.03*(PO-300) 
-80.2 + 4.34*θ + 
                   0.35*(PO-300) 
108 3.5 4.3 
       Total    650  5.2 6.0 
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