Abstract -This paper presents an efficient method for the calculation of the complete set of eigenvalue9 and eigenvectors associated with the state variables in a specified study zone of a large power system,' liiearized for the purpose of small signal stability studies. The study zone is assumed to be within a wider area, the nucleus, and the latter surrounded by the external system.
INTRODUCTION
The evaluation of the small signal (steady state) stability of power systems requires the calculation of the eigenvalues, and sometimes also of the eigenvectors, of a very large unsymmetrical and nonsparse matrix. The well known QR algorithm is robust and converges fast but can not be used for the state matrices of large power systems (of order larger than, say, 500x500 ). Therefore, significant effort has been expended to solve the problem by different means. The usual approach would be to calculate only some eigenpairs (eigenvalues and related eigenvectors), and this is normally achieved by means of the inverse power method. It is particularly simple to calculate the mechanical modes only, because in a physical sense these represent the basic liiks between machies and all other modes are connected indirectly to each other only through these modes. Such an approach has been reported in Ref. [2] and (3). Ref.[4] gives an overview of the state of the art of sta- bility calculations. Ref.
[5] presents a method for obtaining a selected set of eigenpairs. The method is, however of restricted applicability because it does not use sparsity techniques. This disadvantage is overcome in the method of Ref. [6] , by augmenting the system state equations, or equivalently, by retaining the load buses of the system. The method does not provide appropriate startiig procedures to ensure that all desired eigenpairs can be found. The recent reference 171 describes an adaptation of the basic technique of Ref.
[3] to very large systems by using a very efficient sparsity based solution method. It is aimed at the computation of slow interarea oscillatory modes.
The method presented in this paper has two stages of computations, with a set of first guesses for the eigenpairs. The system is first divided into two areas: the nucleus which includes the study zone and the external system, and then linearized to obtain the augmented system state equations. Stage 1 uses a first rough guess of eigenvalues in the external system and in some places in the nucleus, so that the order of the problem is significantly reduced. The QR algorithm, applied to the reduced order problem, yields a set of eigenpairs, to be refined in Stage 2. There the augmented system state equations are used, to obtain the accurate eigenpairs related to the state variables of the study zone. The inverse power method, Newton's method, and deflation techniques are used for fast and reliable convergence. Since the augmented system state equations are very sparse, the algorithm for Stage 2 is very efficient and saves much storage.
We call STEPS (Sequential Two-stage Eigenanalysis for Power Systems) the computer 'mplementation of the procedures described in this paper.
Finally, a numerical example is given for a 117 bus, 30 machine system, to illustrate the method.
DESCRIPTION OF THE METHOD Problem Definition
The purpose of this work is to calculate the complete eigensystem for the study zone of a large power system. We define the study zone as a small part of the system, consisting of a few machines in which we are interested. By complete eigensystem of the study zone we mean the set of all eigenpairs which are dominant in at least one of the state variables of the study zone. Dominance is measured here by the participation factor of the respective eigenvalue in the state variable being considered; see Appendix 1 and Ref. [5] . This implies that, for each state variable, eigenvalues with a participation factor not less than a specified threshold value CY (say, 0.05) will be considered as dominant. 0885-8950/88/05OO-O715$01.00@1988 IEEE Fundamental to the method presented here is the idea that modes related to distant machines do not have to be represented accurately for a first evaluation of the eigensystem of the study zone. The structure of a power system leads to a grouping of the modes into two categories: mechanical modes (related to angles and angular velocities) and non-mechanical modes (related to all other state variables). The latter are essentially local, as they are liiked to each other only through the mechanical state variables. These, however, are directly connected through the synchronizing powers of the transmission links. Therefore, it would appear that, for the mechanical modes, the complete system has to be included in the eigenvalue evaluation. However, even synchronizing links via transmission lines transmit effects only to some neighbourhood of a centre of disturbance. Considering this fact, it is not necessary to represent the whole system accurately for a preliminary evaluation of the eigensystem related to the study zone. It is sufficient to interpose between the study zone and the external system a buffer area so that the complete system can be divided into a nucleus, which includes the study zone and a buffer area, and the external system; see It is important to note that the components in the external system can be represented with any degree of sophistication (or simplicity), as required by the type of study. For example, if interarea oscillatory modes are of interest, the detailed modelling of such components may be quite significant, as pointed out in Ref. [7] .
Overview of the Method
With the ideas of nucleus and external system, we solve the problem in two stages, as follows.
Stage 1-The complete system is first linearized around +n operating point, to obtain the augmented system state equations which include both differential and algebraic equations. This system of equations is very sparse and is made completely algebraic by replacing d/dt by X for the eigenproblem. Next, we partition the equations, as discussed in more detail in the section below, and replace in those corresponding to the external system and in some places in the nucleus a first guess for X, while keeping X as a variable elsewhere. The part not containing X is then e l i i a t e d and further simplifications are made for different kinds of eigenvalues, so that a very low order eigenproblem is obtained in standard form. This is solved by a QFt algorithm for both eigenvalues and eigenvectors. This procedure is repeated for several first guess values for X to produce sufficient startiig values for the eigenpairs to be used in Stage 2.
Stage 2-This serves to refine an eigenpair obtained at Stage 1. Clearly, the complete set of equations (that is, the augmented system state equations) has to be used for this purpose. Two main procedures of refinement have been used: the inverse power method and Newton's method. Since some of the eigenvalues in a large power system may be very close, in order to prevent convergence to the same value, deflation has been successfully used.
When an eigenpair has been calculated, the participation factors related to the state variables of the study zone are evaluated in order to see whether the calculated mode is dominant and to assess whether all dominant modes pertaining to the study zone have been found.
Sparse Problem Formulation
We assume that the system to be modelled has N buses and M machines. For simplicity, the loads are represented as constant impedances and no other dynamic components are considered in the study. and Y represents the system admittance matrix in terms of conductances and susceptances.
We note that in all buses, except generator nodes, the current injections are rero. Therefore, eqns. For slow eigenvalues the inertia of the machines is not too significant and, therefore, we keep the variable A only with the state variables of the study zone and with the 6's of the machines in the nucleus. Elsewhere we use &, with a small value. Thus, the size of the eigenproblem is somewhat greater than m, but still of order m, since in large power systems the nucleus is much bigger than the study zone.
For fast eigenvalues the inertia is important. Therefore, we keep the variable X with the state variables of the study zone and with the w ' s of the machines in the nucleus. In all other places we use a large value as the first guess. The sise of the problem is again of order m, as before.
For the final eigenproblem of order m, we use the QR algorithm to calculate the complete set of eigenpairs, of which a selected set will serve as starting values in Stage 2.
The procedures discussed here will normally lead to improved starting values for Stage 2 since it can be considered as one step of a convergent iterative process, examined in our discussion to Ref. [7] .
JA is block-diagonal, with JA, on the diagonal, JB consists of the blocks J B~ in the columns related to the, machine buses and is empty elsewhere, JC consists of the blocks .IC, and is structurally symmetrical to JB, JD is the sparse matrix Y of eqn.(3), with the 2x2 blocks Joi subtracted on the diagonal.
We note that the coefficient matrix of eqn. (5) For the purpose of eigenanalysis, we will replace in the forthcoming computations, p = d / d t by X.
Stage 1: Obtaining Starting Valuea for Eigenpairs
In order to reduce the dynamic order of eqn.(5) we first replace X by a first guess & for all state variables related to machines in the external system. Arranging the order of all machines so that the machines in the nucleus come first, we obtain from eqn.(5) the partitioned equation (7) where, in the external system we have replaced A by &. We note that the above elimination reduces the dynamic size of the system to that of the nucleus, for which the full order representation of the eigenproblem is feasible.
Next, we replace A by the same & even for some state variables inside the nucleus, to obtain a further reduction. This is done differently for different modes and is explained in the following.
We group the modes in three categories: -mechanical, with frequency of the order of 27r rad/s, -slow, i.e. 1x1 < X~T , -fast, i.e. 1x1 > q r .
For mechanical modes, we consider only the mechanical equations and without frictional losses. Then the angular velocity is no longer a state variable and the eigenvalues
Stage 2: Refining the Eigenpairs
There are several methods, presented in the l i t e r a t~r e~'~, for refining eigenpairs. We shall describe below the methods we have used in STEPS, with the extensions needed due to the special structure of our problem.
The Inverse Power Method the equation
In this procedure an eigenvector is updated by solving for z k + 1 , In eqn.(g) Ak is the estimate of the eigenvalue at step IC. It can be kept the same over several steps or it can be updated using the Rayleigh quotient. We normalize zk+' to have unity as its largest element.
In our case, the iteration algorithm in eqn. (9) The inverse power method will normally converge with any starting vector. If the shift 1, is kept constant, the convergence is only linear. If it is updated at each step using the Rayleigh quotient, the convergence becomes quadratic, but the coefficient matrix becomes ill-conditioned as the solution is approached. Therefore, this method will be used to start up the refinement process. We also note that, with an appropriate shift to start with, it is possible that changing the shift in subsequent steps will move it in such a way that the method will eventually converge to an undesired value.
Newton's Method
The eigenanalysis problem consists in the solution of the nonlinear equation
with some normalization constraint on z to guarantee a unique solution for an eigenpair. Accordingly, we will consider the starting vector z being normalized to have unity as its largest element. During the iteration process this element will remain unchanged, while others will change and possibly exceed unity.
Newton's melhod uses the linearized form of eqn.(ll):
Eqn.(l2b) can be written in the form where A z ' is a vector containing all elements of Az, except the one corresponding to the unity element of z, and having instead AA at that location. Correspondingly, the Jacobian matrix B contains essentially the matrix A-&I of eqn. (l2b), except for the column corresponding to AA which is replaced
To preserve sparsity, we again write eqn.(ll) in the augby -4.
mented form from which we obtain the linearized equation
We note that the coefficient matrix of eqn.(l5) becomes illconditioned near the solution. However, if we replace one of its columns by the coefficient vector of AA, as in eqn.(l3), the sparsity of the system would be impaired. Therefore, we replace it by a unit vector e (with unity at the location corresponding to the diagonal of the matrix) and denote the resulting matrix by Jk. Consequently, we add a correction matrix corresponding to the difference gk between the coefficient vector of AA and the vector e. Then eqn.(l5) becomes where A z ' is identical to that in eqn.(l3). In eqn.(l6) the matrix #&eT is of unity rank. Therefore, only the sparse matrix Jk (which has the same sparse structure as the coeacient matrix in eqn.(l5)) has to be factorized and the complete solutiou is obtained, using the Matrix Modification Lemma'', as where again, Au is not of direct interest. In eqn.(l7), only a single additional forward and backward substitution is required. Thus the computational effort is comparable to that of the inverse power method.
It should be pointed out that, the inverse power method and Newton's method are theoretically equivalent (see Ref.1101) . But, the numerical properties they possess are quite different. For New Lon's method, convergence is guaranteed to be quadratic if il i.: started in the neighbourhood of the solution and the problem is almost always well-conditioned. Therefore, it is reasonable to use it following the inverse power met hod.
Deflation
In a large power system many eigenvalues can be very close to each other, as we will demonstrate in our test example. Therefore, sometimes it is difficult to differentiate between them and an eigenpair may be found repeatedly, while a nearby one would not be found at aU. This difficulty is normally overcome by deflating procedures. The approach used in STEPS is based on a method described in Ref.
[8], pages 595-599. It is used in conjunction with the inverse power method, as follows.
First we solve eqn. (9) for z k + 1 . Then we remove from q + 1 its component ' m the direction of the known eigenvector, say zl, using the equation where @ denotes the element of zk+l in the position where z1 has its maximum element (normalized to unity). This ensures that the process will not converge to 21.
The above process can be applied sequentially for several known eigenvectors, as shown in detail in Ref. [8) .
Participation Factors
In order to assess the dominance of an eigenvalue, we evaluate the relaled participation factors. For this the left eigenvector has to be calculated.
Once an eigenvalue A and the associated right eigenvector z have been found, we can easily obtain the left eigenvector y by the following procedure. By definition, y satisfies the equation with the constrain1 yTz = 1. Since the matrix in eqn. (l9) Thus, the only significant computation needed is for evaluating e T J -l , which is done by an algorithm analogous to the one in Appendix 2. It is even possible to make use of the factorized submatrices of Jk from the last iteration in Newton's method since, for the purpose of calculation of the participation factors, y does not have to be too accurate. Therefore, only the forward and backward substitutions have to be performed, so that the procedure is very fast.
The left and right eigenvectors are used for the calculation of the participalion factors as shown in Appendix 1. 
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In order to verify STEPS, we have chosen a test system big enough to make an external area meaningful, in addition to a buffer around the study zone, as shown in Fig. 1 . Its size had to be, however, limited such that a complete eigenanalysis, based on the QFt algorithm, could be performed for the purpose of comparison.
The system used has 117 buses and 30 machines. It has been formed by combining three 39 bus systems derived from the New England system. The machine model used is of order 9 (a higher order model could have been chosen), with 6 state variables for the machine proper, 1 for the voltage regulator, and 2 for the stabilieer. Thus the complete dynamic order is 30x9470. The sparse augmented system matrix, as in eqn. (5), is then 504x504.
One of the 39 bus component systems has been chosen as nucleus, with two machines in the study zone. Thus the problem sizes in Stage 1 are:
10 -for the calculation of the mechanical modes, 26 -for the calculation of the slow modes, 26 -for the calculation of the fast modes.
We see then that the QFt algorithm has to be performed for a matrix of at most 28x26, while for a full scale study the size of the matrix is 270x270. Since with the increase of the system size, the size of the nucleus could remain almost the same, the efficiency of STEPS would be even more pronounced. Of course, for really large systems the full size analysis by the QR algorithm is impractical.
Selection of First Guess for Stage 1
The selection of a set of first guesses to Stage 1 is quite arbitrary, provided that the values are well separated. Their number should be sufficient to assure that all desired eigenpairs will be found, but not excessive to keep the volume of computations as low as poesible.
We have found appropriate the following first guess of 8 eigenvalues for our test system. 
Selection of Starting Values for Stage 2
Each first guess used as input to Stage 1 produces a full range of starting values by the process of Stage 1. Clearly, only a subset of these should be chosen as inputs to Stage 2. In STEPS we use the following selection criteria.
-For mechanical modes we use all eigenpairs obtained from Stage 1 with the mechanical mode first guess O+j2x.
For slow modes we use those eigenpairs, obtained from Stage 1 with the slow mode inputs shown in the previous section, which satisfy the following conditions:
and For fast modes we use those eigenpairs, obtained from Stage 1 with the fast mode inputs shown in the previous section, which satisfy the following conditions:
We note that the dimension of the eigenvectors in Stage 2 is bigger than in Stage 1. Since the initial vector for the inverse power method could be almost arbitrary without seriously affecting convergence, we have formed it by augmenting with eems the eigenvector obtained from Stage 1. This appears to be a reasonable choice.
Strategy Used in Stage 2
For fast and reliable convergence to the desired eigenpairs in Stage 2, the following approach has been adopted in STEPS.
If a starting value from Stage 1 is close to several already known eigenvalues (up to 3), then and only then, we deflale for those eigenpairs to ensure convergence to a different eigenpair.
We use the iuverse power method to obtain an estimate for the eigenpair sufficiently close to the true value. It is important not to change the original shift in the first few iterations, in order to avoid drifting away from the desired targeb, as explained previously.
We apply Newton's method to hone in on the exact solution.
As a final step, we assess the significance of the eigenpair obtained, possibly by checking the elements in the eigenvector, related to the state variables of the study zone, or preferably, by calculating the participation factors related to these state variables. In this latter case we have the advantage that we can monitor whether all dominant modes have been identified. This is alchieved by adding all participation factors related to a state variable as each mode has been calculated. Since, according to eqn. (A-5) , the sum of all participation factors for a state variable is unity, the computation can be considered complete as soon as all running s u m are sufficiently close to unity. We have considered an eigenvalue as dominant if at least one of the calculated participation factors has exceeded the threshold value CY = 0.05. Therefore, theoretically, the running sums should get close to 0.95 to assure that all dominant modes have been found. This however is in practice not necessary and the calculations can be stopped earlier, with significant computational savings. We have found that when the running sums have reached 0.90 (i.e. 1--CY) all dominant modes have been obta-ined.
Results
For the test system and the set of first guesses indicated above, we have oblained using STEPS a total of 73 different eigenpairs (some of lhem are complex), of which 39 are dominant in the 18 stalc variables of the study zone. Since for complex eigenpairs, we only need to know any one of the two coiijugates, we have :dually obtained 43 dominant eigenpairs containing 33 modes. We have checked, by comparing the set of dominant eigenvalues with the list of all 270 eigenvalues oblained from the riill-size eigenanalysis of the system, that these constitute the complete eigensystem of the study zone, as defined by the 5!6 participation factor criterion. To save space, we lit only some of them, namely the mechanical eigenvalues and a few eigenvalues which are very close to each other. 
Starting Value
Iterations* * The first column contains the number of iterations in inverse power method (including deliation, if any), and the second in Newton's method. Table 2 shows two groups of the dominant eigenvalues which are very close to ehch other (error tolerance=lO-'). Since in this case deflation is always necessary, the number of iterations in the inverse power method was on the high side (5 to 11). As these are first performed without modifying the shift, no refactoriziilion is needed, which makes the solution at that stage faster. Table 3 l i t s all low frequency, interarea modes which are part of the dominant modes in the study zone. It took up to 14 inverse iterations and only 1 or 2 Newton iterations to compute these modes with zin error tolerance of lo-'. We note that they have been calculated with the external system modelled with the same detail as the nucleus. This is of significance for the accuracy of the results. For all 39 dominant eigenvalues the number of iterations for the inverse power method has never exceeded 15 (mostly without updating the shift), and for Newton's method it was never more than 9 (usually below 4). Obviously, the former has linear convergence, and the latter quadratic.
The computing time for the test example was 32.4 minutes on an IBM 4361 running CMS ( i double precision).
If one is interested in a particular set of eigenvalues, the computing time required can be estimated as being approximately proportional to the number of first guesses needed for Stage 1. In the case of mechanical eigenvalues, this would be 1/8, i.e. minutes (the exact time was 3.2 minutes). & a comparison, a full-scale eigenanalysis of the test system by the QR algorithm (we have used EISPACK routines) requires 47 minutes.
More important than the reduced computing time is the modest storage requirement, due to the sparse implementation of all relevant park of the procedure. For the test system, the storage requirement of STEPS is approximately 1/5,of that of the full-scale analysis, and it will not increase much if'the system becomes larger. Therefore, STEPS could be considered most suitably for the small signal stability analysis of large power systems.
CONCLUSIONS
The paper has presented a successful implementation of procedures which permit the sequential computation of all eigenpairs which are dominant in the state variables of the study zone of a large power system. The program, called STEPS (Sequential Two-stage Eigenealysis of Ppwer Systems), obtains first an approximation to the eigenpairs, then refines them $0 the desired precision. The following are the main features of STEPS:
All dominant eigenvalues of the study zone can be found, evea if they are very close to each other.
The storage requirements for even large systems are reduced, due to sparse matrix procedures.
If only particular eigenvalues are sought, the computing time is reasonably small. Especially, if only mechanical eigenvalues of the study zone are of interest, they can be found easily with a few iterations.
The representation of the external system in full detail permits the accurate calculation of the interarea oscillatory modes which may be sensitive to the modelling of all system components.
Since in Newton's method employed in STEPS, the J a m bian can be considered a system sensitivity matrix, it can be used for analyzing the effect of control parameters on small signal stability. 
Augmented Linear Algebraic Equations
In the method presented in this paper, we need to solve the sparse augmented linear algebraic equations of the form as eqn. (8) and (10). We use the following algorithm in STEPS to obtain the solution z and U.
a) Calculate
JD,,=JD-Jc(JA-XI)-' JB
We nole that (JA-XI) is block-diagonal and JD,, has the same sparse structure as JD. 
Discussion
Ovidiu CrisPn (University of Houston, Houston, TX): I would like to congratulate the authors for their excellent paper. Their procedure is ingenious and practical with positive effects on computing time and stotage requirements. It should also be mentioned that the capability of handling detailed component models increases the discerning power regarding different modes.
It would be appreciated if the authors could comment on the following questions.
1) It is mentioned in the paper that the size of the nucleus could remain almost the same for any size of the system. If the ratio of the sizes of the nucleus and of the system is too small, would the computing time for Stage 2 not be negatively affected? Could the authors give an estimation of the minimum acceptable value of this ratio?
2) The selection of the first guesses for Stage 1 was mentioned to be quite arbitrary. What is the effect on the computation time of the deviation of the first guesses with respect to their final values? Should one take care to select the first guesses within some acceptable range of their final values?
3) Depending on the power system load, in some components of the generator control channels of some units the variables may reach an external or internal limit. What effect will this have on the eigenvalues? Can the new values be determined in a faster way, knowing their values when all control channels are in a continuous operation domain?
J. H. Chow (Rensselaer Polytechnic Institute, Troy, NY): The authors are to be commended for their paper which presents a novel approach in the imp0-t field of eigenfunction analysis of large power systems. One of the contributions of the paper is a method of computing the initial guess of the eigenvalues (stage 1). A good initial guess is important since it reduces the stage 2 computation. To probe further, I pose the following questions.
1) It is desirable to provide an error estimate of an eigenvalue h computed in stage 1. For example, is it possible to place a small disk centered at h and say that a true eigenvalue of the system is inside the disk?
2) What is the computation requirement of stage 1 compared to stage 2?
3) Some elaboration on how the problem sizes are selected in the test system will be helpful. The authors' comments to these questions will be appreciated.
Jia Yu Huang (Shanghai Jiao Tong University, Shanghai, The People's Republic of China): The important contribution of this paper is having developed a new method and program for calculating the complete eigensystem of the study zone in the small signal stability study of a large power system. In the new method the whole system is divided into two parts, the computation is performed in two stages and Newton's method as well as deflation are used together with the inverse power method. The techniques used make it possible to study the behaviors in a certain region of a large power system thoroughly, to obtain the complete eigensystem of the study zone accurately and reliably, and to save the computer time and storage substantially. These techniques ynstitute the characteristics of the new method. I would like to remark that the starting values in Stage 2 are close to the converged values though they are far from the first guesses in stage 1. The results in the three tables are interesting and valuable.
I feel that the reasoning why the whole system is not necessarily represented accurately in Stage 1 is not very clear. I would also appreciate it if the result of a complete eigensystem could be listed and an example of applying the new method to improve the dynamic stability of an unstable power system could be offered further.
In closing, I would like to congratulate the authors for their fine paper. With regard to the concepts and algorithms used in the computer program STEPS, the discusser would like to make the following comments and questions.
Nelson Martins
1) The concepts of study zone, buffer area, and external system are very valuable to static network analysis. However, in small signal stability analysis, this concept may only be applied after careful study done by specialists on dynamic equivalencing. The reason is that interarea oscillatory modes generally spread over the entire interconnected system. Also the proposed eigensolution of a specified study zone may not reveal unstable or undamped eigenvalues which happen to be mainly related to other areas of the system (i.e., with participation factors less than 0.05 for states of the study zone).
Could the authors please explain the main applications they envisage for STEPS?
2) The discusser has used inverse iteration to solve large practical systems (about a thousand states) and has not detected wrong answers due to ill-conditioned equations. It may however be comforting to check for a small residue r k = ( A -h r I ) x~ at convergence (where k is the iteration number).
When using Rayleigh quotient correction for the eigenvalue estimate at every iteration the discusser assumes convergence when a small diagonal pivot or lo-') occurs during factorization of (A -hrZ) . It may be added that the discusser's program work on double precision arithmetic.
Reference [lo] emphasizes that if hr is corrected each time, the inverse iteration algorithm is every bit as satisfactory as Newton's method. Inverse iteration can take full advantage of the special form of the augmented system state equations, while the authors have had to resort to a more elaborate formulation to preserve sparsity in Newton's method.
3) In order to assure diagonal dominance of matrix JD [6], the network equations must be arranged such that the vector of injected currents in (4b) is ordered (I,l, I ,, . . . I?, Z,#. (A-6) for very large problems, one notes that the calculation of complex matrix Jm (step "a" of Appendix 2) is fast, while the solution for U, which involves the factorization of & , , (step "b"), is very time consuming. Expressing the network equations in P, Nvmables rather than D, Q variables may partly alleviate this problem [7] . In order to further decrease computation time, the network should be r e d u d but only as long as the equivalent network remains very sparse.
4) When solving equauon
5 ) This item presents another alternative scheme for the inverse iteration problem.
Apply inverse iteration to the well-conditioned Hermitian matrix C = ( A -XkI)'(A -X*I), which necessarily has an orthogonal set of eigenvectors. In the present application, the eigenvalue estimates are only approximately known, and therefore many iterations are normally needed for convergence. Inverse iteration applied to matrix C requires additional computation per iteration, but the extra work may be offset by the stronger convergence behavior of the problem since X, = (AA -A#. For clarity, some definitions are 7 here: A, is the eigenvalue estimate, while A, and X, are the exact eigenvalues of matrices A and C, respectively. 6) Equations (19) to (21) describe a procedure for finding the left eigenvector. A simpler procedure, using the same LLI factors of JA and J-, can be derived by noting that A' = LIt.Lt. 7) Eigenvalue sensitivity is given by the well-known formula:
where (Y is a system parameter and x, and U, are the right and left eigenvectors of A,. The state matrix derivative is given by:
The discusser could not completely understand the remarks made on the analysis of the control parameter effects based on the matrix of Newton's method. Could the authors please explain?
M. Eremia and C. Alden (Polytechnical Institute of Bucharest, Bucharest,
Romania):
We wish to congratulate the authors for developing some original procedures to find eigenpairs for large power systems. These procedures yield very accurate numerical results and they keep memory and computational time within acceptable limits.
This methodology, taking into consideration results obtained by other research as well, makes use of some special techniques of modal analysis and linear algebra. Thus, it is able to overcome the limitations imposed by classical engineering in analyzing large power systems.
We remark on the possibility of using the computer program STEPS in stability analysis for small perturbations of different controlling parameters influence. This problem is of large interest for us, too. We would like to know if the sensitivity matrix which is defined by the Jacobian matrix B can be used with the same results and efficiency as the matrix defined in [l] .
Fenando L. Alvarado (The University of Wisconsin, Madison, WO: This is a paper of potentially broader applicability than merely power systems. Three key ideas in the paper worthy of further scrutiny are the idea of explicit retention of algebraic equation network structure within the eigenvalue formulation, the idea of the use of approximate explicitly assumed eigenvalues for the portions of the system not directly of interest based on participation factors, and the idea of Newton refinement of eigenvalues.
The first idea, explicit retention of algebraic structure, is expected to help retain sparsity in much the same way as not reducing systems helps retain sparsity during ordinary network equivalencing and reduction. A number of references have described the impact of reduction on sparsity [Al]-[A3]. Do the authors have any experience on the sparsity implications of their method?
The second idea, the use of approxiinate explicit eigenvalues for portions of the system not of interest, is interesting. Do the authors have any experience on possible litations of this concept? Can they cite any similar attempts in the mathematical or engineering literature?
The third idea, the use of Newton's method for refinement of eigenvalues, is not entirely new. However, this discusser would like to refer the authors to a recent paper [A41 that presents some ideas about general purpose symbolically assisted numeric computation that may make Newton refinement of solutions to any problem a quite trivial task from the implementation viewpoint. In fact, this discusser would welcome any thoughts the authors may have on the applicability of the program described in [A41 toward the iterative refinement of eigenvalues.
In short, this paper is quite interesting, and this discusser commends the authors for their effort.
Adam Semlyen and Lei Wang : We would like to thank the discussers for their interest in our paper and for their questions and comments. Many of these constitute contributions to the topic of the paper. We will give our answers to each discusser separately. Dr. 0. Crisan: associated with the dominant modes in the study zone. It can be shown that the procedure in Stage 1 is convergent if
1) The size of the nucleus depends mainly on the eigenvecto? where x = [ xT xa IT is the right-hand eigenvector of a dominant mode in the study zone and xI is its portion componding to the state variables in the nucleus. In eqn.(a), the norm is taken with respect to the left-hand eigenvector of the same mode; see Ref. [A] . This result implies that for the calculation of dominant modes in the study zone, a small buffer area is adequate, since in this case XI is dominant no matter how big the whole system is. A minimum acceptable nucleus could be determined by eqn.(a).
2) We agree with the discusser that the first guesses should be within a reasonable range of their final values, for example, disuibuted uniformly in three typical regions representing mechanical, slow, and fast modes. We have found that these very rough guesses could. rather surprisingly, produce quite good estimates for the eigenvalues dominant in the study zone. In most cases, the error between the starting values (from Stage 1) and the true values is withii 5%. The computation time depends very little on the accuracy of the first guess.
3) We note that, in practice, there are two kinds of limits for generator control variables: operational and physical. The former have simply no effect on the dynamic performance of the system, since it is always possible for any variable to have a small increment above its operational limit. In the latter case, however, the variable becomes a constant, so that it will not appear in the state equation. This will certainly change the eigenvalues of the system. Even though we have not explored this topic, we have the feeling that the ncw eigenvalues might be very close to the old ones and, therefore. easy to be calculated. 2) The computational requirement of Stage 1 is much less than that of Stage 2. For the test system, the CPU time for Stage 1 is about 5 minutes, or 15% of the total CPU time. This is because the main computation in Stage 1 consists of only a few QR procedures applied to the reduced problem which is small, while in Stage 2 we have to handle the complete set of system equations which has very big size even though it is very sparse.
3) The way of forming the reduced problems in Stage 1 is explained in the paper. For the test system, three reduced problems iue generated as follows: We review in some detail the basic idea of the paper in order to clarify the algorithm we have developed.
From the point of view of small signal performance, power systems can be considered as weakly coupled dynamic subsystems since the system-wide coupling between state variables is mainly through 6 and o via transmission links. This fact can also be observed by noting that in the state matrix of power systems, most of the elements are extremely small, even though the matrix itself is non-sparse (for example, in the state matrix of our test system, 93.65% of all elements are less than 0.1% of the biggest value in the matrix). Also, for machines far from the study zone. the coupling with the study zone is small by not beiig direct, so that it is reasonable to use rough first guess eigenvalues all over in that region. For the machines surrounding the study zone (i.e. in the buffer area), it is possible to make other approximations. Wrstly. we can use approximations for the eigenvalues of all non-mechanical state variables.
Secondly, depending on the type of modes to be determined, we have different strategies. If mechanical modes are of interest. we keep only the mechanical equations which become strongly dominant in this case. This leads to a reduced problem of order equal to the number of machines in the nucleus (for each machine. the angular velocity o can be eliminated after neglecting frictional losses). For slow and fast modes, we see from --d6 -a dt or, in the eigenvalue problem, hs=o (C) that, if k is small then 6ao (i.e. 6 is more important than o for slow 1) In our view, the study zone is more a geographical than analytical concept, so that in STEPS one does not h v e to perform a preliminary analysis to produce a study zone; instead, one may simply circle in the area of interest. The purpose of this p e r is then to find all the dominant eigenvalues for that area We agree with the discusser that inter-area oscillatory modes usually spread over the entire system and, quite possibly, some unstable or lightly damped eigenvalues. dominant in some other portion of the system, will not actively participate in the study zone. For the former, results of STEPS have shown that, whenever a mode (inter-area or local) participates in the study zone strongly, it can be found, while weakly participating modes (no matter whether interarea or local) are, in our opinion. of little interest for the study zone.
unless the problem of the stability of the whole system is examined.
(a)
Regarding the applications of STEPS. we envisage the following: STEPS could be used. in conjunction with other programs such as parameter sensitivity analysis, to design and tune the control systems of specified machines (and possibly HVDC links). In this case, modes which do not participate actively in the interested area are of no significance. (b) In some early papers (for instance [B] ), a method with an electromechanical equivalent was proposed for the calculation of transient stability. The method has not been used widely because it needs the detailed modal analysis for the area to be equivalenced, which is difficult for large power systems. With STEPS. however. this can be done efficiently. which makes the method more attractive.
2) The comparative analysis of the characteristics of inverse iteration and Newton's method is a most interesting problem. We agree with the discusser that to a large extent they are equivalent, but they do have some differences with regard to convergence. as illustrated below.
Consider the matrix
A=[1:
pb]
where we assume ap=lO-". This matrix has the exact eigenvalues 0.99999, 1.ooOOl and its eigenvectors vary with the parameters a and p. It can be seen from the table that upon 6nal convergence. Newton's method can give up to 7 significant digits, while inverse iteration has just 5 (note: there is no double precision calculation in Newton's method).
Also, the final residue in Newton's method is much less than that in inverse iteration. These facts clearly indicate that Newton's method has higher accuracy than inverse iteration. Moreover. if we allow a and p to vary continuously, we can observe that the convergence of Newton's method has almost the same pattern. while the convergence characteristics of inverse iteration are quite different: sometimes fast and accurate, sometimes slow and less accurate. This indicates that Newton's method is more stable and reliable. The reason for the above results was analyzed in Ref. [lO] . It is due to the illcondition of the eigenpmblem of A when f3 is small. Unfortunately, the eigenproblem of power systems seems to be ill-conditioned, because of many close eigenvalues and possibly close-todependent eigenvectors.
On the other hand. if we check the volume of computation for both algorilluns. we 6nd that Newton's method is worth being considered. Except for the common calculation of solving linear equations, Newton's method needs one additional forward and backward substitution. as indicated in eqn.(l7) by &'a, and the modified eigenvector is always normalized, while in inverse iteration, as suggested by the discusser, the calculation of the Rayleigh quotient requires first the normalization of the eigenvector xk then UK computation of the quadratic form XIAX& (which is nearly equivalent to calculating in Newton's method). "herefore. Newton's method is a bit simpler than inverse iteration. and it has the further advantage of permitting easy calculation of the left-hand eigenvector (eqns.(l9) to (21)).
To summarize, we believe Newton's method is a good choice for refining eigenpairs. It compares favorably with inverse iteration, which itself has shown excellent characteristics as a first-stage refinement tool.
3) We fully agree with the discusser that the injected current vector should be re-ordered in the suggested form. whenever this algorithm is to be used in practical applications. The arrangement in the paper is only for the simplicity of our test program.
4)
We appreciate the comments of the discusser regarding the sohtion of the system equations.
5 ) In eqns. (l9) to (21), the left-hand eigenvector is in fact found in the way the discusser suggested. except for a different representation for making use of the factorized matrix J from the last Newton iteration. All the work to be done is forward and backward substitutions and one inner product calculation. This is the required sensitivity equation based on matrix B of Newton's method. We note that (9) includes both the eigenvalue and eigenvector sensitivities while, with the classical formula (eqn.(i) below), only the eigenvalue sensitivity is obtained. In fact, it is easy to show that the eigenvalue sensitivity in (9) is exactly the same as from the classical formula. Without loss of generality, we assume that the first element of the right-hand eigenvector is normalized to unity, so that matrix B Evidently. z T = -2 is the solution which satisfies both (a) and (b), where y is the leghand eigenvector of A. Substituting this solution into (9). we obtain (b) zT(A -U In.n-1 0. TX which is the classical eigenvalue sensitivity formula mentioned by the discusser.
Hnally. if we make a comparison between (g) and (i). we can see that, since matrix B is available directly from Newton's method in factorized form. the. evaluation of (& is simpler than that of (i) which quires the left-hand eigenvector. Dr. M . Eremia and Dr. C. Aldea:
We thank the discussers for their valuable comments. As for the sensitivity analysis based on matrix B of Newton's method, we would like to refer to our answer to Dr. Maltins.
Dr. F. L. Alvarodo:
1) The alternative to retaining the full set of system equations would have implied solving large sets of non-sparse equations. We believe that the fist approach is superior but did not compare the efficiencies of the two methods.
2) The idea of using approximate eigenvalues related to the state variables in the external system appears already in Ref. [S] and its companion paper. As pointed out by the discusser. the particular structure of the power system, namely that it consists of subsystems coupled only through terminal variables, is a feature of many other large systems, biological, economical, engineering, and so on. Therefore. the eigenanalysis of the paper could be applied to such systems. We are not aware however of related literature from other fields of applications.
3) We wish to thank the discusser for bringing to our attention the general purpose simulation tools of RefJAll]. We would l i e to add Ref. [D] about an easy-to-use interactive general purpose computer program for solving (large) sets of nonlinear equations. Newton's method for solving the eigenvalue/vector problem of eqn.(l 1) is presented there as a simple, straightforward application.
