This paper presents a novel approach for design under uncertainty-aggressive design. For a given objective, aggressive design seeks to minimize the distance between a designs' PDF under uncertainty and a given target. This target is the probability distribution of the quantity of interest given uncertainty in the model inputs. The objective of aggressive design is to find a design whose PDF most closely resembles the target PDF. The framework outlined here is designed to be computationally cheaper than robust, multi-objective optimization. To evaluate the efficacy of this approach, detailed numerical experiments are carried out on the the Gaussian and beta families of PDFs-both for smooth and discrete PDFs. Finally the approach is applied to the design of an airfoil under Mach number uncertainty and compared with results obtained using robust design.
I. Introduction
Modern aerospace design problems typically involve ten to hundreds of design variables, numerous structural and performance constraints, and non-linear response surfaces. This makes the design problem quite challenging. The addition of uncertainties and their subsequent propagation adds another layer of complexity to this problem. One of the main design tools that has emerged for tackling such problems is robust design. It has for many years been the chosen approach to pursue design under uncertainty. The idea of robust design is to pursue a set of Pareto optimal solutions between two competiting design objectives. The first objective is a maximization of the mean quantity of interest and the second is a minimization of its variance. The rationale is that the minimum variance objective restricts the design space to designs that are resistant to performance degradation, while the maximum mean objective pushes the overall performance to higher quantities of interest. These two objectives are fed into a multi-objective optimizer that yields a Pareto front -a trade off curve of the two objectives. Once obtained, the designer or engineer may carefully inspect the probability density functions (PDFs) of a few designs from the front before making a final design choice. This methodology has been successfully applied to several aerospace problems such as the design of windmills, 1 formula one break ducts, 2 and more recently on compressor blade tips. 3 There are however, several limitations to robust design.
One of the main limitations of robust design is the adherence to mean and variance as the primary indicators of performance under uncertainty. Higher statistical moments such as the skewness are neglected during the optimization, as are the tail probabilities. There are instances where a designer would prefer a more tailored distribution-e.g., a larger variance with a negatively skewed distribution, while maximizing the mean. Alternatively, the designer may want to enforce strict criteria on the distribution of the tail. Robust design does not readily cater to these requirements. Another limitation is the cost. Multi-objective optimizations typically require an order of magnitude more computations than single objective ones. An alternative to multi-objective optimization is scalarization -a single objective minimization of the weighted sum of the mean and variance objectives. However scalarization also has numerous limitations.
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This paper presents a new framework for design under uncertainty-aggressive design. The motivation for this work is the inflexibility of robust design and its heightened cost. The structure of this paper is as follows.
The first section introduces the idea of aggressive design and provides a mathematical description. The second, third and fifth sections illustrate the concept with simple numerical examples using beta, Gaussian, exponential and inverse gamma families of probability distributions. Comparisons with scalarization are carried out in section four. Finally, Section five compares robust design with aggressive design for the design of an airfoil under operational uncertainty.
II. Aggressive Design Definition
Aggressive design is PDF matching. It seeks to minimize the distance between the PDF of a quantity of interest under uncertainty and a given target. This target represents a desired probability distribution of the quantity of interest. The objective of aggressive design is to find a design whose PDF most closely resembles the target PDF. Aggressive design can be carried out for problems where the probability distribution is discretized as a histogram with a finite number of samples within each bin. It can also be carried out for problems where the probability distribution is represented as a smooth function. These are presented below.
The aggressive design problem in the discrete case can be stated as follows. Let f = f (ω, s) be the model quantity of interest, where ω represents the uncertain inputs, and s represents the set of design variables. We first discretize the random space with points w j with j = 1, . . . , N . Define f j (s) = f (w j , s). This sampling of the random space will be used to compute averages and probabilities; assume that this space is sufficiently resolved to compute accurate averages and probabilities. Each f j is a map f j : S → F , where S is the space of design variables and F is the scalar-valued output space. Let F be discretized with bins,
where F i < F i+1 , and we assume the bins cover F. The discrete aggressive design problem can be stated as follows. Given a target t i ≥ 0 with i = 1, . . . , n and ∑ i t i = 1 and a weight ψ i ≥ 0 with
where I {·} is an indicator function. In equation (3) we use a one-norm penalty. However, one can also use known statistical norms such as the Kullback-Leibler divergence, Hellinger norm, Chi-square distance, etc. 5 The above formulation is dependent upon the number of bins n and the total number of points in the uncertain parameter space N . The values for these two affect the outcome of aggressive design; that is, characterizing a distribution with two few bins (distributions become similar) or too many bins (sampling noise) may lead to slow convergence and inaccurate solutions. There is also the issue of the choice of (a) the optimization algorithm and (b) the distance metric. Under some smoothness assumptions, this discrete formulation converges to a continuous problem as n and N increase. Next we study some simple continuous problem to test strategies for (a) and (b).
III. Optimization Strategies and Distance Metrics
This section outlines the two optimization algorithms and the four distance metrics used in this work.
A. Optimization Strategies
The two algorithms considered are the Nelder-Mead simplex and quasi-Newton line search. A brief summary of these methods is provided below:
Nelder-Mead simplex
Nelder Mead simplex 6 begins by evaluating the function at N + 1 values (for an N dimensional problem) at the vertices of a simplex. A simplex can be thought of as a generalization of a triangle to multi-dimensions. Thus in one dimension, a simplex is a line, in two a triangle and in three a tetrahedron. Once the initial function evaluations are carried out, the method orders the values at the vertices. It then seeks to replace the vertex with the highest value of the function with a new vertex. Over numerous iterations, the size of the simplex reduces leading to a region within the objective space where the local minima is found.
Quasi-Newton Line Search
The quasi-Newton line search method uses gradient information to construct a Hessian approximation which is used to compute the step size and direction of the line search:
where α is a constant and d k is the search direction. This is given by
, where H is the Hessian approximation, and ∇f is the gradient. The Hessian here is approximated by the BFGS approximation:
where
The method uses the curvature information to solve a quadratic model of the form: min
where c is a constant vector and b is a constant. The optimal solution for this problem occurs when the partial derivatives of x goes to zero,
B. Norms
The four norms considered in this paper are the l 1 and l 2 norms and their weighted variants. These definitions are provided in Table 1 . For the test cases considered, a simple linear weighting for ψ is assumed. 
IV. Smooth PDF Examples
This section introduces two smooth PDF matching problems: the beta-beta and beta-exponential problem. In the first problem the target PDF is selected to be realizable, i.e., within the family of beta PDFs. In the second problem the target PDF is selected to be non-realizable, i.e., not within the family of beta PDFs. In these problems the shape factors for the distributions are the design variables for the optimization. The purpose of this section is to illustrate the effect of (a) the optimization algorithm (gradient vs. non-gradient) and (b) the distance metric.
A. Beta-Beta Problem
A beta probability density-denoted beta (α, β)-is a univariate continuous probability density defined on the support x ∈ [0, 1] that is parameterized by two positive shape parameters, α and β. The PDF is
where Γ (·) is the gamma function. For this example problem the target PDF is beta(3.1,4.2). The results for the different metrics and algorithms are shown in Tables 2 and 3 for two different initial conditions. Both optimizations were carried out using MATLAB with a function tolerance of eps=1e-16. The optimization path for the l 1 norm using Nelder-Mead and quasi-Newton is shown in Figure 1 , along with the distance contour. From the above results, the following observations can be made for smooth PDFs using aggressive design:
• On average, quasi-Newton uses 15% fewer function calls than Nelder-Mead. This is expected for a smooth function where gradients and Hessian approximations are used to drive the optimizer.
• For all the norms and optimization algorithms the target is achieved.
• Weighted norms accelerated convergence marginally.
• For this problem, the response surface is convex.
B. Beta-Exponential Problem
It is expected for realistic applications of aggressive design the target PDF is not realizable. In such scenarios, the effect of (a) the optimization algorithm and (b) the distance norm need to be understood. The beta-exponential problem seeks a beta PDF that best matches an exponential distribution, whose analytical form is given by:
In this example we use an exponential distribution with λ = 2. The optimization results are summarized in Tables 4 and 5 . The final solutions for the different norms along with the target distribution are shown in Figure 2 . From these results and the tables above, the following inferences can be made:
• The choice of distance norm affects the final solution. This is contrary to what was observed in the 'realizable' case.
• Both optimization algorithms yielded the same set of solutions.
• The graphical differences between the norms are quite subtle as shown in Figure 2 . Thus, despite the difference in the values for the final solutions, there is not much difference in the PDFs. This is encouraging as it demonstrates the robustness of aggressive design for smooth problems. 
V. Aggressive Design vs. Scalarization
As mentioned earlier, scalarization seeks to minimize a weighted sum of objectives. Scalarization applied to design under uncertainty translates to a minimization of the weighted sum of the mean and variance of a certain quantity of interest. Table 6 summarizes the difference in objective functions between scalarization and aggressive design. In this section scalarization and aggressive design are carried out on two smooth PDF test problems described earlier. All optimizations are carried out using the l 1 norm with Nelder-Mead simplex.
Table 6. Scalarization and Aggressive design objectives

Scalarization
Aggressive Design
A. Beta-Exponential Problem
For the scalarization approach, the target mean and standard deviation are taken to be that of the exponential distribution with λ = 2. For the aggressive design approach, the target is the PDF shape. The results for several initial solutions are shown in Figure 3 . From the figures it is evident that the final solution using scalarization is heavily dependent on the initial solution there are infinite solutions that will satisfy the problem. This results in a range of PDFs all of which can yield the same weighted mean and standard deviation as the target but yet have completely different shapes (see Figure 3) . The aggressive design problem however has a single global minima that is reached regardless of the initial solution. Moreover, aggressive design does not try to match just the mean or standard deviation of the target, but rather the entire PDF. 
B. Gaussian-Exponential Problem
The above excercise is repeated using the design space of Gaussian PDFs. These are defined on the support x ∈ (−∞, ∞) as:
Once again, setting the exponential distribution target to be λ = 2, optimizations for different initial conditions were carried out. The results are summarized in Figure 4 , and re-affirm the observations made in the prior section. 
VI. Non-Smooth PDF Examples
This section presents an example of the non-smooth formulation. The problem is the discrete version (nonsmooth PDF) of the Beta-Beta problem discussed earlier, but with a finite number of bins and samples. In the same spirit as before, this is explored with Nelder-Mead and the quasi-Newton line search. The objective of this section is to determine the effect of introducing discretization on (a) the optimization algorithm and (b) the distance norm.
A. Beta-Beta Problem
The results of the discretized beta-beta problem using Nelder-Mead are shown in Table 7 . We set the maximum number of function calls to 350. In this example the number of samples for histogram discretization was 1e6 with 30 bins. This was found to yield repeatable results, within a small error bound. For a discretization with too few bins or samples, the optimization results are not repeatable. Overall, the simplex method was found to yield final solutions close to the target value of (3.1, 4.2). The response surface and the optimization path are shown in Figure 5(a) . The quasi-Newton method failed to yield an accurate solution for this problem. Upon computation of the first gradient the algorithm the algorithm found the initial solution to be the minima. Increasing the number of samples (up to 1e8), bins and combination thereof did not provide relief. The extent of numerical noise for the results above is shown in Figure 5(b) .
VII. Aggressive Design vs. Robust Design
One important aspect of aggressive design is the choice of the target PDF. This is particularly challenging for problems where the designer only has the datum design and thus a limited scope of the overall design space. In this section aggressive design is applied to the design of a NACA0012 airfoil under a Mach number uncertainty. Comparisons are made between aggressive design and robust design. 
A. Flow Solver and Meshing Methodology
Flow simulations undertaken in this study are carried out by solving the compressible RANS equations using Stanford University's SU 27 flow solver. The RANS equations are discretized through a standard edgebased approach on an unstructured mesh using a finite volume method. A standard dual grid, constructed using a medial-dual vertex scheme, is used to evaluate the convective fluxes at the midpoint of an edge. The convective fluxes in the above equations are integrated using the classical Jameson-Turkel-Schmidt scheme, 8 which is a central, multi-stage Runge-Kutta scheme. 9 This scheme employs a higher-order artificial dissipation, which is computed using the differences in the higher-order Laplacians of connecting nodes and the difference in the lower-order conserved variables on connecting nodes. A pressure switch is used to blend these two levels of dissipation and for triggering lower-order dissipation next to shock waves.
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The unstructured NACA0012 mesh is shown in Fig. 6(a) . It has been appropriately non-dimensionalized. It consists of an viscous wall boundary on the airfoil surface and a far-field boundary at the inlet and outlet. A total of eight points (shown in Figure 6 (a)) are used to vary the airfoil profile at x-coordinates of [0.2, 0.4, 0.6, 0.8] on both the upper and lower surfaces. Each point was permitted a ±0.006 maximum deviation in the y-direction. These bounds are chosen such that top and bottom surfaces do not overlap. Hicks-Henne bump functions are utilized for shape modification. These functions act as perturbations to the original airfoil geometry to modify the shape. They are expressed as a finite sum of basis functions of the form:
where △y is the total deflection, N is the number of bump functions and a i is the design variable step. The basis functions are given to be:
where the x values vary from 0 to 1. Once a new airfoil has been generated, the original mesh (see Figure 6 (a)) must be appropriately deformed. A torsional spring analogy 10 is used as the grid deformation technique. It consists of defining a stiffness matrix that connects two ends of a mesh edge, and then subsequently imposes an equilibrium condition at each mesh node. The overall system of equations is solved iteratively using a conjugate gradient method with Jacobi preconditioning.
7 Both the surface perturbation and mesh deformation capabilities are available in SU 2 .
B. Uncertainty Propagation
A beta(2,7) distribution in Mach number was assumed over the range of Mach 0.55 to 0.70 (see Figure 6(b) ). To propagate this uncertainty a stochastic collocation approach was used with a 7 th (8 function evaluations) order piecewise-cubic Hermite interpolating polynomial with equidistant points. The quantity of interest here is the airfoil lift-to-drag (L/D) ratio. It was found that while a 4 th order polynomial was sufficient for mean and variance convergence for L/D, a higher degree was required for accuracy in skewness values. This polynomial was then used as a surrogate and sampled with the beta distribution to obtain moments and the PDF.
C. Aggressive Design Comparisons
Within the chosen design space, a total of 1500 random designs were generated, and for each design 8 RANS computations (to propagate the uncertainty) were carried out yielding a total of 12,000 simulations. Random designs were intentionally selected in order to completely map the design space. We selected four different target PDFs, each with its range lying outside the range of the datum PDF. Each target was also selected to have a lower variance. For simplicity only uniform distributions were selected with mean and variance values as per Table 8 . The l 1 norm distance metric was used for this study. Both the target and design PDFs were discretized with 30 bins and 2e5 samples over the range of L/D values of 0 to 350. Figure 7(a) shows the datum PDF in red along with the four choices of targets (A -D) in black. Designs that were the closest match to the targets are shown in green. These aggressive designs are also plotted in Figure 7 (b) with respect to their mean and standard deviation. It is worthy to note that targets A,B, C and D all achieve a higher mean and lower standard deviation compared to the datum. It should be 9 , along with the aggressive designs obtained above. This is an important result which demonstrates that aggressive design can be used to carry out design under uncertainty and with an appropriate choice of a target PDF, Pareto-optimal robust designs can be obtained.
VIII. Conclusions
The fundamental contribution of this paper is a new approach to design under uncertainty -aggressive design. Systematic analytical problems with both smooth and discrete PDFs were analysed using two optimization approaches and four distance norms. Finally, the approach was applied to the design of a transonic airfoil, which demonstrated that aggressive design can be used to replace robust design.
