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ON TOPOLOGICAL QUANTUM COMPUTING WITH
MAPPING CLASS GROUP REPRESENTATIONS
WADE BLOOMQUIST AND ZHENGHAN WANG
Abstract. We propose an encoding for topological quantum com-
putation utilizing quantum representations of mapping class groups.
Leakage into a non-computational subspace seems to be unavoid-
able for universality. We are interested in the possible gate sets
which can emerge in this setting. As a first step, we prove that for
abelian anyons, all gates from these mapping class group represen-
tations are normalizer gates. Results of Van den Nest then allow
us to conclude that for abelian anyons this quantum computing
scheme can be simulated efficiently on a classical computer. With
an eye toward more general anyon models we additionally show
that for Fibonnaci anyons, quantum representations of mapping
class groups give rise to gates which are not generalized Clifford
gates.
1. Introduction
Experimental topological quantum computation hinges on a trade-
off between the computational power of anyons and their detection
and control in laboratories. So far none of the experimentally accessi-
ble anyons are univeral through braiding alone like the Fibonacci anyon
[4, 12]. Therefore, designing protocols to supplement these braidings
remains interesting in the search for a universal gate set. In [2], it
is shown that all mapping class group representations arising from an
abelian anyon model are, in principle, accessible for quantum compu-
tation. It is known that all quantum representations of mapping class
groups coming from abelian anyons have finite image, and hence cannot
be used to construct a universal gate set [3, 7]. In this paper, we prove
a stronger result that they actually are all generalized Clifford gates
with respect to a natural encoding. This allows for the application of
results on the ability to simulate this computing scheme classically.
Given a unitary modular category or anyon model B of rank d, a
natural construction gives projective unitary representations of the
mapping class group of each oriented closed surface Σg of genus g.
We explore a computational subspace inside of V (Σg), namely a copy
of V (Σ1)
⊗g. Intuitively this subspace can be thought of in terms of
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2 WADE BLOOMQUIST AND ZHENGHAN WANG
the handlebodies that these surfaces bound. The genus g handlebody
bounds a trivalent graph which contains g cycles, and these cycles are
the subgraphs which correspond to the copy of the torus in our sub-
space. With the appropriate choice of this spine, as seen below in
Figure 1, we see that there is a subgroup of MCG(Σg) which acts on
each component V (T 2) just as MCG(T 2) ∼= SL(2,Z) does. This gives
us g qudits in V (Σg), and the image of mapping classes under the
quantum representation provides gates on these qudits.
Results of Ng and Schauenburg, [8], provide a significant limitation
as they have shown that the quantum representation of the torus will
always have finite image. This tells us that the 1 qudit gates form a
finite group in this encoding. So if we take our encoding without any
leakage, we have no hope of reaching a universal gate set. In this paper
we will turn away from the question of universality, and instead focus
on what types of gates can occur in this finite collection. In the abelian
anyon case the computational subspace actually equals the entire space
V (Σg). Our attention will be on how, in this case, a generalized Knill-
Gottesmann theorem can be used to simulate this model classically.
2. Preliminaries
2.1. Hilbert space of states. Given a unitary modular category or
anyon model B with a complete representative set of anyons ΠB, we con-
struct the Hilbert space of states, or the TQFT Hilbert space, V (Σg) of
any closed oriented surface Σg of genus g following [10, 11, 14]. Embed
Σg in R3 so that it bounds the standardly embedded handlebody Hg
in R3, then we assign to Σg a spine, S, of Hg, i.e. the trivalent graph
whose regular neighborhood is Hg.
Definition 2.1. A ΠB coloring of a ribbon graph, Γ, is an assignment
of objects in B to the edges of Γ and morphisms of the cyclically ordered
colors assigned to the incident half edges to the vertices of Γ.
The Hilbert space V (Σg) is spanned by the basis of ΠB-colorings of
S. Our choice of S, corresponding to one choice of basis for V (Σg), is
shown in Fig. 1. We denote a basis element of this type as
Figure 1. A basis element of V (Σg)
TQC WITH MCG REPRESENTATIONS 3
~v = (~a,~b,~c, ~µ, ~ν)
= (a1, ..., ag−1, b1, .., bg, c1, ..., cg, µ2, ..., µg, ν1, ..., νg−1)
(with an overall constant from vertices). That this vector space is
actually a (projective) representation of the mapping class group is an
immediate consequence of the axioms of a TQFT. In particular, any
mapping class can be described nicely in terms of a cobordism, namely
the mapping cyclinder, in such a way that a TQFT must assign a
(projective) action on the state space to each mapping class. A nice
overview of this for general (2 + 1) TQFTs can be found in [16].
2.2. The Projective Action. Let h : Σ → Σ be an orientation pre-
serving homeomorphism in the mapping class group MCG(Σ) of Σ.
Consider the cylinder Σ×[0, 1] and regard Σ×{0} as being parametrized
by id and Σ × {1} by h. Suppose H is the handlebody bounded by
Σ, with spince S taken as a ribbon graph in H such that the colorings
of S are the basis of V (Σ). Then gluing (H,S) to Σ × {1} with h
and to Σ × {0} with the identity results in a pair (M,Ω) of a closed
3−manifold M and a ribbon graph Ω in M . Evaluation of the invariant
for this pair gives an operator
Vh : V (Σ)→ V (Σ).
The resulting (projective) representation of MCG(Σ) is called the quan-
tum representation of mapping class groups. Our focus is on the gener-
ators of the mapping class group so h is a positive Dehn twist about a
simple closed curve γ. Applying the above construction to the specific
case of Dehn twists amounts to labeling γ with the Kirby color ω, giv-
ing γ a −1 framing relative to the Σ, and then evaluating the ribbon
graph invariant [9]. The Kirby color ω, defined in Figure 2, is key to
this construction and underlies the ability to use surgery to perform
these computations diagrammatically.
Figure 2.
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2.3. Abelian Anyon Models. An abelian anyon model is one in
which all quantum dimensions are 1. The fusion rules of an abelian
anyon model form a finite abelian group, G. A given finite abelian
group gives rise to a family of abelian anyon models, which for our
purposes should be thought of as indexed by a 3−cocycle and a pure
quadratic form on the group. We list some of the relevant data for
these theories [13]: Let a, b, c ∈ G
[F a,b,ca+b+c]a+b,b+c = f(a, b, c) ∈ H3(G,Q/Z)
Where q : G→ R/Z is a pure quadratic form on G.
where
b(x, y) = q(x+ y)− q(x)− q(y)
is the bi-linear form associated to q.
2.4. Clifford Groups. We follow the exposition given in [1]. Let G
be a finite abelian group, decomposed as
G = Z/m1Z× ...× Z/msZ.
We consider the complex vector space
HG = Cm1 ⊗ ...⊗ Cms ,
and so we have
HG = span{|g〉 : g ∈ G}.
We note the following observation
H⊗nG = H⊕ni=1G
We will use the notation
Gn :=
n⊕
i=1
G
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2.4.1. Pauli Group over G.
Definition 2.2. A Pauli operator over G is any unitary operator
in U(HG) of the form
σ(a,g,h) := γ
aZgXh
where
γ = e
pii
|G|
a ∈ Z2|G|
Xg(|x〉) = |g + x〉
Zh(|x〉) = χh(x)|x〉
where χh is a character of G.
Definition 2.3. The Pauli group over G is the subgroup of U(HG)
generated by all Pauli operators, denoted P1,G. Then we have
Pn,G := (P1,n)
⊗n ⊆ U(H⊗nG ) = U(HGn)
called the nth Pauli Group over G
2.4.2. Clifford Group over G.
Definition 2.4. The nth Clifford Group over G, denoted as Cn,G,
is the normalizer of Pn,G in U(H⊗nG ).
As operators differing by only a phase will not contribute to a con-
jugation we can direct our focus on PU(H⊗nG ) instead of PU(H⊗nG ).
2.4.3. Normalizer Circuits.
Definition 2.5. A Normalizer Circuit over G is one composed of
the following gate types:
• Group automorphism gates:
|g〉 7→ |ψ(g)〉
for ψ(g) a group automorphism.
• Quadratic phase gates:
|g〉 7→ ζ(g)|g〉
where |ζ(g)| = 1 and
ζ(g + h) = ζ(g)ζ(h)B(g, h)
where
B(x+ y, g) = B(x, g)B(y, g)
B(g, x+ y) = B(g, x)B(y, g).
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• Quantum Fourier Transforms:
F : |g〉 7→ 1|G|
∑
x∈G
χx(g)|x〉
Where χx are characters of the group.
Theorem 2.1. [15] The subgroup of U(HG) generated by normalizer
gates over Gn is contained in Cn,G.
Theorem 2.2. [15] Any normalizer circuit over any finite abelian
group can be classically efficiently simulated in at most polynomial time
in the number of quantum Fourier transforms, number of gates in the
circuit, the number of cyclic factors of the group, and the logarithm of
the orders of the cyclic factors.
3. A General Computation
3.1. Mapping Class Group Generators. We will be working with
the Humphries generators of the mapping class group of a genus g
surface as seen in Fig. 3. The actual generators of the mapping class
Figure 3. The Humphries generators
group are positive Dehn Twists about these 2g+1 curves. In particular
we will fix the notation that Ti will stand for the image under the
quantum representation of a positive Dehn twist about the curve γi.
3.2. T0 and T1. The local computation seen in Fig. 4 can be applied
to the computations of T0 and T1.
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Figure 4.
In particular we see that
T0(~v) =
p−
D
θc2~v
and
T1(~v) =
p−
D
θc1~v,
where c1 and c2 are the colors on the appropriate edges in V (Σg) as
seen in Figure 1 which are relevant for the Dehn twists about the curves
γ0 and γ1 seen in Figure 3, and
p−
D
=
∑
a∈L
da
D
θ−1a = e
−cpii/4
is a root of unity, where c is the central charge [5].
8 WADE BLOOMQUIST AND ZHENGHAN WANG
3.3. T2i+1 for i = 1, ..., g − 1. The local computation shown in Fig. 5
and Fig. 6 can be applied to find T2i+1 for i = 1, ..., g − 1.
Figure 5. Steps 1 and 2
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Figure 6. Steps 3 and 4
In particular we have
T2i+1(~v)
=
p−
D
∑
f,α,β,h,σ,ρ
[F
cibibi+1
cˆi+1
](aˆi,νi,µi+1),(f,α,β)θf [F
bibi+1ci+1
cˆi
](f,α,β),(h,σ,ρ)~v
′
h,ρ,σ,
where ~v′h,ρ,σ is defined by changing ~v by the following: ai to h, νi to ρ,
and µi+1 to σ.
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3.4. T2i for i = 1, ..., g. This computation is much more involved
than the previous. This should be thought of as the generalization of
S−matrices from the genus 1 case where the previous examples were
more analogous to T matrices. To begin we look at the evaluation seen
in Fig. 7 which will prove useful in our upcoming computation. With
Figure 7. A useful computation
this in mind we see in Fig. 8 ,Fig. 9,Fig. 10, and Fig. 11, a local
calculation that allows us to realize the action of T2i.
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Figure 8. Steps 1, 2, and 3
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Figure 9. Steps 4, 5, and 6
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Figure 10. Steps 7, 8, and 9
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Figure 11. Steps 10 and 11
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Then we see that
T2i(~v) = θ
−1
bi
∑
`,e,α
f,ρ,σ,η,τ
x,λ,δ
d`
D
√
dedbi
dfd`
θe
θ`θbi
[F bˆi
ˆ``
bˆi
](eˆ,α,α),(f,ρ,σ)[R
`ˆ`
f ]ρη
[F
aˆi−1bibˆi
aˆi
](ci,µi,νi),(f,σ,τ)[F
ˆ`` ai
ai−1 ](f,η,τ),(x,λ,δ)~v
′
`,x,δ,λ,
where ~v′`,x,δ,λ is determined by changing bi to ˆ`, ci to xˆ, µi to δ, and νi
to λ.
4. Specializing to Abelian Anyon Models
With these computations in mind we look to ground ourselves with
the concrete example discussed in the introduction. For the remainder
of this section let our modular tensor category C have fusion rules
forming a group G = Z/m1Z× ...×Z/msZ with mi|mi+1 and modular
data determined by f ∈ H3(G,Q/Z) and a pure quadratic form q.
4.1. Hilbert Spaces of States. Let Σg be a closed surface of genus
g. We look to describe V (Σg) concretely. We note that abelian MTCs
are multiplicity free, meaning
a⊗ b = a+ b =
∑
Nabc c
where Nabc = δc,a+b, and in particular that the dimension of the Hom
spaces are either 0 or 1, meaning we can ignore vertex labels. Now we
also know aˆ = −a, so we have a + aˆ = 0 and a + b = 0 exactly when
b = aˆ. Now we look at the following lemma.
Lemma 4.1. When looking at the trivalent graph seen in Fig. 12
colored by a finite abelian group G. Then ai = 0 for all i.
Figure 12.
Proof. This is a simple proof by induction. 
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Applying this lemma we have:
Proposition 4.2. We have V (Σg) ∼= H⊗gG , where the basis is given in
Fig. 13.
Figure 13.
Proof. This is an immediate application of the above lemma. 
We will denote an element of the basis shown in Fig. 13 as ~a =
(a1, ..., ag).
4.2. The MCG Action.
4.2.1. T0 and T1. This computation is identical to that of the general
setting. And so
T0(~a) =
p−
D
θa2~a =
p−
D
ωa
2
2~a
and
T1(~a) =
p−
D
θa1~a =
p−
D
ωa
2
1~a.
Now define
L : HG → HG
defined by
L(|a〉) = θa|a〉
Then we have
T0 = L2(~a)
and
T1 = L1(~a)
where
Li = Id⊗ Id⊗ ...⊗ L⊗ Id⊗ ...⊗ Id
where L acts on the ith component.
This additional notation is introduced as while T0 and T1 act on H⊗gG
they can both be described as acting on a single component HG. The
above defined L is exactly this map defined abstractly to act on HG.
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4.2.2. T2i+1 for i = 1, ..., g− 1. This computation is also identical, but
we are able to make use of the explicit F-moves. In particular we have
T2i+1(~a)
=
p−
D
∑
f,h
[F
(−ai)ai(−ai+1)
−ai+1 ](0,f)θf [F
ai(−ai+1)ai+1
ai
](f,h)~a
′
h,
but we have the only non-zero F-move is
[F a,b,ca+b+c]a+b,b+c = f(a, b, c) ∈ H3(G,U(1))
Now we also note that we elected to describe all F-moves as positive
powers, but actually
[F ai(−ai+1)ai+1ai ] = [F
(−ai)ai(−ai+1)
−ai+1 ]
−1
T2i+1(~a) = f(ai,−ai+1, ai+1)θai−ai+1f(ai,−ai+1, ai+1)~a = θai−ai+1~a
Now define
M : HG ⊗HG → HG ⊗HG,
defined by
M(|a〉 ⊗ |b〉) = θa−b|a〉 ⊗ |b〉.
Observe that M can also be described as follows:
M : HG⊕G → HG⊕G,
where
M(|a+ b〉) = θa−b|a+ b〉.
Then we have
T2i+1(~a) = Mi,i+1(~a).
4.2.3. T2i for i = 1, ..., g. In Fig. 14 and Fig. 15 we provide an alter-
native version of this computation which utilizes many of the specific
properties of the fusion rules for abelian MTCs which allow for the use
of shortcuts.
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Figure 14. Steps 1, 2, and 3
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Figure 15. Steps 4, 5, and 6
20 WADE BLOOMQUIST AND ZHENGHAN WANG
Then we can see that
T2i(~a) = θ
−1
ai
∑
b∈G
Saibθ
−1
b ~a
′
b
Where ~a′b = (a1, .., ai−1, b, ai+1, .., ag) is determined from ~a by replacing
the ith coordinate from ai to b. Now define
O : HG → HG
defined by
O(|a〉) =
∑
b∈G
θ−1a Sa,bθ
−1
b |b〉.
Then we have that
T2i(~a) = Oi(~a).
4.3. Clifford Operators.
Theorem 1. Let Σg be the closed surface of genus g and
ρG : MCG(Σg)→ PU(HG)
ρG be the quantum representation coming from an abelian MTC with
fusion rules determined by a finite abelian group G. Then
ρG(MCG(Σg)) ≤ Cg,G,
meaning the image of the mapping class group under this representation
lies entirely in the gth Clifford group over G. Moreover, each Humphries
generator is sent to a Normalizer circuit over
⊕g
i=1G.
Corollary 1. The computational framework using mapping class group
representations arising from abelian anyon models can be classically
efficiently simulated in at most polynomial time in the number of Dehn
twists about Humphries generators of type γ2i, the number of gates in
the circuit, the number of cyclic factors of the group, and the logarithm
of the orders of the cyclic factors.
Proof. As only normalizer gates can be achieved this follows from the
theorem of Van den Nest, Theorem 2.2. Also note that the implemen-
tation of quantum Fourier transforms is obtained through the image of
Dehn twists about Humphries generators of type γ2i. 
Lemma 4.3.
√|G|Sx,y is a bi-character, meaning
|
√
|G|Sx,y| = 1√
|G|Sx+y,g =
√
|G|Sx,g
√
|G|Sy,g√
|G|Sg,x+y =
√
|G|Sg,x
√
|G|Sg,y
Proof. This follows immediately as√
|G|Sx,y = exp(2piib(x, y))
where b(x, y) is bilinear. 
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Now we return to the proof of our theorem.
Proof. We see that based on the structure computed above we need
only show that L, M , and O lie C1,G, C2,G, and C1,G respectively as
tensoring with the identity operator will preserve that result and the
root of unity p−
D
can be ignored as these operators are only considered
projectively.
4.3.1. L. Recall
L(|x〉) = θx|x〉.
We first look to show that L lies in C1,G, and in particular that L is
a normalizer gate over G. In fact we will show that L is a quadratic
phase gate, meaning θx is a quadratic phase. We first note that θx is a
root of unity, by Vafa’s theorem, thus we need only show that
θx+y = θxθyB(x, y)
In fact we have
θx+y
θxθy
=
√
|G|Sx,y
which as we have seen in Lemma 4.3 is a bicharacter. Thus L is a
quadratic phase gate and thus a normalizer gate.
4.3.2. M. Recall
M(|x〉 ⊗ |y〉) = θx−y|x〉 ⊗ |y〉.
We we look to show that M ∈ C2,G. In particular, we will show that
M is a normalizer circuit over G⊕G. We have
M(|x+ y〉) = θx−y|x− y〉.
Then our computation will follow very similar to that of the one above.
We must show that
θ(x+a)−(y+b) = θx−yθa−bB((x, y), (a, b)),
where B((x, y), (a, b)) is a bicharacter. We have
θ(x+a)−(y+b) = θ(x−y)+(a−b) = θx−yθa−b
√
|G|Sx−y,a−b.
We are left to show that
B((x, y), (a, b)) =
√
|G|Sx−y,a−b
is a bicharacter. We have
B((x+ g, y + h), (a, b)) =
√
|G|S(x+g)−(y+h),a−b
=
√
|G|S(x−y)+(g−h),a−b =
√
|G|Sx−y,a−b
√
|G|Sg−h,a−b
= B((x, y), (a, b))B((g, h), (a, b))
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and an identical computation shows
B((x, y), (a+ g, b+ h)) = B((x, y), (a, b))B((x, y), (g, h)).
Thus we have that M ∈ C2,G and in particular it is a normalizer gate
over G⊕G.
4.3.3. O. Recall
O(|x〉) =
∑
y∈G
θ−1x Sx,yθ
−1
y |y〉
We look to show that O ∈ C1,G and in particular that O is a normalizer
gate over G. We quickly see that we are pre-composing and post-
composing with θ−1z , which from above we have seen is a quadratic
phase gate. Thus we need only show that√
|G|S : |x〉 7→
∑
y∈G
Sx,y|y〉
is in is a normalizer gate over G. Utilizing our lemma which proved
that Sx,y was a bicharacter we can in fact write√
|G|Sx,y = χy(x)
where χy is a character. Then we have
S(|x〉) = 1|G|
∑
y∈g
χy(x)|y〉
which is exactly the global quantum Fourier transform. Thus we have
S is a noramlizer gate over G and so O is as well.
Thus we have completed our proof of Theorem 1. 
5. General Anyons
Though the 1-qudit gates in our scheme always form a finite group,
they are not always generalized Clifford gates as we show below for the
Fibonacci anyon.
5.1. Fib. The simple objects of Fib are 1 and τ . The only nontrivial
fusion rule is
τ ⊗ τ = 1⊕ τ.
Let φ = 1+
√
5
2
be the golden ratio. Then we can write the evaluation
moves explicitly as
d1 = 1, dτ = φ
T =
(
1 0
0 e4pii/5
)
S =
1√
2 + φ
(
1 φ
φ −1
)
Rττ1 = e
−4pii
5 Rτττ = e
3pii
5
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F ττττ =
(
φ−1 φ−1/2
φ−1/2 −φ−1
)
This case differs greatly from the previous case. The most strik-
ing of these differences is the lack of a tensor product structure on
VFib(Σ). We instead look at a computational subspace inside of V (Σ).
In particular the subspace (C2)⊗g restricting all of the ai labels to
be 1. This leaves each genus to be encircled by either a 1 or a τ .
This computational subspace is even invariant under T0, T1, and T2i for
i = 1, ..., g. Unfortunately this subspace is not invariant under T2i+1
for i = 1, ..., g − 1. This lack of invariance does suggest that this com-
putational subspace will inherently lead to leakage, but that does not
rule this out as a promising model.
Theorem 2. There does not exist a basis for V (T 2) for which both S
and T lie in the associated Clifford group on the single qubit.
Proof. First we observe that T 5 = Id. Then as the order of the Clifford
group is 24 we know that as 5 does not divide 24 the only possibility
is that in our chosen basis T is the identity matrix. So in our new
“normalized” basis we have
T =
(
1 0
0 1
)
and
S =
1√
2 + φ
(
1 e−4pii/5φ
φe4pii/5 −1
)
By explicit computation we can show S is not a Clifford operator, even
up to a global phase. We quickly see that S has order 2. Then we have
9 matrices to compare this to, up to global phase. Explicit computation
(refer to Appendix A A.2) shows that of these 9 matrices, 4 have the
property that their off diagonals are equal, 3 have the property that
their off diagonals sum to zero, and the remaining two have at least
one zero entry. All three of these properties are preserved under global
phases, but our matrix S does not have these properties. Thus in this
computational basis S is not a Clifford operator. Then as this is the
only basis that allowed T to be a Clifford operator we have shown that
it is not possible for both S and T to be Clifford operators in the same
basis. 
Appendix A. The Abstract Clifford Group on One Qubit
The results of this appendix are well known, but collected here for
convenience.
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A.1. The Pauli Group on One Qubit. We start by looking at the
Pauli Group on one qubit. This is a specialization of the definition
given at the beginning of this paper. In particular we have
P1 := 〈X, Y, Z〉 = {±Id,±iId,±X,±iX,±Y,±iY,±Z,±iZ}
Abstractly this is a 16 element group. As we will only be working up
to a global phase it is convenient for us to define
P := {±Id,±X,±Y,±Z}.
Once a computational basis for the underlying 2 dimensional Hilbert
space is chosen, then we have a realization of this group as a matrix
group. Here we have
X =
(
0 1
1 0
)
Y =
(
0 −i
i 0
)
Z =
(
1 0
0 −1
)
A.2. The Clifford Group on One Qubit. Now the Clifford group
on one qubit can be viewed as the normalizer of the Pauli group, up to
overall global phases.
Definition A.1. The Clifford group on one qubit is
C1 := {U ∈ U(2) : UpU∗ ∈ P − {±Id}, p ∈ P − {±Id}}/U(1)
Proposition A.1. The Clifford group on one qubit has order 24.
Proof. We first note that conjugation must preserve the group struc-
ture, and in particular here we mean the multiplication of the Pauli
matrices. Thus as Y = iXZ, we will not need to specify the image of
Y under the conjugation. Similarly −X and −Z will be determined
by where X and Z are sent as well. Thus we will only need to specify
where X and Z end up. We know that X and Z anti-commute and so
UXU∗ and UZU∗ will also need to anti-commute. This tells us that
X can be sent to any element of P − {±Id}, but Z can only be send
to P − {±Id, UXU∗}. Thus there are 6 possibilities for X to be sent
to and 4 possibilities for Z, and so C1 has order 6 · 4 = 24. 
Theorem 3. [6] Similar to above, once a computational basis is chosen
for the Hilbert space it is possible to describe C1 explicitly. In fact
C1 = 〈H,Q〉
where
H =
1√
2
(
1 1
1 −1
)
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and
Q =
(
1 0
0 i
)
We note that our description of C1 is as a 24 element group. The
usually order given to the group generated by H and Q would be 192,
but recall we have an equivalence up to global phase of the words in
H and Q. In particular the factor of 8 results in an overcounting seen
from (PQ)3 = e2pii/8Id which for our purposes is the identity.
Corollary 2. As 24 element groups
C1 ∼= S4.
As a note, S4 is the symmetry group of the cube.
Proof. We see
S4 = 〈(1, 2), (1, 2, 3, 4)〉.
Then using the description afforded by Theorem 3 we are done. 
We now provide a table of representatives of the elements of C1 along
with corresponding elements of S4 coming from the isomorphism used
in Corollary 1.
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C1 S4 C1 S4(
1 0
0 1
)
(1) 1√
2
(
1 i
−1 i
)
(132)
1√
2
(
1 1
1 −1
)
(12) 1√
2
(
1 −1
−1 −1
)
(34)(
1 0
0 i
)
(1234)
(
0 1
−1 0
)
(12)(34)(
1 0
0 −1
)
(13)(24)
(
0 1
i 0
)
(24)(
1 0
0 −i
)
(1432)
(
0 1
1 0
)
(14)(23)
1√
2
(
1 1
i −i
)
(134) 1√
2
(
1 i
−i −1
)
(14)
1√
2
(
1 1
−1 1
)
(1423) 1√
2
(
1 −1
−i −i
)
(123)
1√
2
(
1 1
−i i
)
(243) 1√
2
(
1 −i
−i 1
)
(1342)
1√
2
(
1 i
1 −i
)
(234) 1√
2
(
1 −i
−1 −i
)
(124)
1√
2
(
1 −1
1 1
)
(1324)
(
0 1
−i 0
)
(24)
1√
2
(
1 −i
1 i
)
(143) 1√
2
(
1 −i
i −1
)
(23)
1√
2
(
1 i
i 1
)
(1243) 1√
2
(
1 −1
i i
)
(142)
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