In recent years, many research works propose to embed the networked data into a low-dimensional feature space, where each node is represented as a feature vector. With the embedding feature vectors, the original network structure can be e ectively reconstructed, classic learning algorithms can be applied directly, and more importantly the learned embedding representations can also be widely used in external applications. However, due to the detachment of embedding process with external tasks, the learned embedding results by most existing embedding models can be ine ective for application tasks with speci c objectives, e.g., community detection vs information di usion. In addition, the networked data has become more and more complicated nowadays, which can involve both heterogeneous structures and diverse a ributes, and few existing homogeneous network embedding models can handle them well. In this paper, we will study the application oriented heterogeneous network embedding problem. Signi cantly di erent from the existing works, besides the network structure preservation, the problem should also incorporate the objectives of external application in the objective function. To resolve the problem, in this paper, we propose a novel network embedding framework, namely the "appLicAtion orienTed neTwork Embedding" (L ) model. In L , we introduce a new concept called "a ributed heterogeneous social network" to model the diverse structure and a ribute information available in the networks. Meanwhile, the heterogeneous network structure can be applied to compute the node "di usive proximity" score, which capture both local and global network structures. Furthermore, L learns the network representation feature vectors by extending the autoencoder model model to the heterogeneous network scenario, which can also e ectively unite the objectives of network embedding and external application tasks. Extensive experiments have been done on real-world heterogeneous network datasets, and the experimental results have demonstrated the outstanding performance of L in learning the application task oriented network embeddings.
INTRODUCTION
In the era of big data, a rapidly increasing number of online websites emerge to provide various kinds of services, which can be represented as heterogeneous and complex networks. e representative examples include online social networks (e.g., Facebook and Twi er), e-commerce sites (e.g., Amazon and eBay) and academic sites (e.g., DBLP and Google Scholar). In this paper, we will take online social networks as an example to illustrate the problem se ings and proposed models. ese network data are very di cult to deal with due to both their complex structures (containing various types of nodes and links) and diverse a ributes (a ached to both nodes and links). In addition, great challenges exist in handling these complex network data with traditional machine learning algorithms, which usually take feature vectors as the input and cannot handle networked data directly.
In recent years, many research works propose to embed the social network data into a low-dimensional feature space [3, 12, 17, 27, 32] , in which each node is represented as a feature vector. With these embedding feature vectors, the original network structure can be e ectively reconstructed, classic learning algorithms can be applied directly, and the representations can also be widely used in external applications. However, applying these existing embedding methods on real-world social networks may encounter several challenges: (1) data perspective, the heterogeneity of real-world social network structure and a ribute data renders existing homogeneous-network oriented embedding models [12, 27, 32] failing to work, (2) structure preserving perspective, many rst-order proximity based embedding methods [5, 32] can hardly preserve the complex and extensively connected social network structure, and (3) task perspective, the detachment of embedding process [5, 12, 27, 32, 33] with external tasks makes the learned results ine ective for application tasks with speci c objectives. In this paper, we will tackle these challenges by proposing a novel extensible heterogeneous social network embedding model, which can e ectively incorporate the objectives of external tasks in the learning process.
Application tasks like community detection and information di usion are both extremely important for online social network studies. Community detection [21] aims at partitioning social network users into di erent clusters with the objective that "users with close connections will be placed in the same cluster, while those without connections will be divided into di erent clusters". On the other hand, information di usion [11, 14] aims at modeling the information di usion process in online social networks, with the objective to "learn both the personal topic preference of users and the activation relationships among users". To ensure the embedding results applicable to these tasks, incorporating the task-speci c objectives in the embedding process is desired and necessary.
In this paper, we will study the Application Oriented Network Embedding problem. Besides preserving the network structure, the problem also aims at incorporating the application oriented objectives into the embedding optimization function, so as to guarantee the learned embedding network results can be e ectively applied in external application tasks. Various external applications can be incorporated in the network embedding learning, and in this paper, we will take "community detection" and "information di usion" as the examples to illustrate the problem se ing and proposed framework. We claim that the "network embedding results learned from 'application oriented network embedding' will achieve be er performance in these speci c applications" than other general network embedding models [3, 5, 12, 17, 27, 32, 32, 33] .
Solving the "application oriented network embedding" problem is not an easy task, which may su er from several great challenges:
• Heterogeneity of Network: e networks studied in this paper are heterogeneous networks, involving both complex network structure and diverse node a ribute types. A new framework which can incorporate these heterogeneous information into a uni ed analytics is required and necessary.
• Local and Global Network Structure Preservation: Besides preserving the local network structure (i.e., node local neighborhood), the network embedding results should also preserve the global network structure (i.e., node global connection pa erns). A new network proximity measure that can capture both network local and global structure will be desired. • External Application Incorporation: Incorporating the external application tasks in the network embedding is the main objective in this paper. How to e ectively incorporate the external application tasks in the network representation learning is still an open question by this context so far.
To resolve the above challenges, in this paper, we propose a novel network embedding framework, namely "appLicAtion orienTed neTwork Embedding" (L ). In L , we introduce a new concept called "a ributed heterogeneous social network" to model the diverse structure and a ribute information available in the online social networks. Based on the heterogeneous networks, L computes the node closeness scores based on a new measure named "di usive proximity", which can be generalized to capture node n thorder proximity (n ∈ {1, 2, · · · , ∞}) e ectively. L learns the network representation feature vectors based on the "Collective Autoencoder" model, which can e ectively integrate the objectives of network embedding and external application tasks together. e remaining parts of this paper are organized as follows. We will provide the terminology de nition and problem formulation in Section 2. Information about the framework is available in Section 3, which will be evaluated in Section 4. Finally, we will introduce the related works in Section 5 and conclude this paper in Section 6.
PROBLEM FORMULATION
In this section, we will introduce several important concepts used in this paper, and provide the formulation of the studied problem.
Terminology De nition
e social networks studied in this paper are a ributed heterogeneous social networks, in which besides the friendship connections information, the users are also a ached with a set of diverse attributes. De nition 1 (A ributed Heterogeneous Social Networks): e a ributed heterogeneous social network studied in this paper can be represented as a graph G = (V, E, T ), where V = U ∪ P denotes the set of users and posts, and E = E u,u ∪ E u,p represents the sets of social connections among users and write/like/reply/share links between users and posts. What's more, for the nodes in V, they can be associated with a set of nodes as well, which are denoted as set T = i T i . For each node ∈ V, we can represent its a ributes as set i T i ( ), where T i ( ) represents the set of i th -type a ributes associated with .
To be more speci c, in this paper, we will take the Twi er social network as an example to illustrate the network se ing. In the Twi er network, for the user node, we can have their basic pro le information which can be represented as their a ributes. Meanwhile, for the post node in the studied network, their a ribute information covers textual content, location checkins and timestamps contained in the posts.
Users in online social networks usually belong to di erent social communities, and they tend to socialize more frequently with users within the same communities. De nition 2 (Social Community): Given the user set U in a social network, its social community structure can be represented as C = {U 1 , U 2 , · · · , U k }, where U i ∩U j = ∅, ∀i, j ∈ {1, 2, · · · , k} ∧i j, and k i=1 U i = U. Via the social interactions among users, information can propagates among users in social networks. De nition 3 (Infected Network): Given a certain topic o i ∈ O, its di usion process in network G can be represented as the infected network
Problem Statement
Problem Statement: e application oriented social network embedding problem studied in this paper aims at learning a mapping function f : U → R d to project the user node in the network to a feature space of dimension d.
ree objectives are covered in learning mapping f : (1) e ective fusion of heterogeneous network information, (2) local and global network structure preservation in the embedding results, and (3) incorporation of external application task objectives in model learning. To be more speci c, the learned embedding feature vectors for the user nodes based on f should be able to capture (1) the social community structure of the network, i.e., C = {U 1 , U 2 , · · · , U k }, if the community detection is the oriented application task, and (2) the information di usion process in the network, i.e., the infected networks
if the information di usion is the oriented application task respectively.
PROPOSED METHODS
In this paper, we will propose a novel network embedding model L to learn the embedding feature vectors of nodes, which can fuse the diverse a ribute information in the learned feature representations and capture both local and global network structure. Furthermore, L is also a very extensible embedding model, where the objectives of external application tasks can be incorporated in the embedding process seamlessly.
Notations
In the sequel, we will use the lower case le ers (e.g., x) to represent scalars, lower case bold le ers (e.g., x) to denote column vectors, bold-face upper case le ers (e.g., X) to denote matrices, and upper case calligraphic le ers (e.g., X) to denote sets. Given a matrix X, we denote X(i, :) and X(:, j) as the i t h row and j t h column of matrix X respectively. e (i t h , j t h ) entry of matrix X can be denoted as either X (i, j) or X i, j , which will be used interchangeably in this paper. We use X and x to represent the transpose of matrix X and vector x. For vector x, we represent its L p -norm
e Frobenius norm of matrix X can be
e element-wise product of vectors x and y of the same dimension is represented as x y, while the element-wise product of matrices X and Y of the same dimensions is represented as X Y. Notation Tr(X) denotes the trace of matrix X.
Network Embedding Model
Slightly di erent from the embedding problems of other types of data, like images or text, the nodes in network structured data are extensively connected, which will create extra "constraints" on the embedding feature vectors of the nodes learned from the a ribute information, i.e., strongly connected nodes have closer representations. In this part, we will provide the description of the raw features extracted from the heterogeneous network, and the isolated embedding model. e "Collective Autoencoder" model and the "proximity constraints" will be introduced in Section 3.3 in detail.
A ribute Raw Feature Extraction.
Based on the diverse a ribute information about the users and posts, a set of raw features can be extracted for them in the social networks. User Node Attribute Raw Feature Vector
• Pro le Information: User's pro le covers basic information about the user, including his/her name, gender, age and hometown. We propose to represent the pro le information of user u i ∈ U as a raw feature vector
i , which is an integer indicating the user age, the remaining entries are all represented in a way similar to "bag-of-word". For instance, for the user's hometown information, the hometown locations of all users are listed rst, and the binary hometown feature vector x p,h i contains the entries corresponding to all these location. Entry x p,h i (j) has value 1 i the j th location is u i 's hometown, otherwise it will be 0. It is similar to the feature vectors x p,n i , x p, i about user's name (containing various text) and gender (containing male, female entries) information.
Post Node Attribute Raw Feature Vector
• Spatial Check-in Information: For all the check-in POIs (places of interest) that posts contain in the social network, we can group them as set L. In many online social networks, some the posts may contain the checkins indicating the locations where the user is when writing the posts. Formally, we can represent the check-in records of post p i as feature x s i ∈ R | L | . Entry x s i (j) denotes whether post p i contains checkins at location l j ∈ L or not. Techniques like "TF-IDF" (term frequency, document inverse frequency) can be applied to weight these features by considering the volumes of check-ins at each locations as well.
• Temporal Activity Information: We represent the timestamp distribution of post p i as feature vector x t i ∈ R 24 with entries denoting the ratio of activities in each hour in a day.
• Language Usage Information: For the language usage information, we can represent the words used in all the posts as the vocabulary set W, and extract the bag-of-word feature vector for post p i as x l,w i ∈ R |W | weighted by TF-IDF based on word usage records in other posts. In addition, let O denote the topics propagated in the online social network. Based on the words published in p i , we can represent the extracted topic-based features as x l,t i ∈ R | O | with entries indicating the con dence scores that these words are about topics in O. Vector x l i = [x l,w i , x l,t i ] will be the nal language usage feature vector of post p i . ese extracted raw features from the a ribute information will be fed into model to be introduced in the following subsection to learn the embedding representations of users and posts in the network.
A ribute
Embedding with Autoencoder Model. Auto-encoder is an unsupervised neural network model, which projects the user/post nodes (from the original feature representations) into a low-dimensional feature space via a series of non-linear mappings. Auto-encoder model involves two steps: encoder and decoder. e encoder part projects the original feature vectors to the objective feature space, while the decoder step recovers the latent feature representation to a reconstruction space. In auto-encoder model, we generally need to ensure that the original feature representation of user/post nodes should be as similar to the reconstructed feature representation as possible.
Formally, let x i represent the extracted feature vector for node
is a post node). Generally, feature vector x i covers almost all the information we can obtain about the nodes, including "who" the user is, "where", "when" and "what" the post is about. Via o layers of projections, we can represent y 1 i , y 2 i , · · · , y o i as the latent feature representation of the node at hidden layers 1, 2, · · · , o in the encoder step, the encoding result in the objective feature space can be represented as z i ∈ R d with dimension d. Formally, the relationship between these variables can be represented with the following equations:
. Meanwhile, in the decoder step, the input will be the latent feature vector z i (i.e., the output of the encoder step), and the nal output will be the reconstructed vectorx i . e latent feature vectors at each hidden layers can be represented asŷ o i ,ŷ o−1 i , · · · ,ŷ 1 i . e relationship between these vector variables can be denoted as
. e objective of the auto-encoder model is to minimize the loss between the original feature vector x i and the reconstructed feature vectorx i of all the nodes in the network. Di erent from the traditional autoencoder model, to avoid trivial solutions, we propose to add a mask vector b i in counting the introduced loss. In addition, to simplify the model parameter se ing, we assume the user and post node embedding models will share the same set of parameters, and we will not di erentiate the node types at this step. Formally, the embedding loss term can be represented as
Here, vector c i is the weight vector corresponding to feature vector x i of node i . Entries in vector c i are lled with value 1s except the entries corresponding to non-zero elements, which will be assigned with value γ (γ > 1 denoting a larger weight to t these features). e reason to add vector b i is due to the sparsity of feature vector x i , in which majority of the entries are 0s. If we simply set the reconstructed feature vectorx i as 0, the introduced loss will still be minor. To avoid obtaining the trivial result, we give these nonzero feature a much higher weight γ and try to preserve them in x i . Here, we need to add a remark that "simply discarding the entries corresponding zero values in the input vectors from the loss function" will not work here, since it will allow the model to decode there entries to any random values inx i on the other hand, which will not be what we want.
Collective Network Embedding Model
Di erent from the embedding problems studied for data instances which are independent of each other, the embedding process of nodes in online social networks are actually strongly correlated with each other. e correlation can be e ectively quanti ed with the n t h -order di usive network proximity measure computed based on the heterogeneous network structure.
Di usive Network Proximity.
For the users who are close, like connected by friendship links or have replied to the same posts, they tend to be closer in the feature space. Such a closeness will "constrain" the distribution of the leaned embedding feature vector, e.g., z i for user u i , in the feature space. It is similar for the nodes as well. Based on the complex network connections in set E, we can represent the connections among nodes as the adjacency matrix
otherwise, A(i, j) will be lled with value 0 instead. e adjacency matrix is also called the network local proximity matrix in this paper.
Meanwhile, for the node pairs who are not connected by existing links, i.e., those corresponding to the 0 entries in matrix A, determining their closeness is a big challenging. So far, lots of network embedding models cannot handle these unconnected nodes well, and will project them to random regions. Nowadays, some works propose the 2nd-order proximity for the closeness calculation based on 2-hop connections. However, these methods actually didn't solve the problem, as they still cannot gure out the closeness for the nodes which are not connected by neither 1-hop nor 2-hop connections. In this paper, we propose the "di usive proximity" concept to help calculate the closeness of node pairs via literally ∞-order connections, namely the network global proximity.
Based on the adjacency matrix A, we introduce the normalized transition matrix B, whose (i th , j th ) entry denotes B(i, j) =
. Formally, matrix B can be formally repre-
For symmetric matrix A, the normalized matrix B will still be symmetric, and information in matrix B denotes the normalized 1 storder local network proximity.
By multiplying the original adjacency matrix A with itself again, the resulting matrix AA actually contains the number of paths between node pairs via 2-hops. By following such an intuition, based on the normalized transition matrix, we can obtain the 2 nd -order proximity matrix B 2 = (B) 2 , as well as the n th -order proximity matrix B n = (B) n . Meanwhile, di erent types of nodes and links have di erent impact in steering the closeness among the nodes, which resolved by assigning the paths via di erent types of nodes with different weights. In this paper, to simplify the model se ings, we will treat di erent node and link types equally. As n increases, the proximity scores contained in B n can capture broader network global information, which may also converge to a stable state. Meanwhile, for some special types of networks or special structures, e.g., bipartited networks, the convergence can actually never be obtained. It is hard to get rid of such structures form the network. erefore, in this paper, instead of really computing the stable state, we propose to increase n to a feasibly large numbern, and the resulting matrix Bn will be used as the network global proximity matrix.
Formally, based on the learned embedding representations in {z i } i ∈V , the potential connection probability between node pair ( i , j ) can be modeled as
.
Here, the closer z i and z j are in the embedding feature space, the larger will the probability term p( i , j ). Meanwhile, by modeling the computed n th -order network global proximity matrix B n , for the node pair ( i , j ), their connection probability can be e ectively represented as valuep( i , j ) = B n (i, j). In this paper, we propose to introduce a "constraint" on the node representations in the feature space based on the proximity matrix B n , based the KL-divergence between distributions p(·, ·) andp(·, ·) as follows:
Collective A ributed Network Embedding
Objective Function. According to the above descriptions, by adding the loss function introduced in embedding the a ribute information together with the network proximity preservation terms, we can represent the objective function for collective a ributed heterogeneous network embedding as
) denotes the regularization term of variables of the L model and α n is the weight of the loss term corresponding to B n . By solving the above function, we can learn the L model, as well as obtaining the embedding feature vectors of all nodes in the network, which captures diverse a ributes and network proximity from the 1 st order to the n th order.
Here, the same question we have mentioned in the introduction section comes "whether the learned embedding features can really applied in various real-world application tasks?" e answer is "no", since these application tasks usually have certain requirements on the embedding feature vector, whose objective can be either similar to or totally inconsistent with the objective of the L model. e good thing is that L is an extensible embedding model, which can incorporate the external application tasks in the modeling training and embedding representation learning. In the next subsection, we will use the "community detection" and "information di usion" problems as examples to illustrate how L can handle the task oriented network embedding.
Task Oriented Network Embedding
In the previous section, we have introduced the general network embedding model for a ributed heterogeneous networks, which is actually extensible and can e ectively incorporate the objectives of external applications, e.g., community detection and information di usion.
Application Task 1: Community Detection.
Users in online social networks can be divided into a set of communities, where users with frequent social interactions should belong to the same community. Based on user social connections, users' social interaction frequency can be e ectively quanti ed as the social adjacency matrix A u ∈ R | U |× | U | . Given the network G with user set U, let C = {U 1 , U 2 , · · · , U k } be the k disjoint social communities detected from the online social network G. e quality of the detected community can be measured with various metric, like normalized cut [30] . m) represents the number of connections between users in sets U j and U \ U j . Term S(U j , U; A u ) denotes the connection volume (i.e., total number of connections) of users in U j .
Based on the embedding model introduced in Section 3.3, let the latent representation vectors z i ∈ R k denote the con dence scores for user u i belonging to the k communities. Such community belonging indicator vectors can be organized as matrix Z = [z 1 , z 2 , · · · , z |U | ] ∈ R |U |×k . With matrix Z, the normalizedcut based community detection objective function can be formally rewri en as N-Cut(C;
where L A u = D A u −A u denotes the Laplacian matrix corresponding to social adjacency matrix A u and diagonal D A u contains value
on its diagonal. Furthermore, to avoid partitioning user nodes into into multiple communities simultaneously, an orthonormal constraint is added to the indicator matrix Z, i.e., Z Z = I. Such an orthonormal constraint renders the function extremely hard to solve, since the orthogonality constraints can lead to many local minimizers and, in particular, some of such orthonormal-constrained optimization problems in special forms are NP-hard. In this paper, we propose to relax the orthonormal constraint by replacing it with a orthonormal loss term Z Z − I 2 F with a large weight instead. erefore, the objective function for community detection application task can be formally represented as
, where β denotes the weight (with a large value) of loss term corresponding to the orthonormal constraint.
Application Task 2: Information Di usion.
Via the users' social interactions, information can di use from the initiators to other users in the network. For each topic o i ∈ O, its di usion and infection trace can be outlined as the infected network G o i . Generally, for the users who have been activated by the same topics frequently, they tend to have closer preference and interest, which can be indicated from their learnt embedding feature vectors in L . Given a user pair u j , u k in G o i , their relationship be categorized as the following four cases: (1) 
Among these 4 cases, we can observe that case (1) indicates the strongest relation between u j and u k , and then comes case (2), while case (3) denotes u j and u k have totally di erent interest in topic o i , and case (4) shows no signal about their preference merely based on G o i . Let the embedding vector z i denote the interest of user u i in the network, based on such an intuition, we introduce the following preference inequality on embedding vectors: De nition 9 (Preference Inequality): Regarding topic o i , given the user pairs (1) 
the preference inequality about the embedding feature vectors of users u j , u k , u l , u m and u n as follows:
Furthermore, based on all the topics in O, a set of preference inequality equations can be de ned, which will e ectively constrain the relative distance of the learnt embedding vectors. However, these inequality constraints may also lead to serious computation problems: (1) infeasible solution as these constraints signi cantly shrink the feasible space and may result in no feasible solutions;
(2) high computation cost as these constraints are very challenging to preserve and will lead to very high computational costs.
To overcome the challenges aforementioned, in this project, we propose to relax the above preference inequality equations and replace them with the following preference representation objective function
Here, s j,k denotes the weight of the feature vector loss term, and parameters η > 1 and δ < 0. By integrating the objective function in L together with the above preference representation function, we will able to learn embedding applicable to information di usion tasks speci cally.
For some other application tasks, we can also represent their requirements on the embedding results as function L t , which will be incorporated in L for model training.
Task
Oriented Network Embedding Objective Function. For the task oriented network embedding, the objective function need to consider both the network embedding loss term as well as the objectives from the external application tasks. Formally, we can represent the joint objective function to be min c · L e (G) + (1 − c) · L t (G), parameter c ∈ [0, 1] balances between these two objectives, whose sensitivity analysis will be provided in Section 4.
To minimize the above objective function, we can utilize Stochastic Gradient Descent (SGD). To be more speci c, the training process involves multiple epochs. In each epoch, the training data is shu ed and a minibatch of the instances are sampled to update the parameters with SGD. Such a process continues until either convergence or the training epochs have been nished.
Here, we need to add a remark. In the case that the external application tasks have the consistent requirements about the embedding vector as the embedding model, then the parameter c will not a ect the performance of the embedding model or the results of the application tasks based on the learned embedding feature vectors. However, for some other tasks, the task objective also needs to t other application oriented historical data as well besides the network structure itself, and careful tuning of c will become necessary. In this paper, we propose to apply grid search, and select the parameters via grid search. More information about it is available in Section 4.
EXPERIMENTS
To test the e ectiveness of the proposed model, extensive experiments have been done on real-world a ributed heterogeneous social network dataset. In this section, we will rst provide a brief description about the dataset used in the experiments, and then introduce the experimental se ings, experimental results and parameter sensitivity analysis for the "community detection" and "information di usion" oriented network embedding tasks respectively.
Dataset Description
e data used in the experiments is crawled from Twi er. e basic statistical information about the Twi er datasets is available in Table 1 .
Twi er is a famous micro-blogging site that allows users to write, read and share posts with their friends online. We have crawled 5, 223 Twi er users and obtained all their social activity data from Twi er. According to Table 1 , among these crawled 5, 223 Twi er users, there exist 164, 920 follow links among them. On average, each user follows 31.57 user in the network. ese users have also posted 9, 490, 707 tweets, and the posted tweet number for each user is more than 1, 817 on average. ese posted tweets contain textual contents, timestamps, and some of them may also contain location checkins. According to the dataset, among these crawled tweets, 615, 515 of them are associated with location checkins.
Experimental Setting: Community Detection Oriented Network Embedding
In this part, we will introduce the experimental se ing for the community detection oriented network embedding, which covers the detailed experiment setups, comparison methods, and evaluation metrics.
Experiment Setup.
Based on the a ributed heterogeneous social networks, we can extract a set of initial feature representations of user and post nodes, which will be fed to the L embedding model. Meanwhile, based on the social network structure, we can de ne the optimization function for the community detection task, where the orthogonal constraint on the latent embedding matrix will be relaxed and represented as a loss term in the objective function. By solving the problem, we will be able to learn the latent feature representation of the user nodes (as well as post nodes, which will not be used in the experiments).. e network social community structure can be identi ed e ectively by feeding the latent feature representations to the clustering algorithms, like KMeans.
ere are no good method to select the optimal community number, and we will try di erent community numbers k ∈ {10, 20, · · · , 90, 100}.
In the experiments, 5 hidden layers are involved in framework L (2 hidden layers in encoder step, 2 in decoder step, and 1 fusion hidden layer). e number neuron in these hidden layers 
Comparison
Methods. is paper focuses on improving the existing network embedding model for application oriented tasks, and the comparison methods used in this paper are mainly about network embedding models, which are listed as follows:
• L : Framework L is the community detection oriented network embedding model proposed in this paper. e objective function of L covers both the network embedding and community detection, and the leaned embedding representation feature vector can e ectively re ect the network social community structure.
• Auto-encoder Model: e A E model proposed in [1] can project the instances into a low-dimensional feature space. In the experiments, we build the A E model merely based on the friendship link among users, and we also adjust the loss term for A E by weighting the non-zero features more with parameter γ as introduced in Section 3.2.2. • Node2vec Model: e N 2V model [12] adopts a exible notion of a node's network neighborhood and design a biased random walk procedure to sample the neighbors. N 2V can capture 1 − k t h -order of node proximity in homogeneous networks (based on users and their friendship connections). • DeepWalk Model: e D W model [27] extends the word2vec model [23] to the network embedding scenario. D W uses local information obtained from truncated random walks to learn latent based on social connections only.
Evaluation Metrics.
To evaluate the community structure outpu ed by di erent comparison methods, we will use 4 other widely applied metrics normalized-dbi [10] , silhoue e index [28] , density [29] , and entropy [26] in this paper. Metrics ndbi, silhoue e will be computed based on the "di usive proximity" scores Bn at the "stable" state, density counts the number of edges in each of the community, and entropy measures the distribution of the community sizes.
Experimental Result: Community Detection Oriented Network Embedding
In Figure 1 , we show the experimental results of the community detection oriented network embedding task, evaluated by ndbi, silhoue e index, density and entropy respectively. e x axis of the gures denotes k, i.e., the number of communities in the network, which changes in range {10, 20, · · · , 100}. Here, the parameter c takes value 0.5, denoting the embedding and community detection objectives take equal weights.
According to the results in Figure 1(a) , L model incorporating the community detection objective in the framework learning can outperform the other pure network embedding models with great advantages. Metric ndbi (Normalized-DBI) e ectively measures the number of links in communities against those between communities. According to the results, L can achieve ndbi around 0.95 steadily for di erent numbers of communities, which denotes that the community detected by L can generally partition closely connected user nodes into the same communities. e ndbi obtained by the other comparison methods are much lower than L . For instance, when k = 10 (i.e., we aim at partitioning the network into 10 communities), the ndbi scores obtained by A E , D W and N 2V are all below 0.2, which is less than 1 4 of the ndbi obtained by L . In addition, the ndbi obtained by these methods varies a lot with di erent k values, which indicates the unstableness of the results learned by these methods in community detection. Similar observations can be observed for the Silhoue e metric in Figure 1(b) .
As the community number k increases, the network will be partitioned into smaller communities, and more cross-community edges will be cut. According to the results in Figure 1(c) , the density of the community detection results achieved by all the methods will decrease as k goes larger. Meanwhile, the density of the community detection obtained by L is much larger and almost one times greater than those obtained by the other baseline methods. It indicates that L will consider the edge cut loss in the embedding process, and the learned representation feature vectors can e ective indicate the optimal community partition results of the network. In Figure 1(d) , we show the entropy obtained by all the comparison methods. Generally, entropy measures how balanced the network is partitioned in terms of community size, and balanced community structures (with close numbers of users) will achieve smaller entropy. According to the results, the community structures obtained by L seems to be more balanced and reasonable compared with the community structures detected by the other methods. With detailed analysis of the community size in the results, the community detected by A E , D W and N 2V contain some extremely small-sized and large-sized communities.
In sum, according to the experimental results, incorporating the community detection objective in the network embedding learning process can e ective improve the e ectiveness of the embedding results for the community detection task, which also demonstrates our claim at the beginning of this paper.
Parameter Sensitivity Analysis: Community Detection Oriented Network Embedding
In Figure 2 , we show the parameter sensitivity analysis about c (i.e., the embedding loss weight) in the community detection oriented network embedding task with the evaluation metrics ndbi, silhoue e, density and entropy respectively. In the analysis, we x k = 50 and change c with values in {0.1, 0.2, · · · , 0.9, 1.0}, where 1.0 denotes the application task loss function will have weight 0.
According to the results, as c value increases, the performance of L will generally degrade steadily. e potential reason can be that, as c increase, the framework will aim optimizing the embedding component instead of the application task, and the learned embedding feature vectors can mainly re ect the embedding objective instead.
According to the results in Figure 2 , we can observe that when c = 1.0, the performance of L can still outperform the other baseline methods (with k = 50) in Figure 1 respectively, except A E with metric ndbi. It shows that utilizing the heterogeneous information for the network representation learning in L can helpfully capture be er social community structure than the other network embedding methods.
Experimental Setting: Information Di usion Oriented Network Embedding
In this part, we will introduce the experimental se ing for the information di usion oriented network embedding, including the detailed experiment setups, comparison methods, and evaluation metrics respectively.
Experiment Setup.
Slightly di erent from the community detection application task oriented network embedding, for the information di usion oriented network embedding task, we will adopt a supervised learning se ing. Based on the user retweet links in the Twi er network, we group them as the positive (information di usion record) set. Meanwhile, for all the remaining non-existing retweet links among users in the network, we extract them as the negative set. We adopt 10-fold cross validation in the experiment to partition the positive and negative sets into two subsets respectively according to ratio 9 : 1, where 9-fold is used as the training set and 1-fold is used as the testing set. Based on the positive retweet links in the training set, we will build the embedding model to learn the latent representation feature vectors of users in the network. Furthermore, we propose to utilize these learned representation feature vectors to compute the probability of potential di usion links among the users in the testing set, which will be outpu ed as the nal result. Meanwhile, to test the e ectiveness of L in the cases with di erent amount of historical information di usion records (i.e., positively labeled di usion links in the training set), we propose to sample the positive training instances in the experiments. With a sample ratio changing with values in {0.1, 0.2, · · · , 0.9, 1.0}, we can simulate the cases with varying amount of training data, where 0.1 denotes merely 10% of the positive instances are preserved (and 90% are removed) in the training set and 1.0 represents all the positive instances are used in the training set.
In the experiments, 5 hidden layers are involved in framework L (2 hidden layers in encoder step, 2 in decoder step, and 1 fusion hidden layer). e number neuron in these hidden layers are 256, 128, 64, 128 and 256 respectively. e parameters α = 1.0, θ = 0.1, η = 10.0, δ = −1.0, γ = 1000.0 and 0.01 learning rate are used in the experiments.
Comparison Methods and Evaluation
Metrics. e comparison methods used in the information di usion oriented network embedding task are generally identical to those introduced in Section 4.2.2, except the application objective function in L will be changed to that of the information di usion task instead.
Based on the computed potential di usion link probability, we can compute the AUC and Precision@100 by comparing them with the ground truth labels of the di usion links in the test set.
Experimental Result and Parameter Sensitivity Analysis: Information Di usion Oriented Network Embedding
In Figure 3 , we show the experimental results obtained by the comparison methods in the information di usion oriented network embedding task, evaluated by AUC and Precision@100. Besides embedding the networks structure and a ributes, the objective studied here will also cover the modeling of information di usion process in the networks. Here, to denote di erent ratios of labeled di usion links, we change the sample ratio with values in {0.1, 0.2, · · · , 0.9, 1.0}, and x the weight c with value 0.5. According to the performance of the comparison methods, the results obtained by methods D W , A E and N 2V don't change with c. e main reason is that these methods don't use the information di usion information in the model building, and the change the sample ration will not a ect the performance of these methods. According to ratio increases, the AUC and Precision@100 achieved by L will increase. e main reason is that with larger sample ratios, more positively labeled di usion links will be available in the training set and the learned model as well as the embedding feature vectors will be able to capture the pa erns about these positive di usion links. It will lead to be er prediction performance on the testing set.
In Figure 4 , we provide the parameter sensitivity analysis about the weight c in the framework. Similar observations can be nd in the results, as c increase, the AUC and Precision@100 score obtained by L will go down. Slightly di erent from the community detection task, as c goes to 1.0, the performance metric scores of L will be slightly lower than those obtained by A E . It indicates that incorporating the heterogeneous network structure and a ribute information in the embedding process may not be very useful for the information di usion task, and non-relevant information can be slightly misleading for inferring the potential future di usion links among users in the networks.
RELATED WORK
Network Embedding: Network embedding has become a very hot research problem recently, which can project a graph-structured data to the feature vector representations. In graphs, the relation can be treated as a translation of the entities, and many translation based embedding models have been proposed, like TransE [3] , TransH [34] and TransR [17] . In recent years, many network embedding works based on random walk model and deep learning models have been introduced, like Deepwalk [27] , LINE [32] , node2vec [12] , HNE [5] and DNE [33] . Perozzi et al. extends the word2vec model [23] to the network scenario and introduce the Deepwalk algorithm [27] . Tang et al. [32] propose to embed the networks with LINE algorithm, which can preserve both the local and global network structures. Grover et al. [12] introduce a exible notion of a node's network neighborhood and design a biased random walk procedure to sample the neighbors. Chang et al. [5] learn the embedding of networks involving text and image information. Chen et al. [6] introduce a task guided embedding model to learn the representations for the author identi cation problem. Recently, Zhang et al. introduce a novel network embedding model [36] for multiple aligned heterogeneous social networks speci cally based on broad learning, where the learned embedding feature vectors can e ectively model both the intra-network network structure and inter-network alignment structure simultaneously. Most of these embedding models are proposed for homogeneous networks, and assume the learnt feature vectors can be applicable to all external tasks. ese existing methods will su er from great problems in the real-world applications mainly due to (1) the inconsistency between speci c task objectives against the embedding objective, and (2) some speci c network se ings, like a ributed heterogeneous network studied in this paper. Clustering and Community Detection. Clustering is a very broad research area, which includes various types of clustering tasks, like consensus clustering [19, 20] , multi-view/relational clustering [2, 4, 35] , co-training based clustering [15] . In recent years, clustering based community detection in online social networks is very popular, where a comprehensive survey is available in [22] . Several di erent techniques have been proposed to optimize certain community metrics, e.g., modularity [24] or normalized cut [30] . A detailed tutorial on spectral clustering has been given by Luxburg in [21] . In this paper, we propose to do community detection by incorporating it in the embedding task, where the learnt embedding feature vectors can capture not only network structure but also the community structure at the same time.
In uence Maximization and Information Di usion. In uence maximization problem as a popular research topic was rst proposed by Domingos et al. [11] . It was rst formulated as an optimization problem in [14] , where Kempe et al. proposed two basic stochastic in uence propagation models, the independent cascade (IC) model and linear threshold (LT) model. Since then, a considerable amount of works on speeding up the seed selection algorithms [9] are introduced, including the scalable CELF model [16] and heuristic based algorithms for IC [8] and LT [7] models. Information di usion on heterogenous and multi-relational networks has become an increasingly important topic in recent years [13, 18, 25, 31] . However, all these existing works mainly focus on constructing the models that t the information di usion process, but fail to learn users' topic preference representations as well as the di usion pa erns representations, which will be studied in this paper using the embedding approach.
CONCLUSION
In this paper, we have studied the "application oriented network embedding" problem, which aims at learning the heterogeneous network embeddings subject to speci c application requirements. To address the problem, we introduce a novel application oriented heterogeneous network embedding model, namely L . To model the heterogeneous information available in the networked data, a new concept named "a ributed heterogeneous social network" is introduced in this paper. e node closeness can be e ectively measured with the novel "di usive proximity" concept in L based on 1 − n th -order of node proximity. By extending the autoencoder model, the embedding results learned by L can both preserve the heterogeneous network structure as well as incorporating the external application objectives e ectively. Extensive experiments done on real-world heterogeneous networked dataset have demonstrated the e ectiveness and advantages of L over other existing network embedding models in application tasks, like community detection and information di usion.
