The properties of time series, generated by continuous valued multilayer networks consisting of one or two hidden layers, are studied analytically. The Typeset using REVT E X 1
I. INTRODUCTION
The main goal of analytical research in the eld of neural networks during the last decade has been to examine the ability of various architectures to store, to retrieve, and to learn from random examples. 1,2] Nevertheless, the content of natural or arti cial data streams is generally speaking expressed in the correlations, spatial and temporal, among the data points. Hence, extending the neural network approach to deal with time series is of great interest. 3, 4] There are two main lines of approach in the investigation of time series. In the rst approach, the time series is given and the following two questions must beanswered: (1) is a given network capable of learning a segment of the sequence and (2) what is the quality of the prediction on the part of the sequence which has not been shown to the network. In practice, for a given time series, predictors based on ideas from the realm of neural networks can be built and their success can be compared to other linear or non-linear predictors. However, as long as the statistical nature of the examined sequences, their origin and the available space for the architecture of the trained network are not well restricted, a general theory cannot beestablished.
In the second approach, we r e c e n tly studied the statistical nature of time series generated by a given network with a particular architecture and dynamical rules. The focus is then placed on what kinds of time series ( their complexity, etc.) a given network can generate and hence can predict accurately. Of course, forecasting of a particular sequence cannot be answered. However, we w ould like to build a classi cation of the possible outcome sequences as a function of the architecture and dynamical rules. This classi cation is a prerequisite for any theoretical insight in the eld of time series prediction. For instance, the classi cation can answer the underlying question of which architecture has to be chosen for the predictor. Of course we would not choose an architecture which is incapable of learning the sequence regardless of the particular set of weights, xed by the learning algorithm.
A beginning of such classi cation was recently developed 5, 6] and indicates that there is an interplay between the architecture of a multilayer network with one hidden layer and the Attractor Dimension(AD) of the time series generated by the Muli-Layer feedforward Networks (MLN), the AD being a function of the number of hidden units. 7] This feature quantitatively distinguishes between the computational ability of MLN with a di erent number of hidden units. Adding additional hidden units vastly expands the set of sequences generable with the network. In this paper we rst report in detail results for MLN with one hidden layer, and enlarge the investigation to a restricted network with two hidden layers.
In Section II, the particular architectures and their dynamical rules are de ned. In Section III, previous ndings are brie y summarized and questions raised. In Section IV, results for MLN with one hidden layer are presented, and in Section V results are extended to MLN with two hidden layers. Results for general set of weights between the input and the rst hidden units are brie y discussed in Section VI. Conclusions are presented in Section VII.
II.ARCHITECTURES AND DYNAMICAL RULES
The examined architectures are Multi-Layer feed-forward Networks (MLN), with one or two hidden layers. The network with one hidden layer is denoted as N : M : 1, N input units S j j = 1 : : : N , M hidden units 1 i i = 1 : : : M and 1 output unit out (see Fig. 1 ). The symbolW ij signi es the weight b e t ween the jth input unit and the ith hidden unit and, for simplicity, the weights between the hidden units and the output unit are set equal to 1 (see Fig. 1 ).
The network with two hidden layers is de ned as N : M : P : 1, N input units S i i = 1 : : : N , M hidden units in the rst hidden layer 1 i i = 1 : : : M , P hidden units in the second hidden layer 2 i i = 1 : : : P , and 1 output unit out (see Fig. 2 ). The symbolW ij signi es the weight b e t ween the jth input unit and the ith hidden unit in the rst layer. The symbolw ij stands for the weight between the jth hidden unit in the rst hidden layer and the ith hidden unit in the second hidden layer. Again, for simplicity, the weights between the second hidden layer and the output unit set equal to 1 ( s e e Fig. 2 ).
Starting from an initial con guration for the N input units fS 1 S 2 ::: S N g the dynamics is de ned as follows. The ith hidden unit in the rst hidden layer is xed by
whereô 1 is the activation function of the hidden units in the rst layer which, for simplicity, is taken to be the same for all hidden units, and 1 is the gain factor. Similarly, the ith hidden unit in the second hidden layer is xed by
whereô 2 is the activation function of hidden units in the second hidden layer with a gain factor 2 . The output of the network with one hidden layer is given by
and for the network with two hidden layer is given by
where in bothcasesw j denotes the weight between the jth hidden unit (in the last hidden layer) and the output. The input at each successive time step is chosen as follows: the inputs from the previous time step are shifted one unit to the right with the state of the leftmost input unit set equal to the state of the output unit in the previous time step. Symbolically, S t+1 j = S t j;1 j = 2 :::
For time steps t > N one can summarize the dynamical evolution of the network N : M : 1 in the following equation 
These equations indicate that the network generates an in nite sequence from an initial state of the input units in the following manner. The dynamical evolution of one degree of freedom, S t , depends on its values in the previous N steps S t = ffS t;1 S t;2 ::: S t;N g. The special
form of the function f depends on the details of the architecture and the dynamical rules and is explicitly given by eqs. (6)- (7). To simplify the discussion, below w e restrict the parameter space such that
and the activation function in all levels is the samê o i = t a n h orô i = sin (9) The choice of the tanh activation function seems to benatural, but the mathematical simpli cation of the sin activation function will be explained below.
III.QUESTIONS
In previous studies 7] we claim that a perceptron with the same dynamical rules exhibits the following characteristic features: (a) Flows can beperiodic or quasi-periodic depending on the phase of the weights. A phase shift in the weights results in a frequency shift in the output. (b) The dimension of the attractor in the generic case is less than or equal to 1, regardless of the complexity of the weights. One can now conclude that a perceptron with these dynamical rules is capable of generating only time series which are characterized by AD 1. Hence, under the same dynamical rules (known in other communities as one-timelag dynamics or sliding-windows 8,9]) one can possibly learn and predict with a perceptron only time series which are characterized by AD 1. We said 'possibly', since it is as yet unclear whether all possible time series with AD=1 can be learned and predicted by a perceptron with freedom to choose the appropriate activation function.
The generalization of the perceptron to a MLN with one hidden layer consisting of M hidden units indicates that such a network is capable of generating time series with an integer AD M, where the AD increases with the gain factor. The weights and the activation functions of the hidden units and the output unit only in uence the shape of the attractor. The detailed calculations for a MLN with one hidden layer are presented below in section IV.
However a f e w questions remain to beanswered.
A. In an a rmative case, one can immediately nd the form of the dynamical evolution of any MLN with these dynamical rules. Only the coe cients have to be determined explicitly via careful and tedious algebra.
C. After the previous two questions are answered, and the interplay between the details of generated time series and the architecture and the dynamical rules of the MLN will be understood, one may ask the following question: when is it necessary or what is the advantage of increasing the number of the hidden layers? More precisely, what quantitatively distinguishes between the computational ability o f MLN with a di erent numberof hidden layers, and does adding additional layers vastly enlarge the set of sequences generable with the network?
IV. A MLN WITH ONE HIDDEN LAYER
The dynamical evolution of the network N : 3 : 1 ( Fig. 1 ) and with tanh activation function is given by (see eq. (6)and eq. (8))
Let us consider rst the case where the weight v ector for each one of the hidden units consists of a single Fourier component, where more structured weights are examined in simulations.
In particular, let
where K i 6 = 0 denotes the wave-number to the ith hidden unit and R i is the amplitude. We assume in the following analytical treatment t h a t t h e w ave-numbers fK i g are relatively prime, where in other cases similar solutions can befound. The dynamical solution of eqs. (10)- (11) is given by S t = t a n h
This solution can beveri ed by the expansion of eqs. (10) and (12) The origin of mathematical complication of the above solution is the use of the tanh activation function. From eq. (12) one can see that the stationary solution evolves as a tanh acting over a sum of tanh and, unfortunately, no elegant way exists to expand in power series of A such an expression. Since we would like to solve more structured networks we observed that sin activation function should simplify the calculations. The idea is that sin sin(x)+sin(y) ] can be written as sin(sin(x)) cos(sin(y)) + cos(sin(x)) sin(sin(y)) where now each term can beeasily expanded using the Bessel functions. 11] More precisely, the stationary solution eq. (12) , for the sin activation function, is now replaced by
For simplicity, w e takew i = 1 and R 1 = 1 ( e q . (11) Fig. 4 for N = 100. Results are found to bein agreement with the stationary amplitude observed in simulations of the same system (see Fig. 4 ).
V. A MLN WITH TWO HIDDEN LAYERS
In this section we present the results for the architecture N : 3 : 2 : 1 ( Fig. 2) which is a prototype MLN with two hidden layers. In order to simplify the presentation of the analytical treatment w e assume again thatw i = 1 . The dynamical evolution of the network with tanh activation function is given by S t = tanh For large q, A q j converges to a constant independent o f t h e w avenumbers fK j g. The asymptotic xed point solution of these equations as a function of is given in Fig. 5 , and is in an agreement with the stationary solution found in simulations on nite systems. Note that the system undergoes three transitions, each one of them corresponding to a transition of one of the hidden units in the rst hidden layer. In order to beable to solve explicitly this architecture for any given we now replace the tanh by sin activation function and, as we explained above, this modi cation should simplify the calculations. Similarly to eq. 
and C and T are given explicitly as a function of x by C = 1 2 J 0 (x ) J 0 (x ) + 2 complicated, they are much simpler than eqs. (22)- (24) for the tanh activation function. The di erence is that the equations for the sin activation function consist at most of only three summations whereas for the tanh activation function the multiple summation is unbounded.
A solution of eqs. (28)-(31) for a particular set of fw ij g is presented in Fig. 6 , and an agreement between simulations and the analytical treatment is observed. Note that lifting the degeneracy among the Hopf bifurcation transitions of the hidden units in the rst layer, i c 6 = j c , can be achieved in the following two ways: (a) lifting the degeneracy in the coming weights to these units, R i 6 = R j (eq. (11)), (b) lifting the degeneracy in the out coming weights from these units,w i 6 =w j in the case of an N : M : 1 architecture (see Fig. 3 ) or by choosing w ij 6 = w kl in the case of N : M : P : 1 (see gures (5)- (6)).
VI. MORE STRUCTURED WEIGHTS
The extension of the analytical results from one-component weights between the input units and the rst hidden layer (see eq. (11)) seems to be possible in some limited cases. However the full analytical treatment for any set of weights, W ij , and for any gain factor is beyond our ability and was examined mainly numerically and only within the framework of tanh activation functions. In order to simplify the following discussion let us distinguish between the following two major classes of N : M : 1 systems (withw i = 1 ). A. Non-Overlapping Power Spectrum: The power spectrum of the weights of any pair of hidden units does not contain a common wave-numberwith a non-zero amplitude (or even almost the same non-zero wave-number). More precisely, let us de ne the power spectrum of the weights to the rth hidden units to bediluted and to consist of only the following r m non-zero components fK r 1 K r 2 ::: K rm g with the following constraint: jK rm ; K sn j 1 for any pair of hidden units r and s ( and also for r = s).
The prototypical case of this class is the architecture N:M:1 where the weights for each one of the hidden units consist of only one non-zero component i n the power spectrum This attractor is characterized by a dominating peak of the power spectrum at K i ; i with additional higher harmonic terms.
Note that since the power spectrum, P K , o f c o s ( 2 (K j ; )=N) decays asymptotically as P K;K j / 1=jK ;K j j, the constraint t h a t jK i ;K j j 1 is necessary for each hidden unit to behave as an independent oscillator. This is indeed the case for nite M, N ! 1 and where the power spectrum of each one of the hidden units consists of only a nite random number of components with non-zero amplitudes. In such a realization bothK rm and K rm ; K sn are of O(N).
B. Overlapping Power Spectrum: The power spectrum of at least one pair of hidden units has some common components with non-zero amplitudes. It is clear that the case of random weights belongs to this class. However, let us rst analyze analytically the following prototypical case. The architecture is N : 2 : 1 and the weights for each one of the two hidden units consist of only two non-zero pure cos (see eq. (11)) with the wave-numbers K 1 and K 2 , which are relatively prime. The four amplitudes are R ij , where the index i labels the hidden unit and j indicates the wave-number. One can show that the critical gains for the two hidden units are given by 
It is clear that in case that K 1 , for instance, dominates the power spectrum of both the weights for the rst and the second hidden units, the power spectrum of the time series generated by the network consists of only one non-zero component K 1 (plus higher harmonic terms). Both hidden units are locked onto K 1 . For general amplitudes R ij , one can run iteratively the equations for the amplitudes of the solutions, fA q+1 ij g as a function of fA q ij g, similar to eqs. (10)- (12) . More precisely, the time series is given by
and the iterative equations for the A ij are given by A q+1 mn cos(K n t) = R mn
The iterative solution of eq. (38) indicates that the two dimensional space D 1 = R 21 =R 11 and D 2 = R 12 =R 22 splits into the following two regimes. In the rst regime there is only one attractor in which the two hidden units (and the output) are locked onto one of the components, K 1 or K 2 . Hence, the numberof non-zero components in the power spectrum of each one of the hidden units and that of the output is equal to one. In the second regime each one of the hidden units follows both K 1 and K 2 , and hence there are two non-zero components in the power spectrum. (Note that in simulations in a subspace of the second regime it was found that both of the attractors with one or two non-zero components exist.) A result of a simulation of 512 : 2 : 1 in the rst regime is presented in Fig.9 , where the power spectrum of the time series generated by the output consists of one non-zero component. A result of simulation in the second regime is presented in Fig. 10 , where the power spectrum of each one of the hidden units consist of two non-zero components. A similar picture occurs where a pure cos is replaced by one component in the power spectrum, eq. (33). For the regime where the both hidden units are locked onto one of the components the AD is equal to one, and in the second regime the AD of both the hidden units and the output unit (the time series) is equal to two. Note that in contrast to the non-overlapping case where each hidden unit behaves as an independent oscillator with AD=1, here the AD=2 for each one of the hidden units and for the output, and furthermore the hidden units undergo a transition to a non-zero amplitude simultaneously at the same gain. The generic time series generated by the output of a network N : M : 1 with random weights W ij (without bias P 0 = 0) is similar to the overlapping two-components case in the following sense. As the gain increases, some of the hidden units undergo a transition to their common dominated wave-numberK 1 , for instance. The AD of the output is one. (The equation for the critical gain is similar to eq. (36) but the e ect of and that of higher harmonic terms in the weights have to betaken into account). As the gain increases, it is plausible that a second wave-numberis taking place and the AD=2. Note that the scenario in which each one of the hidden units acts as an independent oscillator is found to bevery rare in the case of random weights.
VII. CONCLUSIONS
The properties of time series generated by multilayer networks consist of one and two hidden layers, are studied analytically and numerically. The detailed analytical treatment is limited to the architectures N : 2 : 1 , N : 3 : 1 a n d N : 3 : 2 : 1 . The main results at high gains but far from saturation where the output is almost 1 are:
(a) The AD is only a function of the numberof hidden units in the rst hidden layer. More precisely, the AD increases with the gain and is bounded by the numberof hidden units in the rst layer (at least far from saturation). In the case of non-overlapping power spectrum, each hidden unit is an independent oscillator with an AD=1. The AD of the whole network is equal to the sum of independent oscillators. (e) For overlapping power spectrum there are two possible scenarios. In the rst scenario, the hidden units are locked onto one of the dominated common components of the power spectrum such that the AD of each hidden unit and that of the output is equal to one. In the second scenario, the AD of each hidden unit and that of the output is equal to two (besides a plausible attractor with AD=1).
There are still many questions to beanswered, in particular the nature of the solution at high near saturation and in particular with periodic activation functions like sin.
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