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Abstract
In this paper, we are concerned with a nondifferentiable minimax fractional problem with inequal-
ity constraints. We introduce a new class of generalized convex function, that is, nonsmooth generalized
(F, ρ, θ)-d-univex function. In the framework of the new concept, we derive Kuhn–Tucker type sufficient
optimality conditions and establish weak, strong and converse duality theorems for the problem and its three
different types of dual problems.
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1. Introduction
In this paper, we consider the following minimax fractional programming problem:
(P ) v¯ = inf
{
max
1ip
fi(x)/gi(x)
∣∣∣ h(x) 0, x ∈ C},
where
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Zheng XJ, Cheng L / J. Math. Anal. Appl. 328 (2007) 676–689 677(A1) C is a convex subset of Rn, the feasible set S = {x ∈Rn | h(x) 0, x ∈ C} is nonempty;
(A2) fi :Rn → R, gi :Rn → R, i = 1,2, . . . , p, are locally Lipschitz continuous on C and h =
(h1, h2, . . . , hm) :Rn →Rm is assumed to be differentiable;
(A3) gi , i = 1,2, . . . , p, are assumed to be positive on C.
Problem (P ) is a generalization of fractional programming problem (p = 1) which has been
investigated quite extensively in the last two decades [1]. The first duality results for a general-
ized linear fractional programming problem (p > 1) were given by J. Von Neumann [2] in the
context of an economic equilibrium program. Recently, in order to relax convexity assumptions
imposed on the functions in theorems on optimality and duality, various generalized convex-
ity concepts have been proposed. F-convex functions, η-invex functions and univex functions
were introduced and studied by Hanson [3], Jeyakumar [4] and Bector et al. [5], respectively.
Mishra et al. [6] considered a nondifferentiable minimax fractional programming involving
generalized univexity and obtained some results on optimality and duality, where the Wolfe-
type and Mond–Weir type duals were considered. And then Mishra et al. [7] further extended
univexity to generalized d-univexity by combining the concepts of invexity and univexity and
then established sufficient conditions and some duality theorems for nondifferentiable multiob-
jective programming. Recently, Jeyakumar and Mond [8] presented another generalization of
invexity for vector-valued functions named V-invexity. By the combination of three classes of
functions: F-convex functions, η-invex functions and V-invex functions, Zalmai [9] proposed
the new concept of generalized (F, α,ρ, θ)-V-convex functions and established several sets of
global parametric and parametric-free sufficient optimality conditions and duality results under
various (F, α,ρ, θ)-V-convexity hypotheses for discrete minimax fractional subset programming
problem.
It is well known that, by substituting generalized convexity for convexity, many theoreti-
cal problems in differentiable programming can be solved [1–11]. However, the corresponding
conclusions cannot be obtained in nondifferentiable programming with the aid of generalized
convexity because the existence of a derivative is required in the definitions of the different
forms of generalized convexity mentioned in the second paragraph.
There exists a generalization of convexity to locally Lipschitz functions, with derivative re-
placed by the Clarke generalized gradient [7,12–14]. Mishra et al. [7] used directional derivative,
in association with hypotheses of d-univexity, pseudo-d-univexity and quasi-d-univexity. The
necessary optimality conditions in Mishra et al. [7] required generalized Slater’s constraint qual-
ification. However, the results cannot be applied to generalized fractional programming involving
equality constraints.
Consequently, in the present paper, we consider a nondifferentiable minimax fractional pro-
gramming, where the numerators and denominators of the ratios in the objective functions need
not necessarily be either differentiable or convex. In Section 2 we propose some new classes of
generalized convex functions, and recall a few basic auxiliary results, which will be needed later
in the sequel. We begin our discussion of necessary conditions for (P ) in Section 3, which can
also be applied to programming involving equality constraints. And we furthermore state and
prove parametric sufficient conditions and parametric-free sufficient conditions. In Sections 4–6
we turn to an investigation of the notion of duality for (P ). Here we consider two parametric-
free dual problems and one parametric dual problem and prove weak, strong and strict converse
duality theorems.
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In this section, we gather for convenience of reference, a number of basic definitions and
lemmas which will be used often throughout the sequel, and recall some auxiliary results.
Throughout this paper, letRn be the n-dimensional Euclidean space andRn+ be its nonnegative
orthant. Let X be an open subset of Rn.
Definition 2.1. [15] The function Γ :X → R is said to be locally Lipschitz on X if for each
bounded subset B of X, there exists a constant K such that∣∣Γ (y)− Γ (x)∣∣K‖y − x‖ for all points y and x of B,
where ‖ · ‖ denotes the Euclidean norm.
For each d in Rn, Γ ◦(x;d) is the generalized directional derivative of Clarke defined by
Γ ◦(x;d) = lim sup
y→x t↓0
Γ (y + td)− Γ (y)
t
.
It then follows that
Γ ◦(x;d) = max{ξT d | ξ ∈ ∂Γ (x)} for any x and d,
where ∂Γ (·) denotes the Clarke’s generalized gradient.
And the usual one-sided directional derivative of Γ at x by
Γ ′(x;d) = lim
δ↓0
Γ (x + δd)− Γ (x)
δ
,
whenever this limit exists. Obviously, Γ ◦(x;d) Γ ′(x;d).
It is well known that the problem (P ) is equivalent (see [13,14]) to the following nonfractional
parametric problem:
(Pv) min
x∈S max1ip
{
fi(x)− vgi(x)
}
,
where v ∈R+ ≡ [0,∞) is a parameter.
Lemma 2.1. [16] Let v¯ be the optimal value of (P ), and let V (v) be the optimal value of (Pv)
for any fixed v ∈ R+ such that (Pv) has an optimal solution. Then x¯ is an optimal solution of
(P ) if and only if x¯ is an optimal solution of (Pv¯) with optimal value V (v¯) = 0.
Lemma 2.2. [15] Let f1(x), f2(x), . . . , fp(x) be Lipschitz functions at x¯ and αi ∈ R for all
i = 1,2, . . . , p, then
(1) ∂(∑pi=1 αifi)(x¯) ⊂∑pi=1 αi∂fi(x¯),
(2) ∂[max1ip fi](x¯) ⊂ {∑l∈L αl∂fl(x¯): αl  0, ∑l∈L αl = 1}, where L is the set of indices l
for which fl(x¯) = max1ip fi(x¯).
Lemma 2.3. [16] For each x ∈ S, one has
φ(x) = max
1ip
(
fi(x)
gi(x)
)
= max
β∈U
(∑p
i=1 βifi(x)∑p
i=1 βigi(x)
)
,
where U = {β ∈R+ |∑p βi = 1}.i=1
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(SP) minϑ(x) s.t. h(x) 0, x ∈ C,
where ϑ :Rn →R is locally Lipschitz on C, hk :Rn →R, k = 1,2, . . . ,m, are differentiable and
C is a convex subset of Rn.
Lemma 2.4. [17] If x¯ ∈ C is a local minimum for (SP) and the generalized Kuhn–Tucker con-
straint qualification or the generalized Arrow–Hurwicz–Uzawa constraint qualification [18] is
satisfied, there exists λ¯ = (λ¯1, . . . , λ¯m) ∈Rm+ such that
0 ∈ ∂ϑ(x¯)+
m∑
k=1
λ¯k∇hk(x¯)+NC(x¯),
m∑
k=1
λ¯khk(x¯) = 0,
where NC(x¯) denotes the normal cone to C at x¯.
For simplicity, throughout the paper we denote
F(x) = (f1(x), f2(x), . . . , fp(x))T ,
G(x) = (g1(x), g2(x), . . . , gp(x))T ,
H(x) = (h1(x), h2(x), . . . , hm(x))T ,
zT H(x) =
m∑
k=1
zkhk(x), ∇
(
zT H
)
(x) =
m∑
k=1
zk∇hk(x), and
∂
(
yT F
)
(x) =
p∑
k=1
yk∂fk(x).
For the purpose of relaxing the convexity assumption in sufficient optimality conditions for
(P ) and of formulating and proving duality results of (P ) in a more general case, in the sequel,
we shall use a new class of generalized convex function called nonsmooth (F, ρ, θ)-d-univex
function, which will be defined later in this section. This class of functions may be viewed as
a combination of three classes of generalized convex functions: F-convex functions, η-invex
functions and d-univex functions which were introduced in [3,4,7], respectively.
Definition 2.3. [9] A function F :Rn → R is sublinear if F(x + y)  F(x) + F(y) for any
x, y ∈Rn, and F(ax) = aF(x) for all x ∈Rn and a ∈R+.
Now, combining the definitions of F-convex, η-invex and d-univex functions given in
[3,4,7], respectively, we can define (F, ρ, θ)-d-univex, (F, ρ, θ)-d-quasiunivex and (F, ρ, θ)-d-
pseudounivex functions.
Let the function Γ :X →R (where X ⊆Rn). Suppose Γ is locally Lipschitz on X. Let ρ ∈R
and θ :Rn ×Rn →R+ be such that θ(x1, x2) = 0 for x1 = x2 in Rn. b0 :X ×X × [0,1] →R+,
φ0 :R→ R and η :X × X → Rn is an n-dimensional vector-valued function. And assume that
for each x, y ∈ X, the function F(x, y; ·) :Rn →R is sublinear.
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(a) The function Γ is said to be (strictly) (F, ρ, θ)-d-univex at x¯ if there exist b0, φ0 such that
for all x ∈ X,
b0(x, x¯)φ0
[
Γ (x)− Γ (x¯)](>) F(x, x¯; ξ)+ ρd2(θ(x, x¯)),
for every ξ ∈ ∂Γ (x¯). (2.1)
(b) The function Γ is said to be (F, ρ, θ)-d-quasiunivex at x¯ if there exist b0, φ0 such that for
all x ∈ X,
b0(x, x¯)φ0
[
Γ (x)− Γ (x¯)] 0
⇒ F(x, x¯; ξ)−ρd2(θ(x, x¯)), for every ξ ∈ ∂Γ (x¯), (2.2)
or equivalently,
F(x, x¯; ξ) > −ρd2(θ(x, x¯))
⇒ b0(x, x¯)φ0
[
Γ (x)− Γ (x¯)]> 0, for every ξ ∈ ∂Γ (x¯). (2.3)
(c) The function Γ is said to be (strictly) (F, ρ, θ)-d-pseudounivex at x¯ if there exist b0, φ0 such
that for all x ∈ X,
F(x, x¯; ξ)−ρd2(θ(x, x¯))
⇒ b0(x, x¯)φ0
[
Γ (x)− Γ (x¯)](>) 0, for every ξ ∈ ∂Γ (x¯), (2.4)
or equivalently,
b0(x, x¯)φ0
[
Γ (x)− Γ (x¯)]() < 0
⇒ F(x, x¯; ξ) < −ρd2(θ(x, x¯)), for every ξ ∈ ∂Γ (x¯). (2.5)
Remarks.
(1) If φ = 0 in the above definitions, then we define ρ = 0.
(2) We can easily see from the above definitions that an (F, ρ, θ)-d-univex function is both an
(F, ρ, θ)-d-quasiunivex function and an (F, ρ, θ)-d-pseudounivex function. Moreover, we
observe that if Γ is strictly (F, ρ, θ)-d-pseudounivex at x¯, then it is (F, ρ, θ)-d-quasiunivex
at x¯. Obviously, the converse of these assertions are not necessarily true.
(3) If in definition, we choose F(x, x¯; ξ) = Γ ◦(x¯;η(x, x¯)) where η(x, x¯) is a given function,
and set ρ = 0 and use the inequality Γ ◦(x;η(x, x¯)) Γ ′(x;η(x, x¯)), we can see that (2.1),
(2.2) and (2.5) in Definition 2.4 imply the definitions of d-univexity, d-quasiunivexity, and
d-pseudounivexity, respectively, for the function Γ .
(4) Evidently, if take b0 = 1 and φ0 as the identify function and if Γ is differentiable and choose
F(x, x¯; ξ) = F(x, x¯;∇Γ (x¯)), then we see that they reduce to the definitions of F-convexity,
F-quasiconvexity, and F-pseudoconvexity for the function Γ , that is, the functions defined
in Definition 2.4 extend the ones given in Hanson [3] to the Lipschitz continuous form.
(5) Under the conditions of remark (4), choose F(x, x¯; ξ) = F(x, x¯;∇Γ (x¯)) = ∇Γ (x¯)T η(x, y),
where η :X×X →Rn is a given function, and set ρ = 0, then the above definitions reduce to
the definition of η-convexity, η-quasiconvexity, and η-pseudoconvexity for the function Γ .
Therefore, the functions defined in the above are extensions of η-convex functions as far as
the nondifferentiable forms.
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In this section, we derive some necessary optimality conditions for (P ) and some sufficient
optimality conditions for (P ) involving nonsmooth generalized (F, ρ, θ)-d-univex functions. To
simplify the statements and proofs of these sufficiency results, we shall introduced along the way
some additional notation.
Theorem 3.1 (Necessary conditions). Let x¯ ∈ S. If x¯ is an optimal solution of (P ), and the
constraints of (P ) satisfy the generalized Kuhn–Tucker constraint qualification or the general-
ized Arrow–Hurwicz–Uzawa constraint qualification (see [18]). Then there exist v¯ = φ(x¯) ∈R+,
y¯ ∈ U , z¯ ∈Rm+ such that
0 ∈ ∂(y¯T F )(x¯)− v¯∂(y¯T G)(x¯)+ ∇(z¯T H )(x¯)+NC(x¯), (3.1)
y¯T F (x¯)− v¯y¯T G(x¯) = 0, (3.2)
z¯T H(x¯) = 0. (3.3)
Proof. If x¯ is an optimal solution of (P ), by Lemma 2.1, it is an optimal solution of (Pv¯) with
optimal value v¯ = max1ip[fi(x¯)/gi(x¯)] ≡ φ(x¯). By Lemma 2.4, there exists z¯ ∈Rm+ such that
0 ∈ ∂
(
max
1ip
[fi − v¯gi](x¯)
)
+ ∇(z¯T H )(x¯)+NC(x¯),
z¯T H(x¯) = 0.
It follows from Lemma 2.2 that there exist αl  0, l ∈ L, ∑l∈L αl = 1 such that
0 ∈
∑
l∈L
αl
(
∂fl(x¯)− v¯∂
(−gl(x¯)))+ ∇(z¯T H )(x¯)+NC(x¯).
It is obvious that v¯ = max1ip[fi(x¯)/gi(x¯)] if and only if max1ip[fi(x¯) − v¯gi(x¯)] = 0.
Thus, if we set y¯i = αi for i ∈ L, as well as y¯i = 0 for i ∈ {1,2, . . . , p}\L, the expressions
(3.1)–(3.3) hold. The proof is completed. 
If replacing the parameter v¯ by y¯T F (x¯)/y¯T G(x¯), we would obtain another parametric-free
versions for necessary conditions as follows:
Corollary 3.1. Let x¯ ∈ S. If x¯ is an optimal solution of (P ), and the constraints of (P ) satisfy
the generalized Kuhn–Tucker constraint qualification or the generalized Arrow–Hurwicz–Uzawa
constraint qualification (see [18]), then there exist y¯ ∈ U and z¯ ∈Rm+ such that
0 ∈ y¯T G(x¯)(∂(y¯T F )(x¯)+ ∇(z¯T H )(x¯))− y¯T F (x¯)∂(y¯T G)(x¯)+NC(x¯), (3.4)
z¯T H(x¯) = 0, (3.5)
and obtain the optimal value by
φ(x¯) = y¯
T F (x¯)
y¯T G(x¯)
= max
1ip
fi(x¯)
gi(x¯)
. (3.6)
While meeting the programming involving equality constraints, in principle we can transform
equality constraint E(x) = 0 to inequality constraints E(x)  0 and −E(x)  0. Hence our
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For stating our sufficient theorem, we use the real-valued functions A(x), B(x) and C(x)
defined, for the fixed y¯, x¯ and z¯ by A(x) = y¯T G(x¯)y¯T F (x)− y¯T F (x¯)y¯T G(x), B(x) = z¯T H(x)
and C(x) = A(x)+ y¯T G(x¯)B(x). Let
Λ(x¯) = {μ ∈Rn: 0 = y¯T G(x¯)(ξ + ∇(z¯T H ))+ y¯T F (x¯)ζ +μ, ξ ∈ ∂(y¯T F )(x¯),
ζ ∈ ∂(−y¯T G)(x¯), μ ∈ NC(x¯)}. (3.7)
And assume throughout the rest of the paper that φ :Rn →R in Definition 2.4 satisfies
φ(V ) V, for any V ∈R. (3.8)
Especially, if V = 0, define φ(V ) = 0.
Theorem 3.2 (Sufficient optimality conditions). Let x¯ ∈ S and μ¯ ∈ Λ be arbitrary chosen. Let
T (x) = μ¯T x :Rn → R, and assume that there exist y¯ ∈ U and z¯ ∈ Rm+ such that the conditions
(3.4)–(3.6) hold. If any one of the following conditions holds, then x¯ is an optimal solution of (P ).
(a) A(x) is (F, ρ1, θ)-d-univex at x¯ with respect to b1, φ1, B(x) is (F, ρ2, θ)-d-univex at x¯
with respect to b2, φ2, T (x) is (F, ρ3, θ)-d-univex at x¯ with respect to b3, φ3, and ρ1 +
y¯T G(x¯)ρ2 + ρ3  0;
(b) A(x) is (F, ρ1, θ)-d-quasiunivex at x¯ with respect to b1, φ1, B(x) is strictly (F, ρ2, θ)-
d-pseudounivex or (F, ρ2, θ)-d-quasiunivex at x¯ with respect to b2, φ2, T (x) is strictly
(F, ρ3, θ)-d-pseudounivex or (F, ρ3, θ)-d-quasiunivex at x¯ with respect to b3, φ3, and
ρ1 + y¯T G(x¯)ρ2 + ρ3 > 0;
(c) A(x) is (F, ρ1, θ)-d-pseudounivex at x¯ with respect to b1, φ1, B(x) is strictly (F, ρ2, θ)-
d-pseudounivex or (F, ρ2, θ)-d-quasiunivex at x¯ with respect to b2, φ2, T (x) is strictly
(F, ρ3, θ)-d-pseudounivex or (F, ρ3, θ)-d-quasiunivex at x¯ with respect to b3, φ3, and
ρ1 + y¯T G(x¯)ρ2 + ρ3  0;
(d) C(x) is (F, ρ1, θ)-d-quasiunivex at x¯ with respect to b1, φ1, T (x) is strictly (F, ρ2, θ)-d-
pseudounivex or (F, ρ2, θ)-d-quasiunivex at x¯ with respect to b2, φ2, and ρ1 + ρ2 > 0;
(e) C(x) is (F, ρ1, θ)-d-pseudounivex at x¯ with respect to b1, φ1, T (x) is strictly (F, ρ2, θ)-d-
pseudounivex or (F, ρ2, θ)-d-quasiunivex at x¯ with respect to b2, φ2, and ρ1 + ρ2  0;
(f) C(x)+ T (x) is (F, ρ, θ)-d-quasiunivex at x¯ with respect to b, φ, and ρ > 0;
(g) C(x)+ T (x) is (F, ρ, θ)-d-pseudounivex at x¯ with respect to b, φ, and ρ  0.
Proof. Suppose on the contrary that x¯ is not an optimal solution of (P ). Then there exists x1 ∈ S
such that φ(x¯) > φ(x1). From (3.6) and Lemma 2.3 we have
y¯T F (x¯)
y¯T G(x¯)
>
y¯T F (x1)
y¯T G(x1)
.
It follows that
A(x1) = y¯T G(x¯)y¯T F (x1)− y¯T F (x¯)y¯T G(x1) < 0 = A(x¯). (3.9)
Using both the feasibility solution x1 for (P ) and the equality (3.5), we have
B(x1) B(x¯). (3.10)
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C(x1) < C(x¯). (3.11)
By the definition of normal cone, (3.4) and (3.7), we have Λ(x¯) = ∅, μ¯(x1 − x¯) 0, and there
exist ξ ∈ ∂(y¯T F )(x¯), ζ ∈ ∂(−y¯T G)(x¯) such that y¯T G(x¯)(ξ +∇(zT H)(x¯))+ y¯T F (x¯)ζ + μ¯ = 0,
thus
T (x1) = μ¯x1  μ¯x¯ = T (x¯), (3.12)
and from the sublinearity of F(x1, x¯; ·) it results that
F
(
x1, x¯; y¯T G(x¯)(ξ + ζ )+ y¯T F (x¯)δ + μ¯
)= 0. (3.13)
If hypothesis (a) holds, the following inequalities are valid:
b1(x1, x¯)φ1
[
A(x1)−A(x¯)
]
 F
(
x1, x¯; y¯T G(x¯)ξ + y¯T F (x¯)ζ
)+ ρ1d2(θ(x1, x¯)), (3.14)
b2(x1, x¯)φ2
[
B(x1)−B(x¯)
]
 F
(
x1, x¯;∇
(
zT H
)
(x¯)
)+ ρ2d2(θ(x1, x¯)), (3.15)
b3(x1, x¯)φ3
[
T (x1)− T (x¯)
]
 F(x1, x¯;+μ¯)+ ρ3d2
(
θ(x1, x¯)
)
. (3.16)
Now multiplying (3.15) by y¯T G(x¯), and adding the resulting inequality, (3.14) and (3.16), and
with the nonnegativity of y¯T G(x¯), and (3.8)–(3.13), and the sublinearity of F, we have 0 > (ρ1 +
y¯T G(x¯)ρ2 + ρ3)d2(θ(x1, x¯)), which is a contradiction to the fact that ρ1 + y¯T G(x¯)ρ2 + ρ3  0.
If hypothesis (b) holds, we choose the case when A(x), B(x), and T (x) are all (F, ρ, θ)-d-
quasiunivex at x¯ to prove. The other cases of hypothesis (b) can be carried out with the same
lines of the case we have chosen to prove.
By the definition of (F, ρ, θ)-d-quasiunivexity, we have
F
(
x1, x¯; y¯T G(x¯)ξ + y¯T F (x¯)δ
)
−ρ1d2
(
θ(x1, x¯)
)
, (3.17)
F(x1, x¯; ζ )−ρ2d2
(
θ(x1, x¯)
)
, (3.18)
F(x1, x¯;+μ¯)−ρ3d2
(
θ(x1, x¯)
)
. (3.19)
From (3.17)–(3.19), and the nonnegativity of y¯T G(x¯), and the sublinearity of F, we have
(ρ1 + y¯T G(x¯)ρ2 + ρ3)d2(θ(x1, x¯))  0, which contradicts with (ρ1 + y¯T G(x¯)ρ2 + ρ3)×
d2(θ(x1, x¯)) > 0.
(c)–(g): The proofs are similar to that of part of (b). Hence the proofs are completed. 
By the lines below (3.8), when the set C is open (not necessarily convex), then NC(x¯) = 0
and T (x) in Theorem 3.2 vanishes. That is to say, the case that the set C is open (not necessarily
convex) is a special case of Theorem 3.2.
4. The first dual model—generalized Wolfe-type dual
In the remainder of this paper, we present three duality models for (P ): two parametric-free
models and one parametric model. In each case we state and prove appropriate weak, strong and
strict converse duality theorems. We begin our discussion of duality in the present section by
considering the following dual problem:
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yT F (u)+ zT H(u)
yT G(u)
,
subject to 0 ∈ yT G(u)(∂(yT F )(u)+ ∇(zT H )(u))
− (yT F (u)+ zT H(u))∂(yT G)(u)+NC(u), (4.1)
y ∈ U, z ∈Rm+. (4.2)
Note that, in (DI) if F and G are assumed to be differentiable and C is open (not necessarily
convex), then NC(u) = 0 and (DI) reduces to the classical Wolf-type dual. And Zheng [17] has
showed that the case that the set C is open (not necessarily convex) in problem (P ) in essence is
a special case of (P ). Consequently, (DI) is an extension of classical Wolfe-type duality as far
as Lipschitz continuous form.
Denote by K1 the set of all feasible solutions (u, y, z) ∈ C × U ×Rm+ of problem (DI), and
assume throughout this section that
Δ(u) = {ω ∈Rn: 0 = yT G(u)(ξ + ∇(zT H )(u))+ (yT F (u)+ zT H(u))ζ +ω,
ξ ∈ ∂(yT F )(u), ζ ∈ ∂(−yT G)(u), ω ∈ NC(u)}. (4.3)
Theorem 4.1 (Weak duality). Let x ∈ S, (u, y, z) ∈ K1 and ω¯ ∈ Δ(u) be arbitrary chosen and
define W(x) = ω¯T x and assume that D(·) = yT G(u)[(yT F (·)+ zT H(·)] − yT G(·)[(yT F (u)+
zT H(u)]. If any one of the following conditions holds:
(a) D is (F, ρ1, θ)-d-univex or (F, ρ1, θ)-d-pseudounivex at u with respect to b1, φ1, W is
(F, ρ2, θ)-d-univex or strictly (F, ρ2, θ)-d-pseudounivex or (F, ρ2, θ)-d-quasiunivex at u
with respect to b2, φ2, and ρ1 + ρ2  0;
(b) D is (F, ρ1, θ)-d-quasiunivex at u with respect to b1, φ1, W is (F, ρ2, θ)-d-univex or
strictly (F, ρ2, θ)-d-pseudounivex or (F, ρ2, θ)-d-quasiunivex at u with respect to b2, φ2, and
ρ1 + ρ2 > 0;
then φ(x) [yT F (u)+ zT H(u)]/yT G(u).
Proof. Suppose φ(x) < [yT F (u)+ zT H(u)]/yT G(u), then by Lemma 2.3 and y ∈ U , we have
yT F (x)/yT G(x) < [yT F (u)+ zT H(u)]/yT G(u), from which it follows that
yT G(u)yT F (x)− yT G(x)[yT F (u)+ zT H(u)]< 0. (4.4)
Thus, we have
[
yT F (x)− yT F (u)]yT G(u)− [yT F (u)+ zT H(u)][yT G(x)− yT G(u)]
− zT H(u)yT G(u) = yT G(u)yT F (x)− yT G(x)[yT F (u)+ zT H(u)]< 0, (4.5)
and another inequality yT G(u)[yT F (x)+zT H(x)]−yT G(x)[yT F (u)+zT H(u)] < yT G(u)×
zT H(x). Using the fact yT G(u) > 0, zT H(x) 0, and the inequalities (4.4) and (4.5), we have
D(x) < 0 = D(u). (4.6)
By (4.1) and the definitions of normal cone we have Δ = ∅,
W(x) = ω¯T x  ω¯T u = W(u), (4.7)
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(yT F (u)+ zT H(u))ζ + ω¯. It follows that
F
(
x,u;yT G(u)(ξ + ∇(zT H )(u))+ (yT F (u)+ zT H(u))ζ + ω¯)= 0. (4.8)
If hypothesis (a) holds, we choose one of the cases to prove, that is, D is (F, ρ1, θ)-d-univex
at u with respect to b1, φ1, W is (F, ρ2, θ)-d-quasiunivex at u with respect to b2, φ2, and
ρ1 + ρ2  0.
Using the (F, ρ1, θ)-d-univexity of D, (F, ρ2, θ)-d-quasiunivexity of W , and the inequality
(4.6), (4.7) and (3.8), we have
F
(
x,u;yT G(u)(ξ + ζ )+ (yT F (u)+ zT H(u))δ)< −ρ1d2(θ(x,u)); (4.9)
F(x,u; ω¯)−ρ2d2
(
θ(x,u)
)
. (4.10)
Combining (4.9) and (4.10) and the sublinearity of F(x,u; ·), it results that (ρ1 + ρ2)×
d2(θ(x,u)) < 0, which contradicts with ρ1 + ρ2  0.
The proofs of the other cases of (a) follow along with the same lines as the part of (a) we have
proved. And the proofs of theorem under hypothesis (b) are similar to (a). Hence the proofs are
completed. 
Theorem 4.2 (Strong duality). If x¯ is an optimal solution of (P ) and the constraints of (P ) satisfy
the generalized Kuhn–Tucker constraint qualification or the generalized Arrow–Hurwicz–Uzawa
constraint qualification [18], then there exist y¯ ∈ U and z¯ ∈ Rm+ such that (x¯, y¯, z¯) is a feasible
solution of (DI). Furthermore, if the conditions of Theorem 4.1 hold for all feasible solutions of
(DI), then (x¯, y¯, z¯) is an optimal solution of (DI) and the optimal values of (P ) and (DI) are
equal; that is, min(P ) = max(DI).
Proof. By Corollary 3.1, there exist y¯ ∈ U and z¯ ∈ Rm+ such that (x¯, y¯, z¯) is a feasible solution
of (DI). Furthermore, [y¯T F (x¯)+ z¯T H(x¯)]/y¯T G(x¯) = y¯T F (x¯)/y¯T G(x¯) = φ(x¯). Thus, optimal-
ity of (x¯, y¯, z¯) for (DI) follows from Theorem 4.1. The proof is completed. 
Theorem 4.3 (Strict converse duality). Let x1 and (x¯, y0, z0) be optimal solutions of (P ) and
(DI), respectively, and assume that the assumptions of Theorem 4.2 are fulfilled. If D(·) =
yT0 G(x¯)[yT0 F(·)+ zT0 H(·)]− yT0 G(·)[yT0 F(x¯)+ zT0 H(x¯)] is (F, ρ1, θ)-d-quasiunivex or strictly
(F, ρ1, θ)-d-pseudounivex at x¯ with respect to b1, φ1, let ω¯ ∈ Δ(x¯) be arbitrary chosen and
define W(x) = ω¯T x, and assume that W is (F, ρ2, θ)-d-quasiunivex or strictly (F, ρ2, θ)-d-
pseudounivex at x¯ with respect to b2, φ2, and ρ1 + ρ2 > 0, then x1 = x¯; that is, x¯ is an optimal
solution of (P ) with the same optimal values φ(x1) = [yT0 F(x¯)+ zT0 H(x¯)]/yT0 G(x¯).
Proof. Suppose, on the contrary, that x1 = x¯. From Theorem 4.2, we know that there exist
y1 ∈ U and z1 ∈Rm+ such that (x1, y1, z1) is an optimal solution of (DI) and φ(x1) = [yT1 F(x1)+
zT1 H(x1)]/yT1 G(x1). Now proceeding as in the proof of Theorem 4.1 (replacing x by x1 and
(u, y, z) by (x¯, y0, z0)), we arrive at the strict inequality φ(x1) > [yT0 F(x¯)+ zT0 H(x¯)]/yT0 G(x¯),
which contradicts with the fact that φ(x1) = [yT1 F(x1) + zT1 H(x1)]/yT1 G(x1) = [yT0 F(x¯) +
zT0 H(x¯)]/yT0 G(x¯). Hence, x1 = x¯ and φ(x1) = [yT0 F(x¯)+zT0 H(x¯)]/yT0 G(x¯). The proof is com-
pleted. 
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We shall continue our discussion of parametric-free duality model for (P ) in this section. We
formulate a generalized Mond–Weir type dual, which has the form:
(DII) maximize
yT F (u)
yT G(u)
,
subject to 0 ∈ yT G(u)(∂(yT F )(u)+ ∇(zT H )(u))
− yT F (u)∂(yT )G(u)+NC(u), (5.1)
zT H(u) 0, (5.2)
y ∈ U, z ∈Rm+. (5.3)
We also note that, in the above form, if we take F and G as differentiable functions and C
is open (not necessarily convex), then NC(u) = 0 and the above form reduces to the form of
classical Mond–Weir type dual. And Zheng [17] has showed the case that the set C is open (not
necessarily convex) in problem (P ) in essence is a special case of (P ). Consequently, the form
of the classical Mond–Weir type dual is a special case of the above form.
Now, we show that (DII) is a dual problem for (P ) by establishing weak and strong duality
theorems. Denote by K2 the set of all feasible solutions (u, y, z) ∈ C × U × Rm+ of problem
(DII), and let
Ξ(u) = {γ ∈Rn: 0 = yT G(u)(ξ + ∇(zT H )(u))+ yT F (u)ζ + γ, ξ ∈ ∂(yT F )(u),
ζ ∈ ∂(−yT G)(u), γ ∈ NC(u)}. (5.4)
Theorem 5.1 (Weak duality). Let x ∈ S, (u, y, z) ∈ K2 and γ ∈ Ξ(u) be arbitrary chosen and
let J (·) = yT G(u)yT F (·) − yT F (u)yT G(·), K(·) = zT H(·), M(·) = J (·) + yT G(u)K(·), and
ψ(x) = γ T x. If any one of the following conditions holds:
(a) J is (F , ρ1, θ)-d-univex or (F , ρ1, θ)-d-pseudounivex at u with respect to b1, φ1, K
is (F , ρ2, θ)-d-univex or (F , ρ2, θ)-d-quasiunivex or strictly (F , ρ2, θ)-d-pseudounivex at
u with respect to b2, φ2,ψ is (F , ρ3, θ)-d-univex or (F , ρ3, θ)-d-quasiunivex or strictly
(F , ρ3, θ)-d-pseudounivex at u with respect to b3, φ3, and ρ1 + yT G(u)ρ2 + ρ3  0;
(b) J is (F , ρ1, θ)-d-quasiunivex at u with respect to b1, φ1, K is (F , ρ2, θ)-d-univex or
(F , ρ2, θ)-d-quasiunivex or strictly (F , ρ2, θ)-d-pseudounivex at u with respect to b2, φ2,ψ
is (F , ρ3, θ)-d-univex or (F , ρ3, θ)-d-quasiunivex or strictly (F , ρ3, θ)-d-pseudounivex at u
with respect to b3, φ3, and ρ1 + yT G(u)ρ2 + ρ3 > 0;
(c) M is (F , ρ1, θ)-d-univex or (F , ρ1, θ)-d-pseudounivex at u with respect to b1, φ1, ψ is
(F , ρ2, θ)-d-univex or (F , ρ2, θ)-d-quasiunivex or strictly (F , ρ2, θ)-d-pseudounivex at u
with respect to b2, φ2, and ρ1 + ρ2  0;
(d) M is (F , ρ1, θ)-d-quasiunivex at u with respect to b1, φ1, ψ is (F , ρ2, θ)-d-univex or
(F , ρ2, θ)-d-quasiunivex or strictly (F , ρ2, θ)-d-pseudounivex at u with respect to b2, φ2,
and ρ1 + ρ2 > 0;
then φ(x) yT F (u)/yT G(u).
Proof. By (5.4), there exist ξ ∈ ∂(yT F )(u), ζ ∈ ∂(−yT G)(u) such that yT G(u)(ξ +
∇(zT H)(u))+ yT F (u)ζ + γ = 0, which yields
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We suppose that φ(x) < yT F (u)/yT G(u). Then by Lemma 2.3 and y ∈ U , we have yT F (x)/
yT G(x) < yT F(u)/yT G(u). It follows that
J (x) = yT G(u)yT F (x)− yT F (u)yT G(x) < 0 = J (u). (5.6)
Using both the feasibility x for (P ) and the inequality (5.2), we have
K(x) 0K(u). (5.7)
Consequently, the inequalities (5.6) and (5.7) yield
M(x) <M(u). (5.8)
If hypothesis (a) holds, we choose the case that J is (F , ρ1, θ)-d-univex at u, K is (F , ρ2, θ)-
d-quasiunivex at u and ψ is strictly (F , ρ3, θ)-d-pseudounivex at u to prove.
Using the (F , ρ1, θ)-d-univexity of J , (F , ρ2, θ)-d-quasiunivexity of K and strictly
(F , ρ3, θ)-d-pseudounivexity of ψ , and (3.8), we have
F
(
x,u;yT G(u)ξ + yT F (u)ζ )+ ρ1d2(θ(x,u))< 0, (5.9)
F
(
x,u;∇(zT H )(u))+ ρ2d2(θ(x,u)) 0, (5.10)
F(x,u;γ )+ ρ3d2
(
θ(x,u)
)
 0. (5.11)
Now multiplying (5.10) by yT G(u), and adding the resulting inequalities and (5.9), (5.11)
and with the nonnegativity of yT G(u) and the sublinearity of F(x,u; ·), we have 0 > (ρ1 +
yT G(u)ρ2 + ρ3)d2(θ(x,u)), which contradicts with the fact that ρ1 + yT G(u)ρ2 + ρ3  0. The
other cases of (a) follows the same lines of the case we have proved above.
(b)–(d): The proofs of the theorem under hypotheses (b)–(d) are similar to hypothesis (a).
Hence the proofs are completed. 
Theorem 5.2 (Strong duality). If x¯ is an optimal solution of (P ) and the constraints of (P ) satisfy
the generalized Kuhn–Tucker constraint qualification or the generalized Arrow–Hurwicz–Uzawa
constraint qualification [18], then there exist y¯ ∈ U and z¯ ∈ Rm+, such that (x¯, y¯, z¯) is a feasible
solution of (DII), then (x¯, y¯, z¯) is an optimal solution of (DII) and the optimal values of (P ) and
(DII) are equal; that is, min(P ) = max(DII).
Proof. By Corollary 3.1, there exist y¯ ∈ U and z¯ ∈ Rm+ such that (x¯, y¯, z¯) is a feasible solution
of (DII). Since (P ) and (DII) have the same objective function, the optimality of (x¯, y¯, z¯) for
(DII) follows from Theorem 5.1. The proof is completed. 
Theorem 5.3 (Strict converse duality). Let x1 and (x¯, y0, z0) be optimal solutions of (P ) and
(DII), respectively, and assume that the assumptions of Theorem 5.2 are fulfilled. If J (·) =
yT G(x¯)yT F (·)−yT F (x¯)yT G(·) is strictly (F, ρ1, θ)-d-pseudounivex at x¯ with respect to b1, φ1,
and K(·) = zT H(·) is (F, ρ2, θ)-d-quasiunivex at x¯ with respect to b2, φ2, and choose γ ∈ Δ(x¯)
and define ψ(x) = γ T x, and assume that ψ is strictly (F, ρ3, θ)-d-pseudounivex at x¯ with re-
spect to b3, φ3, and ρ1 + yT G(x¯)ρ2 + ρ3 > 0, then x1 = x¯; that is, x¯ is an optimal solution of
(P ) with the same optimal values φ(x1) = [yT F (x¯)+ zT H(x¯)]/yT G(x¯).0 0 0
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y1 ∈ U and z1 ∈ Rm+ such that (x1, y1, z1) is an optimal solution of (DII) with optimal value
φ(x1) = yT1 F(x1)/yT1 G(x1). Now proceeding as in the proof of Theorem 5.1 (replacing x by x1
and (u, y, z) by (x¯, y0, z0)), we arrive at the strict inequality φ(x1) > yT0 F(x¯)/yT0 G(x¯), which
contradicts with the fact that φ(x1) = yT1 F(x1)/yT1 G(x1) = yT0 F(x¯)/yT0 G(x¯). Therefore, we
conclude that x1 = x¯ and φ(x1) = [yT0 F(x¯)+ zT0 H(x¯)]/yT0 G(x¯). This completes the proof. 
6. The third dual model
Making use of Theorem 3.1, in this section we can formulate the following parametric dual
problem:
(DIII) maximize v,
subject to 0 ∈ ∂(yT F )(u)+ ∇(zT H )(u)− v∂(yT G)(u)+NC(u), (6.1)
yT F (u)− vyT G(u) 0, (6.2)
zT H(u) 0, (6.3)
y ∈ U, v ∈R+, z ∈Rm+. (6.4)
Denote by K3 the set of all feasible solutions (u, y, z, v) ∈ C × U × Rm+ × R+ of problem
(DIII). Then by similar proof as those of Theorems 5.1–5.3, we can obtain the following Theo-
rems 6.1–6.3 relation (P ) and (DIII). Let
Ω(u) = {π ∈Rn: 0 = ξ + ∇(zT H )(u)+ vζ + π, ξ ∈ ∂(yT F )(u),
ζ ∈ ∂(−yT G)(u), π ∈ NC(u)}. (6.5)
Theorem 6.1 (Weak duality). Let x ∈ S, (u, y, z, v) ∈ K3 and π ∈ Ω(u) be arbitrary chosen and
let Q(·) = yT F (·)− vyT G(·), R(·) = zT H(·), S(·) = Q(·)+R(·), and Π(x) = πT x. If any one
of the following conditions holds:
(a) yT F is (F , ρ1, θ)-d-univex at u with respect to b1, φ1, −yT G is (F , ρ2, θ)-d-univex at u
with respect to b2, φ2, zT H is (F , ρ3, θ)-d-univex at u with respect to b3, φ3, Π is (F , ρ4, θ)-
d-univex at u with respect to b4, φ4 and ρ1 + vρ2 + ρ3 + ρ4  0;
(b) Q is (F , ρ1, θ)-d-univex or (F , ρ1, θ)-d-pseudounivex at u with respect to b1, φ1, R is
(F , ρ2, θ)-d-univex or (F , ρ2, θ)-d-quasiunivex or strictly (F , ρ2, θ)-d-pseudounivex at u
with respect to b2, φ2, Π is (F , ρ3, θ)-d-univex or (F , ρ3, θ)-d-quasiunivex or strictly
(F , ρ3, θ)-d-pseudounivex at u with respect to b3, φ3, and ρ1 + ρ2 + ρ3  0;
(c) Q is (F , ρ1, θ)-d-quasiunivex at u with respect to b1, φ1, R is (F , ρ2, θ)-d-univex or
(F , ρ2, θ)-d-quasiunivex or strictly (F , ρ2, θ)-d-pseudounivex at u with respect to b2, φ2,
ψ is (F , ρ3, θ)-d-univex or (F , ρ3, θ)-d-quasiunivex or strictly (F , ρ3, θ)-d-pseudounivex
at u with respect to b3, φ3, and ρ1 + ρ2 + ρ3 > 0;
(d) S is (F , ρ1, θ)-d-pseudounivex at u with respect to b1, φ1, Π is (F , ρ2, θ)-d-quasiunivex or
strictly (F , ρ2, θ)-d-pseudounivex at u with respect to b2, φ2, and ρ1 + ρ2  0;
(e) S is (F , ρ1, θ)-d-quasiunivex at u with respect to b1, φ1, ψ is (F , ρ2, θ)-d-quasiunivex or
strictly (F , ρ2, θ)-d-pseudounivex at u with respect to b2, φ2, and ρ1 + ρ2 > 0;
then φ(x) v.
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the generalized Kuhn–Tucker constraint qualification or the generalized Arrow–Hurwicz–Uzawa
constraint qualification [18], then there exist y¯ ∈ U , z¯ ∈ Rm+ and v¯ ∈ R+, such that (x¯, y¯, z¯, v¯)
is a feasible solution of (DIII), then (x¯, y¯, z¯, v¯) is an optimal solution of (DIII) and the optimal
values of (P ) and (DIII) are equal; that is, min(P ) = max(DIII).
Theorem 6.3 (Strict converse duality). Let x1 and (x¯, y0, z0, v0) be optimal solutions of (P )
and (DIII), respectively, and assume that the assumptions of Theorem 6.2 are fulfilled. If
Q(·) = yT0 F(·)− v0yT0 G(·) is strictly (F, ρ1, θ)-d-pseudounivex at x¯ with respect to b1, φ1, and
R(·) = zT0 H(·) is (F, ρ2, θ)-d-quasiunivex at x¯ with respect to b2, φ2, and choose π ∈ Ω(x¯)
and assume Π(x) = πT x is strictly (F, ρ3, θ)-d-pseudounivex at x¯ with respect to b3, φ3, and
ρ1 + ρ2 + ρ3 > 0, then x1 = x¯; that is, x¯ is an optimal solution of (P ) with the same optimal
values φ(x1) = v0.
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