Abstract. We give a general definition of self-similar Lie algebras, and show that important examples of Lie algebras fall into that class. We give sufficient conditions for a self-similar Lie algebra to be nil, and prove in this manner that the self-similar algebras associated with Grigorchuk's and Gupta-Sidki's torsion groups are nil as well as self-similar. We derive the same results for a class of examples constructed by Petrogradsky, Shestakov and Zelmanov.
on, we will silently assume that all our Lie algebras satisfy this condition.
88
There are natural embeddings X ⊗n → X ⊗n+1 , given by v → v ⊗ 1; and for all 89 a ∈ L we have
90
(1)
We define R(X) = n≥0 X ⊗n under these embeddings, and note that L acts on 91 R(X).
92
Self-similar Lie algebras may be defined by considering F a free Lie algebra, and 93 ψ : F → F ≀ DerX a homomorphism. The self-similar Lie algebra defined by these 94 data is the quotient of F that acts faithfully on T (X), namely, the quotient of F
95
by the kernel of the action homomorphism F → End k (T (X)).
96
We may iterate a self-similarity structure, so as to enlarge the alphabet: by 97 abuse of notation we denote by
the n-fold iterate of the self-similarity structure ψ. describing its action on X. Consider now the homomorphism
We will see in §5 that ψ ′ extends to a homomorphism, again written ψ : Í(L ) →
104
Mat d×d (Í(L )), where Í(L ) denotes the universal enveloping algebra of L . We 105 may therefore use this convenient matrix notation to define self-similar Lie algebras,
106
and study their related enveloping algebras. that W (X) is restricted.
124
The Lie bracket and p-mapping on W (X) can be described explicitly as follows. Given a = x 1 ⊗ · · · ⊗ x m ⊗ δ and b = y 1 ⊗ · · · ⊗ y n ⊗ ǫ, we have We note that, if X is a Λ-graded ring, then W (X) is a Λ[λ]-graded self-similar
125
Lie algebra; for homogeneous x 1 , . . . , x n ∈ X and δ ∈ DerX, we set
We shall consider, here, subalgebras of W (X) that satisfy a finiteness condition.
Der(X ⊗n ). We compute
and define the Hausdorff dimension of L by
144
Hdim(L ) = lim inf
Furthermore, there may exist a subalgebra P of DerX such that ψ : L → L ≀P;
145
our typical examples will have the form X = k[x]/(x d ), and P = kd/dx a one-
146
dimensional Lie algebra; in that case, L is called an algebra of special derivations.
147
We then define the relative Hausdorff dimension of L by
148
Hdim P (L ) = lim inf n→∞ dim L n dim(X) n dim X − 1 dim P .
Bounded Lie algebras. We now define a subalgebra of W (X), important
149 because contains many interesting examples, yet gives control on the nillity of the 150 algebra's p-mapping. We suppose throughout this § that k is a ring of characteristic 151 p, so that W (X) is a restricted Lie algebra.
152
We suppose that X is an augmented algebra: there is a homomorphism ε :
153
X → k with kernel ̟. This gives a splitting X ⊗n+1 → X ⊗n of (1), given by v ⊗ x n+1 → ε(x n+1 )v. The algebra X ⊗n also admits an augmentation ideal,
155
̟ n = ker(ε ⊗ · · · ⊗ ε) = X ⊗ · · · ⊗ ̟ ⊗ · · · ⊗ X.
The union of the ̟ n defines an augmentation ideal again written ̟ in R(X).
156
There is a natural action of R(X) on W (X): given a = x 1 ⊗ · · · ⊗ x m ∈ R(X) 
162
The bounded norm a of a is then the minimal such m. △
163
The following statement is inspired by [40, Lemma 1] .
164
Lemma 2.4. The set M = M (X) of bounded elements forms a restricted Lie 165 subalgebra of W (X).
166
More precisely, the bounded norm of [a, b] is at most max{ a , b } + 1, and 167 a p ≤ a + p − 1. Its augmentation ideal is ̟ = xX, and satisfies ̟ p = 0. We seek conditions on 176 elements a ∈ M (X) that ensure that they are nil, that is, there exists n ∈ AE such 177 that a
178
Definition 2.5. An element a ∈ W (X) is ℓ-evanescent, for ℓ ∈ AE, if when we write a = (a 0 , a 1 , . . . ), each a i has the form
An element is evanescent if it is ℓ-evanescent for some ℓ ∈ AE.
In words, a is ℓ-evanescent if, in all coördinates a i of a, the derivation is ∂ x and 183 the maximal degree is never reached in each of the last ℓ alphabet variables.
184
Lemma 2.6. The set of ℓ-evanescent elements forms a restricted Lie subalgebra of 185 W (X).
186
Proof. Consider ℓ-evanescent elements a, b ∈ W (X), and without loss of generality Finally, the p-mapping is trivial on elementary tensors
The following statement is inspired by [40, Lemma 2].
194
Lemma 2.7. Let a ∈ M (X) be evanescent. Then there exists s ≥ 1 so that
196
Proof. We put an Ê-grading on W (X), by using the natural {1−p, . . . , 0}-grading of
197
X and choosing for λ the largest positive root of f (λ) = λ ℓ+1 − pλ ℓ + λ− 1. We note 198 that f (+∞) = +∞ and f (0) = −1 < 0, so f has one or three positive roots. Next, 199 f ′ (0) > 0 and f ′ has at most two positive roots in Ê + , while
so f has at most one extremum in (1, ∞). Finally, f (p) = p − 1 > 0, so f has a 201 unique zero in (1, p) and we deduce λ ∈ (1, p).
202

Consider a homogeneous component
so every homogeneous component of a p s has degree ≥ p s .
203
We now use the assumption a ∈ M (X), say a = m. Then a 
210
Consider then the b i with i < j. 
222
Let A be the subalgebra of ̟ generated by x
with q ≤ s and the y j obtained from the
227
Corollary 2.9. If L is a subalgebra of W (X) that is generated by bounded, ℓ-228 evanescent elements for some ℓ ∈ AE, then L is nil.
229
Proof. It follows from Lemmata 2.4 and 2.6 that every element a ∈ L is bounded 230 and ℓ-evanescent; and then from Lemmata 2.7 and 2.8 that a is nil. 231 2.6. Growth and contraction. Let A denote an algebra, not necessarily asso-
232
ciative. For a finite dimensional subspace S ≤ A , let S n denote the span in A
233
of n-fold products of elements of S; if p|n and A is a restricted Lie algebra in 234 characteristic p, then S n also contains the pth powers of elements of S n/p . Define
the (upper) Gelfand-Kirillov dimension of A . Note that if A is generated by the 236 finite dimensional subspace S, then GKdim(A ) = GKdim(A , S). We give here 237 conditions on a self-similar Lie algebra L so that it has finite Gelfand-Kirillov 238 dimension.
239
Definition 2.10. Let L be a self-similar Lie algebra, with self-similarity structure that, for all n ≥ n 0 , we have ψ n (a) ∈ X ⊗n ⊗ N ⊕ Der(X ⊗n ).
243
The minimal such N , if it exists, is called the nucleus of L . △
244
In words, the nucleus is the minimal subspace of L such that, for every a ∈ L ,
245
if one applies often enough the map ψ to it and its coördinates (discarding the term 246 in DerX), one obtains only elements of N .
247
Note that elements of a contracting self-similar algebra are finite-state. The
248
following test is useful in practice to prove that an algebra is contracting, and leads Conversely, consider a ∈ L , say a product of ℓ elements of S. Then applying
N contains the nucleus.
261
Data: A generating set S Result:
Definition 2.12. Let L be a self-similar algebra; assume that the alphabet X 263 admits an augmentation ε : X → k, and denote by π the projection L → DerX.
264
We say L is recurrent if the k-linear
Lemma 2.13. Let L be a finitely generated, contracting and recurrent self-similar
266
Lie algebra. Then L is generated by its nucleus.
267
Proof. Let S be a generating finite dimensional subspace, and let N denote the 268 nucleus of L . Because S is finite dimensional, there exists n ∈ AE such that ψ n (S) ≤
269
X ⊗n ⊗N ⊕Der(X ⊗n ). Let M denote the subalgebra generated by N ; then, for every
271
Lemma 2.14. Let L be a contracting, finitely generated self-similar Lie algebra,
272
with X finite dimensional. Then there exists a finite dimensional generating sub-
Proof. Let N 0 be the nucleus of L , and let S generate L . Enlarge S, keeping it
276
By the definition of nucleus, L is contained in n≥0 X ⊗n ⊗N ⊕Der(X ⊗n ). Now 277 using the fact that π(N ) = π(L ), we can eliminate the Der(X ⊗n ) terms while still 278 staying in X ⊗n ⊗ N .
279
Lemma 2.15. Let L be a contracting, Ê + -graded self-similar Lie algebra, with 280 dilation λ, and let N be as in Lemma 2.14. Consider a homogeneous a ∈ L with
If furthermore λ > 1 and L is generated by finitely many positive-degree ele-283 ments, then there exists ǫ > 0 such that every a ∈ L satisfies 
290
We return to our a, which we write as a = f ⊗ b, with f ∈ X ⊗m−n and with dilation λ > 1, that is generated by finitely many positive-degree elements.
296
Then L has finite Gelfand-Kirillov dimension; more precisely,
298
Consider a ∈ L d , and, up to expressing a as a sum, assume a = f ⊗ b with
(Weakly) branched Lie algebras
301
We will concentrate here on some conditions on a self-similar Lie algebra that 302 have consequences on its algebraic structure, and in particular on its possible quo-
303
tients. We impose, in this §, restrictions that will be satisfied by all our examples: 
306
We consider self-similar Lie algebras L with self-similarity structure ψ :
on X ⊗n for all n. We denote by Í(L ) the universal enveloping algebra of L ; then 309 Í(L ) also acts on X ⊗n , and acts on L by derivations.
We also identify L with ψ(L ); so as to write, e.g., 'θ ⊗ a ∈ L ' when we mean
We note immediately that, if L is transitive, then it is infinite-dimensional.
Proof. We proceed by induction on n, the case n = 0 being obvious.
Because L is recurrent and by the inductive hypothesis, Í(ker π) · 319 θ ⊗n+1 = θ ⊗ X ⊗n . Then, by hypothesis, there exists in L an element a of the weakly branched if for every n ∈ AE there exists a non-zero a ∈ W (X) such 
333
In the last two cases, we say that L is regularly [weakly] branched over K . △
334
The following immediately follows from the definitions:
335
Lemma 3.4. "Regularly branched" implies "Regularly weakly branched" and "branched",
336
and each of these implies "weakly branched".
337
Note, as a partial converse, that if L is weakly branched, then
ordering. By induction on v in that ordering, v ⊗ a belongs to L .
346
We are now ready to deduce some structural properties of (weakly) branched Lie 347 algebras:
348 Proposition 3.6. Let L be a weakly branched Lie algebra. Then the centralizer
In particular, L has trivial centre.
350
Proof. Consider a non-zero a ∈ W (X). There then exists v ∈ X ⊗n such that 351 a · v = 0; suppose that n is minimal for that property. Let i ∈ {0, . . . , d − 1}
352 be maximal such that 1
Recall that a (non-necessarily associative) algebra A is PI ("Polynomial Iden- non-commutative indeterminates such that Ψ(a 1 , . . . , a n ) = 0 for all a i ∈ A .
360
Proposition 3.7. Let L be a weakly branched Lie algebra. Then L is not PI.
361
Proof. There should exist a purely Lie-theoretical proof of this fact, but it is shorter Lie subalgebra that generates A .
Recall that a Lie algebra is just infinite if it is infinite dimensional, but all its
367
proper quotients are finite dimensional.
368
Proposition 3.8. Let L be a regularly branched Lie algebra, with branching ideal
370
(Note that the proposition's conditions are clearly necessary; otherwise,
would itself be a finite-dimensional proper quotient).
372
Proof. Consider a non-zero ideal I ⊳ L . Without loss of generality, I = a is 373 principal. Let n ∈ AE be minimal such that a·X
higher-order terms. Because L is transitive, we can derive
order terms.
378
, and therefore that L /I has finite 380 dimension.
381
Corollary 3.9. Let L be a finitely generated, nil, regularly branched Lie algebra.
382
Then L is just infinite.
383
Proof. Let K denote the branching ideal of L . Since L is finitely generated and
384
K has finite index in L , it is also finitely generated [25] . Since L is nil, the 385 abelianization of K is finite and we may apply Proposition 3.8.
386
Proposition 3.10. Let L be a regularly branched Lie algebra. Then there does 387 not exist a bound on its nillity.
388
Proof. Assume that K contains a non-trivial nil element, say a ∈ K with a
then the following sequence of elements: a 0 = a, and a n+1 = 1 ⊗ℓ−1 ⊗ θ ⊗ a n + b.
391
By induction, the element a n has nillity exactly p m+n .
392
The following is essentially [5, Proposition 3.5]:
393 Proposition 3.11. Let L be a regularly branched Lie algebra. Then its Hausdorff 394 dimension is a rational number in (0, 1].
395
Proof. Suppose that L is regularly branched over
We write dim L n = α dim(X) n + β, for some α, β to be determined; we have
We have solved the recurrence for dim L n , and α > 0 because L n 397 has unbounded dimension, since L is infinite-dimensional.
398
Now it suffices to note that Hdim(L ) = α to obtain Hdim(L ) > 0. Furthermore 399 only linear equations with integer coefficients were involved, so Hdim(L ) is rational.
401
Note that, if L → L ≀ P is the self-similarity structure, then Hdim P (L ) is also 402 positive and rational.
403
Proposition 3.12. Let L be a regularly weakly branched self-similar Lie algebra.
404
Suppose L is graded, with dilation λ > 1. Then the Gelfand-Kirillov dimension of 405 L is at least log(dim X)/ log λ.
406
Proof. Suppose L is weakly branched over K ; consider a non-zero a ∈ K . Let ǫ 407 be the degree of a. Then L contains for all n ∈ AE the subspace X ⊗n ⊗ ka; and 408 the maximal degree of these elements is λ n ǫ. Let L d denote the span of elements
Examples
411
We begin by two examples of Lie algebras, inspired and related to group-theoretical 4.1. The Gupta-Sidki Lie algebra. Inspired by the self-similarity structure (11),
416
we consider X = 3 [x]/(x 3 ) and a Lie algebra L GS = L generated by a, t with 417 self-similarity structure
We put a grading on L such that the generators a, t are homogeneous. The ring
419
X is -graded, with deg(x) = −1 so deg(a) = 1, and
We repeat the construction using our matrix notation. For that purpose, we take 422 divided powers {1, t, t 2 /2 = −t 2 } as basis of X; the self-similarity structure is then
L itself is nil, because a 3 a = 0.
435
That the nillity in unbounded follows from Proposition 3.10. Clearly L is not 436 nilpotent, since by Proposition 3.7 it is not even PI.
Proof. We follow Proposition 3.11. We may take M = 2, and readily compute
and the claimed result.
442
Lemma 4.4. Let algebra L is contracting.
443
Proof. Its nucleus is k{a, t}.
444
Corollary 4.5. The Gelfand-Kirillov dimension of L is log 3/ log λ.
445
Proof. This follows immediately from Propositions 2.16 and 3.12.
446
In fact, thanks to Theorem 6.8, a much stronger result holds:
447 Proposition 4.6 ([4, Corollary 3.9]). Set α 1 = 1, α 2 = 2, and α n = 2α n−1 + α n−2 448 for n ≥ 3. Then, for n ≥ 2, the dimension of the degree-n component of L GS is the 449 number of ways of writing n − 1 as a sum k 1 α 1 + · · · + k t α t with all k i ∈ {0, 1, 2}.
450
The Gupta-Sidki Lie algebra generalizes to arbitrary characteristic p, with now 451 ψ(t) = x ⊗ a + x p−1 ⊗ t. We will explore in §6.4 the connections between L GS and 452 the Gupta-Sidki group. 
We seek a grading for L that makes the generators homogeneous. Again X is - 1, so λ = 2. In other words, the Lie algebra L is no more than -graded. Using 460 our matrix notation:
464
We note that L is not recurrent. However, let us definee = a + c, f = a + d, and Hdim P (L ) = 1 2 .
Proof. We follow Proposition 3.11. We may take M = 3, and readily compute
486
Letting L n denote the image of L in Der(X ⊗n ), we find dim(L 3 ) = 7. This gives 487 dim(L n ) = 2 n−1 + 3, and the claimed result. 
490
Lemma 4.10. The algebra L G is contracting.
491
Proof. Its nucleus is k{a, b, d}.
492
Corollary 4.11. The Gelfand-Kirillov dimension of L G and 2 L G is 1.
493
494
In fact (see also Theorem 6.6), a much stronger result holds; namely, L G and 495 2 L G have bounded width:
The elements a, b, d have degree 1, the element [a, d] has degree 2, and the element
A basis of 2 L G consists of the above basis, with in addition elements
of degree 2 n+2 .
501
In particular, in L G there is a one-dimensional subspace of degree n for all 502 n ≥ 3, while in 2 L G there is a two-dimensional subspace of degree n for all n ≥ 2 503 a power of two.
504
We note that 2 L ′ , being a 2-generated restricted Lie algebra, cannot have maxi- 4.3. Grigorchuk Lie algebras. We generalize the previous example L ′ as follows.
511
We fix a field k of characteristic p, the alphabet
, and an infinite
and apply it to ω. Consider also the shift map σ : ω 0 ω 1 . . . → ω 1 . . . .
514
Define then a Lie algebra L ω acting on R(X), generated by k 2 , with (non-self!-
515
)similarity structure
It is a -graded algebra, with dilation λ = p and deg(a) = 1 for all a ∈ k 2 .
517
To see better the connection to the Grigorchuk example, consider k = 2 and 518 ω = (ω 0 ω 1 ω 2 ) ∞ with ω 0 , ω 1 , ω 2 the three non-trivial maps k 2 → k. The three non-519 trivial elements of k 2 are b, e, f generating the subalgebra L ′ from the previous §.
520
Using our matrix notation,
We summarize the findings of the previous §in this more general context. Recall 522 from [11] that a graded algebra L is of maximal class if it is generated by the 523 two-dimensional subspace L 1 and dim(L n ) = 1 for all n ≥ 2. In particular, it has
524
Gelfand-Kirillov dimension at most 1.
525
Proposition 4.13. The algebra L ω is branched and of maximal class.
526
The construction of L ω is modelled on that of the Grigorchuk groups G ω in- Choose s ∈ L \ M ; then s acts as a derivation on M . The corresponding 533 inflated algebra is Lie algebra L generated by a, t with self-similarity structure
We seek a grading for L that makes the generators homogeneous. Again X is
552
-graded, with deg(x) = −1 so deg(a) = 1, and deg(t) = deg(a) = 1, while
In other words, the Lie algebra L is no more 554 than -graded. Using our matrix notation:
Theorem 4.14. The Lie algebra L is not nil.
556
Proof. Consider the element x = a + t. A direct calculation gives ψ(x p ) = −1 ⊗ x.
557
It follows that, if x 
In the special case m = 2, k = 2 , Petrogradsky actually considered in 
We seek a grading that makes the generators homogeneous. The ring X is - of codimension p + 1.
Then, by Lemma 3.2, L 2,k is transitive.
584
We are now ready to reprove the following main result from Shestakov and Proof. The ideal v has finite codimension and is generated by m-evanescent el-588 ements, so Corollary 2.9 applies to it. We conclude by noting that L m,k / v is 589 abelian and hence nil.
590
We concentrate again on m = 2 in the following results:
Proof. We follow Proposition 3.11, using the notation L = L 2,k . We may take 
597
Lemma 4.18. The algebra L m,k is contracting. a ∈ L . The third one is the thinned algebra A (L ), defined as follows.
613
Let us write d = dim X. Recall from (2) that the self-similarity structure ψ :
We extend this map multiplicatively to an algebra homomorphism
, and therefore
the last three summands are zero, so all entries of ψ
We deduce:
615
Proposition 5.1. The map ψ ′ induces an algebra homomorphism ψ In particular, homogeneous elements with deg µ = 0 are nil.
644
Proof. We first deduce from (3) and (4) 
Setting θ = log |µ|/ log λ ∈ (0, 1), we get, for a fresh constant C,
We seek a similar inequality for Í(L ). For that purpose, choose a homogeneous 
and we wish to study cases in which | deg µ (u)| is as large as possible for given deg λ (u). Because |µ| < λ and by convexity of the functions λ x , |µ| x , this will occur when n i = p − 1 whenever m i is small, say m i < K, and n i = 0 whenever m i > K; with intermediate values whenever m i = K. Letting A ∝ B mean that the ration A/B is universally bounded away from 0 and ∞, we have
for a constant C and θ ′ = log(|µ| dim X)/ log(λ dim X) ∈ (0, 1).
653
It is clear that we have a decomposition Í(L ) = Í + ⊕ Í 0 ⊕ Í − . We now show 654 that Í + is locally nilpotent, the same argument applying to Í − . For that purpose,
655
consider u 1 , . . . , u k ∈ Í + , spanning a subspace V , and set
For s ∈ AE, consider a non-zero homogeneous element u in the s-fold product V s .
657
Then deg λ (u) ≤ D deg µ (u); combining this with (7) we get
so deg µ (u) is bounded and therefore s is also bounded.
659
Note that, if L is generated by a set S such that the deg µ (s) with s ∈ S are 660 linearly independent in Ê, then Í 0 = k and therefore homogeneous elements except 661 scalars are nil in Í(L ).
662
On the other hand, note that even the quotient algebra A (L ) tends to have 
Proof. Write α = β − 1, and consider the element
668
Then ψ(x β ) is a lower triangular matrix, with x at position (p, p). Because x = 0, 669 it follows that x β n = 0 for all n ∈ AE, so x is not a nil element.
670
There does not seem to exist such a simple argument for arbitrary primes; for 671 instance, for p = m = 2 it seems that x = v + v 2 + vuv has infinite order (its order 672 is at least 2 10 ), while for p = 5 and m = 2 it seems that
order (its order is at least 5 3 ). 
if ψ(a) = (a ij ). Conversely, specifying φ(s), ε(s) for generators s of A defines at 681 most one self-similar algebra acting faithfully on T (k d ).
682
The first example of self-similar algebra (though not couched in that language) transcendental element, and has quadratic growth.
688
The fundamental idea of "linearising" the definition of a self-similar group (see §6)
689 already appears in [47] . Conversely, if M is free, choose an isomorphism M A ∼ = X ⊗A for a vector space X,
699
and choose a basis (e i ) of X; then write ψ(a) = (a ij ) where a · (e i ⊗ 1) = e j ⊗ a ij 700 for all i.
701
Note that we had no reason to require X to be finite-dimensional (of dimension 
714
Lemma 5.6. Let f (x) = n≥0 a n x n be a power series with positive coëfficients,
715
and consider α ∈ (0, 1).
716
(1) There exists a homeomorphism
(2) There exists a homeomorphism
Proof. Ad (1): for every ǫ > 0 there are arbitrarily large n ∈ AE with a n ≥ e (L−ǫ)n α .
719
Thus Φ 1 (L) := lim ǫ→0 K(L, ǫ) satisfies (1).
724
Ad (2): for every ǫ > 0 there is N 0 ∈ AE such that a n ≤ e (L−ǫ)n α for all n ≥ N 0 .
725
Consider x near 1 − , and write again x = e −t . Set
The first summand is bounded by a function K 1 (ǫ). The second is bounded
< 0, so the third summand is bounded by the geometric series 
731
Lemma 5.7. Consider the series
is bounded away from {0, ∞} as x → 1 − .
Proof. We have log f (x) = − n≥1 n β log(1 − x n ); and
away from 0.
736
Conversely, it makes no difference to consider f (x) or g(
The following is an improvement on the bounds given in [32, Proposition 1].
740
Theorem 5.8. Let L be a contracting, Ê + -graded self-similar Lie algebra, with 741 dilation λ > 1, that is generated by finitely many positive-degree elements. Then 742 the universal enveloping algebra Í(L ) has subexponential growth; more precisely,
743
the growth of Í(L ) is bounded as
If furthermore L is regularly weakly branched, then the exponent in (8) is sharp.
745
Proof. We denote, for an algebra A , by A n the homogeneous summand of degree 
755
On the other hand, if L is regularly weakly branched then by Proposition 3.12 we
n=λ m dim L n λ θm and the lower bound in (8) follows from Lemma 5.6(2).
758
We now show that the thinned algebra A (L ) has finite Gelfand-Kirillov dimen- GKdimA (L ) ≤ 2 log dim X log λ .
On the other hand, if L is regularly weakly branched, then
763
GKdimA (L ) ≥ 2 log dim X log λ .
If L is regularly weakly branched then, following the proof of Proposition 3.12,
767
we have
There is yet another notion of growth, which we just mention in passing. For algebra A on two generators s, t, given by the self-similarity structure
He gives a presentation for A , all of whose relators are monomial, and shows that 777 monomials are nil in A while s + t is transcendental.
778
The self-similarity structure of A is close both to that of A (L 2 ), the difference is endowed with a homomorphism
The first occurrence of this definition seems to be [39, Page 310]; it has also 790 appeared in the context of groups generated by automata [46] .
791
A self-similar group naturally acts on the set X * of words over the alphabet X:
792
given g ∈ G and v = x 1 . . . x n , define recursively
Conversely, if ψ(g) is specified for the generators of a group G, this defines at most 794 one self-similar group acting faithfully on X * .
795
Note that we have no reason to require X to be finite, though all our examples 796 are of that form.
The natural action of G may be defined without explicit reference to a "basis"
805
X of M : one simply lets G act on the left on
where the fibred product of bisets in
807
If G is a self-similar group, with self-similarity structure ψ : G → G ≀ SymX, and 808 k is a ring, then its thinned algebra is a self-similar associative algebra A (G) with 809 alphabet kX. It is defined as the quotient of the group ring kG acting faithfully 810 on T (kX), for the self-similarity structure ψ ′ : kG → Mat X (kG) given by
where ½ x,y is the elementary matrix with a 1 at position (x, y).
812
The definition is even simpler in terms of bisets and bimodules: if G has a 813 covering biset M , then kG has a covering module kM , turning it into a self-similar 814 associative algebra. a Lie algebra to a discrete group. The first one, quite general, is due to Magnus [27] .
817
Given a group G, consider its lower central series (γ n ) n≥1 , defined by γ 1 = G and
This is a graded abelian group; and the bracket [gγ n+1 ,
extended bilinearly, gives it the structure of a graded Lie ring.
821
Consider now a field k of characteristic p, and define the dimension series (γ
is now a Lie algebra over k, which furthermore is restricted, with p-mapping defined 824 by (xγ is the Lie algebra of primitive elements in kG, which itself is the universal enveloping 829 algebra of L k (G).
830
There is a natural graded map
Furthermore, its kernel K 1 consists of elements of the form (gγ n+1 ) p . There is a Modify furthermore the self-similarity structure as follows, to obtain a graded 
856
Rather than pursuing this line in its generality, wee shall now see, in specific 857 examples, how L (G) and L k (G) are related, and lead from self-similar groups to 858 the Lie algebras described in §4. defined as follows: it is self-similar; acts faithfully on X * for X = 2 ; is generated The following notable properties of G stand out:
877
• it is an infinite, finitely generated torsion 2-group The "first" Grigorchuk group is then G ω for ω = (012) ∞ .
892
The structure of the Lie algebra L (G), based on calculations in [38] , and 
902
The Lie algebras L (G)/ζ ω (L (G)) and L G are isomorphic.
903
Proof. We recall from [4, Theorem 3.5] the following explicit description of L 2 (G). 
