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ON ISOCLASSES OF MAXIMAL SUBALGEBRAS DETERMINED
BY AUTOMORPHISMS
ALEX SISTKO
Abstract. Let k be an algebraically-closed field, and let B = kQ/I be a ba-
sic, finite-dimensional associative k-algebra with n := dimk B < ∞. Previous
work shows that the collection of maximal subalgebras of B carries the struc-
ture of a projective variety, denoted by msa(Q), which only depends on the
underlying quiver Q of B. The automorphism group Autk(B) acts regularly
on msa(Q). Since msa(Q) does not depend on the admissible ideal I, it is
not necessarily easy to tell when two points of msa(Q) actually correspond to
isomorphic subalgebras of B. One way to gain insight into this problem is to
study Autk(B)-orbits of msa(Q), and attempt to understand how isoclasses
of maximal subalgebras decompose as unions of Autk(B)-orbits. This paper
investigates the problem for B = kQ, where Q is a type A Dynkin quiver. We
show that for such B, two maximal subalgebras with connected Ext quivers
are isomorphic if and only if they lie in the same Autk(B)-orbit of msa(Q).
1. Introduction
Let B be a finite-dimensional, unital, associative algebra over an algebraically-
closed field k. Then the celebrated Wedderburn-Malcev Theorem states that there
exists a k-subalgebra B0 ⊂ B such that B0 ∼= B/J(B) and B = B0 ⊕ J(B), where
J(B) denotes the Jacobson radical of B. Furthermore, for any subalgebra B′0 ⊂ B
isomorphic to B0, there exists a x ∈ J(B) such that (1 + x)B0(1 + x)−1 = B′0. For
more details, see for instance [2] or Theorem 11.6 of [7]. Of course, the collection
of all k-algebra automorphisms of B, which we denote by Autk(B), acts on the
set of subalgebras of B. For any x ∈ J(B), the map y 7→ (1 + x)y(1 + x)−1 is an
automorphism of B. So another way to state the second half of the Wedderburn-
Malcev Theorem is to say that the isoclass of B0 in B, i.e. the set of all subalgebras
of B isomorphic to B0, is a single Autk(B)-orbit.
Unsurprisingly, this statement is false for general subalgebras A of B. Neverthe-
less, recent investigations into maximal subalgebras of finite-dimensional algebras
suggest that examples of such A are not necessarily rare [6]. It is therefore nat-
ural to ask what conditions we can impose on A to ensure that its isoclass in B
is an orbit of Autk(B). More generally, one can ask whether there is any way to
classify the Autk(B)-orbits of subalgebras of B, and relate them to isoclasses of
subalgebras. This is one source of inspiration for the current paper.
Another source of inspiration comes from the study of varieties of subalgebras,
as the author has done recently in [9]. For any 1 ≤ m ≤ dimk B, the collection of
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2 ALEX SISTKO
all m-dimensional subalgebras of B carries the structure of a projective k-variety,
which we call AlgGrm(B). The linear algebraic group Autk(B) acts regularly on
this variety. Neither m or B are enough to specify AlgGrm(B) up to equivalence
of varieties: in fact, if B = kQ/I is a basic algebra and m = dimk B − 1, then
AlgGrm(B) only depends on Q. So it will be difficult in general to choose an admis-
sible ideal I of kQ, and determine whether two points of AlgGrdimk kQ/I−1(kQ/I)
actually represent isomorphic subalgebras of kQ/I. Thankfully, the automorphism
group Autk(kQ/I) is sensitive to the data contained in I. So, provided that one
can impose reasonable conditions on the relationship between orbits and isoclasses,
one can expect that orbits under this group action will yield significant information
on isoclasses of subalgebras. In [9] we discuss one possible version of “reasonable
conditions,” where the variety is a finite union of orbits.
The purpose of this paper is to carry out this program as far as possible for
a suitable “test class” of algebras. For us, these will be path algebras of type A
Dynkin quivers and their maximal subalgebras. As it turns out, many maximal
subalgebras of such algebras will have isoclasses that are single Autk(B)-orbits.
However, we will show that even for such a nicely-behaved class, isoclasses differ
from orbits in at least some circumstances.
This paper is organized as follows. In Section 2 we review the basic notions asso-
ciated to path algebras and their automorphisms. We also discuss the major results
from [6], [9] which will be used to prove our main result. In Section 3, we discuss
the problem of presenting maximal subalgebras of basic algebras. In particular,
Propositions 3.1 and 3.3 provide explicit presentations for maximal subalgebras of
hereditary algebras. The results of this section will be used in Section 4, where we
prove the main result of this article:
Theorem 1.1. Let k be an algebraically closed field, Q a type A Dynkin quiver,
and B = kQ. Suppose that A,A′ ∈ msa(Q) have connected Ext quivers. Then A
and A′ lie in the same Autk(B)-orbit if and only if A ∼= A′ as k-algebras.
This is essentially done by showing that the Ext quivers of A and A′ are noniso-
morphic whenever they lie in different Autk(B)-orbits. We note that this theorem
can be rephrased as follows: if the underlying graph of Q is an oriented tree with
maximum degree 2 and B = kQ, then the isoclass of a connected maximal subal-
gebra of B coincides with its Autk(B)-orbit. The author does not currently know
whether similar statements hold for all trees with maximum degree 3 or higher. We
end on an example which shows that if the Ext quiver of A is not connected, then
its isoclass can differ from its Autk(B)-orbit.
2. Background
Unless otherwise stated, k will denote an algebraically-closed field. All algebras
are unital, associative, finite-dimensional k-algebras, and our terminology essen-
tially comes from [1]. Let Q be a finite quiver with vertex set Q0, arrow set Q1,
and source (resp. target) function s (resp. t) : Q1 → Q0. The underlying graph of
Q is obtained by forgetting the orientations on the arrows. Let kQ denote the path
algebra of Q, and let J(Q) denote the two-sided ideal in kQ generated by Q1. For
n ≥ 2, we let TnQ := kQ/J(Q)n denote the nth truncated path algebra associated
to Q. By a slight abuse of notation, for any u, v ∈ Q0 we let uQ1v denote the set
of arrows in Q with source u and target v, and we let ukQ1v denote their k-span
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inside kQ. Note that if uQ1v = ∅, then ukQ1v = {0} and GL(ukQ1v) is the trivial
group. Similar to [4], we define V 2(Q) = {(u, v) ∈ Q0 × Q0 | uQ1v 6= ∅}. A
basic algebra is an algebra of the form B = kQ/I, where I is an admissible ideal
of kQ, i.e. an ideal satisfying J(Q)2 ⊃ I ⊃ J(Q)ℓ for some ℓ ≥ 2. Note that
B = kQ0 ⊕ J(B) = kQ0 ⊕ J(Q)/I, and that kQ0 ∼= B/J(B) ∼= k|Q0|.
We let Autk(B) denote the group of all k-algebra automorphisms of B. It is a
Zariski-closed subgroup of GL(B), and hence a linear affine algebraic group. Our
notation for subgroups of Autk(B) is borrowed from the notation in [8], [3], [4]. If G
is a subgroup of Autk(B), we say that two subalgebrasA and A
′ are G-conjugate (in
B) if there exists a φ ∈ G such that A′ = φ(A). For a unit u ∈ B×, we let ιu denote
the corresponding inner automorphism, i.e. the map ιu(x) = uxu
−1 for all x ∈ B.
We let Inn(B) denote the group of all inner automorphisms, and Inn∗(B) = {ι1+x |
x ∈ J(B)} denote the group of unipotent inner automorphisms. If B = kQ/I is
basic, we let HˆB = {φ ∈ Autk(B) | φ(Q0) = Q0} and HB = {φ ∈ Autk(B) | φ |Q0=
idQ0}. By Theorem 10.3.6 of [5], Inn(B) acts transitively on complete collections
of primitive orthogonal idempotents. Since inner automorphisms induced by units
of the form
∑
v∈Q0
λvv (where λv ∈ k× for each v) fix vertices, Inn
∗(B) is also
transitive on this set and we have a decomposition Autk(B) = Inn
∗(B) · HˆB =
HˆB ·Inn
∗(B). If the underlying graph ofQ is a tree, then Aut(Q) can be considered a
subgroup of Autk(TnQ) for any n, and it is easy to see that we have a decomposition
HˆTnQ = Aut(Q) ·HTnQ = HTnQ ·Aut(Q). Since J(Q)
n = 0 for large powers n, this
statement includes the fact that Aut(Q) is a subgroup of Autk(kQ).
In Theorem 4.1 of [6], the author and M. C. Iovanov proved the following clas-
sification Theorem for maximal subalgebras of basic algebras:
Theorem 2.1. Let B = kQ/I be a basic algebra over an algebraically-closed field k.
Let A ⊂ B be a maximal subalgebra. Consider the following two classes of maximal
subalgebras of B:
For a two-element subset {u, v} ⊂ Q0, we define
A(u + v) := k(u+ v)⊕

 ⊕
w∈Q0\{u,v}
kw

⊕ J(B).
For an element (u, v) ∈ V 2(Q) and a codimension-1 subspace U ≤ ukQ1v, we define
A(u, v, U) := kQ0 ⊕ U ⊕

 ⊕
(w,y)∈Q2
0
\{(u,v)}
wkQ1y

⊕ J(B)2.
Then there exists a unipotent inner automorphism ι1+x ∈ Inn
∗(B) such that either
ι1+x(A) = A(u + v) or ι1+x(A) = A(u, v, U), for some appropriate choice of u, v,
and possibly U .
As in [6], if A is Inn∗(B)-conjugate to a subalgebra of the form A(u + v), then
we say that A is of separable type. If A is Inn∗(B)-conjugate to an algebra of the
form A(u, v, U), then we say that A is of split type. As an immediate consequence of
Theorem 2.1, all maximal subalgebras of a basic algebra are basic, have codimension
1, and contain the radical square. In fact, we have the following easy corollary,
which first appeared in [9]:
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Corollary 2.2. Let B be a basic k-algebra of dimension n, and let A ⊂ B be a
subalgebra. Then A satisfies the following:
(1) A is also a basic algebra.
(2) If A is a maximal subalgebra, then dimk A = n− 1.
(3) If A is a maximal subalgebra, then J(A) is a B-subbimodule of J(B),
J(A) = A ∩ J(B), and J(B)2 ⊂ J(A).
(4) More generally, if m = dimk A, then J(B)
2(n−m) ⊂ A.
If B is any k-algebra and m is a positive integer 1 ≤ m ≤ dimk B, then the
collection AlgGrm(B) of all m-dimensional subalgebras of B is a Zariski-closed
subset of the usual Grassmannian Grm(B). In particular, it is a projective variety
over k. For any A ∈ AlgGrm(B), we let Iso(A,B) denote the set of all A
′ ∈
AlgGrm(B) such that A
∼= A′ as k-algebras. Clearly Iso(A,B) is Autk(B)-invariant,
and hence a union of Autk(B)-orbits. Suppose that B = kQ/I is a basic algebra
of dimension n. By the remarks above, it follows that AlgGrn−1(B) is the variety
of maximal subalgebras of B, and that there is a (biregular) bijection between
maximal subalgebras of B and maximal subalgebras of B/J(B)2 ∼= T2Q. In other
words, AlgGrn−1(B) only depends on the underlying quiver Q, and so we define
msa(Q) := AlgGrn−1(B). We can think of msa(Q) as the variety of maximal
subalgebras of any basic algebra with Ext quiver Q. See [9] for more details.
Suppose that the underlying graph of Q is a tree and B = kQ. Theorem 2.1 clas-
sifies Inn∗(B)-orbits of msa(Q), and it is easy to see that for any such B, φ(A) = A
for all φ ∈ HB. So classification of Autk(B)-orbits boils down to determining which
Inn∗(B)-orbits of msa(Q) are related by elements of Aut(Q). More specifically, it
is equivalent to classifying Aut(Q)-orbits on the finite sets V 2(Q) (for split type)
and {{u, v} ⊂ Q0 | u 6= v} (for separable type). Although this may represent
an intractable problem for general Q, it at least implies that every B-isoclass of
msa(Q) is a finite union of Autk(B)-orbits. In Section 4 we will show that if Q is
a type A Dynkin quiver, then each B-isoclass consisting of connected algebras is a
single Autk(B)-orbit. The first step will be to find presentations for each maximal
subalgebra as a bound quiver algebra, which we do below.
3. Presentations of Maximal Subalgebras
Corollary 2.2 (1) states that if B is basic, then all of its maximal subalgebras
are also basic. In particular, they can be presented as bound quiver algebras.
Ideally, one hopes for explicit presentations of maximal subalgebras in terms of a
given presentation for B. More specifically, if B is given as B = kQ/I and A is
a maximal subalgebra of B, one would like a combinatorial procedure to obtain
the Ext quiver of A, call it Γ, from Q, and another procedure to find generators
for the kernel of the projection map kΓ → A. As it currently stands, if I ⊂ kQ
is an arbitrary admissible ideal, and A ⊂ kQ/I is a maximal subalgebra of split
type, then it is not clear to the author how one can explicitly reconstruct Γ from
Q. Nevertheless, Theorem 2.1 provides us with some insight into the presentation
problem. In fact, it is good enough to give us a full description for separable type
subalgebras, as well as explicit presentations for all maximal subalgebras in the
hereditary case, i.e. I = {0}.
We start by describing presentations for maximal subalgebras of separable type.
Take a 2-element subset {u, v} ⊂ Q0, and let Γ be the quiver obtained from Q by
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gluing u and v together. More explicitly, Γ has vertex set Q0 \ {u, v}∪{u+ v}, and
for all w, y ∈ Q0 \ {u, v} we have
(u + v)Γ1y = uQ1y ∪ vQ1y,
wΓ1(u+ v) = wQ1u ∪ wQ1v,
(u+ v)Γ1(u+ v) = uQ1u ∪ uQ1v ∪ vQ1u ∪ vQ1v.
In other words, Γ1 is just a re-partitioning of Q1 into arrows with possibly new
endpoints. This induces a bijective map φ : Q1 → Γ1. Hence, if p = α1 · · ·αd is a
path in Q, then φ(p) := φ(α1) · · ·φ(αd) is a well-defined path in Γ. We can extend
this to an algebra map φ : kQ→ kΓ by defining
φ(w) = w for all w ∈ Q0 \ {u, v},
φ(u) = φ(v) = u+ v,
and extending to k-linear combinations of arbitrary paths.
Proposition 3.1. Let B = kQ/I, and A a maximal subalgebra of separable type.
Suppose that A is Inn∗(B)-conjugate to A(u + v), for some two-element subset
{u, v} ⊂ Q0. Then A ∼= kΓ/I ′, where
(1) Γ is obtained from Q by gluing vertices u and v.
(2) I ′ is generated by relations in φ(I), along with elements of the form φ(α)φ(β),
where either α ∈ Q1u and β ∈ vQ1, or α ∈ Q1v and β ∈ uQ1.
Proof. There is a map kΓ → A(u + v) which acts as the identity on Q0 \ {u, v},
sends u + v ∈ Γ0 to u + v ∈ A(u + v), and which acts on Γ1 via the bijection
Γ1 ↔ Q1. The kernel of this map is precisely the admissible ideal I ′. 
Proposition 3.2. Let B = kQ/I, and A a maximal subalgebra of split type.
Suppose that A is Inn∗(B)-conjugate to A(u, v, U), for some (u, v) ∈ V 2(Q) and
codimension-1 subspace U ≤ ukQ1v. Write A ∼= kΓ/I ′ for a certain quiver Γ and
admissible ideal I ′. Then Γ0 = Q0, and for all w, x ∈ Γ0,
dimk w
(
J(A)/J(A)2
)
x = dimk w
(
J(A)/J(B)2
)
x+ dimk w
(
J(B)2/J(A)2
)
x.
In particular:
(1) For all w 6= u and x 6= v, there are w
(
J(B)/J(B)2
)
x arrows from w to x
in Γ,
(2) There are dimk u
(
J(B)/J(B)2
)
v − 1 arrows from u to v, and
(3) There are at least dimk u
(
J(B)/J(B)2
)
x (resp. dimk w
(
J(B)/J(B)2
)
v)
arrows from u to x (resp. from w to v).
Furthermore, J(B)4 ⊂ J(A)2, so that any arrows in Γ that do not appear as arrows
in Q arise from elements of J(B)2 or J(B)3.
Proof. A(u, v, U)/J(A(u, v, U)) = kQ0 implies that Γ0 = Q0. The dimension for-
mula follows from the kQ0-bimodule isomorphism J(A)/J(A)
2/
(
J(B)2/J(A)2
)
∼=
J(A)/J(B)2, and claims (1)-(3) follow from the formula
J(A) = J(B) ∩A = U ⊕

 ⊕
(w,x) 6=(u,v)
wkQ1x

⊕ J(B)2.
The final claim follows from Corollary 2.2 (3). 
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Although this corollary does not give us an explicit form for I ′, we can use it to
present maximal subalgebras of split type in the hereditary case, i.e. when I = {0}.
Proposition 3.3. Let B = kQ for an acyclic quiver Q, and A ⊂ B a maximal
subalgebra conjugate to A(u, v, U), for some (u, v) ∈ V 2(Q). Write A ∼= kΓ/I ′,
for a finite quiver Γ and admissible ideal I ′ ⊂ kΓ. Then Γ0 = Q0, and Γ1 can be
obtained from Q as follows:
(1) Replace the |uQ1v| arrows from u to v in Q with |uQ1v|−1 arrows, indexed
by a fixed basis {α1, . . . , αd} of U ;
(2) For each arrow γ with target u, add an arrow γ : s(γ)→ v;
(3) For each arrow γ with source v, add an arrow γ : u→ t(γ).
Furthermore, I ′ can be taken to be the ideal generated by the relations βγ− βγ, for
all arrows β and γ in Q with t(β) = u and s(γ) = v.
Proof. We may assume without loss of generality that A = A(u, v, U). Find
αd+1 ∈ ukQ1v such that U ⊕kαd+1 = ukQ1v. Then for each γ ∈ Q1 with t(γ) = u,
γαd+1 ∈ J(A) \ J(A)
2. If w = s(γ), then clearly the paths of the form γαd+1,
along with the arrows in Q1 from w to v, form a basis for w(J(A)/J(A)
2)v. Define
γ = γαd+1. A similar argument exhibits a basis for u(J(A)/J(A)
2)x, and allows
us to define γ = αd+1γ if γ is an arrow in Q from v to x. The form for Γ then
follows from Proposition 3.2. For all arrows β, γ ∈ Q1 with t(β) = u and s(γ) = v,
βγ = βαd+1γ = βγ. Hence, βγ−βγ is in the kernel of the projection map kΓ→ A.
If I ′ is the ideal generated by these commutation relations, then it is straightforward
to check that the induced k-algebra projection kΓ/I ′ → A has an inverse, so that
the desired isomorphism holds. 
Example 3.4. Let B = kQ, where
Q =
v1 v2 v3 v4
α β γ
is an equioriented Dykin quiver of type A4. Then any maximal subalgebra of separa-
ble type must be Inn∗(B)-conjugate to one of the six bound quiver algebras displayed
below:
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kΓ/I Γ I
A(v1 + v2)
α
β γ
(α2)
A(v1 + v3)
γ
α
β
(βα)
A(v1 + v4)
α β
γ (γα)
A(v2 + v3)
β
α γ
(β2)
A(v2 + v4)
α
β
γ
(γβ)
A(v3 + v4)
γ
α β
(γ2)
Any maximal subalgebra of split type must be Inn∗(B)-conjugate to one of the three
bound quiver algebras displayed below:
kΓ/I Γ I
A(v1, v2, {0})
v1
v2
v3 v4
β
β
γ
{0}
A(v2, v3, {0}) v1
v3
v2
v4
α
α
γ
γ
(αγ − αγ)
A(v3, v4.{0}) v1
v2
v3
v4
α
β
β
{0}
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Note: If I 6= {0}, then I ⊂ J(Q)2 ⊂ A allows us to consider relations in I as
“generalized relations” in Γ. We say “generalized” because these elements may
not actually lie in J(A)2. In other words, we can always realize A as a generally
non-admissible quotient of kΓ/I. This level of detail is sufficient for the purposes
of this paper.
Example 3.5. Consider B = kQ/I, where
Q =
v1 v2 v3 v4
α β1
β2
γ
and I = (αβ1 − αβ2). Then the maximal subalgebra of kQ corresponding to the
triple (v2, v3, kβ1) can be presented as A = kΓ/I
′, where
Γ = v1
v3
v2
v4
α
α
γ
γ
β2
and I ′ = (αγ − αγ). Therefore, A(v2, v3, kβ1) = A/I = A/(α − αβ2). It follows
that α is in the radical square of A(v2, v3, kβ1). Hence, to present A(v2, v3, kβ1),
we must actually bound the quiver
v1
v3
v2
v4
α
γ
γ
β2
by the relation αβ2γ − αγ.
4. Type A Path Algebras
In this section we prove theorem 1.1. Unless otherwise stated, let Q be a type-A
Dynkin quiver on n vertices, in other words a quiver whose underlying graph is of
the form:
· · ·
Figure 1. A type A Dynkin diagram.
Let B = kQ. If n = 2m is even, label the vertices of Figure 1 from left to right
as v−m, v−m+1,. . ., v−1, v1,. . ., vm−1, vm. If n = 2m+ 1 is odd, label the vertices
v−m,. . ., v−1, v0, v1,. . ., vm in an analogous manner. Whenever it is understood
that we are talking about vertices, we may abbreviate “vi” as “i.” We call v−i the
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predecessor of v−i+1, and v−i+1 the successor of v−i. Note that if n is even, v−1 is
the predecessor of v1. If we need to talk about the predecessor (resp. successor) of
a vertex v, we simply denote it by pred(v) (resp. succ(v)). We recursively define
predi(v) and succi(v) as follow: pred1(v) = pred(v) and succ1(v) = succ1(v). If
predi(v) and succ(v) have already been defined, then predi+1(v) is the predecessor
of predi(v), and succi+1(v) is the successor to succi(v), whenever these vertices are
defined. Let w denote the binary word of length n − 1 such that w(i) = +1 if the
edge from vi to its successor starts at vi, and w(i) = −1 if the edge starts at the
successor to vi. We treat w as a function {−m, . . . ,m − 1} → {−1,+1}, or as an
ordered (m − 1)-tuple w = w−mw−m+1 · · ·wm−1, where each wi ∈ {±1}. Let αi
denote the edge between vi and its successor. To ease notation slightly, we use the
following shorthand for maximal subalgebras of kQ:
Ai := A(vi, succ(vi), {0}) for all i < m,
Ai,j := A(vi + vj), for all vi, vj ∈ Q0 with i 6= j.
Since any automorphism of Q induces an automorphism of its underlying Dynkin
diagram, Aut(Q) ≤ C2, the cyclic group of order 2. Define w
∗ to be the binary word
of the quiver obtained from Q by applying the unique non-identity automorphism
of the underlying Dynkin graph to Q. In other words, w∗(i) = −w(pred(−i)) for
all −m ≤ i ≤ m − 1. Clearly, w∗∗ = w and Aut(Q) = C2 if and only if w∗ = w.
The following lemma will be used extensively throughout our proofs:
Lemma 4.1. Let i and j be integers with −m ≤ i, j ≤ m− 1. Suppose that Ai has
a connected Ext quiver. If Ai ∼= Aj, then there exists an isomorphism ψ : Ai → Aj
such that ψ(Q0) = Q0. If ψ(ℓ) = −ℓ for all ℓ ∈ Q0, then Aut(Q) = C2.
Proof. Let ψ′ : Ai → Aj be any k-algebra isomorphism. Since Q0 is a complete set
of primitive orthogonal idempotents for both Ai and Aj , ψ
′(Q0) is a complete set
of primitive orthogonal idempotents for Aj . Since Inn(Aj) acts transitively on such
sets, there exists a ιu ∈ Inn(Aj) such that ιuψ′(Q0) = ψ(Q0). Setting ψ = ιu ◦ ψ′
demonstrates the first claim. For the second, suppose that ψ(ℓ) = −ℓ for all
ℓ ∈ Q0. Then for all ℓ 6= i, Proposition 3.3 implies dimk ℓJ(B)/J(B)2 succ(ℓ) =
dimk ℓJ(Ai)/J(Ai)
2 succ(ℓ) = dimk(−ℓ)J(Aj)/J(Aj)2 pred(−ℓ). But w(ℓ) = +1 if
and only if dimk ℓJ(B)/J(B)
2 succ(ℓ) = 1. But Q is a tree: since −ℓ is adjacent to
pred(−ℓ) in Q and J(Aj) ⊂ J(B), the equality dimk(−ℓ)J(Aj)/J(Aj)2 pred(−ℓ) =
1 implies pred(−ℓ)J(B)/J(B)2(−ℓ) = 0 and w(pred(−ℓ)) = −1. In other words,
for all ℓ 6= i we have w(ℓ) = −w(pred(−ℓ)). Suppose by way of contradiction that
w(i) = w(pred(−i)). Without loss of generality we may assume w(i) = +1. Then
Proposition 3.3 and the assumption that Ai has a connected Ext quiver together
imply that at least one of the two conditions must hold:
(1) pred(i) exists and w(pred(i)) = +1, or
(2) succ2(i) exists and w(succ2(i)) = +1.
Suppose that the first condition holds. Then by Corollary 2.2 (3), αpred(i)αi ∈ J(Ai)
and the vector space pred(i)J(Ai) succ(i) is non-zero. Therefore, the vector space
succ(−i)J(Aj) pred(−i) is non-zero as well. But note that since Q is a type A
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Dynkin quiver, succ(−i)J(Aj) pred(−i) = succ(i)J(B)(−i)J(B) pred(−i). But
then in particular (−i)J(B) pred(−i) 6= 0, which holds if and only if we have
pred(−i)J(B)(−i) = 0. In turn, this holds if and only if w(pred(−i)) = −1, a
contradiction. So we must have w(i) = −w(pred(−i)). If the second condition
holds, a similar argument allows us to conclude again that w(i) = −w(pred(−i)).
But then we must have w∗ = w and hence Aut(Q) = C2. 
To prove the main theorem, we prove it separately for maximal subalgebras of
split type and separable type. For split type, we use Proposition 3.3 to distin-
guish three essential cases, depending on the form of the Ext quiver of Ai. If
wpred(i)wiwsucc(i) = (+1)(+1)(+1) or (−1)(−1)(−1), then the Ext quiver will con-
tain a commutative square:
 ,
where the two middle vertices are i and succ(i). In all other cases, Ai will be
hereditary. Again, Proposition 3.3 implies that the underlying graph of the Ext
quiver of Ai has the form:
−m pred(i)
· · ·
i
succ(i) succ2(i)
· · ·
m
,
Figure 2.
where for i = −m we take this graph to only include the edges to the right of i, for
i = m−1 we delete the section containing succ2(i), and where dotted lines indicate
that an edge may or may not be present. By the connectivity hypothesis, both dot-
ted edges cannot be absent. Note that A−m+1 and Am−2 may themselves be path
algebras over type A Dynkin quivers, say if w−mw−m+1w−m+2 = (+1)(+1)(−1).
This will be our second case. Otherwise, this graph will necessarily contain a triva-
lent vertex, and a unique leaf adjacent to this trivalent vertex. This will be our
third and final case.
We now prove our first case, where Ai is a non-hereditary algebra:
Lemma 4.2. Let Q and B be as before. Let A be a non-hereditary maximal subal-
gebra of split type whose Ext quiver is connected. Then Iso(A,B) = Autk(B) ·A.
Proof. Suppose first −m ≤ i ≤ −1 and that Ai is not hereditary. Then i > −m
and wpred(i)wiwsucc(i) = (+1)(+1)(+1) or (−1)(−1)(−1). By inspecting the full
sub-quiver from −m to pred(i) and the full sub-quiver from succ2(i) to m, we
conclude that Ai ∼= Aj implies either j = i or j = −i − 1. If Ai ∼= A−i−1,
use Lemma 4.1 to find an isomorphism ψ : Ai → A−i−1 such that ψ(Q0) = Q0
and dimk(uJ(Ai)/J(Ai)
2v) = dimk(ψ(u)J(A−i−1)/J(A−i−1)
2ψ(v)) for all u, v ∈
Q0. In other words, we may assume without loss of generality that ψ induces an
automorphism of the underlying quivers of Ai and A−i−1. But then we must have
ψ(m) = −m, ψ(pred(i)) = succ(−i), and ψ(succ2(i)) = pred(−i − 1). This forces
ψ(ℓ) = −ℓ for all ℓ ∈ Q0, so that again by Lemma 4.1 we have Aut(Q) = C2.
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In this case, the non-identity automorphism of Q sends Ai to A−i−1. Therefore,
Autk(B) · Ai = Autk(B) · A−i−1 and so Iso(Ai, B) = Autk(B) · Ai. Otherwise
Ai 6∼= A−i−1, and again Iso(Ai, B) = Autk(B) · Ai. The i > −1 case follows from
replacing w with w∗ and repeating the argument above. 
We now prove our second case, where Ai is hereditary but does not contain a
trivalent vertex. We note again that this forces i ∈ {−m+ 1,m− 2}.
Lemma 4.3. Let Q and B be as before, and let A = A−m+1 or Am−2. Suppose
that A is hereditary, that the Ext quiver of A is connected, and that it does not
contain a trivalent vertex. Then Iso(A,B) = Autk(B) ·A.
Proof. It suffices to prove the claim for A−m+1. Without loss of generality, we
may assume that w−m+1 = +1. For 1 ≤ m ≤ 3 the claim can be verified through
straightforward, but tedious computations. So we will assume m > 3 throughout.
By hypothesis, we must have w−mw−m+1w−m+2 = (+1)(+1)(−1). From Proposi-
tion 3.3, the Ext quiver of A−m+1 is a type A Dynkin quiver, whose valence-1 ver-
tices are −m+1 andm. The binary word associated to this quiver, choosing −m+1
to be the left-most vertex, is then simply u = (−1)(+1)(−1)w−m+3 · · ·wm−1. The
only other i for which Ai can have a type A Dynkin quiver as its Ext quiver is
i = m − 2. Therefore, we have an inclusion Iso(A−m+1, B) ⊂ Inn(B) · A−m+1 ∪
Inn(B) ·Am−2. We claim that this inclusion is an equality if and only if Aut(Q) =
C2. If it is not an equality then A−m+1 6∼= Am−2, and so in particular Aut(Q) = 1.
But then Iso(A,B) = Inn(B) · A = Autk(B) · A, and the claim of the lemma is
true in this case. So, suppose instead that Am−2 ∼= A. Then −m and m − 1 are
the leaves in the quiver of Am−2. Comparing the full subquivers of Am−2 and
A on {−m,−m + 1,−m + 2,−m + 3}, we find that no isomorphism A → Am−2
can carry −m + 1 to −m. But then this implies that we can find an isomor-
phism ψ : A → Am−2 which permutes Q0 and carries −m + 1 to m − 1. This
forces ψ(j) = −j for all j ∈ Q0. By Lemma 4.1 we have Aut(Q) = C2. In
this case the non-identity element of Aut(Q), carries A−m+1 to Am−2, and so
Iso(A,B) = Autk(B) · A in this case as well. 
Now it only remains to prove the hereditary trivalent case. We break the proof
into the cases where |Q0| is even or odd. For the next lemma, let i be chosen such
that −m ≤ i ≤ m−1. Then according to Figure 2, exactly one of the dotted arrows
must represent an arrow in the quiver of Ai. We refer to Ai as Li if the arrow from
pred(i) to succ(i) is present, and Ri if the arrow from i to succ
2(i) is present. For
brevity, we write Ai = Li if the former holds, and Ai = Ri if the latter holds. In
either case, there is a unique trivalent vertex in the quiver of Ai, and a unique
univalent vertex adjacent to it. We refer to this univalent vertex as the root of
the quiver. We call the smallest connected full subquiver containing this univalent
vertex and −m as the left path. Similarly, the smallest connected full subquiver
containing the univalent vertex and m is called the right path. Note that the left
path and right path are just type A Dynkin quivers. The length of the left/right
path is just the number of arrows in it.
Lemma 4.4. Let G and B be as before. Let A be a hereditary maximal subalgebra
of split type, whose Ext quiver is connected and contains a trivalent vertex. Then
Iso(A,B) = Autk(B) · A.
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Proof. Case 1: Suppose that n is even. Then in particular, succ(−1) = 1. We
start by showing that for any i and j with −m ≤ i, j ≤ −1 and i 6= j, Ai 6∼= Aj .
To see this, first note that for such i, the length of the left path in Li is i + m,
and the length of the right path is m− i − 1. Similarly, length of the left path in
Ri is m + i + 2, and the length of the right path is m + i − 2. In particular, the
difference between the lengths of the left and right paths in Li is odd, whereas the
difference between the left and right paths in Ri is even. It follows that if either
Ai = Li and Aj = Rj , or Ai = Ri and Aj = Rj , then Ai 6∼= Aj . Furthermore,
Li 6∼= Lj , since for i 6= j, the corresponding sets of left and right path lengths are
disjoint. It follows that if Ai ∼= Aj for i, j ≤ −1, then necessarily Ai = Ri and
Aj = Rj . In fact, by inspection of path lengths, the only possibility is m ≥ 3 and
{i, j} = {−1,−3}. Without loss of generality, we may assume that w−1 = (+1).
Then necessarily w−2w−1w1 = (−1)(+1)(+1), so that 1 is the root of A−1 and it is
a source in the quiver of A−1. Since A−3 = R−3 and w−2 = −1, we must also have
w−3 = −1. But then −2 is the root of A−3, and it is a sink in its quiver. This is a
contradiction, and so A−1 6∼= A−3.
The above argument implies that if −m ≤ i ≤ −1 and j is chosen such that
Ai ∼= Aj , then j ≥ 1. Note that if j ≥ 1, then the lengths of the left and right
paths of Lj have an even difference, whereas they have an odd difference in Rj .
Comparing path lengths, we find the following:
(1) If i ∈ {−1,−3} and Ai = Ri, then Ai ∼= Aj implies Aj = Lj and j ∈
{−1, 2}.
(2) If i 6∈ {−1,−3} and Ai = Ri, then Ai ∼= Aj implies Aj = L−i−1.
(3) If Ai = Li, then Ai ∼= Aj implies Aj = Rpred(−i).
We have already shown that A−1 6∼= A−3. Similar computations show that if the
root ofR−1 (resp. R−2) is a source, then the root of L2 (resp. L1) is a sink, and vice-
versa. We conclude R−1 6∼= L2 and R−2 6∼= L1. The remaining cases from statements
(1)-(3) can be rephrased as follows: for all i, either Iso(Ai, B) = Inn(B) · Ai or
Iso(Ai, B) = Inn(B) · Ai ∪ Inn(B) · Apred(−i). If Iso(Ai, B) = Inn(B) · Ai, there is
nothing to show. So suppose i 6= pred(−i) and Ai ∼= Apred(−i), for some negative
integer i. In particular i 6= −1, and if i = −2 we may assume A−2 = L−2. Note that
this implies that the left path of Ai must have a shorter length than the right path,
whereas the left path of A−i−1 must have a longer length that its right path. Since
any isomorphism Ai → A−i−1 permuting Q0 must send the trivalent vertex (resp.
root) of Ai to the trivalent vertex (resp. root) of A−i−1, it follows that such an
isomorphism satisfies j 7→ −j for all j ∈ Q0. By Lemma 4.1 we have Aut(Q) = C2,
a contradiction (since n is even). Hence Iso(Ai, B) = Inn(B) · Ai, as we wished to
show.
Case 2: Suppose that n is odd. Then Q0 is just the interval [−m,m] of Z. Let
i be chosen such that −m ≤ i ≤ −1. The the left path of Li has length i+m, and
the right path has length m−i+1. The left path of Ri has length m+i+2, and the
right path has length m− i− 1. As before, we want to start by showing that if j is
any number between −m and −1 with i 6= j, then Ai 6∼= Aj . Suppose that Ai = Li.
Then by comparing path sizes, we see that if Ai ∼= Aj , then Aj = Ri−2. Without
loss of generality, we may assume wi = +1. Then wi−1wiwi+1 = (+1)(+1)(−1).
But since Ai−2 = Ri−2, we must have wi−2 = +1 as well. But then the root of Ai
is i, which is a sink, whereas the root of Ai−2 is i − 1, which is a source. This is
a contradiction, and so Ai 6∼= Aj if Ai = Li. Otherwise Ai = Ri. If Ai ∼= Aj and
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Aj = Lj we are in the previous case, so assume Aj = Rj as well. By comparing path
lengths, we find that the only possibility is {i, j} = {−1,−2}. Suppose without loss
of generality that w−1 = +1. Then since A−1 = R−1 and is connected hereditary,
we must have w−2w−1w0 = (−1)(+1)(+1). But then A−2 6= R−2, since A−2 = R−2
requires w−2 and w−1 to have the same sign. Hence R−1 6∼= R−2, and it follows
that for all −m ≤ i, j ≤ −1, Ai 6∼= Aj .
Now we show that if Ai ∼= Aj for j ≥ 0, then j = −i− 1 and Aut(Q) = C2. Sup-
pose first that Ai = Li. Then the other algebras Aj for j ≥ 0 which have the same
set of path lengths as Ai are R−i−1 and L−i+1. We first show that Li 6∼= L−i+1.
Without loss of generality, we let wi = +1. The root of Li is i, and the right path
has a larger length than the left path. Treating the right path as a type A Dynkin
quiver starting at i, its associated binary word is (−1)(+1)wi+1 · · ·wm−1. Now, the
larger path in L−i+1 is the left path, and its root is vertex−i+1. Since the root of Li
is a sink, −i+1 must be a sink too. This forces w−iw−i+1w−i+2 = (+1)(+1)(−1).
Treating the left path of L−i+1 as a type A Dynkin quiver starting at −i+1, its asso-
ciated binary word is (−1)(−w−i−1) · · · (−w−m). If Li ∼= L−i+1, then we must have
(−1)(+1)wi+1 · · ·wm−1 = (−1)(−w−i−1) · · · (−w−m). In particular, w−i−1 = −1
and for all i + 1 ≤ j ≤ m − 1, we have wj = −w−(j+1). But then setting j = −i
we find +1 = w−i = −w−(−i+1) = −wi−1 = −(+1) = −1, a contradiction. So Li 6∼=
L−i+1, as we wished to show. Hence, we assume Li ∼= R−i−1. Since the root of Li is
a sink, it must be a sink in R−i−1 as well. This implies that if we start at the root,
the longer path in R−i−1 has binary word (−1)(+1)(−1)(−w−i−2) · · ·w−m. There-
fore, we have (−1)(+1)(−w−i−2) · · · (−w−m) = (−1)(+1)(wi+1) · · ·wm−1. This
implies that wj = −w−(j+1) for i+1 ≤ j ≤ m−1. Similarly, the binary word for the
short path inR−i−1 is w−iw−i+1 · · ·wm−1, whereas it is (−wi−1)(−wi−2) · · · (−w−m)
for Li. Hence, wj = −w−(j+1) for −m ≤ j ≤ i−1. But wi = +1 by hypothesis, and
w−i−1 = −1 since R−i−1 is a subalgebra of B isomorphic to Li. In other words,
w∗ = w, and Aut(Q) = C2.
This shows that if Ai ∼= Aj for j ≥ 0, then j = −i − 1 and Aut(Q) = C2 for
the Ai = Li case. Note that by replacing w by w
∗ if necessary, it only remains
to consider the case when Ai = Ri and Aj = Rj . By comparison of path lengths,
Aj = R−i−3. Note that we may assume i ≤ −3, for otherwise this reduces to a case
that has been previously discussed. Comparing the binary words for the longer
paths in Ri and R−i−3, we see wi+1 · · ·wm−1 = (+1)(−1)(−w−i−4) · · · (−w−m).
Therefore, wj = −w−(j+1) for i+3 ≤ j ≤ m−1. Since i ≤ −3, i+3 ≤ 0 and so this
suffices to show that w∗ = w. But since wi = +1 and Ai = Ri, wi+1 = +1. Since
we also assume A−i−3 = R−i−3 ∼= Ri, comparison of roots yields w−i−2 = +1.
But then wi+1 6= −w−(i+1+1), and so w
∗ 6= w. This contradiction shows that
Ri 6∼= R−i−3.
Putting this all together, we see that if Ai ∼= Aj , then j = −i− 1 and Aut(Q) =
C2. But in this case Ai and A−i−1 lie in the same Autk(B)-orbit, and so the lemma
is proved. 
Lemmas 4.3, 4.2, and 4.4 combine to prove the following proposition:
Proposition 4.5. Let Q and B be as before. If A ⊂ B is a maximal subalgebra of
split type, and the Ext quiver of A is connected, then Iso(A,B) = Autk(B) ·A.
To finish the proof of Theorem 1.1, we need to show that Iso(Ai,j , B) = Autk(B)·
Ai,j for all i and j. If i < j, then Proposition 3.1 asserts that the underlying graph
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of the Ext quiver of Ai,j looks as follows:
−m
· · ·
pred(i) i + j succ(j)
· · ·
m
,
Figure 3.
where if i = −m (resp. j = m) we delete the subgraph including pred(i) and all
vertices to its left (resp. succ(j) and all vertices to its right). Examining the paths
from −m to i+ j and i+ j to m, we see Iso(Ai,j , B) ⊂ Autk(B) ·Ai,j ∪Autk(B) ·
A−i,−j . In particular, Iso(Ai,j , B) = Autk(B) · Ai,j if i = −j, and so without loss
of generality we may replace the i < j assumption by the assumption that |i| < |j|
throughout (allowing now for the possibility that i ≥ j). If Aut(Q) = C2, then the
unique non-identity automorphism of Q extends to an automorphism of B which
sends vi 7→ v−i, vj 7→ v−j . Therefore Iso(Ai,j , B) = Autk(B) · Ai,j in this case as
well, and so we may also assume Aut(Q) = 1.
Under these assumptions, we will be done if we can show Ai,j 6∼= A−i,−j for the
remaining cases. In other words, we must prove the following lemma:
Lemma 4.6. Under the assumptions above, Ai,j 6∼= A−i,−j .
Again we break this up into two arguments, depending on whether n is even or
odd. First suppose that Q has n = 2m vertices. Note that if i, j ≤ −1 or i, j ≥ 1,
then Ai,j 6∼= A−i,−j by examination of the edge between v−1 and v1 in the quivers
of Ai,j and A−i,−j . Therefore, Iso(Ai,j , B) = Inn(B) · Ai,j in this case. Hence,
we may assume without loss of generality that −m ≤ i ≤ −1 < 1 ≤ j ≤ m,
so that combined with our reductions above, we have 1 ≤ −i < j ≤ m. Write
w = w1 · w2 · w3 · w4 · w5, where the wi are defined as follows (see Figure 4):
(1) w1 is the binary word from v−m to v−j ,
(2) w2 is the binary word from v−j to vi,
(3) w3 is the binary word from vi to v−i,
(4) w4 is the binary word from v−i to vj , and
(5) w5 is the binary word from vj to vm.
−m
· · ·
w1 −j w2 i+ j
w3
−i
w4
· · ·
w5 m
,
Figure 4.
ISOCLASSES DETERMINED BY AUTOMORPHISMS 15
Proof (Even Case). Suppose there was an isomorphism Ai,j ∼= A−i,−j by way
of contradiction. Then the quivers of Ai,j and A−i,−j must be isomorphic. Since
|i| < |j|, this can only be true if the following three conditions hold:
(1) w1 = (w5)
∗,
(2) w2 = (w4)
∗, and
(3) either w3 · w4 = w
∗
3 · w
∗
2 or w3 · w4 = (w
∗
3 · w
∗
2)
∗ = w2 · w3.
If w3 · w4 = w
∗
3 · w
∗
2, then by applying condition (2) and cancelling w4 from both
sides, w3 = w
∗
3. Then w
∗ = (w1 · w2 · w3 · w4 · w5)
∗ = w∗5 · w
∗
4 · w
∗
3 · w
∗
2 · w
∗
1 =
w1 · w2 · w3 · w4 · w5 = w, a contradiction. Hence, w3 · w
∗
2 = w2 · w3.
Case 1: Suppose that the length of w2 is less than or equal to the length of w3.
Then since w3 ·w
∗
2 = w2 ·w3, we may write w2 = ǫ1 · · · ǫd, w3 = ǫ1 · · · ǫdǫd+1 · · · ǫd+f ,
where each ǫa ∈ {±1}. Then
(1) (ǫ1 · · · ǫdǫd+1 · · · ǫd+f )(−ǫd) · · · (−ǫ1) = (ǫ1 · · · ǫd)(ǫ1 · · · ǫdǫd+1 · · · ǫd+f ).
Suppose that d > f . Then by comparing terms, we have ǫd+a = ǫa for all
1 ≤ a ≤ f and ǫf+b = −ǫd−b+1 for all 1 ≤ b ≤ d. Since d+ f is odd, (d+ f + 1)/2
is a natural number, and f < d implies that (d + f + 1)/2 ≤ d. Now, d − b + 1 =
(d + f + 1)/2 precisely when b = (d − f + 1)/2. Then ǫf+b = −ǫd−b+1 yields
ǫ(d+f+1)/2 = −ǫ(d+f+1)/2 for this value of b, a contradiction. Note that d 6= f since
d+ f is odd, and so the only remaining possibility is that d < f . After cancelling
the ǫ1 · · · ǫd term from both sides, we find that
(2) ǫd+1 · · · ǫd+f(−ǫd) · · · (−ǫ1) = (ǫ1 · · · ǫf )(ǫf+1 · · · ǫd+f ).
For 1 ≤ a ≤ f , define q = q(a) to be the largest non-negative integer such that
dq + a ≤ f . Now, comparing terms on the left-hand-side and the right-hand-side
of the above equation, we see ǫa = . . . = ǫdq+a = ǫd(q+1)+a. Since d(q+ 1)+ a > f ,
it follows that ǫd(q+1)+a = −ǫd+f+1−(d(q+1)+a) = −ǫf−qd−a+1 = −ǫf−(dq+a−1).
Notice that q = ⌊ f−ad ⌋. If we can choose a such that a = f − (dq + a− 1), we will
have the desired contradiction.
Sub-Case 1(a): Say that f is odd. Then d is even, and for all s, (f −ds+1)/2 is
an integer. Define r to be the largest positive integer such that dr + 1 ≤ f . Then
f < d(r+1)+ 1 < d(r+2)+ 1. Let a = (f − dr+1)/2. It is clear that a ≤ f . The
inequality dr+1 ≤ f < d(r+2)+1 can be re-arranged to say that r ≤
f− f−rd+1
2
d <
r+1. In other words, ⌊ f−ad ⌋ = r. But a = f − dr− a+1 = f − d⌊
f−a
d ⌋ − a+ 1 by
definition, and we have found a choice of a which works.
Sub-Case 1(b): Say that f is even. Then d is odd, and for all odd s, (f−sd+1)/2
is an integer. Let r be the same as in Sub-Case 1(a). If r is odd, then again a = (f−
rd+1)/2 works. Otherwise r is even, so that r−1 is odd and a = (f−d(r−1)+1)/2 is
an integer. Notice that d(r−1)+1 ≤ f < d((r−1)+2)+1, so that ⌊ f−ad ⌋ = r. Now,
for this choice of a, we have a = f − d(r − 1)− a+ 1 = (f − d⌊ f−ad ⌋ − a+ 1) + d.
But since r ≥ 2, d(r − 1) + a − 1 ≥ 0 and f − d(r − 1) − a + 1 ≤ f . Hence,
−ǫf−(dr+a−1) = −ǫf−(dr+a−1)+d = −ǫf−(d(r−1)+a−1), and we obtain our desired
contradiction. The proof of Case 1 is now complete.
Case 2: Suppose that the length of w2 is greater than or equal to the length of
w3. Note that they cannot be equal, for otherwise w3 · w
∗
2 = w2 · w3 would imply
w3 = w2, and hence w
∗
3 = w3, a contradiction. So then, we may write w3 = ǫ1 · · · ǫd
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and w2 = ǫ1 · · · ǫdǫd+1 · · · ǫd+f , for some d, f > 0. As before, d 6= f . Hence, our
equation reads
(3) ǫ1 · · · ǫd(−ǫd+f) · · · (−ǫd+1)(−ǫd) · · · (−ǫ1) = ǫ1 · · · ǫdǫd+1 · · · ǫd+fǫ1 · · · ǫd.
Comparing the last d-terms on both sides of this equation, we conclude that ǫa =
−ǫd−a+1, for 1 ≤ a ≤ d. Now, d is odd, so (d+ 1)/2 is an integer ≤ d. Therefore,
for a = (d+ 1)/2 we have ǫ(d+1)/2 = −ǫd−(d+1)/2+1 = −ǫ(2d−d−1+2)/2 = −ǫ(d+1)/2,
a contradiction. 
The remaining case left to consider is when Q has n = 2m+ 1 vertices, m ≥ 1.
Again, we assume Aut(Q) = 1 and |i| < |j|. If i, j ≤ 0 or i, j ≥ 0 and Ai,j ∼= A−i,−j ,
then inspection of the long path in Figure 3 implies that w(ℓ) = −w(pred(−ℓ)) for
either −m ≤ ℓ ≤ 0 or 0 ≤ ℓ ≤ m − 1. In either case we conclude w∗ = w,
contradicting the triviality of Aut(Q). So we can assume i < 0 and 0 ≤ j in
addition to |i| < |j|. Then we can decompose w into w = w1 · w2 · w3 · w4 · w5 as
in Figure 4. Under the assumptions that Ai,j ∼= A−i,−j and n is odd, the length of
w3 must be even, and w3 · w
∗
2 = w2 · w3.
With this modified setup, we can now finish the proof of Lemma 4.6:
Proof (Odd Case). Case 1: Say that the length of w3 is greater than the length
of w2. Write w2 = ǫ1 · · · ǫd and w3 = ǫ1 · · · ǫdǫd+1 · · · ǫd+f . Again, we find that
equation (2) holds, and so ǫd+a = ǫa for 1 ≤ a ≤ f and ǫf+b = −ǫd−b+1 for
1 ≤ b ≤ d.
Sub-Case 1(a): Suppose that f ≤ d. If d and f are both odd, then a = (f +1)/2
is an integer ≤ f . Since d + a ≥ f + a > f , we have ǫa = ǫd+a = ǫf+(d+a−f) =
−ǫd−(d+a−f)+1 = −ǫf−a+1. But for this choice of a, a = f − a + 1, and we arrive
at a contradiction. So we may assume that d and f are both even. Applying the
same logic, we find that for all a ≤ f , we have a sequence of equalities: ǫa =
ǫd+a = −ǫf−a+1 = −ǫd+f−a+1 = ǫa. Since f and d are both even, {a, d+ a}∩ {f −
a + 1, d + f − a + 1} = ∅. The equalities ǫa = −ǫd+f−a+1 and ǫd+a = −ǫf−a+1
are equivalent to the statement that w∗3 = w3, which contradicts our hypotheses.
Hence, the f ≤ d case is complete.
Sub-Case 1(b): Suppose that f > d. For any a ≤ f , define q = q(a) to be
the largest non-negative integer such that dq + a ≤ f . Then ǫa = . . . = ǫdq+a =
ǫd(q+1)+a = −ǫf−(dq+a−1). If f and d are odd, then define r to be the largest
positive integer such that dr + 1 ≤ f . If r is even, then a = (f − dr + 1)/2 is
an integer ≤ f which satisfies ⌊ f−ad ⌋ = r and i = f − dr + a − 1. This implies
ǫa = −ǫa as before. Otherwise r is odd. Then a = (f − d(r − 1) + 1)/2 satisfies
⌊ f−ad ⌋ = r, f − d(r − 1)− a+ 1 ≤ f , and a = (f − dr − a + 1) + d, which implies
ǫa = −ǫf−d(r−1)−a+1 = −ǫa as before. It remains to consider the case that f
and d are even. Then we have ǫa = . . . = ǫdq+a = ǫd(q+1)+a = −ǫf−(dq+a−1) =
. . . = −ǫf−a+1 = −ǫd+f−a+1 for all 1 ≤ a ≤ f , so ǫa = −ǫd+f−(a−1). Finally,
for each 1 ≤ a ≤ d, there is a unique f < s ≤ f + d with s ≡ a (mod d). But
then, s = d(q + 1) + a, and the equality ǫd(q+1)+a = −ǫf−(dq+a−1) tells us that
ǫb = −ǫd+f−(b−1) for all 1 ≤ b ≤ f + d. This implies w3 = w
∗
3, contrary to our
assumption that Aut(Q) = 1. Hence, the f > d case is complete.
Case 2: Say that the length of w3 is less than or equal to the length of w2. As
before, ℓ(w3) 6= ℓ(w2), so we may assume ℓ(w3) < ℓ(w2). Write w3 = ǫ1 · · · ǫd and
w2 = ǫ1 · · · ǫdǫd+1 · · · ǫf . As before, equation (3) holds. If d is odd, repeat the same
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argument given for the even-vertices case. Otherwise d is even, and so the equation
ǫa = −ǫd−a+1 for 1 ≤ a ≤ d tells us w∗3 = w3, contrary to our hypotheses. 
Lemma 4.6 immediately implies the following:
Proposition 4.7. Let A ⊂ B be a connected maximal subalgebra of separable type,
where B = kQ and Q is a type A Dynkin quiver. Then Iso(A,B) = Autk(B) · A.
Finally, Propositions 4.5 and 4.7 combine to yield Theorem 1.1.
We end with an example to show that the connectedness hypothesis is necessary:
Example 4.8. We note that the conclusion of Theorem 1.1 is false if A has a
disconnected Ext quiver. For instance, suppose that Q is the type A4 Dynkin quiver
v−2 v−1 v1 v2 .
Then Autk(B) = Inn(B) and Iso(A−2, B) = Inn(B) ·A−2 ∪ Inn(B) ·A1. Of course,
A−2 and A1 lie in different Inn(B)-orbits, since their Jacobson radicals are distinct.
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