Many clustering algorithms have been used in diverse fields. When we need to group given data set into clusters, many clustering algorithms based on similarity or distance measures are considered. Most clustering works have been based on hierarchical and non-hierarchical clustering algorithms. Generally, for the clustering works, researchers have used clustering algorithms case by case from these algorithms. Also they have to determine proper clustering methods subjectively by their prior knowledge. In this paper, to solve the subjective problem of clustering we make empirical comparisons of popular clustering algorithms which are hierarchical and non hierarchical techniques using Silhouette measure. We use silhouette information to evaluate the clustering results such as the number of clusters and cluster variance. We verify our comparison study by experimental results using data sets from UCI machine learning repository. Therefore we are able to use efficient and objective clustering algorithms.
Introduction
We have used many clustering algorithms in diverse data mining fields [1] . These algorithms are based on statistical methods which are depended on distance or similarity [2] . Also machine learning algorithms such as K-means clustering and SOM(self organizing maps) have been used in clustering [3] . We have to select one from many algorithms for clustering works. In given training data, most researchers have to select proper clustering algorithms by their prior knowledge [1] , [2] . This determination may be not objective but subjective. In general, the performance of the clustering result is depended on the selected algorithms. So we have to determine good algorithm for the data set. To overcome the subjective problem of the clustering, we need objective selection of the clustering algorithm [4] , [5] . In this paper, using Silhouette measure, we do empirical comparisons among popular clustering algorithms by experiments using UCI machine learning repository [6] . Silhouette measure is a visualization for partitioning methods [7] . Until now, the Silhouette based clustering studies have not been used widely. In our research, we can do objective clustering by Silhouette value and width. By our experiments using data sets from UCI machine learning repository, we show comparison results of objective clustering based on the Silhouette information. We wish our study is a beginning of the wide usage of the Silhouette measure.
Related Works

Compared clustering algorithms
Many clustering algorithms have been used in diverse data mining works. In this paper, we consider the algorithms as two methods, hierarchical and non-hierarchical clustering [1] , [8] .
gi={gi1, gi2, …, gin} and gk={gk1, gk2, …, gkm} are clusters, and n is smaller than m. Then gi is a sub group of gk. Hierarchical clustering algorithm is performed by their inclusion of clusters, gi, gk, …, gr (gi ⊃ gk ⊃ … gr). In general hierarchical clustering has two clustering methods which are agglomerative and divisive. The agglomerative clustering is a grouping method from small clusters. The other way, the divisive clustering is a grouping method from large clusters. That is, the agglomerative hierarchical clustering method is a bottom-up approach. Also the divisive hierarchical clustering method is a top-down approach. The following figure shows the agglomerative and divisive hierarchical clustering methods [8] .
Fig. 1 Hierarchical clustering
In our experiments, we use single, complete, average, median, centroid, and ward as the agglomerative linkages of distance. Also DIANA(divisive analysis) is used for divisive hierarchical clustering [1] . Another clustering approach is nonhierarchical method in this paper. 
Silhouette coefficient for optimal clustering
The silhouette measure has been used in clustering validation as a Silhouette coefficient [1] . The coefficient is based on the cohesion and separation of individual points and clusters [2] , [7] . We can compute the Silhouette width as the following s(i) [9] .
In the above, a(i) is average distance between i and all other instances of the cluster to which i belongs. To define b(i), we let k into all other clusters. And we set d(i, k) as average distance between i with all instances of k. The smallest d(i, k) is defined as b(i). Instances with large Silhouette are good clustered and a small s(i) is represented the bad clustered of instances. In this paper, we evaluate the result by Silhouette information.
Empirical Comparisons of Clustering Algorithms using Silhouette Information
Cluster analysis has been used to establish maximally differentiable groups of instances from a large data set of instances [10] , [11] . The instances within a group are similar across a set of variables. We standardize the data for empirical comparisons in this paper. Also we classify the clustering algorithms into the following figure for our experiments.
Fig. 2 Clustering algorithms
General clustering algorithms are classified into statistical methods and machine learning algorithms. The algorithms depended on statistics are consisted of hierarchical clustering and non-hierarchical clustering methods. Hierarchical clustering produces families of clusters that contain clusters that have similar instances. Also, the clustering method has several ways to determine linkage or joining clusters such as single, complete, average, median, centroid and Ward. These are divided by the distance measures. Non-hierarchical clustering produces discrete or overlapping clusters. Also, the non-hierarchical clustering does not merge clusters in a stepwise fashion instead, searches for the nearest separation into k groups among all objects. The K-means clustering algorithm is one of the simplest examples of non-hierarchical clustering. The distance measures of K-means clustering are Euclidean and Mahalanobis. PAM(portioning around methods) is another version of K-means clustering algorithm. This uses median instead of mean in K-means clustering. The PAM has been used many clustering works. So, we consider it in our empirical study. Machine learning has diverse clustering algorithms. From them, we consider fuzzy clustering and CLARA(clustering large application) [12] . These have been used as popular clustering algorithms in machine learning. Fuzzy clustering clusters data using fuzzy set which has membership functions of weights. The CLARA is a samplingbased clustering algorithm to cluster large data set. Of course, we can consider more algorithms than the clustering algorithms of this paper. But we propose not comparison results of all clustering algorithm but comparison process of the clustering algorithms by Silhouette information. So any other clustering algorithms can be compared by our approach. The following steps show our process for empirical comparison of the clustering algorithms by Silhouette information. We find appropriate number of clusters of given data by Silhouette width(Step2, Step3, and Step4). Also we can select the proper clustering algorithm for given data by the Silhouette information(Step5 and Step6). Although we make experiments about some clustering algorithms for verifying our study in next section, it is possible to extend above steps to comparison of all clustering algorithms.
Experiments and Results
To make experiments for our empirical comparisons, we use the data sets of UCI machine learning repository. The following table shows the information of the data. In our experiments, we make an effort to verify empirical comparisons of popular clustering algorithms using Silhouette information. Also to compute the silhouette value, we use the cluster package based on R-project [9] , [13] . The following figure is the Silhouette result of Iris data by cluster Package. In the above figure, we know the numbers of clusters of given data is 3. All 150 instances are assigned to clusters C1, C2, and C3. C1 has 50 instances and its Silhouette value is 0.80. C2 and C3 are represented same to C1. The average Silhouette value of three clusters is 0.55. We can get the best clustering result when the Silhouette width has maximum value. First we compute average Silhouette values of Breast cancer according to traditional clustering algorithms.
Form above result, we can select the proper clustering algorithm for Breast Cancer Wisconsin as CLARA. Its Silhouette value is the largest in the competitive eleven algorithms. So we are able to expect good clustering result by CLARA in the Breast Cancer Wisconsin data. Next table shows the Silhouette result of Diabetes data. The recommended clustering algorithm is determined as hierarchical-single linkage algorithm from above result. So we can select the single-linkage hierarchical clustering algorithm when we do clustering analysis about Diabetes data. We also compute the Silhouette value of Image Segmentation. The result is shown in the following. By the Silhouette value we can recommend the appropriate clustering algorithm for Image Segmentation data as hierarchical centroid-agglomerative clustering algorithm. In this result we find the values of centroid and median clustering methods are very close. So we conclude the median hierarchical clustering also can be recommended for Image Segmentation. Next Iris data set is very popular in the data mining fields. We compute its Silhouette value in the following tables. We find the proper algorithm for Iris data clustering as CLARA. Finally we make an experiment of Vehicle data. For the clustering Vehicle data, we can use centroid hierarchical clustering algorithm. In the table, the negative value, -0.0589(single) represents the clustering result is worse than original data. So it is insignificant.
The assessment of the clustering results cannot help but depend on the subjective knowledge of each application [14] . That is, there is not a correct answer of the clustering [14] , [15] . But we need objective approaches to improve the assessment of clustering results. In this paper, we consider the proper determination of the number of clusters as one of the approaches. The objective selection of the number has been needed in the clustering [16] . We know the Silhouette value is a proper method for determining the number of clusters. So in this research, we did empirical comparisons of the method. Finally we compare the Silhouette value with popular criteria for selecting the number of clusters. AIC(Akaike's information criterion) and BIC(Bayesian information criterion) have been used for determining the number of clusters [16] , [17] , [18] . Generally the researchers can select the number of clusters with the minimum values of AIC or BIC measures. We make experiments by three simulation data sets. They are generated from mixture Gaussian distribution with different mean and standard deviation(s.d.). The following table shows the simulated data. In the above table, each simulation data set has 3 mixture Gaussian distributions according to different mean and standard deviation. So the number of clusters of each data set is 3. Also simulation 1, 2, and 3 data sets have 2 attributes and 500 instances respectively. We show the scatter plot of these data sets in the following figures. We compare the Silhouette value with AIC and BIC according to the distances of 3 clusters. The number of clusters is 3 with minimum values of AIC and BIC. Also the Silhouette has maximum value when the number is 3. So, all measures show proper results. Next we consider these measures when three clusters are closer. The following figure shows the plot of the three clusters. The BIC and Silhouette select the proper number of clusters. But the AIC does not find the proper number. In the experiment of simulation 2 data, the AIC has minimum value 200.66 when the number of clusters is 11. We consider some instances of each cluster are overlapping in the next simulation 3 data. Therefore we know the performance of Silhouette is better than AIC and BIC. When the instances of clusters are overlapping, we can expect to use the Silhouette measure for determining the number of clusters.
Conclusions and Future Works
In this paper, we showed comparison results of objective clustering using the Silhouette measure. Traditional clustering algorithms have needed the subjective knowledge to researchers for selecting the number of clusters. But the Silhouette algorithm does not demand this subjective information from the users. In spite of its clustering performance, the Silhouette measure has not been used extensively. In the experimental results using data sets from UCI machine learning repository, we verified empirical comparisons of popular clustering algorithms using Silhouette information. Our research was not all comparisons of all clustering algorithms. But we wish this paper is a commencement of the wide usage of the Silhouette information for objective clustering. This is the contribution of our paper. For our future works, we will apply Silhouette measure into unsupervised neural networks models like SOM for objective clustering.
