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Inspired by thermodynamic integration, we propose a method for the calculation of time-independent free
energy profiles from history-dependent biased simulations via Mean Force Integration (MFI). MFI circumvents
the need for computing the ensemble average of the bias acting on the system c(t), and can be applied to
different variants of metadynamics. Moreover, MFI naturally extends to aggregate information obtained from
independent metadynamics simulations, allowing to converge free energy surfaces from swarms of independent
simulations without the need to sample recrossing events in a single continuous trajectory. We validate MFI
against one and two-dimensional analytical potentials and by computing the conformational free energy
landscape of ibuprofen in the bulk of its most common crystal phase.
I. INTRODUCTION
A number of enhanced sampling molecular simulation
methods are aimed at computing free energy surfaces
(FES) as a function of low-dimensional sets of collec-
tive variables (CVs). A strategy common to several of
these methods is the introduction of an artificial bias
potential which perturbs the Hamiltonian of the sys-
tem, enhances the sampling of rare transitions, and fa-
cilitates the exploration of high energy regions of phase
space.1–8. Metadynamics9 is a method that implements
this concept by introducing a history-dependent bias po-
tential, iteratively updated as a sum of Gaussian con-
tributions defined in the space of CVs. As discussed in
the original publications7,8 and in several reviews on the
topic9–11, the FES recovered from the the metadynam-
ics bias potential cannot be considered inherently time-
independent. The time-dependence of a FES computed
from metadynamics is captured by the work performed
by the metadynamics algorithm12, usually indicated as
the time-dependent constant c(t) = 〈V (s, t)〉8,12,13. A
popular approach at the calculation of time-independent
free energy landscapes from time-dependent metady-
namics simulations has been introduced by Tiwary and
Parrinello12, who proposed an explicit expression for
c(t), particularly suited to the analysis of well-tempered
metadynamics8 calculations.
Here we propose a different approach to tackle this
problem, based on the observation that while promot-
ing the exploration of phase space, metadynamics probes
the gradient of the free energy hypersurface projected in
CV space. By analysing metadynamics simulations from
this perspective we propose a method for the calculation
of free energy surfaces through mean force integration
(MFI). MFI is applicable to different variants of metady-
namics, and provides a framework to consistently patch
together the sampling obtained from independent simu-
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lations, enabling an efficient use of independent replicas.
In this paper we discuss the MFI method, we validate it
against model potentials and by computing the confor-
mational free energy landscape of ibuprofen in the bulk
of its crystal phase.
II. THEORY
The free energy profile along a suitably defined set of
collective variables s(R), function of the atomic coordi-
nates R, can be expressed as:
F (s) = −β−1 ln p(s) (1)
where β = (kBT )
−1, and p(s) is the equilibrium proba-
bility density projected on s. Under the effect of a per-
turbation of the system’s Hamiltonian introduced by the
bias potential V (s), the unperturbed free energy profile
F (s) is14:
F (s) = −β−1 ln pb(s)− V (s)− 〈V (s)〉u (2)
Where pb(s) represents the equilibrium probability den-
sity under the effect of the bias potential V (s), and
〈V (s)〉u is the ensemble average of the bias in the un-
perturbed ensemble:
〈V (s)〉u = β−1 ln
∫
Ω
e−βF (s)+βV (s)ds∫
Ω
e−βF (s)ds
(3)
It should be noted that Eq. 2 provides an implicit
expression for F (s), which appears on the right hand
side within 〈V (s)〉u. In Eq. 2 the term 〈V (s)〉u is non-
local, i.e. it contributes to the absolute value of F (s),
but the ensemble average operation makes it indepen-
dent with respect to s. The calculation of this term
is essential in Umbrella Sampling (US)15, for estimating
free energy profiles from multiple biased simulations that
sample different regions of s. The estimate of this term
in US simulations is commonly carried out iteratively
via the Weighted Histogram Analysis Method (WHAM)
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2algorithm16,17. In the context of adaptive enhanced sam-
pling methods such as metadynamics, in which the bias
potential changes in time according to the sampling his-
tory of the system, i.e. V (s, t), the term 〈V (s)〉u is a
function of time and corresponds to the constant c(t)
for which an explicit formulation has been proposed by
Tiwary and Parrinello12. Here we propose MFI as an al-
ternative approach which does not require the explicitly
calculation of c(t) to obtain a time-independent estimate
of F (s).
In order to introduce the method we shall begin by
noting that in metadynamics the bias potential V (s, t) is
evolved discretely in time, through updates performed at
regular time intervals of length τ .
Between two consecutive updates of the bias potential,
performed at times t and t+ τ , the system evolves under
the effect of the stationary bias Vt(s) and samples the
biased probability density pbt(s). The estimate of p
b
t(s)
obtained during the sampling time τ is typically localised
in a small subregion of s, moreover in different iterations
of the bias update algorithm, the perturbation of the
Hamiltonian introduced by the biasing potential Vt(s) is
different. Hence, in order to reconstruct a global free
energy surface F (s) from Eq. 2, the term 〈Vt(s)〉u is
necessary and has to be evaluated at every update of the
bias potential.
In this work we approach this problem taking inspira-
tion from the Umbrella Integration (UI) method18. In
UI, instead straightforwardly applying Eq. 2, the esti-
mate of the non-local term 〈V (s)〉u is circumvented by
computing the mean force in CV space, ∇F (s). The free
energy surface F (s) is then obtained by numerical inte-
gration of the mean force.
In order to gradually introduce complexity, in the fol-
lowing section we shall outline the details of the method
for a 1D CV space. We then discuss the generalisation
to CV spaces of higher dimensionality, and finally we
outline how MFI provides the means to consistently
merge sampling obtained from independent simulations
into a single estimate of the free energy surface.
Mean Force Integration in 1D CV spaces For the sake
of clarity, let us begin by considering a simple case in
which s is a monodimensional CV space. The free energy
profile gradient is written as:
dFt(s)
ds
= −dβ
−1 ln pbt(s)
ds
− dVt(s)
ds
(4)
where dFt(s)ds is the mean force in CV space obtained
from the sampling performed in the time interval [t; t+τ ],
the term dVt(s)ds is the derivative of the bias potential up-
dated at time t, which is stationary during the time inter-
val [t; t+ τ ]. Finally, the term
dβ−1 ln pbt(s)
ds corresponds to
the mean force in s under the effect of the bias potential
Vt(s), sampled during the time interval [t; t+τ ]. It should
be noted that the term dVt(s)ds is accumulated from all the
updates of the bias potential performed up to time t. On
the contrary, the term associated with pbt(s) is estimated
after every iterative update of the bias potential.
During a metadynamics simulation the bias is updated
frequently, usually through thousands of iterations. Each
update of the bias potential will yield a mean force es-
timate dFt(s)ds . Following the approach proposed in Um-
brella Integration, the average mean force realization at
time t is estimated as:〈
dFt(s)
ds
〉
t
=
∑t
t′=1 p
b
t′(s)
dFt′ (s)
ds∑t
t′=1 p
b
t′(s)
(5)
From
〈dFt(s)
ds
〉
t
a time-independent estimate of F (s)
is obtained through numerical integration. It should be
noted also that we indicate with 〈...〉t the estimate at
time t of the mean force in s, however 〈dFt(s)ds 〉t is an
inherently time-independent quantity.
In order to apply Eq. 5, in the following section we
derive an analytical expression for the terms dVt(s)ds and
dβ−1 ln pbt(s)
ds .
The former can be straightforwardly computed as the
derivative of the sum of Gaussians accumulated up to
time t:
dVt(s)
ds
=
t∑
t′=1
w0(s− st′)
σM 2
exp
[
−1
2
(s− st′)2
σM 2
]
(6)
where wt, and σM,t are the values of the Gaussian height
and width at time t, and st is the position in CV space
that corresponds to the central value of the Gaussian.
As demonstrated in the results section, this expression
holds regardless of the protocol followed to update Vt(s),
and is therefore applicable to any metadynamics variant
including standard MetaD (wt, and σM,t constant), WT-
metaD and TTmetaD19(wt, updated at every iteration,
σM,t constant), and adaptive Gaussians metaD
20(σM,t
updated at every iteration).
In order to express the term
dβ−1 ln pbt(s)
ds in a general
form, we estimate the biased probability density sampled
in the time interval [t; t+τ ], pbt(s) through kernel density.
Using Gaussian kernels pbt(s) takes the form:
pbt(s) =
1
nτh
√
2pi
t+τ∑
t′=t
exp
[
− (s− st′)
2
2h2
]
(7)
where nτ is the number of frames sampled in the time
interval [t; t + τ ], h is the kernel bandwidth, si is the
instantaneous value of s. Thus, the mean force contribu-
tion associated with the biased probability density term
is:
dβ−1 ln pbt(s)
ds
=
∑t+τ
t′=t
s−st′
h2 exp
[
− (s−st′ )22h2
]
∑t+τ
t′=t exp
[
− (s−st′ )22h2
] (8)
We note that in order to apply MFI to metadynam-
ics we need to significantly depart from the hypothesis
3of Kastner in Umbrella Integration, i.e. of pbt(s) being
a mono-modal probability density, normally distributed
around the average value of s. This hypothesis holds for
the Umbrella Sampling protocol, where the bias poten-
tial confines sampling in a specific region of s, localised
around a certain target position. However it breaks down
in the case of metadynamics, where each repulsive Gaus-
sian contribution tends to push the system away from
its center. This yields biased distributions that are far
from being mono-modal, even on the short timescale of
τ , which can nevertheless be faithfully captured by Eq.
7.
Combining Eq. 4-8 we obtain an analytic expression
for the mean force in s:
〈
dFt(s)
ds
〉
t
=
1∑t
t′=1 p
b
t′(s)
 t∑
t′=1
t′+τ∑
t′′=t′
s− st′′
β nτh3
√
2pi
exp
(
− (s− st′′)
2
2h2
)
+
t∑
t′=1
pbt′(s)
dVt′(s)
ds
 (9)
A graphical scheme representing the calculation proce-
dure for the update of the mean force through Eq. 9 is
reported in Fig. 1. It should be noted that, while the sec-
ond term of Eq. 9 depends on the specific bias protocol,
the first term is generally valid for any history-dependent
biasing protocol based on discrete iterative updates of the
bias potential. By numerically integrating
〈dFt(s)
ds
〉
t
one
can obtain a time-independent estimate of the free energy
surface F (s). In the long time limit pbt(s) approaches
the limit distribution associated with the chosen sam-
pling method. In the case of standard metadynamics, in
the long time limit the biased distribution becomes flat,
and the term
dβ−1 ln pbt(s)
ds → 0, thus recovering the stan-
dard estimator of the free energy F (s) = −V (s) + C.
If needed, by using the integrated profile F (s) in Eq. 3
one can compute the non-local time dependent constant
c(t) = 〈V (s, t)〉u and perform on-the-fly reweighting for
additional variables function of the system’s coordinates
O(R) as:
〈(R)〉u = 〈O(R) exp [βVt(s)− β〈Vt(s)〉u]〉t (10)
where, following the notation of Ref.12, with angular
brackets on the right-hand side we indicate an average
over the biased simulation. In contrast to the approach
of Tiwary and Parrinello we do not invoke any assump-
tion on the bias evolution, and Eq. 10 is valid for any
biasing protocol, as long as the bias is updated at discrete
time intervals of length τ that enable the local estimate
of pbt(s) under the effect of a stationary bias Vt(s).
Generalization to a d-dimensional free energy surface
The result obtained for the monodimensional case can
be straightforwardly generalised to the calculation of an
arbitrary-dimensional free energy hypersurface s, where
Eq. 4 becomes21:
∇Ft(s) = −β−1∇ln pbt(s)−∇Vt(s) (11)
In this case, the d-dimensional biased probability dis-
tribution pbt(s) sampled in the time interval τ can be
obtained with a multivariate kernel density estimation.
Using multivariate Gaussian kernels pbt(s) takes the form:
pbt(s) =
1
nτ (2pi)
d/2 |h|1/d
×
×
t+τ∑
t′=t
exp
[
−1
2
(s− st′)ᵀ h−2 (s− st′)
]
(12)
where d is the dimensionality of the CV space s, h
is the variance/covariance matrix of the multivariate
Gaussian kernel, and |h| is the determinant of the vari-
ance/covariance matrix. For the typical case of d=2,
and diagonal h we have that |h|1/d = √h1h2, and
(s− st′)ᵀ h−2 (s− st′) =
∑2
i=1
(
si−si,t′
hi
)2
where h1 and
h2 are the bivariate Gaussian kernel bandwidths in di-
mensions 1 and 2 respectively.
In a d-dimensional metadynamics simulation the bias
Vt(s) is represented as the sum of multivariate Gaussian
contributions in d dimensions. It should be noted that
while in standard and well-tempered metadynamics the
variance/covariance matrix is kept constant, in the case
of adaptive Gaussians metaD, the variance/covariance
matrix of the multidimensional Gaussian kernels is not
diagonal and its terms are adaptively estimated based
on sampling.
III. RESULTS AND DISCUSSION
In this section we assess the accuracy of MFI by com-
puting the free energy surface in the case of one and
two dimensional model potentials. After that we demon-
strate, for the case of ibuprofen conformational isomerism
in its crystal bulk, how MFI enables the efficient and ac-
curate calculation of free energy surfaces by patching the
sampling in CV space obtained from independent simu-
lations that do not contain recrossing events.
4FIG. 1. A graphical representation of the MFI algorithm. At instants of time t0, t1, ..., tn the bias is updated with the addition
of a new Gaussian. The perturbative force dV
ds
is therefore consistently updated at every time step t0, t1, ..., tn. In the interval
of time τ , the total thermodynamic force, active under perturbation is estimated from direct sampling of the biased probability
density, obtained under the effect of bias Vt(s). At the end of the interval τ , the unperturbed mean force for the time interval
ti + τ is estimated, and the total mean force estimate is updated.
Model Potentials
1D double well. In order to quantify the accuracy
and the convergence rate of the free energy surface ob-
tained by MFI we start from a simple 1D double well
model potential. We perform Langevin dynamics, bi-
ased with different metadynamics variants, i.e. standard,
well-tempered, transition-tempered and adaptive Gaus-
sians. Details of the Langevin simulations protocol are
reported in the SI. In Fig.2 we report the results obtained
for standard metadynamics, and for adaptive Gaussians
metadynamics, i.e. resepctivley the slowest and fastest
converging cases examined in this work. Analogous re-
sults obtained for well-tempered and transition-tempered
simulations are reported in the SI. In the upper plot of
both panels a) and b), where the average error with re-
spect to the exact free energy profile, 〈F (s)− Fexact(s)〉,
is reported as a function of time it can be seen that the
convergence of the integration of the mean force proposed
here converges faster than the estimator of the free energy
based only on the bias potential for both the standard
and the adaptive metadynamics cases. A quick zoom into
the free energy profiles obtained at t1 and t2 (indicated
with dashed lines in Fig. 2a) and b) for both cases shows
that the estimate of the double-well obtained from the
integration of the mean force (solid red curve) provides
a more accurate estimate of the analytical double-well
FES (dashed blue line) than that obtained from the bias
potential (solid gray curve). In shaded red or gray is rep-
resented the position-dependent absolute error associated
to the integration or traditional estimates, showing that
the error in the case of the former is not just smaller but
also more evenly distributed in CV space. The analysis
of the results obtained for this simple test case reveals
that MFI provides ore accurate estimates of the model
FES at short times, and also that the quality of the FES
obtained by MFI is not heavily affected by choice of sam-
pling algorithm.
2D double well. In order to further demonstrate the
applicability of MFI to 2D surfaces and assess its sensi-
tivity to key parameters appearing in the definition of the
thermodynamic force expression reported in Eq. 11, we
perform Langevin dynamics simulations on a 2D double-
well model potential (Fexact(s) = −3s21 +s41−3s1s2 +s42).
In Fig. 3a) and c) we report the FES obtained with
MFI and compare it to the FES estimate obtained as
F (s) = −V (s) after the same simulation time. It can
be seen that, the FES obtained through MFI provides
a better representation of the exact analytical potential
given the same sampling. This is particularly evident
in the transition region between the two local minima.
In Fig. 3b) we show the time evolution of the mean
absolute error, showing that MFI converges faster than
the negative of the bias potential to the exact answer.
The reason for the faster convergence is that, similarly
to what happens to the method proposed by Tiwary et
5FIG. 2. Convergence analysis of MFI (red) against standard estimators of the free energy (grey) for a double well model
potential (Fexact(s) = −5s2 + s4). a) Analysis performed on a standard metadynamics simulation. b) Analysis performed on
an adaptive Gaussians metadynamics simulation. The same analysis has been performed with similar results on well-tempered
and transition-tempered metadynamics simulations, results related to these two cases are reported in the SI. In the top panel of
both a) and b) we report the average absolute error as a function of time, while in the bottom panel we report two realizations
of F (s) at time t1, and t2, with the position-dependent absolute error. From the top panel one can see that MFI provides both
overall faster convergence and improved estimates of the free energy barriers at short simulation times.
al., MFI provides an expression for the mean force that
holds for any time, and not only in the long time limit.
Hence realisations at short times, when the bias potential
deposited in the CV space between minima is scarce, are
already representative of the exact FES.
In Fig.3d-f), we conduct a systematic investigation of
the error associated to the parameters that can be freely
selected to inform Eq. 9. Such parameters are: i) the
bandwidth of the Gaussian kernels used to construct the
biased probability density pb(s) (Fig.3d), ii) the stride
used to extract data points from the system’s evolution to
build a kernel density estimator of pb(s) (Fig.3e), and iii)
the number of grid points used to numerically integrate
the mean force in CV space, and obtain an estimate of
the FES (Fig.3f).
In all cases the dependence of the error on parame-
ters is weak, with a mean absolute error of the order
of kBT over the entire of the parameter space investi-
gated. Nevertheless, the dependence of the error on each
of the three parameters is different. For instance, the
error dependence on the number of grid-points and on
M the stride display trends typical of numerical conver-
gence, in which the error decreases monotonically with
a smaller stride (i.e. more data points) and a finer grid
used for numerical integration. The error dependence on
the bandwidth used to estimate pb(s) instead displays
a non-monotonic behaviour, which for the 2D Langevin
simulation has a minimum for a bandwidth comprised
between 0.1 and 0.2. This range corresponds to half of
the mean fluctuation of the CV in the time interval τ ,
that separates successive updates of the metadynamics
potential. This observation confirms the validity of the
heuristics typically implemented in the selection of the
Gaussian width in setting up a metadynamics simulation
also in defining a sensible bandwidth for the calculation
of the FES through MFI.
Patching independent metadynamics simulations: the
case of ibuprofen. In order to demonstrate the effective-
ness of MFI in making the most of the sampling carried
out by independent simulations we compute the FES as-
sociated with ibuprofen conformational rearrangements
in the crystal bulk. Ibuprofen is a small organic molecule
consisting of a phenyl ring with two para-substituents
and a chiral centre.
In a recent work22, we have demonstrated how, unlike
in solution, when ibuprofen is embedded in the crystal
bulk its conformational rearrangement is restricted and
the escape from its crystallographic conformational state
is a rare event with an associated timescale of around 100
ns.
In this work we compute the free energy landscape as-
sociated to ibuprofen in the crystal bulk by performing
a series of independent metadynamics simulations ini-
tialised in each of its conformational states. Simulations
6FIG. 3. (a-c) Convergence analysis of MFI against the standard estimators of the free energy for a standard metadynamics
simulation for a 2D, double well model potential (Fexact(s) = −3s21 + s41 − 3s1s2 + s42). In panel b the average absolute error is
reported as a function of the number of bias potential updates, for the low energy region F (s)exact < 10 kBT . In the top and
bottom panels (a and c) we compare the estimates of F (s) computed with MFI and as F (s) = −V (s) at two different times
(t1 and t2). It can be seen that MFI provides a faster convergence of the FES estimate. (d-f) Analysis of the error associated
to parameters that can be freely set in Eq. 9. (d) Error dependence on the kernel bandwidth h used to define pb(s) (f) Error
dependence on the stride used to extract data-points used to define pb(s) (g) Error dependence on the number of gridpoints
used to numerically integrate the mean force estimated through Eq. 9.
are stopped once a prescribed crossing event is observed.
The sets of simulations, together with their initial and
final configuration, and average duration are reported in
Tab. I.
TABLE I. Simulation sets used for the calculation of the FES
of ibuprofen conformational isomerism using MFI
Set Initial state Final State Average Length
[ns]
1 c1 any other 1.7
2 c2 any other 0.05
3 c3 any other 0.013
4 c4 any other 0.015
5 c5 any other 0.05
6 c6 any other 0.0008
7 c1 c4,c5 or c6 15
8 c4 c1,c2 or c3 0.13
9 c5 c1,c2 or c3 0.05
10 c6 c1,c2 or c3 0.009
In order to compute the sampling error associated to
MFI we divide the simulations in six groups, each con-
taining five randomly selected simulations from every
set reported in Tab. I. In Fig. 4a) the FES (blue to
red colormap) obtained by averaging the results of each
group is reported. The FES is represented in the space
of two torsional angles. A global one, s1, which de-
scribes the rearrangement of the para-substituents of the
phenyl ring, and a local one, s2, capturing the rotation
of the methyl groups within the isobutanyl substituent22.
Starting from the crystallographic conformer, c1, the ro-
tation of the local torsional angle generates isomers c2
and c3. Rotation along the global torsional angle in each
of the conformers c1, c2 and c3 results in respectively
conformers c4, c5 and c6 as shown in Fig. 3 in the SI.
In Fig. 4a) we also report, as a term of comparison, the
isocontours of a reference FES obtained with standard
post-processing of a 120 ns long WTmetaD simulation
7FIG. 4. a) FES (blue to red colourmap) of ibuprofen conformational rearrangement in the crystal bulk recovered with MFI from
independent simulations. Isocontours (blue dashed line) represent the free energy profile obtained from a 120 ns WTmetaD
simulation reported in SI. b) The position-dependent error of the FES reported in a). c) CV space explored using simulation
sets 1 to 6 as shown in Tab. I d) CV space explored using simulation set 1 to 10 as reported in Tab. I
performed as reported in the SI. The position-dependent
standard error in the FES computed with MFI is gener-
ally rather small, as shown in Fig. 4b), with a maximum
of 0.5 kJ/mol and an average of ∼ 0.1 kJ/mol in the
region of interest (∆F < 45 kJ/mol).
We note that the transition pathways between states
need to be sufficiently sampled for an accurate represen-
tation of the free energy difference between them. In Fig.
4c) we show the sampling region achieved when using
simulation sets 1 to 6, which correspond to simulations
that are stopped as soon as another stable conformer is
reached. On the plot each set is represented in a differ-
ent colour to signify the different starting configuration.
These sets of simulations allow an accurate reconstruc-
tion of the free energy profile for the CV space occu-
pied by conformers c1, c2 and c3 as the sampling in the
channels between them is sufficient to connect the corre-
sponding regions of the free energy, but are insufficient
to generate the full FES accurately. By including sets 7
to 10 the sampling in the transition channels c2 ⇐⇒ c4
and c5 ⇐⇒ c1 is improved by forcing a cross over along
the s1 direction at shown in In Fig. 4d) yielding a fully
converged FES.
By employing MFI we have successfully reconstructed
an accurate FES associated with the conformational re-
arrangement of ibuprofen in the crystal bulk from inde-
pendent simulations without recrossings. MFI proves to
be a powerful tool in obtaining free energy profiles with-
out the need of sampling recrossing transitions along the
same, continuous trajectory.
IV. CONCLUSIONS
In this work we have introduced MFI as a method for
the calculation of time-independent free energy surfaces
from history dependent metadynamics simulations. In-
spired by Umbrella integration, MFI is based on the ana-
lytic evaluation of the mean force in CV space, and does
not require the explicit calculation of the ensemble av-
erage of the deposited bias 〈V (s)〉. MFI is applicable
to any history dependent biasing schedule, provided that
the bias is updated in discrete time steps, separated by
a time interval τ . We have shown that MFI provides ac-
curate estimates of analytical free energy profiles in one
and two dimensions, and demonstrated its applicability
to the calculation of a free energy surface from swarms of
independent metadynamics trajectories without recross-
ing. We envisage the application of MFI as particularly
convenient in situations in which a wealth of trajectories
is produced, i.e. in the case of infrequent metadynamics
calculations.
Supplementary Material
Convergence for 1D model potential in the case of Well
Tempered and Transition Tempered Metadynamics, de-
tails of the Langevin simulations in the one and two di-
mensional model potentials, additional information on
the Ibuprofen free energy landscape, including conver-
gence and error analysis.
8Acknowledgements
This work was financially supported by Pfizer, and by
the Engineering and Physical Sciences Research Coun-
cil (EPSRC) grant EP/R018820/1. We acknowledge the
Legion High Performance Computing Facility for access
to Legion@UCL and associated support services in the
completion of this work.
V. REFERENCES
1Christophe Chipot and Andrew Pohorille. Free energy calcula-
tions. Springer, 2007.
2Glenn M Torrie and John P Valleau. Nonphysical sampling dis-
tributions in monte carlo free-energy estimation: Umbrella sam-
pling. Journal of Computational Physics, 23(2):187–199, 1977.
3Simone Marsili, Alessandro Barducci, Riccardo Chelli, Piero Pro-
cacci, and Vincenzo Schettino. Self-healing umbrella sampling:
a non-equilibrium approach for quantitative free energy calcu-
lations. The Journal of Physical Chemistry B, 110(29):14011–
14013, 2006.
4Helmut Grubmu¨ller. Predicting slow structural transitions in
macromolecular systems: Conformational flooding. Physical Re-
view E, 52(3):2893, 1995.
5Arthur F Voter. Hyperdynamics: Accelerated molecular dynam-
ics of infrequent events. Physical Review Letters, 78(20):3908,
1997.
6Eric Darve and Andrew Pohorille. Calculating free energies using
average force. The Journal of Chemical Physics, 115(20):9169–
9183, 2001.
7Alessandro Laio and Michele Parrinello. Escaping free-energy
minima. Proceedings of the National Academy of Sciences of the
United States of America, 99(20):12562–6, oct 2002.
8Alessandro Barducci, Giovanni Bussi, and Michele Parrinello.
Well-Tempered Metadynamics: A Smoothly Converging and
Tunable Free-Energy Method. Physical Review Letters,
100(2):020603, jan 2008.
9Alessandro Barducci, Massimiliano Bonomi, and Michele Par-
rinello. Metadynamics. Wiley Interdisciplinary Reviews: Com-
putational Molecular Science, 1(5):826–843, sep 2011.
10Omar Valsson, Pratyush Tiwary, and Michele Parrinello. En-
hancing important fluctuations: Rare events and metadynamics
from a conceptual viewpoint. Annual review of physical chem-
istry, 67:159–184, 2016.
11Alessandro Laio and Francesco L Gervasio. Metadynamics: a
method to simulate rare events and reconstruct the free energy in
biophysics, chemistry and material science. Reports on Progress
in Physics, 71(12):126601, 2008.
12Pratyush Tiwary and Michele Parrinello. A Time-Independent
Free Energy Estimator for Metadynamics. The Journal of Phys-
ical Chemistry B, 119(3):736–742, jan 2015.
13Massimiliano Bonomi, Alessandro Barducci, and Michele Par-
rinello. Reconstructing the equilibrium boltzmann distribution
from well-tempered metadynamics. Journal of computational
chemistry, 30(11):1615–1621, 2009.
14Robert W. Zwanzig. HighTemperature Equation of State by a
Perturbation Method. I. Nonpolar Gases. The Journal of Chem-
ical Physics, 22(8):1420–1426, aug 1954.
15G.M. Torrie and J.P. Valleau. Nonphysical sampling distribu-
tions in Monte Carlo free-energy estimation: Umbrella sampling.
Journal of Computational Physics, 23(2):187–199, feb 1977.
16Benoˆıt Roux. The calculation of the potential of mean force
using computer simulations. Computer physics communications,
91(1-3):275–282, 1995.
17Shankar Kumar, John M Rosenberg, Djamal Bouzida, Robert H
Swendsen, and Peter A Kollman. The weighted histogram anal-
ysis method for free-energy calculations on biomolecules. i. the
method. Journal of computational chemistry, 13(8):1011–1021,
1992.
18Johannes Ka¨stner and Walter Thiel. Bridging the gap between
thermodynamic integration and umbrella sampling provides a
novel analysis method: Umbrella integration. The Journal of
Chemical Physics, 123(14):144104, oct 2005.
19James F. Dama, Grant Rotskoff, Michele Parrinello, and Gre-
gory A. Voth. Transition-Tempered Metadynamics: Robust,
Convergent Metadynamics via On-the-Fly Transition Barrier
Estimation. Journal of Chemical Theory and Computation,
10(9):3626–3633, sep 2014.
20Davide Branduardi, Giovanni Bussi, and Michele Parrinello.
Metadynamics with adaptive gaussians. Journal of chemical the-
ory and computation, 8(7):2247–2254, 2012.
21Johannes Ka¨stner. Umbrella integration in two or more reaction
coordinates. The Journal of Chemical Physics, 131(3):034109,
jul 2009.
22Veselina Marinova, Geoffrey P. F. Wood, Ivan Marziano, and
Matteo Salvalaglio. Dynamics and Thermodynamics of Ibupro-
fen Conformational Isomerism at the Crystal/Solution Interface.
Journal of Chemical Theory and Computation, 14(12):6484–
6494, dec 2018.
Time-independent free energies from metadynamics via Mean Force
Integration - Supplementary Material
Veselina Marinova1 and Matteo Salvalaglio1, a)
Thomas Young Centre and Department of Chemical Engineering, University College London, London WC1E 7JE,
UK.
(Dated: 8 August 2019)
CONVERGENCE 1D POTENTIAL
Fig.1 reports the accuracy and convergence rates of the 1D model potential obtained by MFI for Langevin dynamics
performed with WTmetaD and TTmetaD algorithms.
FIG. 1. Convergence analysis of MFI (red) against standard estimators of the free energy (grey) for a double well model
potential. Analysis performed on a well-tempered and transition-tempered metadynamics simulations.
MODEL POTENTIAL SIMULATIONS
In order to carry out simulations on model potentials we have use the pesmd code implemented in PLUMED2. In
the following we report examples of the input files.
plumed command
plumed pesmd --plumed ./plumed.dat < input
plumed.dat
p: DISTANCE ATOMS=1,2 COMPONENTS
ff: MATHEVAL ARG=p.x PERIODIC=NO FUNC=(-5*x^2+x^4)
bb: BIASVALUE ARG=ff
METAD ARG=p.x SIGMA=0.05 HEIGHT=0.1 PACE=500 LABEL=metad
PRINT FILE=position ARG=p.x
input
temperature 1
tstep 0.005
a)Electronic mail: m.salvalaglio@ucl.ac.uk
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ipos 1.33
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IBUPROFEN CONFORMATIONAL ISOMERISM IN THE CRYSTAL BULK
Setup
The conformational landscape of ibuprofen in the crystal bulk was recovered from MD simulations with the aid of
WTmetaD and the resulting FES was used as a reference in the validation of the MFI method. To this aim, two
collective variables, referred to as local and global torsional angles, describing the conformational flexibility of the
molecule were used as shown in Fig. 2. The conformational flexibility of the molecule in the crystal bulk is found
to be dominated by one conformer referred to as c1. Rotation of the local torsional angle generates conformational
isomers c2 and c3, while rotation along the global torsional angle of each of c1, c2 and c3 results in conformers c4,
c5 and c6 respectively. We refer to conformers c1, c2 and c3 as the trans conformers as the para-substituents of the
phenyl ring are on opposite sides with respect to the central axis of the molecule, while conformers c4, c5 and c6 form
the group of the cis ibuprofen conformers. In the crystal bulk conformer c6 of ibuprofen is a high energy state for
which the free energy region is not displayed, for more information please refer to Ref. 11 of the main text.
FIG. 2. a) Global torsional angle monitoring the position of the para- substituents of the phenyl ring with respect to the central
axis os the molecule (s1) b) Local torsional angle describing the inversion of the two methyl substituents in the isobutanyl
substituent (s2).
The parameters for the biasing protocol used to generate the reference FES are reported in Tab.I. The table also
includes the parameters used to generate the independent simulations of conformer transitions.
TABLE I. Parameters in WTmetaD simulations, used to obtain ibuprofen free energy surface in the crystal bulk and independent
conformational transitions.
Width Height Bias Factor Pace
[ rad ] [kBT ] [K] [steps]
FES 0.1 0.96 10 500
Ind 0.1 0.24 5 1500
3Conformational landscape from WTmetaD
FIG. 3. a) Free energy profile of the conformational landscape of ibuprofen in the crystal bulk recovered from WTmetaD. b)
Position-dependent error of the free energy reported in a)
In Fig. 3a) we report the free energy surface of the conformational landscape of ibuprofen obtained with WTmetaD
along with its associated position-dependent error Fig. 3b). The error was calculated by the generation of histograms
of the trajectory in CV space reweighted with respect to the total biasing potential applied to the system with the
WTmetaD protocol. The histograms were generated at an interval of 60 ns and the average standard error was
calculated to be 0.28 kJ/mol.
We apply MFI to reproduce the conformational free energy landscape of ibuprofen in its crystal bulk. In Fig. 4
we report the result obtained from MFI (panel a) and from the integration of the bias potential (panel b) after the
deposition of 2×104 Gaussians. To assess accuracy, we define as a reference Fref (s) the FES obtained after 120 ns
from WTmetaD. Fref (s) is overlaid to both MFI and total bias estimates as dashed blue isocontours. We report the
mean absolute error as a function of simulation time in Fig. 4c), showing that MFI displays a higher accuracy at
short times. Furthermore, in panel d), we report maps of the absolute error in CV space showing that, given the same
sampling time, MFI is more accurate than total bias in reproducing high free energy regions.
FIG. 4. a) Free energy surface obtained from MFI b)Free energy surface obtained from the integration of the bias potential.
Overlaid isocontours are the Fref (s) obtained from WTmetaD. c) Mean absolute error d) Absolute error in CV space
