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Abstract. This report presents a database of about 
		 graph invariants for de-
riving systematically necessary conditions from the graph properties based rep-
resentation of global constraints. This scheme is based on invariants on the graph
characteristics used in the description of a global constraint. A SICStus Prolog
implementation based on arithmetic and logical constraints as well as on indexi-
cals is available.
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1 Introduction
Adding necessary conditions to a constraint program has been recognized in the early
time of constraint programming [1] as a key point in order to enhance efficiency. How-
ever this was usually done manually after a careful analysis of the problem under con-
sideration or by identifying typical constraints patterns [2]. Beldiceanu presented in [3]
a systematic description of global constraints in terms of graph properties: among the
227 constraints of the catalog of global constraints [3], about 200 constraints are de-
scribed as a conjunction of graph properties where each graph property has the form
, where

is a graph characteristic,

is a comparison operator in   ,
and

a variable that ranges over a finite set of integers (a domain variable). Within
this context, this report presents a database of graph invariants: given a specification
of a constraint ! in terms of graph properties, we can automatically extract, from that
database, graph invariants that mention the graph characteristics used in the specifica-
tion of ! , and post these invariants as necessary conditions for the feasibility of ! .
2
Example 1. Consider the nvalue( " , # $%&%&%&$ #('  ) constraint [4], where " $ # $%&%)%&$ #(' are
domain variables. The nvalue constraint holds iff the number of distinct values assigned to the
variables in *,+ # $%)%&%&$ #('  is equal to " . It can been seen as enforcing the following graph
property: the number of strongly connected components of the intersection graph -/.0* $2143 ,
where 1 + 5#(6/7 * $ #98:7 *<; #(6 + #8  , is equal to " . From Bessière et al. [5] we have
the necessary condition =?>A@B@DCFE5GIHKJ(LNMAJNOIPGKQILSR T (see Turán [6]) relating the number of arcs=VUWX@ , the number of vertices =YVZ[W]\4Z[^ and the number of strongly connected compo-
nents =_>A@B@ of the intersection graph.
Using graph invariants is especially useful when a global constraint mentions more
than one graph property in its description. In this context, these graph properties involve
several graph characteristics that cannot vary independently.
Example 2. Consider again the nvalue constraint introduced in Example 1, and assume we
want to put a restriction on the minimum and the maximum number of occurrences (respec-
tively denoted by `aa and by `aa ) of each value that is effectively used. In terms of the inter-
section graph, this can be interpreted as putting a restriction on the number of vertices of its
strongly connected components. Let bdc= =?>A@B@ and beU^ =?>A@B@ respectively denote the
number of vertices of the smallest and the largest strongly connected components of the inter-
section graph. Our initial constraint on the minimum and maximum number of occurrences is
now expressed by bec= =?>A@/@fCd`
aga and beU ^ =?>h@B@ji `aa . We have recast our orig-
inal balanced assignment problem to the search of a digraph on which we restrict its number of
vertices =VYZkWk\4Z[^ 1, its number of strongly connected components =_>A@B@ , and the sizesbdc= =?>A@B@ and bdU^ =?>A@B@ of its smallest and largest strongly connected components.
By querying our database of invariants in order to extract those graph invariants that only men-
tion the four graph characteristics =VYZkWk\4Z[^ , =?>A@B@ , becg= =_>A@B@ and beU ^ =?>h@B@
we get the following invariants =VYZkW]\lZk^mionXp5qr.s	 $ =_>A@B@,teu 3[v beU^ =?>A@B@wbdc= =?>A@B@ and =VYZkW]\lZk^xCynXpqr.s	 $ =?>A@B@zt{u 3Nv becg= =?>A@B@|w?beU^ =?>A@/@ ,
which are necessary conditions for the balanced assignment constraint.
Section 2 recalls the graph-based representation of global constraints. Section 3
introduces graph invariants, while Section 4 presents the database of graph invariants.
The database and its }~~ graph invariants and their corresponding proofs is available
in Chapter  of [3]. Finally, Section 4 provides an evaluation of the approach on two
constraints, which mention various graph characteristics.
2 Graph-Based Representation of Global Constraint
This section summarizes the representation of global constraints as graph prop-
erties in [3] and illustrates this framework on the group [7] and the
change continuity [3] constraints, which will be used throughout this report.
They both correspond to timetabling constraints which allow for expressing conditions
on sliding sequences of consecutive working days of a given person.
1 In fact, =VYZkW]\lZk^ is fixed to the number of variables of the nvalue constraint.
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The graph-based representation. A global constraint ! is represented as an initial di-
graph XK,k : to each vertex in ] corresponds a variable involved in ! , while to
each arc  in l corresponds a binary constraint involving the variables at both extrem-
ities of  . To generate   from the parameters of ! , the set of arc generators described
in [3] is used. Figure 1 illustrates the most commonly used arc generators by depicting
the initial digraph generated from a sequence of four vertices. When all variables of !
are fixed, we remove from   all binary constraints that do not hold as well as isolated
vertices, i.e., vertices that are not extremities of an arc. This final digraph is denoted byX . ! is equivalent to a conjunction of graph properties which should be satisfied byX . Within the global constraint catalog [3], commonly used graph characteristics on
the final digraph   are:
– |{? and :// 4 denote the number of arcs and vertices,
– y and y denote the number of connected and strongly connected com-
ponents,
– ,5 y and ,: y (resp. ,5 y and ,: yK ) re-
spectively denote the number of vertices of the smallest and the largest connected
components (resp. the strongly connected components).
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Fig. 1. Examples of arc generators
Illustrative examples of the graph-based representation. We now define the group and
the change continuity constraints and present their links with the graph-based
description. Since they respectively use  and  graph characteristics these constraints
can potentially benefit from the use of graph invariants.
Example 3. The first six parameters of the group(NGROUP,MIN SIZE,MAX SIZE,
MIN DIST,MAX DIST,NVAL,VARIABLES,VALUES) constraint are domain variables,
while 95¡ ¡¢¤£ is a sequence of domain variables and 9 
¥9¢¤£ a finite set of integers. Let¦ denote the number of variables of the sequence 9
¡ ¡¢¤£ . Let § 6 $ § 6©¨  $%%%$ § 8 .ªuli¬«­i® i ¦ 3 be consecutive variables of the sequence 9¤¡ ¡¢£ such that all the following con-
ditions simultaneously apply: (1) All variables § 6 $%%%$ § 8 take their value in the set of values¡ ¥9¢¤£ , (2) «I+¯u or § 6±°  does not take a value in 9
 ¥9¢¤£ , (3) ® + ¦ or § 8¨  does not take a
value in 9
 ¥9¢¤£ . We call such a set of variables a group. The constraint group is fulfilled if all
the following conditions hold:
– There are exactly ²³
¤´5¥¡µ groups of variables,
– ¶² £9·
¢ and ¶9¡¸ £9




º and ¶9¡¸ ¹£º are the minimum and maximum number of variables between two
consecutive groups or between one border and one group,
– ²¡¡  is the number of variables that take their value in the set of values 9
 ¥9¢¤£ .»¼½¾¡¿ .0 $  $2À¤$ u $  $Á¤$Â 	 $ 	 $ u $Ã¤$ 	 $  $  $  $ÄÃÅg$  u $  $ÄÃ  3 holds since the sequenceÂ 	 $ 	 $ u $ÄÃ¤$ 	 $  $  $  $ÄÃÅ contains  groups Â u $ÄÃ¡Å and Â  $  $  $2Ã¡Å of non-zero values of size and À ,  groups Â 	 $ 	 Å and Â 	 Å of zeros, and Á non-zero values. The graph-based description
of the group constraint uses two graph constraints which respectively mention the graph
properties =?@/@Æ+Ç²³
¤´¥9µ , bec= =?@B@È+É¶¤5² £¡
·
¢ , beU ^ =?@B@È+É¶¡¡¸ £9
·
¢ ,=YVZ[W]\4Z[^Ê+<²¡9  and bdc= =?@B@Ë+Ì¶5² ¹£
º , beU^ =?@B@Ë+Ì¶9¡¸ ¹£
º . The
leftmost part of Figure 2 depicts the initial graph of well as the two final graphs associated to the
two graph constraints of the example given for the group constraint.
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Fig. 2. Initial (A) and final graphs (B,C) of »¡¼9½¾¡¿ .0 $  $2À$ u $  $Á$Â 	 $ 	 $ u $Ã$ 	 $  $  $  $ÄÃ¡Åg$ u $  $ÄÃ  3 . Initial (D) and final graphs (E,F) of ÍÎ¤ÏÐ »9Ñ Í ½ Ð¡Ò¤Ó5Ð ¾ Ó5Ò¡ÔÕ.0 $  $  $Ö$  $ÄÃ¤$gÖ9$ÄÃ¤$Â 	 $ 	 $ u $ÄÃ¤$ 	 $  $  $  $ÄÃÅg$9×+ 3 .
Example 4. The first eight parameters of the change continuity(NB PERIOD CHANGE,
NB PERIOD CONTINUITY,MIN SIZE CHANGE,MAX SIZE CHANGE,MIN SIZE CON-
TINUITY,MAX SIZE CONTINUITY,NB CHANGE,NB CONTINUITY,VARIABLES,CTR)
constraint are domain variables, while ¡ ¡¢¤£ is a sequence of domain variables and Øº

a binary constraint in
 + $¡×+ $ i $ÙÚ$ C $Û  . A change (resp. continuity) is defined by the fact
that constraint Øº
 holds (resp. does not hold) between two consecutive variables of the
sequence ¡ ¡¢¤£ . Let ¦ denote the number of variables of the sequence 9¤¡ ¡¢£ ,
and let § 6 $ § 6©¨  $%%%$ § 8 .ªuÜiÝ« Û ® i ¦ 3 be consecutive variables of the sequence¡ ¡¢¤£ . § 6 $ § 6Þ¨ $%%%$ § 8 corresponds to a period of change if §XßàØ
ºá§ß ¨  holds
for all â 7,ã « $ ® tduä , and if « +<u or § 6s°  Øº
å§ 6 does not hold, and if ® + ¦ teu or§ 8 Ø
ºæ§ 8g¨  does not hold. A period of continuity is defined in a similar way by considering
the negation of Øº . The constraint change continuity holds if and only if:
– ²¡ µ¡¢¡¤´¹ Ø
ç9²³¢ and ² µ¢¡´¹ Ø9´²¡º¤5²¥è5ºé are respectively equal to the number of
periods of change and of continuity,
– ¶² £9·
¢ Øç9²³





¢ are respectively equal to the number of variables
of the smallest and largest period of change,
– ¶² £9·
¢ Ø¡´²9º¤5²
¥èºé and ¶9¡¸ £9
·
¢ Ø9´²9º5²¥èº
é are respectively equal to the number




¢ and ²¡ Ø9´²9º5²¥èº
é are respectively equal to the total number of changes and
continuities.ÍÎ¤ÏÐ »9Ñ Í ½ Ð¡Ò¤Ó5Ð ¾ Ó5Ò¡ÔÕ.0 $  $  $gÖ$  $ÄÃ¤$gÖ9$ÄÃ¤$5Â 	 $ 	 $ u $ÄÃ¤$ 	 $  $  $  $ÃÅg$¡×+ 3 holds since the se-
quence Â 	 $ 	 $ u $ÄÃ$ 	 $  $  $  $Ã¡Å contains  periods of changes Â 	 $ u $Ã¤$ 	 $  Å and Â  $Ã¡Å
of minimum and maximum size  and Ö ,  periods of continuities Â 	 $ 	 Å and Â  $  $  Å
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of minimum and maximum size  and Ã . Finally, the total number of changes and
continuities are respectively equal to Ö and Ã . The graph-based description of the
change continuity(NB PERIOD CHANGE,NB PERIOD CONTINUITY,MIN SIZE -
CHANGE,MAX SIZE CHANGE,MIN SIZE CONTINUITY,MAX SIZE CONTINUITY,NB -
CHANGE,NB CONTINUITY,VARIABLES,CTR) constraint uses two graph constraints which
respectively mention the graph properties =_@B@ê+ë²¡ µ¡¢¡
´¹ Øç9²³












and =?@B@ + ²¡ µ¢¡´¹ Ø9´²¡º¤5²¥è5ºé , bec= =?@/@ + ¶5² £9·
¢ Ø¡´²9º¤5²
¥èºé ,bdU^ =?@B@ +ì¶9¸ £9·
¢ Ø9´²9º¤²¥èºé , =U WX@ +í²¡ Ø9´²¡º¤5²¥è5ºé . The rightmost
part of Figure 2 depicts the initial graph of well as the two final graphs associated to the two
graph constraints of the example given for the change continuity constraint.
3 Graph Invariants
Within the scope of the graph-based description this section introduces implied con-
straints which are systematically linked to the description of a global constraint:
– We then describe the different contexts where graph invariants can be used.
– Finally, we show how to get sharper graph invariants by taking advantage of the
structure of the global constraint under consideration.
Since no final digraph contains isolated vertices, the database of graph invariants con-
siders digraphs for which each vertex has at least one arc.
Context for Using Graph Invariants. They can be used in the following contexts:
– Quite often, it happens that one wants the final digraph to satisfy more than one
graph property. This was illustrated by the balanced assignment constraint (see Ex-
ample 2) as well as by the group and change continuity constraints. In this
context, these graph properties involve several graph characteristics which cannot
vary independently.
– Even if the description of a global constraint involves one single graph characteris-
tic  , we can introduce the number of vertices, î4BX/ , and the number of
arcs, |{? , of the final digraph. In this context, we can take advantage of graph
invariants linking  , |{? and :// 4 . This is in fact what was done for
the nvalue constraint in Example 1.
– It also happens that we enforce two graph constraints ïIð   and ïIð  , which have the
same initial digraph ï . In this context we consider the following situations:ñ Each arc of ï belongs to one of the final digraphs associated to ïòð   or
to ïIð  (but not to both). An example of such global constraints is the
change continuity constraint depicted by Example 4.ñ Each vertex of ï belongs to one of the final digraphs associated to ïIð   or
to ïIð  (but not to both). An example of such global constraint is the group
constraint depicted by Example 3.
In these situations the graph properties associated to the two graph constraints are
not independent. This will be illustrated by Example 12.
6
Graph Classes. By definition, a graph invariant has to hold for any final digraph. For
instance, we have the graph invariant |{?Ýó:/BX/  , which relates the
number of arcs and the number of vertices of any digraph. This invariant is sharp since
the equality is reached for a clique. However, by considering the structure of a final
digraph, we can get sharper invariants. For instance, if our final digraph is a subset of
an elementary path (e.g. we use the ôSõXöh÷ arc generator depicted by Figure 1) we have
that |{?De:/BX/ùøîú , which is a tighter bound of the maximum number of
arcs since î4BX/Døûúüd:// 4  . For this reason, we consider recurring
graph classes that show up for different global constraints. For a given global constraint,
a graph class specifies a general property which holds on all its final digraphs. In addi-
tion, we also consider graph constraints such that their final digraph is a subset of the
digraph generated by the arc generators depicted by Figure 1.
Example 5. We provide typical examples of graph classes and, for each of them, we point to
some global constraints that fit in that class:
– Ï9Í5Ô¤Íý9Ó¡Í : graph constraint for which the final digraph doesn’t have any circuit (e.g.
change [7], change continuity [3], common [3]).
– Ï ¿ Ï ¼ Ò¤ÓÒÓ ½ Ð : constraint defined by two graph constraints having the same initial digraph,
where each arc of the initial digraph belongs to one of the final digraphs (but not to both)
(e.g. change continuity [3]).
– þÓ ¿ Ï ¼ Ò¤Ó5Ò Ñ : graph constraint for which the final digraph is bipartite (e.g.
alldifferent on intersection [3], common [3]).
– Í ½ Ðÿ Ñ Í ¾ Ò¤Ó  Ñ ý ½¡½¿ ÿ Ï ¼9Ñ Í ½ ÐÐ Ñ ÍÒ Ñ : denotes the fact that the graph constraints of a
global constraint use only the 
	 and the  arc generators and that their final
digraphs do not contain consecutive vertices which have a loop and which are not connected
together by an arc (e.g. group [3]).
– Ñ
¾ Ó Ï¡ý Ñ ÐÍ Ñ : graph constraint for which the final digraph is reflexive, symmetric and tran-
sitive (e.g. balance [3], nvalue [5]).
– Ð ½ ý ½¡½5¿ : graph constraint for which the final digraph doesn’t have any loop (e.g.
change continuity [3], common [3]).
– ½ Ð Ñ ÿ ¾ Í¡Í : graph constraint for which all the vertices of the initial digraph belong to the
final digraph and for which all vertices of the final digraph have exactly one successor (e.g.
alldifferent [8], cycle [9], tree [10]).
– ÿÔ Ñ Ò ¼ Ó¡Í : graph constraint for which the final digraph is symmetric (e.g.
connect points [3]).
–   ¿ Ï ¼ Ò¤ÓÒÓ ½ Ð : constraint defined by two graph constraints having the same initial digraph,
where each vertex of the initial digraph belongs to one of the final digraphs (but not to both)
(e.g. group [3]).
4 The Database of Graph Invariants
This section introduces the database of graph invariants we have built so far. It first
provides a taxonomy of graph invariants and discusses their implementation. It then
presents the organisation of the database. Finally, it explains how to use the database in
order to automatically extract the relevant invariants for a given global constraint.
7
Taxonomy of Graph Invariants. Within the database of graph invariants we currently
have seven categories of graph invariants. These categories steem from the structure of
the formulae associated to the invariants.
I1. Invariants involving one single graph characteristics ! , restricting the initial set of
possible values of ! .
Example 6. When the final digraph does not contain any loops, we have that  v =?@B@Ëi=YVZ[W]\4Z[^ , where =VYZkWk\4Z[^ ! is the number of vertices of the initial digraph
and where =?@B@ is the number of connected components of the final digraph. This invariant
restricts the initial domain of =?@B@ to ")	 $ # GòHKJ(LNMAJNO%'&%'(%')+* ,.- .
I2. Invariants characterizing the lower bound (resp. upper bound) of a given graph
characteristics ! in terms of other graph characteristics !   ///5!0ò132Çú!  ! . They are defined as an inequality of the form !ë54­ !   ///5!0  (resp. ! 
4­ !   ///
!0  ), where 4­!   ///
!0r is a formula involving the graph characteristics!   ///5!0 .
Example 7. As illustrated by Figure 3, the invariant =U WX@àCæ=VYVZ[W]\lZk^åt # G76
RAR °  ,
can be interpreted as the minimum number of arcs =UW@ of a digraph according to a fixed num-
ber of vertices =VYZkW]\lZk^ and a fixed number of strongly connected components =?>A@B@ .
NSCC
2




Fig. 3. A digraph which achieves the minimum number of arcs according to a fixed num-
ber of strongly connected components as well as to a fixed number of vertices ( =?>A@B@ +8 $ =VYZkW]\lZk^å+du	 $ =VUWX@e+du	Út #9 , + 8 )
I3. Invariants defining, for a given graph characteristics ! , a forbidden interval of
values of the form : 4   !   ///
! 0 ;4  ! 0=<   ///!>B ? , where 4    !   ///! 0  and
4  ! 0=<   ///5!> are formulae involving graph characteristics distinct from ! . These
invariants usually come from a disjunction of the form !á@4    !   ///! 0 høzúAV!à
4  ! 0=<   ///5!>CB¯ú .
Example 8. Consider the invariant bec= =?@/@3D7 " # GIHKJ(LNMAJNO , w u $ =YVZ[W]\4Z[^tyu - ,
which specifies that the number of vertices bdc= =?@B@ of the smallest connected compo-
nent of a digraph does not belong to an interval defined according to the number of vertices=YVZ[W]\4Z[^ . This invariant stems from the following disjunction:
– On the one hand, if the digraph contains no more than one connected component, we have
that becg= =_@B@Cz=VYVZ[W]\lZk^ ,
– On the other hand, if the digraph contains at least two connected components, we have thatbecg= =?@B@æwybdc= =?@B@iz=VYZkW]\lZk^ .
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I4. Invariants of the form ! FEHGJIS4    !   ///5! 0 5K4   ! 0J<   ///5!L>g , where !
is a graph characteristics and 4    !   ///! 0  and 4   ! 0J<   ///!>/ are formulae in-
volving graph characteristics distinct from ! . These invariants usually come from a
disjunction of two invariants !,M4    !   ///5!0 NA!jO4   !0J<   ///
! >  .
Example 9. Consider the invariant beU^ =?@B@ i nXpqr.s=YVZ[W]\4Z[^ tbdc= =?@B@ $ bec= =?@B@ 3 , which restricts the maximum number of vertices bdU^ =?@B@
of the largest connected component according to the number of vertices in the smallest connected
component and to the number of vertices =VYZkW]\lZk^ . This invariant stems from the following
disjunction:
– On the one hand, if the digraph contains no more than one connected component, we have
that beU ^ =?@/@i bdc= =?@B@ ,
– On the other hand, if the digraph contains at least two connected components, we have that=VYZkWk\4Z[^ C¯becg= =?@B@dw bdU^ =?@B@ (i.e. beU ^ =_@B@Did=VYZkW]\lZk^àtbecg= =?@B@ ).
I5. Invariants described by an implication between two conditions. These invariants
have the form ðCP1CQ  OR ðNP1CQ  where ðCP1CQ   is a condition involving one or two
graph characteristics, and where ðNP1CQ  is either a condition involving one or two graph
characteristics, either an invariant of type I2 or I3.
Example 10. As an example, consider the invariant bec= =?@/@ ×+ûbeU ^ =_@B@ S =?@/@C , which depicts the fact that, if the number of vertices of the smallest connected component is
not equal to the size of the largest connected component, the number of connected components is
at least  .
I6. Invariants depicted by an equivalence between two given conditions where each
condition involves one single graph characteristics.
Example 11. beU^ =?@B@e+æ	TFbdc= =?@B@e+æ	 is an instance of such invariant.
I7. Invariants involving graph characteristics coming from more than one graph con-
straint.
Example 12. Ï ¿ Ï ¼ ÒÓÒ¤Ó ½ ÐVUXW$YZ []\=^y+_

	 ;C` =?@B@  t =_@B@  `Õiu 2 is an invariant
which can be applied when:
– As specified by Ï ¿ Ï ¼ Ò¤ÓÒ¤Ó ½ Ð , a global constraint is defined by two graph constraints having
the same initial digraph, where each arc of the initial digraph belongs to one of the final
digraphs (but not to both),
– All the graph constraints of a global constraint use only the arc generator 
	 .
This is in fact the situation of the change continuity constraint introduced in Example 4: in
this context, this invariant enforces the number of groups of changes ² Ø
ç¡²³
¢ and the number
of groups of continuities ²¡ Ø¡´²9º¤5²
¥èºé to differ by at most u .
2 =?@B@  and =?@B@  respectively denote the number of connected components of the final
digraph of a first graph constraint and the number of connected components of the final digraph
of a second graph constraint.
9
Each graph invariant has a precondition which defines its applicability. The pre-
condition consists of an, possibly empty, conjunction of elementary conditions which
characterize the graph class for which it can be applied. An elementary condition is
either one of the keywords abdceb=fghb , iNgja=k]lmglon , poq fhq]qJj , q=pon rsmbhb , rcJt]tmn$lhkmghb ,
n$u$sNgvoa]fhn=pmb=n , a=joa$k]lmglegJq=p , vhja=k]lmglmgdq=p , bJq=pmr=nbswlmgvon fhq]q=jmr a$kon b=q=p]ponbdlonhx char-
acterizing a specific graph class which was previously introduced, either an expression
of the form a$k
b yon=p|{zd|~}h.m.|~zJ  | , where zd|~}h.m.|~zJ  | is an arc generator used
for generating the arcs of the initial digraph.
Example 13. Consider the graph invariants =U WX@iz=VYZkW]\lZk^  and Ï ¼ Í »¡Ñ Ð/+
	á;=VUWX@àiû=VYZkW]\lZk^åtzu of type I3 which both relate the number of arcs and the number
of vertices of a digraph. The first one has no precondition and therefore holds on any digraph,
while the second one applies only on those digraphs that are a subset of an elementary path.
Implementing Graph Invariants. Most graph invariants are usually directly implemented
as constraints which directly reduce the domains of the graph characteristics they in-
volve. For this purpose we use:
– The arithmetic constraints of SICStus, which include constraints over non linear
expressions [11, page 501],
– Propositional formulae over arithmetic constraints [11, page 461].
Finally, we also use indexicals [12, 13] for implementing some graph invariants. An
indexical is a reactive function rule of the form  in  , where  is a domain variable
and  is a set valued range expression.
Indexicals are used for encoding invariants that define a forbidden interval of val-
ues for a given graph characteristics (e.g. category I3) and for explicitly implement-
ing the propagation of some non-linear arithmetic constraints for which the existing
constraint propagation is too weak. Invariants of category I3 have the form ! 
: 4    !   ///5! 0 5K4   ! 0J<   ///5!>B ? , where 4    !   ///! 0  and 4   ! 0J<   ///!>
are formulae involving the graph characteristics !   ///
!> distinct from ! . The idea
is to evaluate the maximum value,  , of 4   !   ///
! 0  as well as the minimum value,
, of 4   ! 0J<   ///
!>/ and to remove from ! all values in : Ú  ? when o  . For
this purpose we write range expressions for defining

and  .
Example 14. As an illustrative example of how to encode invariants defining a forbidden inter-
val of values, consider the constraint §Üik§DC , which comes in handy for invariants such
as becg= =_@B@D7 " # GIHKJ(LNMhJNO , wæu $ =VYZkW]\lZk^ tyu - . This constraint can be encoded by
three indexicals maintaining bounds consistency as follows:
not_strictly_between(X, L, U) +:
X in (inf..max(L)) \/ (min(U)..sup),
L in ((min(U)..max(X)) ? (inf ..sup )) \/ (min(X)..sup ),
U in ((min(X)..max(L)) ? (inf ..sup )) \/ (inf ..max(X)).
Database Organisation. As we previously saw, we have graph invariants that hold for
any digraph as well as tighter graph invariants for specific graph classes. As a conse-
quence, we partition the database into groups of graph invariants. A group of graph
10
invariants corresponds to several invariants such that all invariants relate to the same
subset of graph characteristics and are variations of the first invariant of the group taking
into accounts the graph class. Thus, the first invariant of a group has no precondition,
while all other invariants have a non-empty precondition that characterizes the graph
class for which they hold.
Example 15. As a first example, consider the following group of invariants, which relate the
number of arcs =UW@ to the number of vertices of the smallest and largest connected compo-
nent (i.e. becg= =?@B@ and bdU^ =_@B@ ) of a digraph:
– becg= =?@B@ ×+FbeU ^ =_@B@5SÉ=U WX@ C becg= =?@B@åwebdU^ =?@B@xt¬/w.sbecg= =?@B@e+du 3 3,
– Ñ
¾ Ó Ï¡ý Ñ ÐÍ Ñ ;bdc= =?@B@ ×+ÇbdU^ =?@B@S =U WX@ÈCÊbecg= =_@B@  wbeU ^ =_@B@  .
On the one hand, since the first invariant has no precondition, it can be applied to any digraph.
On the other hand, the second invariant specifies a tighter condition (since bec= =?@B@  wbdU^ =?@B@  Czbec= =?@/@ w?beU ^ =_@B@zt_Sw|.sbec= =_@B@e+du 3 ) which only holds
for a digraph that is reflexive, symmetric and transitive.
Example 16. As a second example, consider the following group of invariants, which relate the
number of arcs =UW@ to the number of vertices =VYZkWk\4Z[^ according to the arc generator
(see Figure 1) used for generating the initial digraph:
– =U WX@iz=VYZkW]\lZk^  ,
– W$YZ []\=^?+ew ;9=U WX@iz=VYZkW]\lZk^ ,
– W$YZ []\=^?+e	Lá;9=VUWX@¯i  v =VYVZ[W]\lZk^t ,
– W$YZ []\=^?+
m]/.ªi 3 ;9=U WX@i GIHKJ(LNMhJNO  ¡&GIHKJ(LNMAJNO ¨ £¢ ,
– W$YZ []\=^?+
m]/. Û[3 ;9=U WX@i GIHKJ(LNMhJNO  ¡&GIHKJ(LNMAJNO ° £¢ ,
– W$YZ []\=^?+
m]/. ×+ 3 ;9=U WX@iz=VYZkW]\lZk^  tî=VYVZ[W]\lZk^ ,
– W$YZ []\=^?+¤7

¯;¡=U WX@i  v =VYZkW]\lZk^ ,
– W$YZ []\=^?+¥
	j;=U WX@iz=VYVZ[W]\lZk^tyu .
The database currently contains ú
 , ¦¤~ , J§ , ú} , } groups of invariants respectively
mentioning ú , } ,  , § and ¦ graph characteristics. It also contains groups of invariants
relating the graph characteristics of two digraphs. It contains  ,  , § , ú
~ , } groups re-
spectively mentioning } ,  , § , ¦ ,  graph characteristics.
Extracting the Relevant Invariants. Once we have the graph invariants we can use them
systematically by applying the following steps:
– For a given graph constraint we extract all the graph characteristics occurring in its
description. This can be done automatically by scanning the corresponding graph
properties. Let ïIð denote this subset of graph characteristics. For each graph char-
acteristic h} of ïIð we check if we have a graph property of the form $}|5¨dzd|
where ¨zJ| is a domain variable. If this is the case we record the pair $}¤¨dzd| ; if
not, we create a new domain variable ¨dzd| and also record the pair £h}¨zJ|¤ .
3 The expression .sbec= =?@/@e+eu 3 is equal to u if bec= =?@B@e+du and 	 otherwise.
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– We then search for all groups of graph invariants involving a subset of the pre-
vious graph characteristics ïIð . For each selected group we filter out those graph
invariants for which the preconditions are not compatible with the graph class of
the graph constraint under consideration. In each group we finally keep those in-
variants that have the maximum number of preconditions (i.e. the most specialized
graph invariants).
– Finally we state all the previously collected graph invariants as implied constraints.
This is achieved by using the variables associated to each graph characteristic.
5 Experimental Results
This section illustrates the approach on the group as well as on the
change continuity global constraints, which were previously introduced. We
have compared the following approaches:
– In a first approach each graph characteristic was handled independently. This was
concretely done by constructing an automaton for each graph characteristic and by
reformulating that automaton as a conjunction of constraints as described in [14].
– The second approach reuses the first one but, in addition, also exploits the database
of graph invariants in order to generate invariants which link the graph characteris-
tics used in the description of group and of change continuity.
We first detail the automata used for the group constraint as well as the graph
invariants. Since it is very similar to the group constraint, we then shortly discuss
the implementation of the change continuity constraint. Finally, we present the
computational results obtained for the first and second approaches on the group as
well as on the change continuity constraints.
Implementing the group Constraint. Parts (A), (B), (C) and (D) of Figure 4 respec-
tively depict the automata associated to the graph characteristics y , ,5 y ,,{ yV and :// 4 of the first graph constraint. Each automaton is ap-
plied to the sequence of variables corresponding to the ©]ªh«m¬ªh­o®$¯o° parameter. A tran-
sition with a standard line depicts the fact that a variable takes its value within the set
©hªw®=±o¯o° , while a thick line denotes the fact that a variable does not take its value within
©hªw®=±o¯o° . Finally, a transition with a dashed line indicates the end of the sequence of
variables. Since all the four automata use counters, we indicate how these counters are
initialized in the initial state s, how a counter is unified to an argument of the group
constraint in the final state t, and how they are possibly updated on a given transition.
When there are several transitions between a given pair of states, we indicate with a
dotted line or a standard line its type (see for instance the two transitions between s and
s of the automaton depicted by part (C)).
The automata associated to , yVÊ³²m¬´ µm¬J°$¶ and to á{ y 
²hª]· µm¬d°$¶ are similar to the automata depicted by part (B) and (C), except that we
change a thick line to a standard line and vice versa. The first approach for imple-































Fig. 4. Automata associated to the graph characteristics of the group constraint
approach we reuse the six automata and, in addition, extract the following set of 51
graph invariants from the database of invariants4:¸º¹»¼» ½¼¾ 0 <  ¿ C¸º¹»7» P ¾ 0 <  ÀÂÁ Ã ¹»7» ½CÄÆÅÈÇ ÀÊÉ ¹ ¹»7» ½mÄXÅ ¿ ÀÊÁ Ã ¹»7» P ÄXÅ¼Ç ÀÊÉ ¹ ¹»¼» P ÄXÅÀÊÉ ¹ ¹»7» ½È¾ ÀÊÁÃ ¹»¼» ½;¿ ÀÊÉ ¹ ¹»7» P ¾ ÀÊÁ Ã ¹»7» PÀÊÁ Ã ¹»7» ½ ÄXÅ¼Ç ¹ËLÌeÍNÎÈÌ Ã ½ ÄXÅ ¿ ÀÊÁ Ã ¹»7» P ÄXÅ¼Ç ¹ËÌmÍNÎÈÌ Ã P ÄXÅ¹ËÌmÍNÎÈÌ Ã ½ÈÏ ÀÊÁÃ ¹»¼» ½ ¿¹ËLÌeÍNÎÈÌ Ã P Ï ÀÂÁ Ã ¹»7» PÐ ÀÊÉ ¹ ¹»7»7½ <  ºÑ]¸º¹»¼» ½¼¾ 0 <  ¿ Ð ÀÊÉ ¹ ¹»7» P <  ÒÑ]¸º¹»7» P ¾ 0 <  ÀÂÉ ¹ ¹»7» ½ ÄXÅ¼Ç ¹ËLÌeÍNÎÈÌ Ã ½ ÄXÅ ¿ ÀÊÉ ¹ ¹»7» P ÄXÅÈÇ ¹LËÌmÍNÎÌ Ã P ÄXÅ¹LËÌmÍNÎÌ Ã ½¼Ï ÀÂÉ ¹ ¹»¼» ½ ¿¹ËLÌeÍNÎÈÌ Ã P Ï ÀÂÉ ¹ ¹»7» P¹»7» ½ ÄXÅ¼Ç ¹ËLÌeÍNÎÈÌ Ã ½ ÄXÅ ¿¹»7» P ÄXÅ¼Ç ¹ËLÌeÍNÎÈÌ Ã P ÄXÅ¹»7» ½È¾¹LËÌmÍNÎÌ Ã ½;¿¹»7» P ¾Æ¹ËÌmÍNÎÈÌ Ã P¹LËÌmÍNÎÌ Ã ½ ¾ 0Ó Ð ¹»7» ½ Ó  ºÑ ¿¹ËLÌeÍNÎÈÌ Ã P ¾ 0Ó Ð ¹»7» P Ó  ºÑÀÊÉ ¹ ¹»7»½ÔÄ ÀÊÁ Ã ¹»7» ½NÕ@¹»7» ½ Ï  ¿ ÀÊÉ ¹ ¹»7» P ÔÄ ÀÊÁ Ã ¹»7» P Õ@¹»7» P Ï ÀÊÉ ¹ ¹»7»½ÔÄ ÀÂÁ Ã ¹»7»7½CÕ@¹ËÌmÍNÎÈÌ Ã ½ Ï ÀÊÉ ¹ ¹»7»½ < ÀÊÁ Ã ¹»7»½ÀÊÉ ¹ ¹»7» P ÔÄ ÀÂÁ Ã ¹»7» P Õ@¹ËÌmÍNÎÈÌ Ã P Ï ÀÊÉ ¹ ¹»7» P < ÀÊÁ Ã ¹»7» P¹ËLÌeÍNÎÈÌ Ã ½È¾¹»7» ½e¸ ÀÊÁÃ ¹»¼» ½;¿¹ËLÌeÍNÎÈÌ Ã P ¾¹»7» P ¸ ÀÊÁÃ ¹»¼» P¹ËÌmÍNÎÈÌ Ã ½ Ï ÀÊÁÃ ¹»¼»½ <NÖ×~Ø Ð Å ¿£¹»7» ½ Ó  ÒÑ ¿N¹LËÌmÍNÎÌ Ã P Ï ÀÊÁ Ã ¹»7» P <NÖ×~Ø Ð Å ¿£¹»7» P Ó  ºÑ¹LËÌmÍNÎÌ Ã ½7Ï ¹»7» ½ ¸ ÀÂÉ ¹ ¹»¼» ½ ¿¹ËLÌeÍNÎÈÌ Ã P Ï ¹»7» P ¸ ÀÊÉ ¹ ¹»7» P¹LËÌmÍNÎÌ Ã ½¼¾ Ö×ºØ Ð Å ¿£¹»7» ½ Ó  ºÑ]¸ ÀÊÁÃ ¹»¼» ½ < ÀÊÉ ¹ ¹»7» ½¹LËÌmÍNÎÌ Ã P ¾ Ö×ºØ Ð Å ¿£¹»7» P Ó  ºÑ]¸ ÀÊÁÃ ¹»¼» P < ÀÊÉ ¹ ¹»7» P¹LËÌmÍNÎÌ Ã ½¼Ï Ö×ºØ Ð Å ¿£¹»7» ½ Ó  ºÑ]¸ ÀÊÉ ¹ ¹»7» ½ < ÀÊÁ Ã ¹»7» ½¹LËÌmÍNÎÌ Ã P Ï Ö×ºØ Ð Å ¿£¹»7» P Ó  ºÑ]¸ ÀÊÉ ¹ ¹»7» P < ÀÊÁ Ã ¹»7» PÀÊÁ Ã ¹»7»½ÈÙ 0 Ç ¹»7» P7Ú Å ¿ ÀÊÁ Ã ¹»7» P Ù 0 Ç ¹»7»½ Ú ÅÀÊÉ ¹ ¹»7» ½ Ù 0 Ç ¹»7» P Ú Å ¿ ÀÊÉ ¹ ¹»7» P Ù 0 Ç ¹»¼» ½ Ú Å¹LËÌmÍNÎÌ Ã ½ < ¹LËÌmÍNÎÌ Ã P Ä 0Ö×ºØ Ð  ;¿ ÀÂÉ ¹ ¹»¼» ½ Ñ <ÛÖ×~Ø Ð .¿ ÀÊÉ ¹ ¹»7» ½ <  ¿ ÀÊÁ Ã ¹»7» ½ Ñ <Ö×ºØ Ð  ;¿ ÀÂÉ ¹ ¹»¼» P Ñ Ú 0 Õ ÀÊÉ ¹ ¹»7»½ Ä ÀÊÁ Ã ¹»7» ½Ö×ºØ Ð  ;¿ ÀÂÉ ¹ ¹»¼» P Ñ <ÛÖ×~Ø Ð .¿ ÀÊÉ ¹ ¹»7» P <  ¿ ÀÊÁ Ã ¹»7» P Ñ <Ö×ºØ Ð  ;¿ ÀÂÉ ¹ ¹»¼»½ÒÑ Ú 0 Õ ÀÊÉ ¹ ¹»7» P Ä ÀÊÁ Ã ¹»7» P
4 ¦ is the number of variables of the sequence of variables ¡ ¡¢¤£
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Ö×ºØ Ð  ¿ ÀÊÉ ¹ ¹»7» ½ Ñ <ÛÖ×~Ø Ð  ;¿ ÀÊÁ Ã ¹»7» ½ Ñ <ÜÖ×ºØ Ð  ¿ ÀÊÉ ¹ ¹»7» P Ñ Ú 0 ÕÝ¹»7» ½ ¾ Ö×ºØ Ð  ¿ ÀÊÉ ¹ ¹»7» P Ñ <ÛÖ×~Ø Ð  ;¿ ÀÊÁ Ã ¹»7» P Ñ <ÜÖ×ºØ Ð  ¿ ÀÊÉ ¹ ¹»7» ½ Ñ Ú 0 ÕÝ¹»7» P ¾ ÀÊÉ ¹ ¹»7» ½ ¸ Ö×~Ø Ð Å ¿£¹»7» ½ Ó  ÒÑ < ÀÊÁ Ã ¹»7» ½ < ÀÂÉ ¹ ¹»7» P ¸ Ö×ºØ Ð Å ¿£¹»¼» ½ Ó KÑ < ÀÊÁÃ ¹»¼» P ¾ 0ÀÂÁ Ã ¹»7»7½N¸ Ö×~Ø Ð Å ¿£¹»7» ½ Ó  ÒÑ < ÀÊÉ ¹ ¹»7» ½ < ÀÊÁÃ ¹»¼» P ¸º¹»7»½ < ÀÊÉ ¹ ¹»7» P Ï 0ÀÊÁ Ã ¹»7» P ¾ Ö×~Ø Ð ÀÊÉ ¹ ¹»7» P ¿ 0ÓÞ Ñ ¿!ßKàáÒâÈãÞ Ä ÀÊÉ ¹ ¹»7»½m¸ Ö×~Ø Ð Å ¿£¹»7» ½ Ó  ºÑ < ÀÊÁ Ã ¹»7» ½ < ÀÊÉ ¹ ¹»7» P < ÀÂÉ ¹ ¹»¼» P ¸ Ö×ºØ Ð Å ¿£¹»7» ½ Ó KÑÀÊÉ ¹ ¹»7» P ¸ Ö×~Ø Ð Å ¿£¹»7» P Ó  ÒÑ < ÀÊÁ Ã ¹»7» P < ÀÂÉ ¹ ¹»7» ½;¸ Ö×ºØ Ð Å ¿£¹»¼» P Ó KÑ < ÀÊÁÃ ¹»¼» ½¼¾ 0ÀÂÁ Ã ¹»7» P ¸ Ö×~Ø Ð Å ¿£¹»7» P Ó  ÒÑ < ÀÊÉ ¹ ¹»7» P < ÀÊÁÃ ¹»¼» ½m¸º¹»7» P < ÀÊÉ ¹ ¹»7»½ Ï 0ÀÊÁ Ã ¹»7» ½È¾ Ö×~Ø Ð ÀÊÉ ¹ ¹»7»½;¿ 0ÓÞ Ñ ¿!ßKàáÒâÈãÞ Ä ÀÊÉ ¹ ¹»7» P ¸ Ö×~Ø Ð Å ¿£¹»7» P Ó  ºÑ < ÀÊÁ Ã ¹»7» P < ÀÊÉ ¹ ¹»7» ½ < ÀÂÉ ¹ ¹»¼»½N¸ Ö×ºØ Ð Å ¿£¹»7» P Ó KÑ
Implementing the change continuity Constraint. As for the group constraint,
we came up with one automaton for each graph property. Parts (A), (B), (C) and (D) of
Figure 5 respectively depict the automata associated to the graph characteristics yV ,,5 y , ,: y and |{? of the first graph constraint. Each automaton
is applied to the sequence of pairs of consecutive variables of the ©]ª]«m¬ª$­o®h¯o° parameter.
A transition with a standard (resp. thick) line depicts the fact that ©hª]« àä ¶]«Â©]ª]« à <Èå
holds (resp. does not hold). Finally, a transition with a dashed line indicates the end
of the sequence of pairs of variables. Since all four automata use counters, we indicate
how these counters are initialized in the initial state s, how a counter is unified to
an argument of the change continuity constraint in the final state t, and how
they are possibly updated on a given transition. Since the second graph constraint of





































Fig. 5. Automata associated to the graph characteristics of the change continuity constraint
The first approach for implementing the change continuity constraint uses
these eight automata. In the second approach we reuse the eight automata and, in addi-
tion, extract a set of 32 graph invariants from the database of invariants.
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Performance. In order to evaluate the efficiency gained by adding graph invariants,
we performed three experiments, generating random instances of the group and
change continuity constraints. VARIABLES was chosen as a sequence of æ do-
mains variables ranging over : ~r
ú.? , VALUES as the singleton set èú , and CTR as  . A
constraint instance was generated by setting the initial domain of each domain variable
to a randomly chosen interval.
In the first experiment, we computed the total domain size of the domain variables
after posting, without invariants vs. with invariants, discarding infeasible instances, for
æ   . In the second experiment, we computed the time for posting the constraint
instance and searching for all solutions, without invariants vs. with invariants, for æó . In the third experiment, we computed the time for posting the constraint instance
and looking for the first solutions5, without invariants vs. with invariants, for æ ,ú
~~ .
Furthermore, with 10% probability, the variables in VARIABLES were fixed.
The results are presented in six scatter plots in Figure 6, one row per experiment.
Each point represents a random instance, its X coordinate corresponding to excluding
the invariants, and its Y coordinate corresponding to including them. The  èç line
is shown in each graph. In the second and third rows, feasible and infeasible instances
are denoted differently. Runtimes are in milliseconds.
From these experiments, we observe that the invariants significantly improve the
domain reduction including detecting infeasible instances, but that they do not pay off
for the purpose of just finding all solutions of feasible instances. However, in a more
realistic setting, the improved domain reduction may well lead to savings in search
effort that outweigh the overhead of the invariants.
6 Conclusion
The database of graph invariants introduced in this report can be seen as a way to au-
tomatically generate necessary conditions for global constraints that can be described
in terms of graph properties. In fact, it complements the computation of lower and up-
per bounds for the graph characteristics presented in [15]. The key advantages of the
approach are:
– Instead of developing a specific code for a given global constraint, we come up with
graph invariants that can be applied to all global constraints sharing a given graph
property.
– The database of graph invariants can be enriched incrementally and systematic ex-
periments can point out missing graph invariants.
Finally, as demonstrated by our experiments on the group and the
change continuity constraints, it also clearly shows that the graph-based repre-
sentation and the automaton-based representation of global constraints are not compet-
ing approaches for representing the meaning of a global constraint. In fact, when for a
given global constraint, both representations are available6 we can, without developing
any specific code, get a filtering algorithm that takes advantage of both representations.
5 Each constraint instance was run with a u	 seconds time limit.
6 Out of the  8 constraints of the catalog of global constraints [3], more than u	
	 global con-
straints use both representations.
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Fig. 6. Scatter plots of random instances. Top: comparing domain sizes. Middle: comparing run-
time for finding all solutions. Bottom comparing runtime for finding first solution. Left: group.
Right: change continuity.
