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Abstract
In this paper, we develop a framework for path-planning on abstractions that are not provided
to the system a-priori but instead emerge as a function of the agent’s available computational
resources. We show how a path-planning problem in an environment can be systematically
approximated by solving a sequence of easier to solve problems on abstractions of the original
space. The properties of the problem are analyzed, and supporting theoretical results presented
and discussed. A numerical example is presented to show the utility of the approach and to
corroborate the theoretical findings. We conclude by providing a discussion of the results and
their interpretation relating to anytime algorithms and bounded rationality.
1 Introduction
Path and motion planning for autonomous systems has long been an area of research within the
robotics and artificial intelligence communities. This has led to the development of a number
of frameworks which formulate planning tasks in terms of mathematical optimization problems,
which can then be solved by utilizing approaches from optimization theory and optimal control
[1, 2]. However, planning in complex domains can be a challenging problem, and requires the
agents to spend time and computational resources in order to find solutions, leading to an intrinsic
need to balance computational complexity and optimality [3, 4, 5, 6, 7].
Within the path-planning community, this observation has resulted in the development of a
number of approaches, which aim to explicitly capture the interplay between complexity and opti-
mality. For example, in [8, 5, 9], the authors utilize wavelets to obtain multi-resolution representa-
tions of a two-dimensional environment for path-planning. In these works, a reduced graph of the
environment is constructed from the wavelet decomposition, leading to a decrease in execution time
for algorithms such as A∗. As the agent traverses the world, the planning problem is sequentially
re-solved in order to balance path optimality with planning complexity and obstacle avoidance.
Other works, such as [4, 10, 11, 12], consider a similar approach, but instead utilize hierarchical
representations of the world in the form of multi-resolution quadtrees and octrees. From these hier-
archical structures of the environment, a reduced graph is created on which the planning problem is
then solved. As the agent moves around the world, the planning problem is re-solved, leading to a
balance between the complexity of the search for candidate solutions and satisfactory performance.
Furthermore, the use of tree structures enables the authors of [10, 11, 12] to utilize probabilistic
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trees, allowing for the incorporation of uncertainty about the environment to be included directly
into the framework [13, 14]. With such flexibility, these approaches can be used in an on-line
manner, allowing an autonomous agent to plan based on an occupancy grid (OG) representation
of the world, which can be updated as the agent interacts with the environment and obtains new
information regarding its surroundings from its sensor measurements [10, 11, 12, 13].
It should be noted that the interplay between complexity and optimality is not unique to the
path-planning community. Many problems in the fields of artificial intelligence (AI) and rein-
forcement learning (RL) are cast as finite Markov decision processes (MDPs), for which obtaining
optimal value functions and associated policies requires satisfying the Bellman equation [1, 2, 15].
Methods to obtain optimal policies for these problems are well-known, and include approaches
such as dynamic programming and Q-learning [2]. However, performing dynamic programming
or Q-learning for problems with large state-spaces is computationally expensive, and has led to
the development of methods which form approximate solutions by introducing various forms of
abstraction [16, 17]. For example, in [18, 19], neural networks and function approximation meth-
ods are employed so as to learn, and extract, so-called features, which represent lower-dimensional
encodings of the system state which can then be used to approximate value-functions in order to
subsequently form policies for decision making. Other works, such as [1, 20, 21, 22], consider the
emergence of abstractions in the form of state aggregations in an attempt to alleviate the curse
of dimensionality. In these approaches, user-provided rules of aggregation are applied in order to
reduce the cardinality of the state-space. Other approaches within the AI community include pol-
icy gradient methods, which directly parameterize policies and apply gradient-decent techniques
in order to obtain a locally optimal setting of the policy parameters [2, 23]. These approaches
alleviate the need to satisfy computationally expensive fixed-point relations and generalize directly
to sample-based, model-free and continuous control settings at the cost of obtaining only locally
optimal solutions [2].
Additionally, work in the field of bounded-rational decision making has illustrated a growing
need to develop decision-making frameworks for agents who are resource limited, for example
see [24, 25, 26, 27] and the references therein. This area of research considers limitations in the
traditional assumptions of AI, and approaches problems by considering agents as resource-limited
entities or who are limited in their information-processing capabilities [28, 29]. In an effort to model
such agents, the framework employed in [30] utilizes concepts from information theory, arguing that
bounded-rational decision making can be modeled by considering Kullback-Leibler (KL) divergence
constraints added to the traditional maximum expected utility problem. Extensions of this work
to sequential decision-making problems in stochastic domains is considered in [24], whereby the
framework of MDPs is utilized with information-theoretic constraints to formulate information-
limited MDPs (IL-MDPs). The frameworks developed in these studies include a trade-off parameter
that balances the optimality of the decision policy and the computational effort required to obtain
it, as measured by the KL-divergence between the resulting decision policy and a default prior
policy provided to the agent. These approaches offer one perspective of bounded-rational decision
making and provide for interesting connections with information-theoretic frameworks such as rate-
distortion theory [24, 25, 26, 27, 30, 31].
More generally, information theory provides a number of frameworks which consider optimal
compression of arbitrary signals [31, 32, 33]. Two common frameworks are those of rate-distortion
theory and the information bottleneck (IB) method [32, 34]. While both of these methods formulate
constrained optimization problems which yield optimal encoders as a solution, the two methods ap-
proach the formulation of optimal encoder design problems differently. Specifically, rate-distortion
theory minimizes the mutual information between the original and compressed representations sub-
ject to an upper bound on the expected distortion, as measured by a provided distortion function
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[32, 35]. However, a drawback to this formulation is the need to specify the distortion function,
which quantifies what information is important to preserve when constructing the abstract, or
compressed, representation. In contrast, the IB method introduces a third variable, called the “rel-
evant” variable, that contains information one would like to preserve when forming the compressed
representation [32]. The IB method then formulates an optimization problem that considers the
minimization of mutual information between the original and compressed representations subject
to a lower bound on the mutual information between the compressed and relevant variable. In
this way, the IB method circumvents the need to specify a distortion function by introducing the
relevant variable, which is argued to be more intuitive for many applications [32, 33, 34, 35].
Recent work has utilized information theory in applications for autonomous control systems. For
example, in [36, 37] the authors consider an optimal control problem consisting of a linear system
with quadratic cost subject to Gaussian disturbances (LQG) and communication-constrains, where
rate-distortion theory is employed in order to find an optimal encoding of the transmitted signal.
A more direct connection with compressed representations in autonomous systems is presented in
[38], where the IB method is utilized in order to solve for reduced-order state-space representations
for linear systems. Apart from these specialized applications, abstraction is the distinguishing
between what information is important and what is considered irrelevant in a task-specific manner
[39]. This has been previously identified by AI researchers as cornerstone to intelligent reasoning
and learning. However, abstraction methods for complexity reduction in the robotics, AI and RL
communities alike have relied heavily on frameworks whereby the abstraction structure is provided
a-priori by the system designer [40]. To address this, the authors of [41] formulate an optimization
problem to obtain optimal multi-resolution quadtree representations of an OG, utilizing concepts
from information-theory to select among feasible abstractions. In addition, the authors are able to
obtain a spectrum of abstractions, each encoding a different multi-resolution depiction of a given
environment, as a function of a trade-off parameter. Importantly, the work provides a step towards
connecting frameworks for multi-resolution path-planning, information-theoretic decision making
and state-aggregation in AI as well as bounded rationality.
In this paper, to further these notions, we consider the problem of complexity reduction for
path-planning for autonomous agents. Specifically, our goal is to construct a path-planning prob-
lem that incorporates time and computational constraints faced by the agent directly in the for-
mulation. To accomplish this, we utilize concepts from information theory and state-aggregation
in AI to form task-specific abstractions of a given environment without the need to specify its
structure a-priori. The developed framework provides for connections between anytime algorithms,
information-theoretic compression, path-planning and bounded rationality. Proofs of the theoret-
ical results presented in the paper are omitted due to page limitations, but can be found in the
attached supplementary material.
The main contributions of this work are as follows: (1) to use an information-theoretic con-
trolled abstraction method to reduce a path-planning problem defined in larger environment to an
equivalent problem in a suitably abstracted, smaller, environment; (2) we appropriately address
the notion of path feasibility when planning on abstractions and provide a suitable path cost in
the abstracted environment that is consistent with the path cost in unabstracted environment; (3)
we provide structural characteristics of our approach showing that as we recursively refine the ab-
stracted environment, the obtained path cost monotonically approaches the optimal path cost of a
path planned in the original environment; and (4) we illustrate our approach through a numerical
example. Proofs of theoretical results are provided in the appendix.
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2 Problem Formulation
2.1 Hierarchical Environment Decomposition
We denote the set of real and non-negative real numbers by R and R+, respectively, and assume
that the environmentW ⊂ Rd is given by a d-dimensional occupancy grid. Furthermore, we assume
that there exists an integer ` > 0 such that the environment is contained within a hypercube of side
length 2`. The environment is stored as a tree T = (N (T ), E(T )), where the edge set E(T ) describes
the relationship between the nodes in N (T ) contained in the tree T . In this paper, we restrict our
attention to the case where the tree representation is that of a quadtree, however the theoretical
contributions of this paper are not limited to this case. Thus, we let T Q be the space of all
feasible quadtree representations ofW, where each T ∈ T Q encodes a multi-resolution, hierarchical,
representation of the world. Furthermore, we take TW ∈ T Q be the quadtree corresponding to the
original environment W; that is, TW encodes the finest resolution depiction of W. With this in
mind, we have the following definition.
Definition 2.1 ([41]). Let n ∈ N (TW) be any node at depth k ∈ {0, . . . , `}. Then n′ ∈ N (TW) is
a child of n if the following hold:
1. Node n′ is at depth k + 1 in TW .
2. Nodes n and n′ are incident to a common edge, i.e., (n, n′) ∈ E (TW).
Conversely, we say that n is the parent of n′ if n′ is a child of n. Furthermore, we let
Nk(T ) = {n ∈ N (T ) : n is at depth k in TW} ,
be the set of all nodes of the tree T ∈ T Q that are at depth k.
Note that for any other tree T ∈ T Q, T 6= TW , we have N (T ) ⊂ N (TW). We will frequently
make use of a number of relationships between the nodes of the trees T ∈ T Q and TW , which brings
us to the following definition.
Definition 2.2 ([41]). Let n ∈ N (T ) be a node in the tree T ∈ T Q. Then the following hold:
1. The node n has children
C(n) = {n′ ∈ N (TW) : n′ is a child of n} .
2. The node n is a leaf of T if C(n)∩N (T ) = ∅. Furthermore, the set of leaf nodes of T is given
by
Nleaf (T ) =
{
n′ ∈ N (T ) : C(n′) ∩N (T ) = ∅} .
3. If n /∈ Nleaf(T ) then n ∈ Nint(T ) = N (T ) \ Nleaf(T ), where Nint(T ) is the set of interior
nodes of T .
4. The subtree of T ∈ T Q rooted at node n is denoted by T(n) and has node set
N (T(n)) = {n′ ∈ N (T ) : n′ ∈⋃
i
Di
}
,
where D1 = {n}, Di+1 = A (Di), and
A (Di) =
{
n′ ∈ N (TW) : n′ ∈
⋃
nˆ∈Di
C (nˆ)
}
.
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While useful for describing the relationship between nodes in a given tree T ∈ T Q, Definitions
2.1 and 2.2 do not describe how the nodes in the tree T ∈ T Q are related to the spatial region
described by the environment W. In order to make these connections, we require the following
definition.
Definition 2.3 ([10]). Let k ∈ {0, . . . , `} and n ∈ Nk(TW). Then the node n:
1. Is at depth k and has an r-value of r(n) = `− k.
2. Represents a hypercube H(n) ⊆ W with side length 2r(n) and volume 2dr(n) centered at the
point p(n) ∈ Rd.
3. The hypercubes of the children of n form a partition of H(n). That is,
H(n) =
⋃
n′∈C(n)
H(n′).
For notational simplicity, we will often omit the arguments of the variables in Definition 2.3.
That is, for two nodes n, nˆ ∈ N (T ) in the tree T ∈ T Q, we let r = r(n) and rˆ = r(nˆ) with analogous
interpretations for p = p(n) and pˆ = p(nˆ). Furthermore, note that, according to Definition 2.3,
the finest resolution cells of the environment W are described by unit hypercubes, as these nodes
are the leaf nodes of the tree TW and are therefore at a depth k = ` (r = 0). Observe that, instead
of specifying the depth k, one can equivalently provide a nodal r-value. In doing so, note that, as
the r-values increase, the depth k decreases, and vice versa. Thus, if the node n ∈ Nk(TW) has an
r-value of r, then its children are at depth k + 1 and have r-values of r − 1. With this in mind,
we also observe that Definition 2.3 defines a spatial region for each node in the tree T ∈ T Q. The
following definition specifies what it means for two nodes to be neighbors.
Definition 2.4 ([10]). The nodes n, nˆ ∈ N (TW) are nodal neighbors if the following statements
hold:
1. ‖p− pˆ‖∞ = 2r−1 + 2rˆ−1,
2. There exists a unique i ∈ {1, . . . , d} such that |(p− pˆ)i| = 2r−1 + 2rˆ−1.
For each tree T ∈ T Q there exists an associated graph G(T ) = (V(T ), E(T )) consisting of a
set of vertices V(T ) and edges E(T ), where the set E(T ) describes the connectivity of the vertices
in V(T ). The graph G(T ) is constructed from the leaf nodes of the tree T ∈ T Q, and thus
every vertex v ∈ V(T ) has an associated node n ∈ N (T ), however the converse is generally not
true. To describe this relation, we define the mapping NodeG(T ) : V(T ) → N (TW) such that if
nv , NodeG(T )(v), then the vertex v ∈ V(T ) corresponds to the node nv ∈ N (TW). Thus, for any
two vertices v, vˆ ∈ V(T ), (v, vˆ) ∈ E(T ) if and only if the nodes nv, nvˆ ∈ Nleaf(T ) ⊆ N (TW) are
nodal neighbors, as prescribed by Definition 2.4. A visual depiction of this relation is provided in
Figure 1. Accordingly, given any tree T ∈ T Q, an associated graph G(T ) can be constructed which
can then be used for path-planning by employing algorithms such as Dijkstra or A∗.
In this paper, we are interested in reducing the complexity of path-planning problems by utilizing
information-theoretic principles to select T ∈ T Q as a function of the agent’s available resources,
whereby the corresponding planning problem is subsequently solved on the graph G (T ). To this
end, we assume a start node s0 ∈ Nleaf (TW) and goal node sg ∈ Nleaf (TW) are provided along
with an occupancy grid of the environment. However, before proceeding, we must address how
to determine the feasibility of paths leading from s0 to sg, since occupancy grids encode obstacle
information probabilistically.
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Figure 1: Tree representation (top) of some T ∈ T Q, corresponding grid depiction (left) and associated graph (right)
for a 2` × 2` with ` = 4 environment. The connectivity of the graph is consistent with Definition 2.4. The nodes in
TW that are not in T are shown in grey.
2.2 The Finest Resolution Problem and Path Feasibility
Mathematically, let (Ω,F ,P) be a probability space with finite sample space Ω, σ-algebra F ,
and probability measure P : F → [0, 1]. We then define random variables X : Ω → Nleaf (TW)
and Y : Ω → {0, 1}, with associated distributions p(x) = P ({ω ∈ Ω : X(ω) = x}) and p(y) =
P ({ω ∈ Ω : Y (ω) = y}). The random variables X and Y can then be seen as representing each of
the unit hypercubes of W and the total cell occupancy, respectively. Specifically, this is seen by
noting that the outcomes of X, denoted by x ∈ ΩX = {a ∈ R : X(ω) = a, ω ∈ Ω} = Nleaf (TW), are
in one-to-one correspondence with the leaf nodes of TW1. In other words, we can view each outcome
x ∈ ΩX as being a leaf node of TW . Similarly, we let the random variable Y represent the occupancy
of the unit hypercubes in W, where for y ∈ ΩY = {0, 1}, we let y = 1 represent the outcome of
occupied and y = 0 corresponds to empty. With this in mind, the OG representation ofW provides
us with the conditional distribution p(y = 1|x) for all x ∈ ΩX , which is the probability that the cell
x ∈ ΩX is occupied/obstructed. Given ε ∈ [0, 1], we define the set Pε = {x ∈ ΩX : p(y = 1|x) ≤ ε},
which is the collection of all the unit hypercubes in W, or equivalently the leaf nodes of TW , that
have a probability of occupancy less than or equal to ε. Any node x ∈ Pcε will be referred to as an
ε-obstacle. We can now rigorously define a notion of feasibility of a path from s0 to sg, which leads
us to the following definition.
Definition 2.5. A finest resolution path (FRP) is a sequence of nodes pi = {x0, . . . , xK} ⊆
Nleaf(TW) such that xi, xi+1 are nodal neighbors for all i ∈ {0, . . . ,K − 1} and x0, xK satisfy
x0 = s0, xK = sg, respectively. Furthermore, an ε-feasible finest resolution path (ε-FRP) is an
FRP such that pi ⊆ Pε.
The objective of the path-planning problem is then to find an FRP so as to minimize the value of
a given objective function. More formally, we consider a cost-map of the form cε : Nleaf(TW)→ R+
given by
cε(x) =
{
p(y = 1|x) if x ∈ Pε,
M if x ∈ Nleaf(TW) \ Pε,
(1)
where M = 2d` + γ for some γ > 02. Furthermore, the path planning objective function is given
1Note that the sets ΩX and Nleaf (TW) are interchangeable.
2Strictly speaking, γ > 0 may be any positive number. However, we let γ = 2 in this paper.
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by
Jε(pi) =
∑
x∈pi
cε(x), (2)
where the aim is to solve the problem
pi∗ = arg min
pi∈Π
Jε(pi), (3)
with Π the set of FRP paths leading from the start node s0 to the goal sg. Thus the path planning
objective is to find an optimal path, if possible, that avoids going through ε-obstacle cells. Based
on the construction of the cost map, any path travelling through an ε-obstacle node will have a
path cost strictly greater than M and any path that avoids ε-obstacle cells will have path cost
strictly less than M . Therefore, the path cost informs the agent directly whether or not the FRP
passes through ε-obstacle cells.
2.3 Environmental Abstraction and Complexity Reduction
The problem given by (3) is solvable by creating the graph G(TW) and employing traditional graph-
search algorithms [10, 11]. However, the computational complexity of these algorithms render the
problem (3) intractable for larger grid sizes, as algorithms to solve the problem do not scale well
with the cardinality of the set V(TW) [4]. To this end, a number of approaches have been developed
to address these concerns. One approach includes that of multi-scale methods that decompose the
environment into hierarchical abstractions to reduce the number of nodes in the resulting graph,
which is then utilized for planning [5, 10, 12, 42]. For example, the work by [10, 11, 12] creates
a sequence of trees {Ti}Ni=1 ⊆ T Q and an associated sequence of graphs {G(Ti)}Ni=1, sequentially
solving the path-planning problem as the autonomous vehicle navigates the environment, utilizing
user-provided tree-pruning rules to construct each tree Ti so that a high resolution is maintained
in the vicinity of the robot. This approach simplifies the path-planning problem by reducing the
number of leaf nodes in the tree Ti ∈ T Q, and, consequently, the number of vertices in the graph
G(Ti), thereby decreasing the execution time of off-the-shelf graph-search algorithms.
While these approaches provide a means to simplify the path-planning problem, they do not
guarantee that the solution improves with increased deliberation, or planning time. Instead, in
this paper, we seek a formulation to solve the problem (3) by considering the complexity of the
environment as a function of time, facilitating connections between planning complexity, optimality
and time, as suggested by anytime algorithms [3]. More specifically, anytime algorithms consider
the case when robots and autonomous agents have a limited amount of time to decide which
actions to take in order to complete the specified tasks. In this regard, the authors of [3] argue
that algorithms for decision making under time constraints should return solutions that improve
with the allotted deliberation time, and that having some idea how to act after a given amount
of time is better than having no idea whatsoever. To formalize these notions, anytime algorithms
require that objective function be dependent on time and that, should the algorithm be terminated
prior to its completion, an approximate solution is guaranteed to be returned. In this way, anytime
algorithms suggest a natural, rather intuitive, compromise between planning time and resulting
optimality. We argue that the two approaches can be merged into a unified view in our framework.
To decrease the computational complexity of obtaining a solution to (3), we propose utilizing
environment abstractions in the form of quadtrees to reduce the complexity of the graph-search
problem. Our approach is to generate a sequence of trees {Ti}Ni=1 ⊆ T Q as a function of time and
to solve the planning problem on each T ∈ {Ti}Ni=1 so as to approximate the problem (3), while
guaranteeing that the quality of the solution monotonically improve with increased resolution. To
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generate these trees, we employ the approach presented in [41], which utilizes the IB method to
select among feasible quadtree representations of an environment when provided an OG of the
world W. The IB method is an information-theoretic framework to obtain optimal encodings of
signals, and considers the problem
p∗(z|x) = arg max
p(z|x)
I(Z;Y )− 1
β
I(Z;X) (4)
where I(Z;X) is the mutual information between random variables Z and X, given by
I(Z;X) ,
∑
z,x
p(z, x) log
p(z, x)
p(z)p(x)
, (5)
and X, Y , Z are random variables corresponding to the original signal, relevant random variable
and compressed signal, respectively. In addition, β > 0 is a trade-off parameter which balances the
amount of relevant information, measured by I(Z;Y ), retained in the compressed representation
(Z) of the original signal (X) and the amount of compression of the original signal X, as measured
by I(Z;X). Provided a joint distribution p(x, y), a local solution to (4) can be found by an
algorithm that likens the Blahut-Arimoto algorithm from rate-distortion theory [32].
A key observation in [41] is that each tree T ∈ T Q can be represented by a corresponding encoder
of the form p(z|x), where p(z|x) specifies how the original leaf nodes x ∈ Nleaf (TW) are mapped to
nodes z ∈ Nleaf (T ) for some T ∈ T Q. A drawback, however, is the rigid structure placed on the
encoder p(z|x) in order to be representative of some T ∈ T Q, as not all encoders of the form p(z|x)
represent a valid tree structure. In addition, the solution to (4) is generally stochastic and therefore
does not yield an encoder p(z|x) that represents a feasible quadtree representation of W. Hence,
direct application of traditional algorithms to solve the problem (4) is not possible in this case. To
this end, the authors of [41] formulate a problem that allows for the IB problem to be applied to
obtain optimal encoders subject to the constraint that the resulting solution represent a feasible
quadtree representation of W. Thus, the work presented in [41] provides a framework to select
among abstractions of the environment W, in the form of multi-resolution quadtrees, as a function
of the trade-off parameter β > 0. As β > 0 is varied, the solution selects the multi-resolution tree
T ∈ T Q that optimally trades information retention and cardinality of the set Nleaf(T ). At one
end of the spectrum, when β → ∞, the problem (4) is concerned with maximizing I(Z;Y ), and
thus all relevant information contained in TW is recovered in the solution. At the other end, when
β → 0, the problem (4) maximizes compression (minimizes I(Z;X)), resulting in the solution being
the root node of TW . For intermediate values of β > 0, a family of solutions are obtained, each
trading information retention for the cardinality of the resulting representation of W. For more
information regarding the information-theoretic framework to obtain abstractions as a function of
β > 0, applications to OG and algorithms to solve the problem optimally, the interested reader is
referred to [41].
3 Path Planning on Environment Abstractions
Given a sequence of N > 0 strictly increasing β > 0, denoted {βi}Ni=1, we generate a corresponding
sequence of trees {Ti}Ni=1 by solving the information-theoretic problem in [41]. We now turn to
formalize the path-planning problem on the abstract representations of the environmentW encoded
by each T ∈ {Ti}Ni=1. However, before we proceed, the following definition is required.
Definition 3.1. An abstract path (AP) is a sequence of nodes pˆi = {zˆ0, . . . , zˆR} ⊆ Nleaf (T ) for
some T ∈ T Q, T 6= TW , such that zˆi, zˆi+1 are nodal neighbors for all i ∈ {0, . . . , R− 1} and zˆ0, zˆR
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satisfy Nleaf(TW(zˆ0)) ∩ s0 6= ∅ and Nleaf(TW(zˆR)) ∩ sg 6= ∅, respectively. An ε-feasible abstract path
(ε-AP) is an AP such that
⋃
zˆ∈pˆiNleaf(TW(zˆ)) ⊆ Pε.
T1
T2
T3
T4
Figure 2: Sequence of trees {Ti}4i=1 ⊆ T Q leading from T1 = Root(TW)
to T4 (m = 4). Note that T1 = Root (TW) is the root node of TW and
N (Ti+1) \ N (Ti) = C(n) for some n ∈ Nleaf (Ti) holds all i ∈ {1, 2, 3}.
Given a sequence of tree represen-
tations {Ti}Ni=1, our goal is to gener-
ate a corresponding sequence of paths
{pˆii}Ni=1 in such a way that the qual-
ity of the path improves with respect
to a given performance measure. The
challenge of providing such a perfor-
mance measure is the need to as-
sign the cost of traversing abstracted
nodes so that: (a) the objective func-
tion value of an FRP is consistent
with (2); (b) the cost of abstraction
is appropriately considered; and (c)
the value of the objective function re-
duces monotonically with increased resolution, or equivalently, with increased β > 0.
To this end, we define the function Vε : N (TW)→ R+ as
Vε(n) =
{
cε(n), n ∈ Nleaf (TW) ,
1
2d
∑
n′∈C(n) Vε(n
′), otherwise,
(6)
and consider the objective
Jˆε(pˆi;β) =
∑
zˆ∈pˆi
2drˆVε(zˆ). (7)
Note that the objective function Jˆε(pˆi;β) in (7) depends on the trade-off parameter β > 0, since β
determines the tree T ∈ T Q on which the AP pˆi is planned. Given β > 0, we consider the problem
pˆi∗β = arg min
pˆi∈Πˆβ
Jˆε(pˆi;β), (8)
where Πˆβ is the set of AP in T ∈ T Q for β > 0.
By utilizing the algorithms provided in [41], we obtain a sequence of trees {Ti}Ni=1 that are the
solution to the IB problem for a given sequence of strictly increasing values of β, {βi}Ni=1. Then, for
each j ∈ {1, . . . , N}, we solve the problem (8) on the tree Tj ∈ {Ti}Ni=1 to obtain a collection of AP
given by {pˆi∗i }Ni=1. What remains to show is that the objective function value of (7) monotonically
decreases with increased β > 0, or equivalently, that N ≥ j ≥ i ≥ 1 implies Jˆε(pˆi∗i ;βi) ≥ Jˆε(pˆi∗j ;βj).
This brings us to the following lemma.
Lemma 3.2. For all n ∈ Nint (TW) and for all S ⊆ C(n), 2drVε(n) ≥
∑
n′∈C(n)\S 2
dr′Vε(n
′) .
The following theorem shows that the value of Jˆε(pˆi
∗
i ;βi) monotonically decreases with i ∈
{1, . . . , N}.
Theorem 3.3. Let ε ∈ [0, 1] and consider β2 > β1 > 0 so that the corresponding trees T1, T2 ∈ T Q
are such thatN (T2)\N (T1) = C(n) for some n ∈ Nleaf (T1). Furthermore, let pˆi∗1 ⊆ Nleaf (T1) denote
an abstract path in the tree T1 ∈ T Q satisfying pˆi∗1 ∈ arg minpˆi1∈Πˆβ1 Jˆε(pˆi1;β1). Then there exists
an abstract path pˆi2 ⊆ Nleaf (T2) such that Jˆε(pˆi∗1;β1) ≥ Jˆε(pˆi2;β2).
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Figure 3: Example OG of an environmentW with two AP pˆi1 (blue) and pˆi2 (black) leading from a given start location
(cyan) to goal location (green). For probabilistic obstacles (red), shading scales with the probability of occupancy.
Notice that both pˆi1 and pˆi2 pass through identical (adjacent) abstracted cells with non-zero probability of occupancy.
To determine the feasibility of these paths requires refinement, shown to the right. Observe that, upon refinement,
the path pˆi1 (blue) will be deemed infeasible, as it is not possible to traverse the left abstracted cell in the direction
stipulated by pˆi1, and thus the path pˆi1 is not executable. In contrast, the path pˆi2 (black) is feasible, since the
right abstracted cell can be traversed in the direction required by pˆi1. This shows the difficulty in guaranteeing path
feasibility when planning on abstractions. Our framework and definition of feasibility precludes this situation from
occurring, guaranteeing that a feasible path found by the algorithm is executable.
Note that, by definition, Jˆε(pˆi2;β2) ≥ Jˆε(pˆi∗2;β2) for all pˆi2 ∈ Πˆβ2 , and hence Theorem 3.3
establishes that Jˆε(pˆi
∗
1;β1) ≥ Jˆε(pˆi∗2;β2). In addition, it should be noted that the same result holds
even though two consecutive trees in the sequence {Ti}Ni=1 do not necessarily satisfy N (Ti+1) \
N (Ti) = C(n) for some n ∈ Nleaf (Ti). This is due to an observation made in [41], which shows that
any tree Tm ∈ T Q can be obtained from a sequence of other trees given by {Ti}mi=1 ⊆ T Q, where
N (Ti+1) \ N (Ti) = C(n) for some n ∈ Nleaf (Ti) holds for all i ∈ {1, . . . ,m− 1}. An illustration is
provided in Figure 2.
Consequently, it follows that for any sequence of strictly increasing β > 0 given by {βi}Ni=1, the
resulting sequence of paths {pˆi∗i }Ni=1 obtained by solving the problem (8) ensures that Jˆε(pˆi∗i ;βi) ≥
Jˆε(pˆi
∗
j ;βj) for all N ≥ j ≥ i ≥ 1. Furthermore, we can view the trade-off parameter β > 0
as having a one-to-one correspondence with time t > 0 by, for example, considering a strictly
increasing mapping Γ(t) = β, where Γ(·) maps time t > 0 to trade-off parameter values. In this
way, the IB problem as well as the planning problem (8) become time-dependent, where then the
improvement of solution objective value with time is established by Theorem 3.3. Hence, we see
that the complexity of the problem can be related to the planning time t > 0, with the solution of
the problem monotonically improving with increased deliberation time.
We will now prove a number of other useful properties of our problem. For this, the following
fact is useful.
Fact 3.4. Let r ∈ {0, . . . , `}, ε ∈ [0, 1] and n ∈ N`−r (TW). Then Vε(n) = 12dr
∑
n′∈Nleaf(TW(n)) Vε(n
′).
Fact 3.4 provides us with an alternate expression for Vε(·), which is useful for the following
propositions.
Proposition 3.5. Let ε ∈ [0, 1]. Then Jˆε(pˆi;β) < M if and only if pˆi is a ε-feasible abstract path
for all β > 0.
Corollary 3.6. Let ε ∈ [0, 1]. Then Jε(pi) < M if and only if pi is a ε-feasible finest resolution
path.
The utility of Proposition 3.5 and Corollary 3.6 is that they provide a necessary and sufficient
condition for determining the feasibility of a path from knowledge of only the objective function
value. This is useful, as it allows an autonomous agent to quickly assess the feasibility of a path
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by utilizing information already provided by the path-planner. If the search terminates before
an ε-feasible path has been found, the agent is provided with the most recent solution, which is
guaranteed to be the least infeasible path, as measured by the number of ε-obstacles traversed,
available in the current tree.
Furthermore, as a result of Theorem 3.3 and Proposition 3.5, it follows that if an AP pˆi∗j is
ε-feasible for some j ∈ {1, . . . , N}, then all AP in the sequence {pˆi∗i }Ni=j are also ε-feasible. This
is an important result, as it ensures that the autonomous agent can never discover that a planned
path becomes infeasible with further refinement of the environment. In other words, the agent can
guarantee that an ε-AP is executable as the placement of obstacles within an abstract cell cannot
prevent the robot from following the planned path. An illustration is provided in Figure 3.
To conclude this section, we present the following proposition, which illustrates that the function
Vε(·) contains information regarding ε-obstacles that are aggregated to abstracted nodes.
Proposition 3.7. Let ε ∈ [0, 1] and n ∈ Nint (TW). Then Vε(n) > 1 if and only if Nleaf
(TW(n)) ∩
Pcε 6= ∅.
Proposition 3.7 allows an autonomous agent to quickly identify which leaf nodes in the tree
T ∈ T Q are considered to be ε-obstacles, and consequently which vertices in G(T ) to avoid, if
possible. We now present a numerical example to demonstrate the utility of our approach.
4 Numerical Example
We consider the worldW to be given by the 64×64 (` = 6) occupancy grid shown in Figure 4. The
OG representation provides information regarding the conditional distribution p(y|x), whereby we
then define the joint distribution p(y, x) = p(y|x)p(x) with p(x) = 1/|Nleaf(TW )| for all x ∈ Nleaf (TW).
By utilizing the uniform distribution p(x), we encode that the autonomous agent is equally likely
to occupy any cell x ∈ Nleaf (TW) and will result in the IB method refining the environment in
a region-agnostic manner, although other choices for p(x) are permitted. For more information
regarding region-agnostic and region-specific abstraction by specifying p(x), see [41].
The joint distribution p(x, y), along with a sequence of strictly increasing positive values of β,
say, {βi}Ni=1, are provided to the IB framework in [41] to obtain the sequence of trees {Ti}Ni=1 ⊆ T Q
along with the corresponding {G (Ti)}Ni=1. Solving the problem (3) with ε = 0.5 on the original
representation of W, encoded by TW , results with the FRP shown in Figure 5. Notice that, in this
case, |V (TW)| = 4096.
Figure 4: 64×64 original map of environment. Shading
of red indicates the probability that a cell is occupied.
Figure 5: Optimal FRP path leading from the start lo-
cation (cyan) to goal (green) for ε = 0.5.
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Figure 6: β = 100 tree, graph and path for ε = 0.5. Figure 7: β = 300 tree, graph and path for ε = 0.5.
Figure 8: β = 1700 tree, graph and path for ε = 0.5. Figure 9: β = 12800 tree, graph and path for ε = 0.5.
The path planning problem (8) with ε = 0.5 is then solved on each of the trees in the sequence
{Ti}Ni=1 ⊆ T Q to obtain {pˆi∗i }Ni=1. Samples of various abstract paths in the sequence {pˆi∗i }Ni=1 are
shown in Figures 6 – 9, where each path depicted corresponds to a β-value in {βi}Ni=1. In
addition to displaying the resulting path, these figures also show each vertex of the graph G (Ti),
the connectivity of the graph, as well as the vertices that are considered to be ε-obstacles (orange),
as determined by Proposition 3.7. It should be noted that, in the example shown, Figure 6 depicts
a path which is not considered to be ε-feasible, as the path traverses at least one node regarded
to be an ε-obstacle. However, this is the best that can be done given the poor abstraction of
the environment. This path is the least infeasible path for that abstracted environment. The
corresponding objective function value of Jˆε(pˆi
∗
i , βi) is provided in Figure 10.
Importantly, Figure 10 corroborates Proposition 3.5 and Theorem 3.3, as it shows that the paths
considered to be infeasible have an objective function value greater than M , and that the path cost
is deceasing with increased β > 0. Interestingly, Figure 10 also shows that, for this environment
and ε = 0.5, a path with objective function value less than 30% more than the optimal FRP
path cost can be obtained by utilizing a representation consisting of approximately 65% of the
nodes in Nleaf (TW). This represents a rather significant reduction in the number of vertices in the
corresponding graph, thereby decreasing the computational effort required to find solutions.
This interpretation lends itself well to the field of bounded rationality, which studies agents who
must determine how to act in environments subject to resource limitations. In fact, previous works,
such as [27, 30, 24], that study decision-making in stochastic domains have viewed the trade-off
parameter β as a sort of rationality parameter. In these studies, the authors formulate information-
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Figure 10: Logarithmic (base 10) value of Jˆε(pˆi
∗
i ;βi) versus amount of compression in terms of %|ΩX | for ε = 0.5,
|ΩX | = 4096. Red hatched region represents infeasible paths as given by Proposition 3.5.
constrained MDPs and argue that the resulting optimal policies for rational agents are recovered as
β →∞ and that policies for fully resource-limited agents are found as β → 0, with a spectrum of
solutions for intermediate values of β > 0. Similarly, we see that, in this work, β implicitly trades off
the complexity of the search by influencing the number of vertices in the graph G(T ). Furthermore,
β not only trades the complexity of the search, but also changes the value of the resulting optimal
path, since larger values of β lead to lower path costs, at the expense of increased complexity. This
way, we argue that our framework represents a bridge between bounded rationality and planning,
providing a method for which one can trade path-optimality and complexity of the search directly,
through a single parameter β and without the need to specify the abstractions a-priori.
5 Discussion and Extensions
A path planning problem, when solved by Dijkstra’s or equivalent dynamic programming-based
algorithm, has a complexity of O(V log(V )), where V = |V(T )|, is number of vertices in the
graph corresponding to the tree T ∈ T Q. Thus, while it is important to use abstraction to
reduce the number of vertices in the abstracted environment, it is equally important to perform
the abstraction in a meaningful way, otherwise, the resulting abstracted environment, although of
smaller cardinality, will be of no use for path planning. In this work, we used the IB method to
generate the abstraction of the environment which performs very well in this case, as can be verified
from Figure 10. Specifically, from Figure 10, we see that with approximately 45% compression we
are able to retain enough information to produce a path cost within 30% of an optimal FRP. The
reason for this is that both the path cost and the IB method employed to generate the environment
abstractions utilize the probability of occupancy (p(y|x)), implicitly connecting the two. Thus,
an interesting extension of this work would be modify and extend the IB method for abstraction
generation to consider other path cost functions. Furthermore, this study considered the case when
an autonomous agent can fully observe the environment, and the abstraction was only function of
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the occupancy grid and not of the physical location (or start and goal locations) of the robot. In
a future study we would like to extend this work to cases where the robot has sensing restrictions
and the quality of the abstraction degrades with the distance from the robot’s location.
6 Conclusions
We have developed a framework which allows for a path-planning problem to be solved on a se-
quence of abstract representations of the environment with connections to anytime algorithms. By
utilizing concepts from information-theoretic optimal encoder problems, we generate a sequence of
abstract representations of a given environment in the form of multi-resolution quadtrees. We show
how a path-planning problem in the original space can be systematically simplified and solved by
planning a sequence of paths on the abstract representations, resulting in solutions that are com-
putationally cheaper to obtain, while meeting anytime algorithm requirements. Theoretical results
with associated proofs are presented along with a non-trivial numerical example that corroborates
the theoretical findings.
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Appendix
6.1 Proof of Lemma 3.2
The proof is by contradiction. Assume that 2drVε(n) <
∑
n′∈C(n)\S 2
dr′Vε(n
′) for some S ⊆ C(n).
This implies
2drVε(n) <
∑
n′∈C(n)\S
2dr
′
Vε(n
′),
or equivalently, since n′ ∈ C(n)
2d(r
′+1)Vε(n)−
∑
n′∈C(n)\S
2dr
′
Vε(n
′) < 0,
or
2dr
′
2dVε(t)− ∑
n′∈C(n)\S
Vε(n
′)
 < 0,
as, for all n′ ∈ C(n), 2dr′ is a constant. Furthermore, since 2dr′ > 0, we have
2dVε(n)−
∑
n′∈C(n)\S
Vε(n
′) < 0,
which gives
Vε(n) < 2
−d ∑
n′∈C(n)\S
Vε(n
′),
for some S ⊆ C(n). However, since 0 ≤ Vε(n′) for all n′ ∈ C(n), we have that
Vε(n) < 2
−d ∑
n′∈C(n)\S
Vε(n
′) ≤ 2−d
∑
n′∈C(n)
Vε(n
′) = Vε(n),
leading to a contradiction.
6.2 Proof of Theorem 3.3
The proof is by construction. There are two cases to consider: pˆi∗1 ∩ {n} = ∅, and pˆi∗1 ∩ {n} 6= ∅.
First consider the case pˆi∗1 ∩ {n} = ∅. It follows,
pˆi∗1 ⊆ Nleaf (T1) ∩Nleaf (T2) ⊂ Nleaf (T2) ,
and thus pˆi∗1 ⊂ Nleaf (T2). In this case, take pˆi2 = pˆi∗1 and consequently Jˆε(pˆi∗1;β1) = Jˆε(pˆi2;β2).
Hence, there exists a path pˆi2 ⊆ Nleaf (T2) such that Jˆε(pˆi∗1;β1) ≥ Jˆε(pˆi2;β2).
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Now consider the case pˆi∗1 ∩ {n} 6= ∅. Let the path
pˆi2 = {pˆi∗1 \ n} ∪ C(n) ⊆ Nleaf (T2) .
Note that, for the abstract path pˆi2, we have that
Jˆε (pˆi
∗
1;β1)− Jˆε (pˆi2;β2) =
∑
zˆ∈pˆi∗1
2drˆVε(zˆ)−
∑
zˆ∈pˆi∗1\n
2drˆVε(zˆ)−
∑
n′∈C(n)
2dr
′
Vε(n
′),
which is equivalent to
Jˆε (pˆi
∗
1;β1)− Jˆε (pˆi2;β2) = 2drVε(n)−
∑
n′∈C(n)
2dr
′
Vε(n
′).
From Lemma 3.2, it follows that
2drVε(n)−
∑
n′∈C(n)
2dr
′
Vε(n
′) ≥ 0,
which yields Jˆε (pˆi
∗
1;β1) ≥ Jˆε (pˆi2;β2). Thus, there exists a path pˆi2 ⊆ Nleaf (T2) such that Jˆε (pˆi∗1;β1) ≥
Jˆε (pˆi2;β2).
6.3 Proof of Fact 3.4
The proof is by induction. First, consider the case when r = 0. In this case, for any n ∈ N` (TW),
we have
Vε(n) =
1
2d·0
∑
n′∈Nleaf(TW(n))
Vε(n
′) = Vε(n),
since n ∈ Nleaf (TW).
Assume now that the induction hypothesis holds for some r ≥ 0. Then, for any n ∈ N`−r−1 (TW),
we have, from the definition of Vε(n),
Vε(n) =
1
2d
∑
n′∈C(n)
Vε(n
′),
and note that n′ ∈ C(n) ⊆ N`−r (TW). Then, from the induction hypothesis, we have
Vε(n) =
1
2d(r+1)
∑
n′∈C(n)
∑
nˆ∈Nleaf(TW(n′))
Vε(nˆ).
This can be written as
Vε(n) =
1
2d(r+1)
∑
n′∈⋃nˆ∈C(n)Nleaf(TW(nˆ))
Vε(n
′),
=
1
2d(r+1)
∑
n′∈Nleaf(TW(n))
Vε(n
′),
which concludes the proof.
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6.4 Proof of Proposition 3.5
(⇒) The proof is by contradiction. Assume there exists β > 0 such that Jˆε(pˆi;β) ≥ M for some
ε-AP pˆi. From this assumption, the definition of Jˆε(·, ·), and Fact 3.4, we have
M ≤
∑
zˆ∈pˆi
2drˆVε(zˆ) =
∑
zˆ∈pˆi
∑
n′∈Nleaf(TW(zˆ))
Vε(n
′),
=
∑
n∈⋃zˆ∈pˆi Nleaf(TW(zˆ))
Vε(n).
Since the path is ε-feasible, it follows that
⋃
zˆ∈pˆiNleaf
(TW(zˆ)) ⊆ Pε and, along with the definition
of Vε(·) as well as the non-negativity of probability, we obtain∑
n∈⋃zˆ∈pˆi Nleaf(TW(zˆ))
Vε(n) ≤
∑
n∈Pε
Vε(n),
=
∑
x∈Pε
p(y = 1|x),
≤
∑
x∈Nleaf(TW )
p(y = 1|x),
≤ 2d`,
< 2d` + γ = M.
Thus, the above result implies
M ≤
∑
zˆ∈pˆi
2drˆVε(zˆ) < M,
which is a contradiction.
(⇐) Assume Jε(pˆi;β) < M and define the sets
Apˆi =
⋃
zˆ∈pˆi
Nleaf
(TW(zˆ))⋂Pε,
Bpˆi =
⋃
zˆ∈pˆi
Nleaf
(TW(zˆ))⋂Pcε .
Then, by Fact 3.4 we have
Jˆε (pˆi;β) =
∑
zˆ∈Apˆi
Vε(zˆ) +
∑
zˆ∈Bpˆi
Vε(zˆ),
whereby utilizing the definition of Vε(·), the above is equivalent to
Jˆε (pˆi;β) =
∑
zˆ∈Apˆi
Vε(zˆ) + |Bpˆi|M.
Note that Apˆi ⊆ Pε and hence 0 ≤
∑
zˆ∈Apˆi Vε(zˆ) ≤ 2d` < M and that |Bpˆi|M ≥ M if |Bpˆi| 6= 0 and
is 0 otherwise. Thus, if Jˆε (pˆi;β) < M , we have that
Jˆε (pˆi;β) =
∑
zˆ∈Apˆi
Vε(zˆ)︸ ︷︷ ︸
<M
+|Bpˆi|M < M,
which requires |Bpˆi| = 0. Therefore, if Jˆε (pˆi;β) < M then Bpˆi = ∅. Hence
⋃
zˆ∈pˆiNleaf
(TW(zˆ)) ⊆ Pε
implying pˆi is an ε-AP.
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6.5 Proof of Proposition 3.7
(⇒) Let n ∈ Nint (TW) and assume Nleaf
(TW(n)) ∩ Pcε 6= ∅. Define the sets
An , Nleaf
(TW(n)) ∩ Pε,
Bn , Nleaf
(TW(n)) ∩ Pcε ,
and note that, by assumption, |Bn| 6= 0. Now, from Fact 3.4, we have that
Vε(n) =
1
2dr
∑
n′∈Nleaf(TW(n))
Vε(n
′),
=
1
2dr
 ∑
n′∈An
Vε(n
′) +
∑
n′∈Bn
Vε(n
′)
 ,
and since Vε(·) ≥ 0,
Vε(n) =
1
2dr
 ∑
n′∈An
Vε(n
′) +
∑
n′∈Bn
Vε(n
′)
 ,
=
1
2dr
 ∑
n′∈An
Vε(n
′) + |Bn|M
 ,
≥ 1
2dr
|Bn|M.
Now, as |Bn| 6= 0, it follows that
Vε(n) ≥ 1
2dr
|Bn|M ≥ 1
2dr
M,
and, hence, from the definition of M , we obtain
Vε(n) ≥ 1
2dr
M > 2d(`−r) ≥ 1,
implying Vε(n) > 1.
(⇐) Let n ∈ Nint (TW) and now assume Vε(n) > 1. Note that from the definition of Vε(·), we have
Vε(n) =
1
2dr
∑
n′∈An
Vε(n
′) +
(2d` + γ)
2dr
|Bn|.
From the definition of Pε and that 0 ≤ ε ≤ 1, we have
0 ≤ 1
2dr
∑
n′∈An
Vε(n
′) ≤ 1
2dr
ε|An| ≤ 1
2dr
|An| ≤ 1,
where the last inequality follows from the fact that |An| ≤ 2dr. Consequently,
0 ≤ 1
2dr
∑
n′∈An
Vε(n
′) ≤ 1.
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Furthermore, note that (2
d`+γ)
2dr
> 0 and
(2d` + γ)
2dr
|Bn| ≥ 2d(`−r)|Bn| ≥ 0.
Therefore,
(
(2d`+γ)/2dr
) |Bn| > 0 if and only if |Bn| > 0. Then, if Vε(n) > 1 we have that
Vε(n) =
1
2dr
∑
n′∈An
Vε(n
′)︸ ︷︷ ︸
≤1
+
(2d` + γ)
2dr
|Bn|︸ ︷︷ ︸
≥0
> 1,
which requires |Bn| > 0. Thus Vε(n) > 1 implies Nleaf
(TW(n)) ∩ Pcε 6= ∅.
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