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Abstract
Multicast transmission, wherein the same packet must be delivered to multiple receivers, is an important
aspect of sensor and tactical networks and has several distinctive traits as opposed to more commonly studied
unicast networks. Specially, these include (i) identical packets must be delivered successfully to several nodes,
(ii) outage at any receiver requires the packet to be retransmitted at least to that receiver, and (iii) the multicast
rate is dominated by the receiver with the weakest link in order to minimize outage and retransmission. A first
contribution of this paper is the development of a tractable multicast model and throughput metric that captures
each of these key traits in a multicast wireless network. We utilize a Poisson cluster process (PCP) consisting
of a distinct Poisson point process (PPP) for the transmitters and receivers, and then define the multicast
transmission capacity (MTC) as the maximum achievable multicast rate per transmission attempt times the
maximum intensity of multicast clusters under decoding delay and multicast outage constraints. A multicast
cluster is a contiguous area over which a packet is multicasted, and to reduce outage it can be tessellated into
v smaller regions of multicast. The second contribution of the paper is the analysis of several key aspects of
this model, for which we develop the following main result. Assuming τ/v transmission attempts are allowed
for each tessellated region in a multicast cluster, we show that the MTC is Θ(ρkx log(k)vy) where ρ, x and
y are functions of τ and v depending on the network size and intensity, and k is the average number of the
intended receivers in a cluster. We derive {ρ, x, y} for a number of regimes of interest, and also show that an
appropriate number of retransmissions can significantly enhance the MTC.
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2I. INTRODUCTION
Multicast refers to the scenario whereby a transmitter needs to send a packet to multiple receivers.
In a wireless network, this creates a two-edged sword. On one hand, the broadcast nature of wireless
transmission assists multicast; but roughly uncorrelated outage probabilities at each receiver (due to
spatially distinct fading and interference) require retransmissions that cause interference and waste.
Multicast is an important aspect of sensor and tactical networks, and increasingly in commercial
networks where streaming is supported. However, the literature on multicast is minuscule compared
to unicast – whereby nodes are paired into sources and destinations – and even basic modeling issues
such as outage, capacity/throughput definitions, and retransmissions are not widely agreed upon. In
this work, we attempt to investigate the fundamental throughput limits of multicast transmission and
we develop a metric based on spatial outage capacity which we term multicast transmission capacity
(MTC).
In order to characterize the MTC in a wireless network we propose a multicast network model
in which each transmitter has an intended multicast region (called a cluster) where all the intended
receivers are uniformly and independently scattered, and hence a Poisson cluster process can be
reasonably used to model the transmit-receiver location statistics. The active transmitters are modeled
as a stationary Poisson point process (PPP) and their associated receiver nodes in the cluster are also
a stationary PPP, as shown in Fig. 1. In other words, each cluster is randomly located in the network
and comprises a multicast session. This paper will develop interference and outage expressions for
this model, and analyze some important cases of the network model and design space, including the
network intensity, size and the effect of retransmissions.
A. Motivation and Related Work
The majority of the existing works on network capacity are focused on the unicast scenario
and built upon the protocol and physical network models proposed in [1]. Generally speaking, the
unicast network capacity is the maximum number of point-to-point communication links that can be
simultaneously supported in the network under some transmission constraints. For example, transport
capacity built upon the protocol model [1] has a geometric constraint on transmitter-receiver pairs. Due
to the difficulty in coordinating the transmission constraints between multiple receivers, the unicast
capacity, in general, is not readily extended to the multicast capacity. Even the definition of multicast
capacity is not widely agreed upon.
3Some previous works, such as [2]–[11], have made significant progress in studying the multicast
or broadcast capacity1. For example, in [2] the protocol model is used where source nodes and their
multicast destinations are randomly chosen. The multicast capacity is defined as the sum rate of
all multicast flows and it is obtained as a function of the number of multicast sources. In [4], the
multicast capacity under the protocol model is defined as the transmission rate summed over all
of the multicast traffic flows in the network. Its scaling characterization is obtained by the number
of receivers in each multicast session. Reference [9] showed that the broadcast capacity under the
protocol model does not change by more than a constant factor when the number of nodes, the radio
range or the area of the network is changed. In [10], the physical model and a stationary PPP of the
nodes in the network are considered. It showed that the broadcast capacity is a constant factor of the
computed upper bound when the number of nodes goes to infinity under a constant node intensity.
The multicast and broadcast capacities in the above works are defined behind the main concept that
the transmitted information should be received by all of its intended receivers. However, they are not
investigated from the multi-receiver outage point of view and thus their scaling results cannot provide
us retransmission guidelines for capacity enhancement.
The multicast capacity problem in this paper is studied from an outage perspective, which is a
departure from previous work. For example, the prior work built on the protocol model in [1] does not
consider channel impairments such as fading and path loss, and thus, all transmissions are successful
once certain geometric constraints are satisfied. Also, outage and the resulting retransmissions are
not considered. This is somewhat unrealistic. The main issues we would like to clarify are (i) how
many simultaneous multicast sessions can (and should) coexist when all receivers in a multicast
session need to receive the packet from their transmitter, and (ii) when are retransmissions beneficial
or detrimental to the multicast capacity? Hence, we introduce the MTC in a planar network, which
is defined as the maximum achievable multicast rate per transmission attempt times the maximum
number of the coexisting clusters in the network per unit area, subject to decoding delay and multicast
outage constraints. This is a logical evolution of the transmission capacity framework originated in
[12] to the topic of multicast. The decoding delay constraint here means a transmitter can multicast
a packet to all of its intended receivers up to τ ∈ N+ transmission attempts and multicast outage
1Broadcast means only one transmitter would like to transmit to all of other nodes in the network, whereas multicast means transmitters
transmit to a certain number of nodes in the network. Hence, broadcast capacity can be viewed as a special case of multicast capacity.
4happens when any of the intended receivers in a cluster does not receive the information multicasted
by their transmitter during those τ attempts.
B. Main Contributions
Since unicast outage cannot be directly applied to the outage scenario of multiple receivers, our
first contribution is introducing MTC with multicast outage. To the best of our knowledge, this is the
first work to study multicast capacity under a multicast outage constraint. According to the proposed
Poisson cluster model for multicast, we also propose some new cluster-based definitions for the
largeness and denseness of a network in order to characterize the scaling behaviors of the MTC under
different conditions. Referring to Table I for the notation of main variables, we have shown that the
scaling of both single-hop and multihop MTC can be expressed in a general form of Θ(ρkx log(k)vy)
where ρ, x and y are given in Table II for different network conditions, k is the average number of
the intended receivers in a cluster, and v is the number of the tessellated regions of equal area in a
cluster2. From Table II, we know retransmissions have a significant effect on the MTC and certain
number of retransmissions could enhance it. We found that the decoding delay τ can be viewed as
a resource which should be allocated properly in every tesselated region to maximize the MTC. In
addition, we also show that the MTC scaling holds for the various parameters of Nakagami fading.
We characterize three approaches to improving the MTC – interference-suppression, interference-
avoidance and area-shrinking (i.e. reducing the cluster size). The area-shrinking method is able to
provide the best capacity gain among the three since the multicast outage probability is reduced due
to fewer receivers in a cluster. However, shrinking the area of a cluster means some of the intended
receivers may have to be excluded, which is not welcome. Thus the multihop multicast method is
proposed to improve the MTC without shrinking the cluster. Our main result shows that if the clusters
are appropriately tessellated multihop multicast can significantly improve the MTC compared to its
single-hop counterpart. This is because an appropriate number of retransmissions largely reduces the
multicast outage probability and thus results in the increase of the maximum contention intensity that
compensates the loss of spectral efficiency due to retransmissions.
2Throughout this paper, standard asymptotic notation will be used: O(·), Ω(·) and Θ(·) correspond to asymptotic upper, lower, and
tight bounds, respectively.
5C. Paper Organization
In Section II, the network model and its assumptions are described and some preliminaries for
the following analysis are provided here. The main results of multicast transmission capacity for the
case of single-hop multicast are presented in Section III, whereas Section IV has the main results of
multicast transmission capacity with multihop multicast. Finally, we conclude our work in Section V.
TABLE I
NOTATION OF MAIN VARIABLES, PROCESSES AND FUNCTIONS
Symbol Definition
Φt (Φr, Φc) PPP of transmitters (receivers, connected receivers)
ǫ upper bound of multicast outage probability (≪ 1)
λt (λr, λc) intensity of Φt (Φr, Φc)
λ¯t maximum contention intensity of λt
λ¯ǫ first-order Taylor expansion of λ¯t (λ¯ǫ ≈ λ¯t for small ǫ)
E(λt) multicast outage event depending on λt
τ decoding delay constraint, positive integer
v number of the tessellated regions in a cluster (v ≤ τ )
s radius of a multicast cluster (s > 1)
µ(A) Lebesgue measure of a bounded set A
β SIR threshold
α path loss exponent (α > 2)
b multicast transmission rate (bps/Hz)
Cǫ multicast transmission capacity (bps/Hz/m2)
k average number of the intended receivers in a cluster, πs2λr
fH(·), FH(·), F
c
H(·) PDF, CDF, CCDF of channel fading gain H
TABLE II
SUMMARY OF MAIN RESULTS ON MULTICAST TRANSMISSION CAPACITY
Multicast Transmission Capacity Cǫ Θ(ρ kx log(k) vy)
Maximum Contention Intensity λ¯ǫ Θ(ρ kx vy)
Network Condition Dense Large Large Dense
x − v
τ
−
(
1 + v
τ
)
−
(
τ+2v
2τ
)
ρ 1
τ2
(ǫ(τ/v + 1))
v
τ
y v
τ
+ 1
6II. NETWORK MODEL AND PRELIMINARIES
In most of the existing literature, multicast capacity is defined based on the sum of the supportable
rates of all multicast sessions. Similarly, the MTC here is characterized by the sum of the multicast
rates of the multicast sessions not in (multicast) outage. The multicast rate is affected by the number
of the receivers as well as the interference from other multicast sessions. The multicast network model
is developed with the principle that it should capture the key traits of a multicast network (for example
spatial reuse, retransmissions, broadcast packets, etc.), while being as tractable as possible.
A. Clustered Network Model for Multicast Transmission
In the network, each transmitter has a multicast cluster of equal area and its receive nodes in the
cluster suffer aggregate interference from a Poisson field of transmitters. Specifically, we assume that
the network is operating a slotted ALOHA protocol and the distribution of the transmitting nodes in
the network is a stationary Poisson point process (PPP) Φt of intensity λt. As shown in Fig. 1, any
transmitter Xi ∈ Φt has its own intended multicast cluster Ri where all of its intended receivers are
uniformly and independently distributed and they also form a stationary PPP Φri of intensity λr. Note
that each cluster could contain other transmitters and unintended receivers in addition to its own
transmitter and intended receivers.
Accordingly, the multicast transmission sessions in the network follow a the Poisson cluster process
(PCP) Zi , Φri∪Xi, i.e., each transmitter is a parent node associated with a cluster of receive daughter
nodes. The cluster processes {Zi} corresponding to different transmitters {Xi} are assumed to be
independent so that the superposition of all clusters yields the resulting cluster process Φ =
⋃
Xi∈Φt Zi
of intensity λ = k λt where k = πs2λr is the average number of the intended receivers in each cluster
assuming all {Ri, ∀i ∈ N} have the same radius s > 1. The distribution of the intended receiver nodes
in each cluster is modeled as a marked PPP denoted by Φri , {(Yij, Hij) : Yij ∈ Ri, j ∈ N}, where
Hij is the fading channel gain between transmitter Xi and its intended receiver Yij . Similarly, the
distribution of transmitters in the network is also a marked PPP, i.e., Φt , {(Xi, {H˜ij}), i, j ∈ N+}
where H˜ij denotes the fading channel gain between transmitter Xi and the receiver Y0j located in
cluster R0.3 All fading channel gains are i.i.d. with probability density function (PDF) fH(·).
3Since all of the following analysis is based on the nodes in the reference cluster R0, the subscript 0 of some variables will not be
explicitly indicated if there is no ambiguity. So Yj and Hj in R0 actually stand for Y0j and H0j , respectively.
7Without loss of generality, the MTC can be evaluated in the reference cluster R0 whose transmitter
X0 is located at the origin. We condition on this typical transmitter X0 resulting in what is known the
Palm distribution for transmitting nodes in the two-dimensional Euclidean space [13]. It follows by
Slivnyak’s theorem [13] that this conditional distribution also corresponds to a homogenous PPP with
the same intensity and an additional point at the origin. The signal propagation in space is assumed
to undergo path loss and fading. The path loss model between two nodes X and Y used in this paper
is
ℓ(|X − Y |) ,


|X − Y |−α, if |X − Y | ≥ 1
0, else,
(1)
where |X − Y | denotes the Euclidean distance between nodes X and Y , and α > 2 is the path
loss exponent4. The reason of using the model in (1) is because the model | · |−α does not behave
well in the near field of each transmitter and it thus leads to an unbounded mean of the shot noise
process. This model is similar to the idea of the bounded propagation model proposed in [16] [17].
The Nakagami-m fading model is adopted in this paper because it covers several different fading
models, such as Rayleigh (for m = 1), Rician fading with parameter K (for m = (K+1)2/(2K+1))
and no fading (for m → ∞), as well as intermediate fading distributions. It is of unit mean and
variance and given by
fH(h) =
mm
Γ(m)
hm−1 exp(−mh), (2)
where m is a positive integer and Γ(m) =
∫∞
0
zm−1e−z dz is the Gamma function.
Each receiver is able to successfully receive its desired information if its SIR is greater or equal
to the target threshold β. That is, receiver node Yj is “connected” to the typical transmitter if
SIR ,
Hjℓ(|Yj|)
Ij
≥ β. (3)
Note that SIR depends on λt, i.e. SIR = SIR(λt). All the transmitters are assumed to use the same
transmit power, the network is interference-limited, and Ij is the aggregate interference at receive
node Yj and a sum over the marked point processes. Namely,
Ij =
∑
Xi∈Φt\{X0}
H˜ijℓ(|Xi − Yj|), (4)
4In a planar network, α is greater than 2 in order to have bounded interference, i.e. Ij <∞ almost surely if α > 2 [14], [15]
8which is a Poisson shot noise process, and H˜ij is the fading channel gain from transmitter Xi to
receiver Yj in R0. Since Φt is stationary, according to Slivnyak’s theorem the statistics of signal
reception seen by receiver Yj is the same as that seen by any other receivers in the same cluster. Thus
Ij can be evaluated at the origin, i.e., (4) can be rewritten as I0 =
∑
Xi∈Φt\{X0} H˜iℓ(|Xi|), where H˜i
is the fading channel gain between transmitter Xi and the origin.
Suppose the decoding delay is up to the lapse of τ transmission attempts for a transmitter. The
connected receiver process for the t-th transmission is denoted by
Φˆc(t) = {(Yj, Hj(t)) ∈ Φr0 : Hj(t)ℓ(|Yj|) ≥ βI0} , (5)
where {Hj(t)} are i.i.d. for all t ∈ [1, · · · , τ ]. Also, let Φc(τ) be the connected receiver process at
the τ th attempt, i.e., it is the set of all intended receivers in a cluster connected by their transmitter
during the decoding delay, and thus it can be written as Φc(τ) =
⋃τ
t=1 Φˆ
c(t). In other words, the
connected receiver process can be described by a filtration process5.
B. Multicast Transmission Outage
The transmission capacity of an ad hoc network introduced in [12] is defined based on point-to-point
transmission with an outage probability constraint ǫ ∈ (0, 1), and is given by
c˜ǫ = b˜ λ¯t (1− ǫ), (6)
where b˜ is the constant transmission rate a communication link can support (for example, about
log2(1 + β)), and λ¯t is the maximum contention intensity subject to an outage probability target ǫ.
However, (6) cannot be directly applied to multicast because the multicast rate would be affected by
λr and λ¯t, and the outage of a multicast transmission is not point-to-point but point-to-multipoint.
How to declare an outage event for a transmitter multicasting information in the previous multicast
transmission model is a key issue.
Since no desired receiver can be assumed to be dispensable, a reasonable way to define multicast
outage is when any of the intended receivers of a transmitter does not receive a multicasted packet
during a period of time up to the decoding delay. That is, after all the allowed retransmissions have
been used, if one of the desired receivers in the cluster has not decoded the packet, we declare an
5A filtration process means Φc(1) ⊆ Φc(2) · · · ⊆ Φc(τ ), and for any set A ⊆ R0, A(Φc(τ )) → A(Φr0) almost surely as τ → ∞
where A(Φ) denotes the random number of point process Φ enclosed in set A.
9outage for this cluster. Thus, a multicast outage event of each multicast cluster can be described as
E(λt) = {Φr0 \ Φc(τ) 6= ∅} because E depends on λt. The probability of E(λt) can be characterized
by the intensity of the connected receivers during the lapse of τ attempts as follows:
P[E(λt)] , 1− P[{Φr0 \ Φc(τ)} = ∅]
= 1− exp
{
−
∫
R0
(λr − λc(Y, τ))µ(dY )
}
, (7)
where µ(·) denotes a Lebesgue measure and λc(Y, τ) is the intensity of Φc(τ) at node Y . Using (7) to
find multicast outage probability can be interpreted as finding the void probability of a “disconnected”
PPP in a cluster. Since all of the intended receivers are uniformly distributed in R0, (7) can be rewritten
as
P[E(λt)] = 1− exp
{−πs2 (λr − ER[λc(R, τ)])} ≤ ǫ, (8)
where R ∈ [0, s] is a random variable whose PDF is fR(r) = 2rs2 . The outage probability in (8) cannot
exceed its designated upper bound ǫ which is assumed to be a small value throughout this paper.
Remark 1. In Section III-A, we will show that Φc(τ) is a nonhomogeneous PPP and the average of its
intensity ER[λc(R, τ)] can be found. Thus, the multicast outage probability in (8) can be calculated.
Also, ER[λc(R, τ)] is a monotonically decreasing function of λt so that the maximum λ¯t is attained
when ER[λc(R, τ)] reduces to its lower bound λr + ln(1−ǫ)πs2 that is obtained by solving (8).
Remark 2. The multicast outage probability in (8) will accurately approximate the unicast outage
probability for a small ǫ if there are no retransmissions (τ = 1) and only one receiver is in a cluster.
For a unicast scenario in each cluster, we have πs2λr = 1 and ER[λc(R, 1)] = λr P[SIR(λt) ≥ β].
Thus, (8) becomes
P[E(λt)] = 1− exp(−P[SIR(λt) < β]) = P[SIR(λt) < β] +O(ǫ2)
since P[SIR(λt) < β] ≤ ǫ and e−ǫ = 1−ǫ+O(ǫ2). This shows that the point-to-point outage scenario
is covered by our model, i.e. multicast outage is a generalization of point-to-point outage.
C. Definitions of Multicast Transmission Capacity, Largeness and Denseness of Networks
Since the multicast outage probability is upper bounded by a small ǫ, the maximum contention
intensity λ¯t is a function of ǫ and its Taylor expansion for ǫ gives
λ¯t(ǫ) , sup{λt > 0 : P[E(λt)] ≤ ǫ} = λ¯ǫ +O(ǫ2), (9)
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where λ¯ǫ is the Taylor expansion of λ¯t(ǫ) without the second and higher order terms of ǫ. Since ǫ is
small, λ¯ǫ ≈ λ¯t(ǫ) and thus, for simplicity, we will focus the analysis on λ¯ǫ in the following.
Definition 1 (Multicast Transmission Capacity). The multicast transmission capacity with the
multicast outage probability defined in (7) for small ǫ is defined as
Cǫ ,
1
τ
b λ¯ǫ (1− ǫ), (10)
where λ¯ǫ is the first order approximation of λ¯t(ǫ) as indicated in (9), b is the maximum achievable
multicast rate on average for every cluster and it is not a constant in general.
Multicast transmission capacity Cǫ gives the number of successful multicast clusters with the
maximum achievable multicast rate, that can coexist per unit area subject to decoding delay and
multicast outage constraints. In other words, it is the area spectral efficiency of cluster-based multicast
transmission. The following definitions of largeness and denseness of a network will be needed to
acquire the scaling characterizations of the MTCs in the subsequent analysis. They are defined based
on the circumstance that the average number of the intended receivers in a cluster is sufficiently large,
i.e., k = πs2λr ≫ 1.
Definition 2 (Denseness and Largeness of a network with a PCP). (a) We say a network is “large”
if the area πs2 of a cluster in the network is sufficiently large such that for a fixed intended receiver
intensity λr we have k ≫ 1. (b) If the intended receiver intensity is sufficiently large such that for
fixed area πs2 we have k ≫ 1, then such a network is called “dense”. (c) A “large dense” network,
it means that clusters in a network have a sufficiently large size as well as intended receiver intensity;
namely, λr ∝ πs2 and thus k ≫ 1.
Here we should point out that Definition 2 may not be consistent with some popular node-
based unicast definitions in prior literature. For example, a dense network usually means it is dense
everywhere (i.e., uniformly dense); however, our denseness definition could involve the case of local
denseness if the receiver intensity in a single cluster is sufficiently large whereas the cluster intensity
is small.
D. Multicast Transmission Methods – Single-hop and Multihop
The network model with a PCP for multicast introduced in the previous subsection implicitly
assumes that the parent node of each cluster (see Fig. 1) is the sole transmitter. This is the case of
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single-hop multicast. Hence, for single-hop multicast, multicast outage probability only depends on
the channel conditions between the parent node and its intended receiver nodes. When the size of
clusters is large, the path loss of transmitted signals and the average number of the intended receivers
for each parent node are both increased significantly. The MTC in this case will correspondingly
decrease, so single-hop multicast is not an efficient means of disseminating information for a large
and/or dense network.
To alleviate this drawback, we propose a multihop multicast approach. The idea is to allow
retransmissions in a cluster by randomly selected receivers that have successfully received the packet
already. Each of the selected receivers has its own small local multicast region, and the whole cluster
is covered by the combination of small multicast regions. Note that only one selected receiver is
allowed to transmit for each time slot in order to make all transmitters in each time slot still form a
PPP. The detailed algorithm and modeling assumptions will be presented in Section IV-A.
III. MULTICAST TRANSMISSION CAPACITY WITH SINGLE-HOP MULTICAST
In this section, we study the MTC when transmitters are multicasting to all of their intended
receivers in a single-hop fashion. First we have to find the multicast outage probability defined in
(8) and thus we need to study the intensity of the receiver-connected process during the lapse of τ
attempts. Then the maximum contention intensity which characterizes the single-hop MTC can be
found based on the intensity of the connected receivers in a cluster.
A. The Receiver-Connected Process
During the allowed transmission τ attempts, the intended receivers in R0 connected by the transmit-
ter X0 form a receiver-connected process whose intensity is the necessary information to estimate the
multicast outage probability. Since Φc is a filtration process and upper bounded by Φr (as explained
in Section II-A), the connected receiver intensity in R0 is an increasing function of τ as shown in
the following lemma.
Lemma 1. Consider the stationary PPP Φr0 of intensity λr in the reference cluster R0. If a transmitter
is allowed to transmit a packet up to τ times, then Φc(τ) is a nonhomogeneous thinning PPP and the
intensities of Φc(τ) for different fading models are shown as follows. For Rayleigh fading, we have
λc(r, τ) = λr (1− {1− exp [−π∆1(βrα,∞)λt]}τ ) , (11)
12
and ∆1(·, ·) is defined in Proposition 1 in Appendix I-A. For Nakagami-m fading with m > 1, we
have
λc(r, τ) = λr
{
1− [1−Ψ(m−1)(mβ rα)]τ} , r ∈ [1, s] (12)
where
Ψ(m)(φ) ,
(−1)mφm+1
m!
dm
dφm exp {−π λt ∆1(φ,∞)− log φ} . (13)
Proof: See Appendix II-A.
The connection intensity λc for Rayleigh fading in (11) reveals an interesting implication. The term
1− exp[−π∆1(βrα,∞)λt] can be interpreted as the probability that there is at least one interferer in
the circular area of radius
√
∆1(βrα,∞). This circular area can be called the dominating interferer
area centered ar r because any single interferer within this area can cause an outage at the receiver
located at r.The effect of retransmission can be said either to make this probability reduce by τ -
fold or to enlarge the circular area. In a dense network with λt ≥ λr, for example, the term (1 −
exp[−π∆1(βrα,∞)λt])τ ≈ 1− τ exp[−π∆1(βrα,∞)λt] since π∆1(βrα,∞)λt ≫ 1. So the radius of
the dominating interferer coverage is approximately increased by
√
ln(τ)-fold if τ > 2 in this case.
In addition, as shown in (11)-(13), we know that a closed-form expression of the average connection
intensity E[λc] in terms of λt in a general network is difficult to find. However, an upper bound on
E[λc] can be found in the following lemma, and thus in the special case of clusters with many intended
receivers, (11) and (12) can be simplified to allow a nearly closed-form solution of λt (see Section
III-B).
Lemma 2. The connection intensity λc of a non-homogeneous PPP Φc(τ) in a cluster for Rayleigh
fading is shown in (11) and its expression for Nakagami-m fading with m > 1 is given by (12). The
upper bounds on λc for different fading models are given in the following:
ER[λc(R, τ)] ≤ λr [1− (1− ER[exp(−πλt∆1(βRα,∞))])τ ] , for Rayleigh fading (14)
ER[λc(R, τ)] ≤ λr
[
1− (1− ER[Ψ(m−1)(mβRα)])τ
]
, for Nakagami-m fading, m > 1. (15)
Proof: According to the Ho¨lder inequality, for two real-valued random variables D1 and D2,
(E[D1D2])
p ≤ E[Dp1]E[Dq2]p/q, where p, q > 0 and 1/p+1/q = 1. Consider the number of transmission
attempts τ > 1 and D2 = 1, and let p = τ and q = ττ−1 . Then it follows that (E[D1])
τ ≤ E[Dτ1 ]. For
Rayleigh fading, taking average on the both sides of (11) and using this property (E[D1])τ ≤ E[Dτ1 ]
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by letting D1 = 1− exp(−πλt∆1(βRα,∞)), (14) follows. Similarly, (15) can be shown in the same
way.
B. Single-hop Multicast Transmission Capacity
Now we characterize the MTC in a network when a transmitter directly multicasts its intended
receivers in a cluster.
Theorem 1. Suppose the multicast outage probability given in (8) is upper bounded by small ǫ and the
maximum decoding delay is τ transmission attempts. If the average number of the intended receivers
in a cluster with radius s is k and k ≥ 1
ǫτ−1
, then the maximum contention intensity is
λ¯ǫ =
η ρ τ 2
s2β
2
α
τ
√
k
= Θ
(
ρ τ 2
s2β
2
α
τ
√
k
)
, (16)
where ρ = 1
τ2
τ
√
ǫ(τ + 1), β is the SIR threshold for successfully decoding and η is a constant
(depending on m, β and α).
Proof: See Appendix II-B.
Remark 3. The scaling function Θ(·) of λ¯ǫ in (16) only contains the “controllable” network param-
eters such as s, ǫ, τ and β, which means their values are adjustable if needed. Constant η contains
the parameter m of Nakagami fading, which is a channel characteristic and usually uncontrollable
and thus η is not left in Θ(·).
If a unicast planar network without retransmission is considered (i.e. k = τ = 1), λ¯ǫ in (16) will
reduce to the previous results discovered, i.e., λ¯ǫ = Θ
(
ǫ
s2 β2/α
)
. In [12], for example, the maximum
contention intensities of FH-CDMA and DS-CDMA are Θ
(
ǫM
s2β2/α
)
and Θ
(
ǫM2/α
s2β2/α
)
respectively,
where M is the channel number of FH-CDMA and the spreading factor of DS-CDMA. It is easy
to check that these two results coincide with ours here by considering λ¯ǫ
M
for FH-CDMA and β
M
for
DS-CDMA. In addition, the longest transmission distance in a cluster is s and we know λ¯ǫ = Θ(s−2)
and so is the network capacity, which also coincides with the results in [12] [14].
The result in (16) only indicates how much the maximum intensity of transmitters can be supported
in a network under the decoding delay and multicast outage constraints. Having the maximum
contention intensity only is unable to tell us how much its corresponding MTC should be since
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the multicast rate b is also affected by the maximum contention intensity. Considering a capacity-
approaching code is used, the maximum achievable multicast rate b that is acceptable for all intended
receivers is the following ergodic channel capacity evaluated at the boundary of a cluster:
b = E
[
log
(
1 +
Hmax s
−α
I0
)]
. (17)
where Hmax = maxt∈[1,··· ,τ ]H(t) and H(t) is the fading channel gain for the t-th transmission between
typical transmitter X0 and a receiver located on the cluster boundary. Although there may be no
receivers on the boundary of a cluster, multicast rate b should be considered from a worse case point
of view because it needs to be acceptable for all intended receivers in any locations within a cluster.
The bounds on b are given in the following lemma.
Lemma 3. There exists a δ ∈ (0, 1) such that the bounds on the multicast rate b in (17) can be given
by
δ log
(
1 +
1
πs2λt
)
≤ b ≤ log
(
1 +
1
πs2λt
)
+O(1). (18)
Proof: See Appendix II-C.
Remark 4. The bounds on the multicast rate in (18) are not affected by channel fading because the
fading effect has been averaged out. Lemma 3 suggests that b is significantly reduced by the aggregate
interference from the transmitters in the cluster and the transmitters out of the cluster only reduce it
by at most a constant.
Scaling Law of Single-hop MTC. According to Theorem 1 and Lemma 3, we found that the
multicast rate b is Θ(log(k)/τ) for any network conditions if λ¯ǫ is achieved and k is sufficiently
large. The MTCs in a network without receiver cooperation can be concluded as follows. (i) For
a dense network, λ¯ǫ = Θ
(
ρτ2
τ√
k
)
since πs2 is fixed and k ≫ 1. By the MTC definition, we know
Cǫ = Θ
(
ρ log(k)
τ√k
)
. (ii) If the network is large, then λ¯ǫ = Θ
(
ρτ2
k1+1/τ
)
and thus Cǫ = Θ
(
ρ log(k)
k(1+1/τ)
)
.
(iii) For a large dense network, λr = Θ(s2) and k ≫ 1. So λ¯ǫ is Θ
(
ρ τ 2 k−(
τ+2
2τ )
)
and thus Cǫ =
Θ
(
ρk−(
τ+2
2τ ) log(k)
)
. In summary, the MTC here can be expressed in a general form as follows:
Cǫ = Θ (ρ k
x log(k)) , (19)
where x has been given in Table II. Note again that the scaling function Θ(·) is applied only to the
main controllable variables for a specific network. For example, the main controllable parameters for
a dense network are λr (or k) and τ whereas πs2 is a constant.
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A simulation example of the MTCs for a large network with Rayleigh fading is presented in Fig.
2. One can see that the MTCs decrease when s increases (i.e. k increases), and slightly increasing
the radius of a cluster can significantly reduces the MTC. The decoding delay constraint τ has a
significant effect on the MTCs as well. Since retransmissions decrease outage probability as well as
increase interference, it can be observed from (10) that there exists an optimal tradeoff between τ
and λ¯ǫ. This can be observed in Fig. 2, for example, the MTC of τ = 3 is larger than that of τ = 10,
which indicates a few retransmissions indeed increase the MTC and too many retransmissions are,
on the contrary, detrimental to it. Fig. 3 presents the MTC results for a large dense network with
Rayleigh fading. If we compare Fig. 3 with Fig. 2, we can see that denseness does not have a serious
impact on MTC as largeness. This observation coincides with the scaling law stated in above. Thus,
path loss is the main key issue of limiting the MTC, which enlightens us the idea of using multihop
multicast to deliver packets with a less path loss (see Section IV).
IV. MULTICAST TRANSMISSION CAPACITY WITH MULTIHOP MULTICAST
The MTCs for single-hop multicast investigated in Section III scale like Θ(s−2) if other network
parameters are fixed. Therefore, the single-hop MTC increases when its multicast cluster is shrunk.
However, shrinking the cluster is not welcome if the packets must be transmitted over the same
coverage. So here we would like to know if there is another method to increase the MTC without
shrinking the cluster. From previous results, for sufficiently large k the scaling of the single-hop MTC
can be written as
Cǫ = Θ
(
ρ kx log(k)
s2 β
2
α
)
, (20)
where ρ = 1
τ2
τ
√
ǫ(τ + 1) and x = − 1
τ
. So (20) suggests three approaches to increasing the MTC:
interference-avoidance, interference-suppression and area-shrinking methods. The capacity gain due
to interference avoidance can be acquired by removing co-channel interferers such that SIR(λt) is
improved by reducing λt. This is the context when each transmitter independently selects its own
transmission channel from several available channels (see the case of FH-CDMA in [12]). Interference
avoidance does not affect any network parameters except the multicast rate b. The interference-
suppression capacity gain can be obtained by signal processing techniques to increase the SIR so that
multicast rate b is increased (see the case of DS-CDMA in [12]). In addition, suppressing interference
is equivalent to relaxing the SIR threshold β and thus pre-constant η depending on β is increased.
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Of course, the area-shrinking capacity gain is attained by multicasting in a smaller region instead of
the whole cluster. Shrinking a cluster only leads to a decrease in the cluster radius s and thus the
average number of the intended receivers k becomes smaller.
Let {ga, gs, gv} > 1 be the interference-avoidance, interference-suppression and area-shrinking gain
parameters, respectively. Then respectively replacing s2, β and λ¯ǫ by s2/gv, β/gs and λ¯ǫ/ga in (20),
we obtain
Cǫ = Θ
(
ρ ga g
2/α
s g1−xv k
x log(k)
s2β
2
α
)
. (21)
The three gain parameters in (21) indicate which method is able to contribute more to the MTC in
each context. The interference-avoidance method is superior to interference-suppression when ga and
gs are equal because ga/g2/αs > 1 due to α > 2. This point has been shown for FH-CDMA and
DS-CDMA in [12]. If the cluster is shrunk to a smaller region of area πs2/gv and all the three gain
parameters are equal, then shrinking is the best way to improve the MTC. According to (21), we can
conjecture that the MTC could be increased if the cluster is tessellated into several smaller regions
and a packet is allowed to be multicasted in each of them up to some times under the condition that
the decoding delay and multicast outage constraints both have to be satisfied. This conjecture will be
verified later in the following subsection.
A. Multicast over Multihop
Suppose the cluster R0 is tessellated into a certain number of smaller multicast regions of equal
area. A packet is multicasted the same number of times (called a multicast time slot) in each tessellated
region. So the packet is delivered slot by slot from the central typical transmitter to those regions
in a certain order. Note that the number of the tesselated regions cannot exceed the decoding delay
constraint τ , i.e., the packet is delivered to all its intended receivers at most τ − 1 hops. As shown
in Fig. 4, for example, each cluster consists of 6 smaller tessellated regions and the decoding delay
constraint for each region is 2 if τ = 12.
Delivering a packet by the multihop multicast method proceeds as follows. In the first time slot, the
typical transmitter aims at multicasting its own region. In the second time slot, the typical transmitter
randomly selects a receiver in the neighboring regions that successfully received the packet in the
previous time slot, then the selected receiver becomes the transmitter for the next time slot. The
multihop multicast method proceeds slot by slot in this way until all the tessellated regions are
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visited by the packet. Note that in each time slot the transmitter is asked to ensure all the receivers in
its region and at least one receiver in the neighboring regions should receive the packet; otherwise,
there is an outage. In addition, although there might be more than one receivers in the neighboring
regions which successfully receive the packet; however, only one of them is selected to multicast in
the next time slot in order to satisfy the assumption of the PPP of the transmitters (see Proposition 2 in
Appendix I-B for the dual property between PCP and PPP). The scaling realizations of the maximum
contention intensity for the above multihop multicast method are shown in the following theorem.
Theorem 2. Suppose cluster R0 is tessellated into v smaller multicast regions of equal area and
each packet is allowed to be multicasted in each region at most τ/v times. If the average number
of the intended receivers in a cluster k ≥ v
ǫτ/v−1
, then the following scaling characterization of the
maximum contention intensity λ¯ǫ is achieved with high probability:
λ¯ǫ =
η kxvy τ 2 ρ
s2β
2
α
= Θ
(
kxvy τ 2 ρ
s2β
2
α
)
, (22)
where x = − v
τ
, y = v
τ
+ 1, ρ = 1
τ2
(ǫ(τ/v + 1))
v
τ and η is a constant depending on m, β and α.
Proof: See Appendix II-D.
By comparing (16) and (22), it is hard to see if the multihop multicast method achieves a larger
λ¯ǫ. Nevertheless, in the following subsection we will show that λ¯ǫ and its corresponding MTC indeed
achieve a larger value by multihop multicast. The simulation result of the MTC with multihop multicast
in a large network with Rayleigh fading and λr = 0.2 is presented in Fig. 5, and it is easy to observe
that tessellating the cluster into a certain number of regions improves the MTC whereas too many
tessellations degrades it. Fig. 6 shows the simulation of the MTC achieved by multihop multicast
in a large dense network with Rayleigh fading. If we compare Fig. 6 with Fig. 5, we can find that
the curves in these two figures are not very much different. This point is quite different from the
case of single-hop multicast (see Figs. 2 and 3), and therefore, it reveals that multihop multicast is
able to efficiently alleviate the impact on MTC due to denseness. How to tessellate the cluster to
achieve a larger MTC will be discussed in the following subsection. In addition, there exists another
time-division multicast method to multicast in Fig. 4. Namely, the typical transmitter multicasts a
smaller region in each time slot. We can show that this time-division multicast method attains a less
λ¯ǫ than the multihop multicast method. Since it just uses the same transmitter to multicast, the average
distance from the transmitter to the intended receivers is longer than that of the multihop multicast
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method. So time-division multicast has a larger path loss so that the receivers have a lower SIR and
thus less cluster transmissions are allowed.
B. Capacity Gain Achieved by Multihop Multicast
According to Theorem 2, the MTC with multihop multicast obtained from (22) and b = Θ(log(k)/τ)
can be concluded as follows
Cǫ = Θ
(
ρ kx vy log(k)
s2β
2
α
)
. (23)
Since just comparing (23) with its single-hop counterpart (20) is hard to see if multihop multicast
achieves a larger MTC or not, defining a capacity gain gc as follows can help us understand when
multihop multicast is better than single-hop multicast.
gc(v) , 10 log10
[
Cǫ in (23)
Cǫ in (20)
]
, (dB). (24)
Since the capacity gain is dependent on v, we can formulate an optimization problem with constraints
on v as follows.
min
v
−gc(v), subject to 1− v ≤ 0 and v − τ ≤ 0. (25)
Hence, if there exists a minimizer v such that the minimum of −gc is negative, then multihop multicast
achieves a higher MTC than single-hop multicast. The problem in (25) is a convex optimization
problem as shown in the following theorem.
Theorem 3. Suppose a packet is delivered by the multihop multicast method and each cluster is
tessellated into v smaller multicast regions of equal area. (25) is a convex optimization problem and
thus there exists a unique feasible solution of v to it.
Proof: We have to verify that the optimization problem in (25) is convex and it has only one
optimal solution of v. In other words, we have to show that −gc is strictly convex. Now considering
the noncooperative receiver case, the capacity gain in (24) can be explicitly expressed as follows:
gc
10
=
(
1− v
τ
)
log10
(
k
ǫ
)
+
v
τ
log10
(
1 +
v
τ
)
+
(v
τ
+ 2
)
log10(v)−
log10(1 + τ)
τ
= z log10
(τ ǫ
k
)
+ z log10(1 + z) + (2 + z) log10(z) + 2 log10(τ) +
1
τ
log10
(
k
ǫ(1 + τ)
)
,
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where z = v
τ
. Taking the derivative of the above equation with respect to z twice and letting d2gcdz2 < 0,
it yields the inequality (1+τ/v)
√
(2τ − v)/(2τ + v) > 1, which is always true for all τ ∈ N+. Thus,
−gc is strictly convex.
Theorem 3 indicates that the proposed multihop multicast method can achieve a larger MTC than
single-hop multicast since gc is strictly concave. The reason that multicasting in the smaller regions
hop by hop can increase the MTC is because the average number of intended receivers in a tessellated
region and path loss are largely reduced, and thus merely few retransmissions are able to make the
multicast outage probability lower its designated upper bound. So the increase in λ¯ǫ is over the loss
in spectral efficiency. For time-division multicast, no capacity gain is achieved by it since its capacity
gain function is also negative convex.
V. CONCLUSIONS
Multicast transmission in a wireless ad hoc network is modeled by a Poisson cluster process, where
transmitters in the network follow a stationary PPP and each of them is associated with an area-fixed
cluster in which the intended receivers are a another stationary PPP. The MTC is defined under the
constraints on the multicast outage probability and the decoding delay. Three network conditions,
dense, large, and large dense, are specified in order to attain scaling characterizations on MTC.
The scaling behaviors of the single-hop and multihop MTCs under the three network conditions are
presented by a general expression. They are affected significantly by the decoding delay but not by
the fading channel models. In addition, for multihop multicast our main result shows that the MTC
is superior to its single-hop counter part if all clusters are tessellated appropriately.
APPENDIX I
USEFUL PROPOSITIONS
A. Moment Generating Functional of Stationary Independent PPPs
Proposition 1. Let B(0, r) be a circular disc centered at the origin with radius r and Φi = {(Xij, Hij) :
Xij ∈ B(0, r)∩R2, r ≥ 1, j ∈ N} be a stationary marked PPP of intensity λi for all i ∈ [1, 2, · · · , L]
and {√H ij} are i.i.d. Nakagami-m random variables with unit mean and variance. Suppose Φi has
a Poisson shot generating function Ii : R2+ ×R+ → R+ which is defined as Ii ,
∑
Xi∈Φi Hijℓ(|Xij|)
where α > 2. If {Φi} are independent, then the sum of the Poisson shot generating functions, i.e.
20
I =
∑L
i=1 Ii, has the following moment generating functional:
LI(φ1) = E
[
e−φ1I
]
= exp
(
−π∆1(φ1, r)
L∑
i=1
λi
)
, ∀φ1 ∈ R++ (26)
MI(φ2) = E
[
eφ2I
]
= exp
(
π∆2(φ2, r)
L∑
i=1
λi
)
, ∀φ2 ∈ (0, m rα) . (27)
where
∆1 (φ1, r) ,
2
α
(
φ1
m
) 2
α
m−1∑
j=0
(
m
j
)∫ mrα/φ1
m/φ1
tj−1+
2
α
(1 + t)m
dt, (28)
∆2 (φ2, r) ,
2
α
(
φ2
m
) 2
α
m−1∑
j=0
(−1)j
(
m
j
)∫ mrα/φ2
m/φ2
tj+
2
α
(1− t)m dt. (29)
Proof: Since the marks {Hij} for all points {Xij} in their corresponding PPP are i.i.d. Nakagami-
m random variables with unit mean and variance, their probability density function is given in (2)
and rewritten in below for convenience:
fH(h) =
mm
Γ(m)
hm−1 exp(−mh).
Thus the Laplace transform of fH(h) is
LH(w) =
∫ ∞
0
e−whfH(h) dh
=
mm
Γ(m)
∫ ∞
0
e−(w+m)hhm−1 dh = 1
(1 + w/m)m
.
Moreover, the Laplace transform for a Poisson shot process Φi with i.i.d. marks {Hij} is given by
[18]
LIi(φ1) = exp
{
−λi
∫
B(0,r)
(
1− EH
[
e−φ1Hℓ(|X|)
])
dX
}
, (30)
and we also know
EH
[
e−φ1Hℓ(|X|)
]
=
∫ ∞
0
e−φ1ℓ(|X|)hfH(h) dh = LH (φ1ℓ(|X|)) . (31)
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Substituting (31) into (30) and it follows that
LIi(φ1) = exp
(
−λi
∫
B(0,r)
[
1−
(
1 +
φ1
m
ℓ(|X|)
)−m]
dX
)
= exp
(
−2πλi
{∫ r
1
[
1−
(
mxα
mxα + φ1
)m]
x dx
})
= exp
(
−πλi
[
2
α
(
φ1
m
) 2
α
m−1∑
j=0
(
m
j
)∫ mrα/φ1
m/φ1
tj−1+
2
α
(1 + t)m
dt
])
= exp(−πλi∆1(φ1, r)). (32)
Since all the PPPs are independent, it yields the following desired result:
LI(φ1) =
L∏
i=1
E
[
e−φ1Ii
]
= exp
(
−π∆1(φ1, r)
L∑
i=1
λi
)
.
Now consider the case of MI(φ2). Similar to LIi(φ1), MIi(φ2) can be written as
MIi(φ2) = exp
{
λi
∫
B(0,r)
(
1− EH
[
eφ2Hℓ(|Y |)
])
dY
}
. (33)
We also know MH(w) =
∫∞
0
ewhfH(h) dh = 1(1−w/m)m if w ∈ (0, m) and EH [exp(φ2Hℓ(|Y |))] =
MH(φ2ℓ(|Y |)) because φ2 ∈ (0, m rα). Then following the same steps in (32), we can show that
MIi(φ2) = exp
(
πλi
[
2
α
(
φ2
m
) 2
α
m∑
j=0
(
m
j
)
(−1)j
∫ mrα/Φ2
m/Φ2
tj+
2
α
(1− t)mdt
])
= exp (πλi∆2(φ2, r)) . (34)
Therefore, MI(φ2) = exp
(
π∆2(φ2, r)
∑L
i=1 λi
)
.
B. The Duality between PCP and PPP
Proposition 2. A stationary Poisson cluster process (PCP) can be constructed by a given stationary
Poisson point process (PPP). Similarly, for a given Poisson cluster process (PCP) a Poisson point
process can be constructed from it as well.
Proof: The first statement is based on the definition of a PCP [13]. Consider a stationary PPP
Φd of intensity λd is given. Then we replace each point Xj ∈ Φd with a random finite set of points
ZXj which is called the cluster associated with point Xj . Then the superposition of all clusters yields
the stationary PCP Zd = ⋃Xj∈Φd ZXj . Suppose now a stationary PCP Zd is given. In the following
we are going to show that a PPP can be constructed by randomly selecting a point in each cluster.
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Let A be a bounded Borel set, Φd be the PPP formed by all parent points in Zd, and Φ˜d consists
of the points randomly selected from all clusters of Zd. The capacity functional of Φ˜d is defined as
follows [13]:
T˜d(A) , P
[
A(Φ˜d) > 0
]
, (35)
where A(Φ˜d) denotes the numbers of points of Φ˜d in a bounded set A ⊂ R2. Since the capacity
functional of a point process completely characterizes its distribution, Φ˜d is a stationary PPP if we
can show
T˜d(A) = P[A(Φd) > 0] = 1− exp(−λd µ(A)),
where µ(A) denotes the Lebesgue measure of set A.
Consider a large bounded Borel set C such that A ⊂ C and C encloses all clusters of Zd. So C(Φd)
is a Poisson random variable of parameter λdµ(C). Since Φ˜d is formed by the points that randomly
selected by all points in Φd, the probability that all points in Φ˜d are not in A is
P
[
A(Φ˜d) = 0
]
= P
[
A(Φ˜d) = 0∣∣C(Φ˜d) = 0]P [C(Φ˜d) = 0]
+P
[
A(Φ˜d) = 0∣∣C(Φ˜d) 6= 0]P [C(Φ˜d) 6= 0] .
Since Φ˜d is generated from Φd and C covers all clusters of Zd, P
[
C(Φ˜d) = 0
]
= P[C(Φd) = 0] and
thus it follows that
P
[
A(Φ˜d) = 0
]
= 1 · P[C(Φd) = 0] + P
[
A(Φ˜d) = 0∣∣C(Φd) 6= 0] (1− P[C(Φd) = 0])
= exp(−λdµ(C)) + P
[
A(Φ˜d) = 0∣∣C(Φd) 6= 0] (1− exp(−λdµ(C))).
Now letting µ(C)→∞ (i.e. considering an infinitely large network), we can have
P
[
A(Φ˜d) = 0|C(Φd) 6= 0
]
= lim
µ(C)→∞
(
1− λd µ(A)
λd µ(C)
)λdµ(C)
= exp(−λdµ(A)).
Therefore, T˜d(A) = 1− exp(−λdµ(A)) and Φ˜d is a stationary PPP.
APPENDIX II
PROOFS OF LEMMAS AND THEOREMS
A. Proof of Lemma 1
The Laplace functional of the stationary PPP Φ for a nonnegative function g : R2 → R+ is defined
and shown as follows [19]:
L˜Φ(g) , E
[
e−
∫
R2
g(X) Φ(dX)
]
= exp
(
−
∫
R2
(
1− e−g(X))λr µ(dX)
)
.
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Since the Laplace functional completely characterizes the distribution of the point process, we can find
the intensity of Φc by looking for L˜Φc(g). Recall that Φc =
{
Yj ∈ Φr0 : maxt∈[1,··· ,τ ]Hj(t)ℓ(|Yj|) ≥ βI0
}
and {Hj(t)} are i.i.d. ∀t ∈ [1, 2, · · · , τ ]. Let 1A(x) be an indicator function which is equal to 1 if
x ∈ A and 0, otherwise. The Laplace functional of Φc for g(Y ) = g˜(Y )1Φc(Y ) is given by
L˜Φc(g) = e−πs2λr
∞∑
i=0
λir
i!
∫
R0
· · ·
∫
R0
i∏
j=1
(
e−g(Yj)P[Yj ∈ Φc] + P[Yj /∈ Φc]
)
µ(dY1) · · ·µ(dYi)
= e−k
∞∑
i=0
1
i!
(∫
R0
(
e−g(Y )P[Y ∈ Φc] + 1− P[Y ∈ Φc])λr µ(dY )
)i
= exp
(
−
∫
R0
(
1− e−g(Y ))P[Y ∈ Φc]λr µ(dY )
)
.
Also, for all r ∈ [1, s] and considering λt = Θ(ǫ), we have
P[Y ∈ Φc] = P [Hj(t)ℓ(|Y |) ≥ βI0(t), t = 1, . . . , τ ]
(a)
= 1− (P[Hℓ(|Y |) < βI0])τ
= 1− (EI [FH(β rα I0|I0)])τ . (36)
where (a) follows from the fact that the temporal correlation of interference can be neglected for
small λt [20]. Thus, we have
L˜Φc(g) = exp
(
−
∫ s
1
(
1− e−g(r))λc(r, τ)µ(dr)
)
,
where λc(r, τ) = λr(1 − (EI [FH(β rαI0|I0)])τ ). From the above result we know that Φc ⊆ Φr0 is a
nonhomogeneous PPP because its intensity λc(r, τ) is the intensity λr of Φr0 scaled by (36).
First consider
√
H is Rayleigh fading. We can have the following:
EI [FH(βr
αI0)|I0)] =
∫
R+
FH(βr
αω)fI0(ω) dω
= 1−
∫ ∞
0
e−βr
αwfI0(w) dw
(b)
= 1− LI0(βrα),
where (b) follows from the result of Proposition 1 in Appendix I-A. So using (26) and (28), it follows
that
λc(r, τ) = λr {1− [1− exp (−π∆1(βrα,∞)λt)]τ}
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Now if
√
H is a Nakagami-m random variable, then we can have the following:
EI [FH(βr
αI0)|I0)] =
∫
R+
FH(βr
αω)fI0(ω) dω
= 1−
∫ ∞
0
Γ(m,mβrαω)
Γ(m)
fI0(ω) dω,
where Γ(y, x) =
∫∞
x
ty−1e−t dt is the incomplete Gamma function and Γ(m, 0) = Γ(m) = (m− 1)!.
Also, if fW (w) is a probability density function of random variable W then we can have the following
result for m > 1: ∫ ∞
0
Γ(m, aw) fW (w) dw =
∫ ∞
0
∫ ∞
aw
tm−1e−t fW (w) dt dw
= (−1)m−1 am d
m−1
dam−1
(LW (a)
a
)
. (37)
According to Proposition 1 in Appendix I-A, we can have LI0(φ) with ∆1(φ,∞). Thus,
EI [FH(βr
αI0|I0))] = 1 + (−φ)
m
Γ(m)
dm−1
dφm−1
(LI0(φ)
φ
) ∣∣∣∣
φ=mβrα
= 1−Ψ(m−1)(mβrα). (38)
Substituting (38) into (36), then the result in (12) can be arrived.
B. Proof of Theorem 1
Here we only provide the proof for Nakagami-m faidn with m > 1 since the proof for Rayleigh
fading is similar. According to the outage probability (8) upper bounded by ǫ, we know
ER[λc(R, τ)] ≥ λr + log(1− ǫ)
πs2
= λr
(
1− ǫ
k
)
+Θ(ǫ2),
for sufficiently small ǫ. Using the upper bound in (15) and the lower bound on ER[λc(R, τ)] obtained
in above, it follows that
ER
[
(1−Ψ(m−1)(mβ Rα))]τ ≤ ǫ
k
. (39)
Therefore, we further have
ER[Ψ
(m−1)(mβRα)] ≥ 1− τ
√
ǫ
k
. (40)
Note that ER
[
Ψ(m−1)(mβ Rα)
]
is upper bounded by one and thus it approaches to unity when ǫ/k is
sufficiently small such that τ
√
ǫ/k ≤ ǫ. That means Ψ(m−1)(mβ Rα) is very close to 1 almost surely and
thus λt = Θ(ǫ). If k is sufficiently large, then we have exp(−π λt∆1) = 1−π λt∆1+Θ(ǫ2). Substituting
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this expression into (13), Ψ(m−1)(mβRα) can be reduced to 1 − π λt ∆1
∏m−1
j=1 (1 − 2/jα) + Θ(ǫ2).
Define ∆ˆ1(φ) , [∆1(φ,∞)−∆1(φ, aˆ)]
∏m−1
j=1 (1− 2/jα). Choosing 0 ≤ aˆ ≤ 1, we have
ER
[
(1−Ψ(m−1)(mβ Rα))τ] ≤ [∆ˆ1(β) π λt]τ E[R2τ ] + Θ(ǫ2)
=
[
πs2∆ˆ1(β) λt
]τ
(τ + 1)
+ Θ(ǫ2).
According to (39) and the above result, these two upper bounds should coincide when the maximum
contention intensity λ¯t is reached. Namely, (16) is obtained from the following:
λ¯t =
τ
√
ǫ (τ + 1)
πs2 β
2
α
τ
√
k ∆ˆ1(β)
+ Θ(ǫ2)⇒ λ¯ǫ = η ·
τ
√
ǫ (τ + 1)
πs2 β
2
α
τ
√
k
, (41)
where η , 1/∆ˆ1(β). This completes the proof.
C. Proof of Lemma 3
According to Campbell’s theorem, we know E[I0] = 2πλtα−2 and then the lower bound on b can be
reduced as follows.
b
(a)
≥ E
[
log
(
1 +
Hmax
sαE[I0]
)]
(b)
≥ E
[
log
(
1 +
Hmax(α− 2)
2πs2λt
)]
≥ log
(
1 +
1
πs2λt
)
F cHmax
(
2
α− 2
)
,
where (a) follows from Jensen’s inequality since log(1 + a/x) is convex for x > 0 and constant
a > 0, (b) is due to sα−2 ≥ 1, and F cHmax is the CCDF of random variable Hmax. In addition, we also
know b in (17) is upper bounded as follows.
b ≤ log (E[I0] + E[Hmax]s−α)+ E [log (1/I0)] .
The upper bound is obtained by first conditioning on I0 and then using Jensen’s inequality. We know
the term log(1/I0) in the upper bound is convex and thus E[log(1/I0)] ≥ log(1/E[I0]). Since the
network is interference-limited, E[I0] must be bounded above zero. Thus there exists a γ1 > 0 such that
log(γ1) ≤ E[log(I0)] ≤ log(E[I0]), which means E[log(I0)] ≥ log(γ2 E[I0]) for any γ2 ∈ (0, γ1/E[I0]].
So the upper bound can be simplified as follows:
log
(
E[I0] + E[Hmax]s
−α)+ E [log( 1
I0
)]
≤ log
(
E[I0]
E[Hmax]
+ E[R−α]
)
+ log
(
E[Hmax]
γ2E[I0]
)
≤ log
(
1 +
1
πs2λt
)
+ log
(
E[Hmax]
γ2
)
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because s−α ≤ E[R−α] ≤ 2
s2(α−2) and E[Hmax] ≥ 1. Note that the CDF of Hmax, FHmax , is equal to
(FH)
τ since {Hj(t), t = 1, . . . , τ} are i.i.d. random variables. The proof is complete.
D. Proof of Theorem 2
We start with the derivation of the upper bound on E[λc] as follows. (i) The upper bound on
E[λc]: Suppose the multicast cluster R0 is tessellated into v smaller multicast regions of equal area
πs2/v. Let T denote the set of all the pathes from the source multicast region (i.e., the tessellated
region in which the central transmitter is located) to the last multicast region. Let T∗ ∈ T be the
chosen path for multicasting a packet and Si denote the ith tessellated region on T∗. Since there are
v multicast regions on T∗, the duration of a time slot for multicasting a packet in each region is at
most τ/v transmission attempts. In order to implement multihop multicast, the multicast outage event
should be redefined here as follows. We say there exists a multihop multicast outage in a multicast
time slot if any of the receivers in the current multicast region does not receive the packet or no
receivers in the next multicast region receive the packet after τ/v transmission attempts. In addition,
T∗ is chosen according to the following criteria:
T∗ = argmin
T∈T
[
1−
v∏
i=1
(1− P[Ei|T ])
]
, (42)
where Ei is the multicast outage event happening in Si. So T∗ is the path with the minimum probability
of end-to-end multicast outage.
If Φsi is the receiver-connected process in Si after τ attempts, then Ei can be expressed as {Φsi ⊂
(Φr∩Si)∪(Y˜i+1 ∈ Si+1)} where Y˜i+1 is any intended receiver in Si+1 and it could be the transmitter in
the (i+1)th time slot. Due to the broadcast nature of wireless communication, the intended receivers
in the regions other than Si could also receive the packet which is merely multicasted to Si in the
ith time slot. Thus, if the average intensity of Φsi at the end of the tth time slot is EX [λsi(X, tτ/v)]
where X ∈ R0, then we know EX [λs1(X, tτ/v)] ≤ EX [λs2(X, tτ/v)] ≤ · · · ≤ EX [λsv(X, tτ/v)]
since Φsi is a filtration process.
Since the Lebesgue measure of Si is πs2v , the probability of Ei on T∗ is given by
P[Ei|T∗] = 1− exp
(
−
∫
Si
(λr − λsi(X, iτ/v))µ(dX)
)
·
[
1− exp
(
−πs
2
EX [λsi+1(X, iτ/v)]
v
)]
≤ ǫv,
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where ǫv = 1 − (1 − ǫ)1/v is the upper bound constraint on the multicast outage probability in each
tessellated region. Considering sufficiently large k, the above equation can be simplified as
P[Ei|T∗] = 1− exp
(
−
∫
Si
(λr − λsi(X, iτ/v))µ(dX)
)
+Θ(ǫ2).
The multicast outage event in R0 is the union of all the multihop multicast outage events, i.e.,
E = ⋃vi=1 Ei = (⋂vi=1 Eci )c. Since all multihop multicast outage events are independent, the probability
of E can be explicitly expressed as
P[E|T∗] = 1−
v∏
i=1
P [Eci |T∗]
= 1− exp
{
−πs2λr +
v∑
i=1
∫
Si
λsi(X, iτ/v)µ(dX)
}
+Θ(ǫ2) ≤ ǫ.
According to (8) and the above equation, it follows that
EX [λc(X, τ)] =
1
v
v∑
i=1
∫
Si
λsi(X, iτ/v)
µ(dX)
πs2/v
=
1
v
v∑
i=1
EX [λsi(X, iτ/v)].
From the results in Lemma 2, we can know EX [λsi(X, iτ/v)] with Rayleigh and Nakagami-m fading
at the ith time slot. Let A(r) = 1 − exp(−π∆1(βrα,∞)λt) for Rayleigh fading or A(r) = 1 −
Ψ(m−1)(mβrα) for Nakagami-m fading with m > 1, and thus the upper bound on ER[λc(R, τ)] can
be shown as
ER[λc(R, τ)] ≤ λr
(
1− 1
v
v∑
i=1
ER [A(R)]
iτ
v
)
.
(ii) The scaling law of λ¯ǫ: Using the upper bound on ER[λc(R, τ)] obtained From (8) and the
above result, it yields the following inequality:
ǫ v
k
≥
v∑
i=1
ER[A(R)]
iτ
v =
ER[A]
τ
v (1− ER[A]τ )
1− ER[A] τv
.
Also, we know ǫv = 1− v
√
1− ǫ = ǫ
v
+Θ(ǫ2) and ER[A]
τ
v ≤ ǫv v
k
= ǫ
k
+Θ(ǫ2). Thus, we know
1−
(ǫ v
k
) v
τ ≤ ER[Ψ(m−1)(mβRα)].
ER[Ψ
(m−1)(mβRα)] ≈ 1 since ER[Ψ(m−1)(mβRα)] ≤ 1 and k ≥ vǫτ/v−1 . So the random variable
Ψ(m−1)(mβRα) is very close to one almost surely and thus λt is Θ(ǫ). Then following the same steps
in the proof of Theorem 1, we can show that
λ¯ǫ = η · v
v
τ
+1 τ 2 ρ
πs2β
2
αk
v
τ
= Θ
(
v
v
τ
+1 τ 2 ρ
πs2β
2
αk
v
τ
)
. (43)
Thus, (22) is arrived, which completes the proof.
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Intended
Multicast
Area
(cluster)
Fig. 1. Multicast transmission model in a planar wireless ad hoc network: The transmitters in the network form a stationary PPP
of intensity λt. Each transmitter (triangle) has an intended multicast area of radius s, where all the intended receivers (small circles)
also form a stationary PPP of intensity λr. A transmitter and its corresponding intended receivers are indicated by the same color in
a cluster. So each cluster could contain other transmitters and unintended receivers in addition to its own transmitter and intended
receivers.
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Fig. 2. The simulated MTC of a large network with Rayleigh fading for ǫ = 0.1, β = 2, α = 3 and λr = 0.1.
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Fig. 3. The simulated MTC of a large dense network with Rayleigh fading for ǫ = 0.1, β = 2 and α = 3.
Fig. 4. Each multicast cluster in a planar network is tesselated into 6 smaller multicast regions of equal area. The arrows in each
cluster show an example path of delivering a packet over the tessellated regions by the multihop multicast method.
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Fig. 5. The simulated MTC achieved by multihop multicast in a large network with Rayleigh fading for ǫ = 0.1, β = 2, α = 3,
τ = 20 and λr = 0.2.
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Fig. 6. The simulated MTC achieved by multihop multicast in a large dense network with Rayleigh fading for ǫ = 0.1, β = 2, α = 3
and τ = 20.
