Recent works have proposed pushdown systems as a tool for analyzing programs with (recursive) procedures. In particular, the model-checking problem for LTL has been studied. In this paper we examine an extension of this, namely model-checking with regular valuations. The problem is solved via two different techniques, with an eye on efficiency -both techniques can be shown to be essentially optimal. Our methods are applicable to problems in different areas, e.g., data-flow analysis, analysis of systems with checkpoints, etc., and provide a general, unifying and efficient framework for solving these problems. The authors and the University of Edinburgh retain the right to reproduce and publish this paper for non-commercial purposes.
Introduction
Pushdown systems can be seen as a natural abstraction of programs written in procedural, sequential languages such as C. They generate in£nite-state transition systems whose states are pairs consisting of a control location (which stores global information about the program) and stack content (which keeps the track of activation records, i.e., previously called procedures and their local variables).
Previous research has established applications of pushdown systems for the analysis of Boolean Programs [1, 8] and certain data-¤ow analysis problems [7] . The model-checking problem has been considered for various logics, and quite ef£cient algorithms have emerged for linear time logics [2, 6, 9] .
In this paper we revisit the model-checking problem for LTL and pushdown systems. Generally speaking, the problem is undecidable for arbitrary valuations, i.e., the functions that map the atomic propositions of a formula to the respective sets of pushdown con£gurations that satisfy them. However, it remains decidable for some restricted classes of valuations. In [2, 6, 9] valuations were completely determined by the control location and/or the topmost stack symbol (we call these valuations 'simple' in the following). Here we propose (and solve) the problem for valuations depending on regular predicates over the complete stack content. We argue that this solution provides a general, ef£cient, and unifying framework for problems from different areas (e.g., data-¤ow analysis, analysis of systems with checkpoints, etc.)
We proceed as follows: Section 2 contains basic de£nitions. Most technical content is in Section 3 where we formally de£ne simple and regular valuations and propose our solutions to the model-checking problem with regular valuations, based on a reduction to the case of simple valuations. We can thus re-use most of the theory from [6] . While the reduction itself is based on a standard method, we pay special attention to ensure its ef£ciency, modifying the algorithm of [6] to take advantage of speci£c properties of our constructions. We propose two different techniques -one for regular valuations in general and another for a restricted subclass -both of which increase the complexity by only a linear factor (in the size of an automaton for the atomic regular predicates). By contrast, a blunt reduction and analysis would yield up to a quadric ('9 § @ ') blowup. Even though one technique is more powerful than the other at the same asymptotic complexity, we present them both since it is not clear how they might perform in practice.
In Section 4 we consider applicability of our abstract results. The £rst area (Section 4.1) are problems of interprocedural data-¤ow analysis. Here, regular valuations can be used to 'gather' pieces of information which dynamically depend on the history of procedure calls. LTL can express quite complex relationships among those dynamic properties and allows to solve relatively complicated problems using our model-checking algorithm. To give a concrete example, we indicate how to decide whether a given variable A is dead at a given point of a recursive program with dynamic scoping. Another application (Section 4.2) is connected to systems with checkpoints. First, we introduce a formal model for such systems, called pushdown systems with checkpoints. The idea is that the computation is interrupted at certain points and some property of the stack content is checked. Further computational steps depend on the result of this inspection. This part of our work is motivated by the advent of programming languages which can enforce security requirements. Newer versions of Java, for instance, enable programs to perform local security checks in which the methods on the stack are checked for correct permissions. Jensen et al [10] £rst proposed a formal framework for such systems. With their techniques one can prove the validity of control ¤ow based global security properties as well as to detect (and remove) redundant checkpoints. Our methods are more general, however; for instance, we are not restricted to safety properties, and our model can represent data-¤ow as well. Properties of pushdown systems with checkpoints can be expressed in LTL for which we provide an ef£cient model-checking algorithm. In Section 4.3 we present and analyze a model-checking algorithm for CTLB . In the context of £nite-state systems it is well-known that model-checking the more powerful logic CTLB can be reduced to checking LTL [5] . This technique can be transferred to pushdown systems using model-checking with regular valuations.
The complexity of all of the previously developed algorithms is measured in certain parameters of the problem which are usually small, and our complexity bounds are polynomials in those parameters. In general, those parameters can be exponential in the size of a problem instance. Therefore, it is natural to ask whether it is possible to solve some of the studied problems more ef£ciently by other (possibly quite different) techniques. This question is answered (negatively) in Section 5 where we establish EXPTIME lower bounds for those problems (even for rather restricted forms of them). Hence, all of our algorithms are essentially optimal. Complexity measures are discussed in more detail in Remark 3.1 and in Section 5. We draw our conclusions in Section 6.
Preliminaries

Transition Systems
A transition system is a triple 
Pushdown systems
A pushdown system is a tuple . We also adopt a more intuitive notation for transition rules, writing 
Without loss of generality we require that § is never removed from the stack, i.e., whenever
is of the form | § . Pushdown systems can be conveniently used as a model of recursive sequential programs. In this setting, the (abstracted) stack of activation records increases if a new procedure is invoked, and decreases if the current procedure terminates. In particular, it means that the height of the stack can increase at most by one in a single transition. Therefore, from now on we assume that all pushdown systems we work with have this property. This assumption does not in¤uence the expressive power of pushdown systems, but it has some impact on the complexity analysis carried out in Section 3.1. 
LTL on pushdown systems
In general, all of the above mentioned variants of the model checking problem are undecidable -if there are no 'effectivity assumptions' about valuations (i.e., if a valuation is an arbitrary function
), one can easily express undecidable properties of pushdown con£gurations just by atomic propositions. Therefore, we search for 'reasonable' restrictions which do not limit the expressive power too much but allow to construct ef£cient modelchecking algorithms at the same time. For example, we can restrict ourselves to those valuations which are completely determined by associating atomic propositions with subsets of
(see, e.g., [2, 6] ).
De£nition 3.2 Let
In other words, (in)validity of an atomic proposition in a given con£guration depends only on its control location and the topmost stack symbol (in our framework, we are mainly interested in reachable con£gurations where the stack is always nonempty). Consequently, if we are given a pushdown system ¡ , an LTL formula q , and a simple valuation , we can easily synchronize ¡ with a Büchi automaton which recognizes exactly the models of w q , reducing the model-checking problem to the problem whether a given Büchi pushdown system has an accepting run [2, 6] . Here, it is crucial that atomic propositions are evaluated in a completely 'static' way because otherwise we could not perform the aforementioned synchronization.
In our paper, we propose a more general kind of valuations which are encoded by £nite-state automata. We advocate this approach in the next sections by providing several examples of its applicability to practical problems; moreover, we show that this technique often results in rather ef£cient (or, at least, essentially optimal) algorithms by presenting relevant complexity results. 
De£nition 3.3 Let
Hence, an atomic proposition l is valid in a con£guration
enters a £nal state after reading the stack contents bottom-up. As we shall see, the requirement that Ò i Ó Ô is deterministic is rather natural and has an important impact on complexity analysis. The assumption that the initial state of
is not accepting simpli£es our next constructions -as we already mentioned, we are only interested in reachable con£gurations where it is impossible to empty the stack. Hence, this assumption does not bring any 'real' restrictions from a practical point of view.
Model-Checking with Regular Valuations
The variants of the model checking problem de£ned in the previous section have been considered in [6] for simple valuations. The following theorems are taken from there: 
Our aim here is to design ef£cient model checking algorithms for regular valuations. We show that one can actually build on top of Theorem 3.1. For the rest of this section we £x a pushdown system 
be the subset of atomic propositions which appear in q , and let 
, ¶c e £ 
Note that this assumption is truly restrictive -there are quite simple regular languages which cannot be recognized by £nite-state automata which are both deterministic and backward deterministic (as an example we can take the language
, and the transition rules ¥ u Þ are determined as follows:
Observe that due to the backward determinism of
there is at most one ù h with the above stated properties; and thanks to determinism of
we further obtain that for given
. From this it follows that . Now we can readily con£rm that
As the initial con£guration of
is consistent (but not each consistent con£guration is necessarily reachable). Furthermore, due to (A) and (B) we also have the following: 
The underlying function Ï of the simple valuation y Þ is de£ned by
. Now it is easy to see (due to (C)) that for all ¶c e £ and u · c ¶ ¤ B
we have
During the construction of
. Applying Theorem 3.2 naïvely, we obtain that using Technique 1, the model-checking problems (I) and (II) can be solved in cubic time and quadratic space (w.r.t.
) , and that model-checking problem (III) takes even quadric time and space. However, closer analysis reveals that we can do much better.
Theorem 3.3 Technique 1 (extending the £nite control) gives us the following bounds on the model checking problems with regular valuations:
Problems (I) and (II) can be solved in
Ù u F I t h £ g t Û t¥ Ê t Û t g ô ß j ö õ v j ö ÷ ø p t Û t× tÝ U time and Ù u F t h £ g t Û t¥ Ê t Û t g ô ß j ö õ v j ö ÷ ø ³ t Û t× t U space.
Problem (III) can be solved in either
In other words, all problems take only linear (!) time and space in t g ô ß j ö õ v j ö ÷ ø p t
. Proof: We say that a
¡ ) Þ
-automaton is wellformed iff its set of states is of the form
-automaton is consistent iff it is well-formed and contains only consistent transitions.
For the proof we revisit the algorithms presented in [6] . Proof: Recall that Algorithm 1 implements the saturation procedure of [2] , i.e., all additions to the automaton correspond to the following situation:
From the existence of the transition rule in
. Provided that the automaton is consistent, we know that
. Exploiting the backward determinism we get ù h ü D · ù û µ ÞÞ
, and hence the added transition is consistent.
The fact that the algorithm only has to deal with consistent transitions in¤uences the complexity analysis:
Algorithm 1 Input: a pushdown system
Proof: A complete proof for the general case, discussing data structures and other details is given in [6] . Here we just point out the important differences for the special case of consistent automata. Line 10 will be executed once for every combination of a rule
is the single state for which
For the loop starting at line 11, 
Line 8 is executed once for every combination of rules 
Proof: (analogous to [6] ) The algorithm £rst computes the set
. Since this set can be represented by a consistent automaton with t h £ ) t t a t h ã t t a t f ô ß j ö õ v j ö ÷ ø p t many states and no transitions, this step is bounded by the aforementioned limitations on time and space. From the results a head reachability graph of size
is constructed. To £nd the repeating heads, we identify the strongly connected components of that graph which takes time linear in its size.
We can now conclude the proof of Theorem 3.3. The steps required to solve the model-checking problems are as follows:
Compute the set of repeating heads 
space, and we have
Construct an automaton Ã accepting exactly the consistent subset of
. There are at most Compute the automaton
. According to Lemma 3.2, this takes
is also a factor in the size of the product transition rules.)
Due to Lemma 3.1,
. Problem (I) is solved by checking whether
. Since none of the steps required to compute Ã è ÞÞ takes more than
space, the £rst part of our theorem is proven.
To prove the second part we simply need to synchronise 
to the product. A straightforward procedure however would give us a higher result than necessary. We can do better by employing the following trick from [6] : £rst all transitions 
items. Hence, the product can be computed in is determined as follows:
Intuitively, the reason why we do not need the assumption of backward determinism in our second approach is that the stack carries complete information about the computational history of the
It is easy to see that 
Problem (III) can be solved in either
Proof 
, and Å is de£ned as follows: 
, one can easily prove (by induction on 
and it can be computed in
space. Using the alternative method (sorting transitions of Ã into buckets instead and exploiting determinism) we get an automaton of size
C D
Applications
Interprocedural Data-Flow Analysis
Pushdown systems provide a very natural formal model for programs with recursive procedures. Hence, it should not be surprising that ef£cient analysis techniques for pushdown automata can be applied to some problems of interprocedural data-¤ow analysis (see, e.g., [7, 11] ). Here we brie¤y discuss the convenience of regular valuations in this application area. We do not present any detailed results about the complexity of concrete problems, because this would necessarily lead to a quite complicated and lengthy development which is beyond the scope of our work (though the associated questions are very interesting on their own). Our aim is just to provide convincing arguments demonstrating the importance of the technical results achieved in Section 3. A standard way of abstracting recursive programs for purposes of interprocedural data-¤ow analysis it to represent each procedure £ by its associated ¤ow graph. Intuitively, the ¤ow graph of £ is a labelled binary graph whose nodes correspond to 'program points', and an arc 
In other words, the top stack symbol corresponds to the current program point (and to the instruction which is to be executed), and the stack carries the information about the history of activation calls. Now, many of the well-known properties of data-¤ow analysis (e.g., liveness, reachability, very business, availability) can be expressed in LTL and veri£ed by a model-checking algorithm (in some cases the above presented construction of a pushdown automaton must be modi£ed so that all necessary information is properly re¤ected -but the principle is still the same The example above is quite simple. The 'real' power of regular valuations would become apparent in a context of more complicated problems where we need to examine complex relationships among dynamically gathered pieces of information. This is one of the subjects of intended future work.
Pushdown Systems with Checkpoints
Another area where the results of Section 3.1 £nd a natural application is the analysis of recursive computations with local security checks. Modern programming languages contain methods for performing run-time inspections of the stack of activation records, and processes can thus take dynamic decisions based on the gathered information. An example is the class We propose a (rather general) formal model of such systems called pushdown system with checkpoints. Our work was inspired by the paper [10] which deals with the same problem. Our model is more general, however. The model of [10] is suitable only for checking safety properties, does not model data-¤ow, and forbids mutually recursive procedure calls whereas our model has none of these restrictions. Properties of pushdown systems with checkpoints can be expressed in LTL and we provide an ef£cient model-checking algorithm for LTL with regular valuations. 
De£nition 4.1 A pushdown system with checkpoints is a triple
. For technical convenience, we assume that
, and
is a function which partitions the set of transition rules into positive, negative, and independent ones. We require that if
The function ae determines whether a rule can be applied when an inspection of the stack at a checkpoint yields a positive or negative result, or whether it is independent of such tests. Using positive and negative rules, we can model systems which perform g i h q p ¥ s q r q s u t q p q s q v w i s commands where the condition is based on dynamic checks; hence, these checks can be nested to an arbitrary level. The fact that a rule
, respectively. To 
Some natural problems for pushdown processes with checkpoints are listed below.
The reachability problem: given a pushdown system with checkpoints, is a given con£guration reachable?
The checkpoint-redundancy problem: given a pushdown system with checkpoints and a checkpoint
, is there a reachable con£guration where the checkpoint
This problem is important because redundant checkpoints can be safely removed together with all negative (or positive) rules, declaring all remaining rules as independent. Thus, one can decrease the runtime overhead.
The global safety problem: given a pushdown system with checkpoints and a formula q of LTL, do all reachable con£gurations satisfy q ? An ef£cient solution to this problem allows to make 'experiments' with checkpoints with the aim of £nding a solution with a minimal runtime overhead.
Actually, it is quite easy to see that all these problems (and many others) can be encoded by LTL formulae and regular valuations. For example, to solve the reachability problem, we take a predicate l which is satis£ed only by the con£guration ® f V P T u u° w hose reachability is in question (the associated automaton
states) and then we check the formula º F w l U
. Observe that this formula in fact says that ® f V P T u u° i s unreachable; the reachability itself is not directly expressible in LTL (we can only say that ® f V P T u u° i s reachable in every run). However, it does not matter because we can simply negate the answer of the model-checking algorithm.
Model-Checking LTL for Pushdown Systems with Checkpoints
be a pushdown system with checkpoints, where
is the least set of rules satisfying the following (for each 
, where Ò is the product automaton accepting
, where Ò is a one-state automaton accepting Ì . Now we can readily con£rm the following:
Proof: It suf£ces to realize that
is an in£nite path in
is an in£nite path in 
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The previous theorem in fact says that the model-checking problem for LTL and pushdown systems with checkpoints can be reduced to the model-checking problem for LTL and 'ordinary' pushdown systems. As the formula is £xed and the atomic propositions 
Theorem 4.2 We have the following bounds on the model checking problems for LTL with regular valuations and pushdown systems with checkpoints:
Problems (I) and (II) can be solved in
Ù u F I t h £ g t Û t¥ Ê t Û t g ô ß j ö õ v j ö ÷ ø p t Û t× tÝ ¥ U time and Ù u F t h £ g t Û t¥ Ê t Û t g ô ß j ö õ v j ö ÷ ø ³ t Û t× t U space.
Problem (III) can be solved in either
Proof: We apply Theorem 4.1, which says that we can equivalently consider the model-checking problem for the pushdown system 
Model-checking CTL
In this section, we apply the model-checking algorithm to the logic CTLB which extends LTL with existential path quanti£cation [4] . More precisely, CTL . This method was already proposed in [9] , but without any complexity analysis.
Let us review the complexity of this procedure. For the rest of this subsection £x a pushdown system 
states. We need to modify the automaton before we can use it as an encoding for the regular valuation of q . More precisely, we need to reverse the automaton (i.e. make it read the stack bottom-up) and then determinise it. Reversal does not increase the size, and due to the determinism of . The algorithm of Burkart and Steffen [3] , applied to CTLB formulae which are in the second level of the alternation hierarchy, would yield an algorithm which is cubic in t¥ Ê t . On the other hand, the performance of our algorithm in terms of the formula is less clear. In practice, it would depend strongly on the size of the Büchi automata for the subformulae, and on the result of the determinisation procedures.
Lower Bounds
In previous sections we established reasonably-looking upper bounds for the model-checking problem for pushdown systems (£rst without and then also with checkpoints) and LTL with regular valuations. However, the algorithms are polynomial in does not explode. Nevertheless, from the point of view of worst-case analysis (where we measure the complexity in the size of problem instance) our algorithms are exponential. A natural question is whether this exponential blowup is indeed necessary, i.e., whether we could (in principle) solve the model-checking problems more ef£ciently by some 'better' technique. In this section we show it is not the case, because all of the considered problems are EXPTIME-hard (even in rather restricted forms).
We start with the natural problems for pushdown systems with checkpoints mentioned in the previous section (the reachability problem, the checkpoint redundancy problem, etc.) All of them can be (polynomially) reduced to the model-checking problem for pushdown systems with checkpoints and LTL with regular valuations and therefore are solvable in EXPTIME. The next theorem says that this strategy is essentially optimal, because even the reachability problem provably requires exponential time.
Theorem 5.1
The reachability problem for pushdown systems with checkpoints (even for those with just three control states and no negative rules) is EXPTIME-complete.
Proof:
The membership to EXPTIME follows from Theorem 4.2. We show EXPTIME-hardness by reduction from the acceptance problem for alternating LBA (which is known to be EXPTIME-complete). An alternating LBA is a tuple
and are de£ned as for ordinary non-deterministic LBA (¬ and are the left-end and right-end markers, resp.), and¯r
is a function which partitions the states of Ä into universal, existential, accepting, and rejecting, respectively. We assume (w.l.o.g.) that Å is de£ned so that 'terminated' con£gurations (i.e., the ones from which there are no further computational steps) are exactly accepting and rejecting con£gurations. Moreover, we also assume that Ò always halts and that its branching degree is 
contains the following (families of) rules:
1. ê is deterministic and we can also assume that its transition function is total. As all rules associated with checkpoints are positive, any cheating move eventually results in entering a con£guration where the system 'gets stuck', i.e., cheating cannot help to reach the con£guration Hence, model-checking LTL for pushdown systems with checkpoints is EXPTIME-complete even when we have only simple valuations. Now we analyze the complexity of model-checking with (ordinary) pushdown systems and LTL formulae with regular valuations. First, realize that if we take any £xed formula and a subclass of pushdown systems where the number of control states is bounded by some constant, the model-checking problem is decidable in polynomial time. Now we prove that if the number of control states is not bounded, the model-checking problem becomes EXPTIMEcomplete even for a £xed formula. At this point, one is tempted to apply Theorem 4.1 to the formula r F w £nU of Theorem 5.2. Indeed, it allows to reduce the model-checking problem for pushdown systems with checkpoints and º F w £nU to the model-checking problem for ordinary pushdown systems and another £xed formula is interpreted with the help of several product automata constructed out of the original automata which implement checkpoints (see the previous section). Therefore we need one more technical proof.
Theorem 5.3
The model-checking problem (I) for pushdown systems and LTL formulae with regular valuations is EXPTIME-complete even for a £xed formula 
9
. The difference is that, since there are no checkpoints, we must £nd a new way of 'cheating-detection', i.e., we must be able to recognize situations when the next con£guration of Ò has not been guessed correctly. It is achieved by adding a family of control states 
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Observe that model-checking with pushdown systems and any £xed LTL formula whose predicates are interpreted by a simple valuation is already polynomial (see Theorem 3.1).
Conclusion
We have presented two different techniques for checking LTL with regular valuations on pushdown systems. Both techniques rely on a reduction to (and slight modi£cation of) the problem for simple valuations discussed in [6] . Both techniques take linear time and space in t f ô ß j ö õ v j ö ÷ ø p t where ô ß j ö õ v j ö ÷ ø is the set of states of an automaton representing the regular predicates used in the formula. Since both take the same asymptotic time it would be interesting to compare their ef£ciency in practice (for cases where both techniques can be used).
The solution can be seamlessly combined with the concept of symbolic pushdown systems in [8] . These are used to achieve a succinct representation of Boolean Programs, i.e., programs with (recursive) procedures in which all variables are boolean.
The ability to represent data is a distinct advantage over the approaches hitherto made in our areas of application, namely data-¤ow analysis [7] and security properties [10] . For the latter, we have indicated that our model is more general. Our approach provides a unifying framework for these applications without losing ef£ciency. Both techniques take linear time in t f ô ß j ö õ v j ö ÷ ø p t whereas the methods used in [7] were cubic (though erroneously reported as linear there, too). In [10] no complexity analysis was conducted.
