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Summary. The question of understanding the topology of symplectic manifolds
(M,ω) has received great attention since the work of A. Weinstein and V. Arnold.
One of the established tools is the theory of Gromov-Witten invariants. A Gromov-
Witten invariant counts intersections of rational cycles in M with the moduli space
of J-holomorphic curves representing a fixed class A ∈ H2(M,Z) for an ω-tame
almost complex structure J : TM → TM . However, without imposing additional
assumptions on (M,ω) such counts are difficult to define in general due to the oc-
curence of multiply covered J-holomorphic curves with negative Chern numbers.
This thesis deals with an alternative approach to Gromov-Witten invariants in-
troduced by K. Cieliebak and K. Mohnke. Their approach delivers a pseudocycle
for any fixed A ∈ H2(M,Z), provided M is closed and [ω] ∈ H2(M,R) admits a lift
to a rational class. The main advantage is that the analysis of (domain-dependent)
J-holomorphic curves involves standard Fredholm theory. Transversality is achieved
by adding additional marked points at the intersections of a curve with a symplectic
hypersurface V ⊂ M , whose Poincare´ dual is D[ω] for D > 0 an integer chosen
sufficiently large. The existence of such hypersurfaces follows from a theorem of S.
Donaldson, provided [ω] is a rational class.
Here this approach is extended to the case of an arbitrary symplectic form ω ∈
Ω2(M,Z). As in the original work we consider only the case of holomorphic spheres.
We show that for any class [ω] there exists an open neighbourhood [ω] ∈ U ⊂
H2(M,R), such that for any two rational symplectic forms ω1, ω2 with [ω1], [ω2] ∈ U
the corresponding pseudocycles are rationally cobordant. The proof is based on an
adaptation of the arguments from the original Cieliebak-Mohnke approach to a more
general situation - a presence of two transversely intersecting hypersurfaces V1 and
V2 coming from different symplectic forms (ω1 and ω2). We pay additional attention
to the construction of such hypersurfaces and their properties.
Zusammenfassung. Die Frage nach dem Versta¨ndnis der Topologie symplektis-
cher Mannigfaltigkeiten (M,ω) erhielt immer gro¨ßere Aufmerksamkeit, insbesondere
seit den Arbeiten von A. Weinstein und V. Arnold. Ein bewa¨hrtes Mittel ist dabei
die Theorie der Gromov-Witten-Invarianten. Eine Gromov-Witten-Invariante za¨hlt
Schnitte von rationalen Zyklen in M mit Modulra¨umen J-holomorpher Kurven,
die eine fixierte Homologieklasse A ∈ H2(M,Z) repra¨sentieren, fu¨r eine ω-zahme
fast komplexe Struktur J : TM → TM . Allerdings ist es im Allgemeinen schwierig,
solche Schnittzahlen zu definieren, ohne zusa¨tzliche Annahmen an (M,ω) zu treffen,
da mehrfach u¨berlagerte J-holomorphe Kurven mit negativer Chernzahl vorkommen
ko¨nnen.
Die vorliegende Dissertation folgt einem alternativen Ansatz zur Definition von
Gromov-Witten-Invarianten, der von K. Cieliebak und K. Mohnke eingefu¨hrt wurde.
Dieser Ansatz liefert fu¨r jede fixierte Homologieklasse einen Pseudozykel fu¨r jede
geschlossene glatte Mannigfaltigkeit M mit einer rationalen symplektischen Form
[ω] ∈ H2(M,Z). Der Hauptvorteil einer solchen Vorgehensweise ist, dass die Analy-
sis (domainabha¨ngiger) J-holomorpher Kurven nur etablierte nichtlineare Fredholm-
Theorie erfordert. Die Transversalita¨t wird durch Hinzufu¨gen zusa¨tzlicher markierter
Punkte erreicht, indem diese auf die Schnitte mit einer symplektischen Hyperfla¨che
V ⊂ M abgebildet werden. Dabei ist die Fundamentalklasse von V Poincare´-dual
zu D[ω] fu¨r eine hinreichend große ganze Zahl D > 0. Die Existenz solcher Hy-
perfla¨chen folgt aus einem Theorem von S. Donaldson.
Wir erweitern diesen Ansatz in der vorliegenden Arbeit fu¨r eine beliebige symplek-
tische Form ω ∈ Ω2(M,Z). Wie bereits in der urspru¨nglichen Arbeit betrachten wir
nur den Fall holomorpher Spha¨ren. Wir zeigen, dass fu¨r die Koholomogieklasse [ω]
eine offene Umgebung [ω] ∈ U ⊂ H2(M,R) existiert, so dass fu¨r zwei beliebige ratio-
nale symplektische Formen ω1, ω2 mit [ω1], [ω2] ∈ U die dazugeho¨rigen Pseudozykel
rational kobordant sind. Der Beweis basiert auf einer Modifikation der Argumente
des Ansatzes von Cieliebak und Mohnke fu¨r den Fall von zwei sich transversal schnei-
denden Hyperfla¨chen V1 und V2, die jeweils zu verschiedenen symplektischen Formen
geho¨ren (ω1 und ω2). Dabei schenken wir der Konstruktion und den Eigenschaften
solcher Hyperfla¨chen besondere Aufmerksamkeit.
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Introduction
The present thesis deals with closed symplectic manifolds (M,ω), i.e. M
is a compact smooth manifold without boundary and a differential form
ω ∈ Ω2(M,R), which is closed (dω = 0) and non-degenerate (ω induces an
isomorphism TM → T ∗M). The latter condition implies that M is orientable
and even-dimensional.
The study of symplectic manifolds as such emerged from the theory of dy-
namical systems. Especially in the aftermath of the work of Alan D. Weinstein
and Vladimir I. Arnold in the early 1970’s questions concerning symplectic
geometry attracted more and more attention.
Naturally, one would look for symplectic invariants. Besides the obvious one
(like the class [ω] ∈ H2(M,R)) an ideal invariant would be one that takes into
account symplectic cycles or symplectic submanifolds of M . Unfortunately, no
general existence results are available. However, Michail L. Gromov introduced
pseudo holomorphic curves in his seminal paper [Gro85] giving a starting point
for invariants of a similar type.
Consider the space
Jτ (M,ω) = {J ∈ Aut(TM) | J ◦ J = −IdTM , ω(v, Jv) > 0 for all v 6= 0}
of ω-tame1 almost complex structures on M . This space is contractible and
hence c1(TM,ω) := c1(TM, J) for J ∈ Jτ (M,ω) is well-defined. Consider
a (closed) Riemann surface (Σ, j) of genus g and take J ∈ Jτ (M,ω) a J-
holomorphic (or pseudo holomorphic) curve in M is a smooth map
u : Σ −→M, satisfying ∂¯Ju := du+ J ◦ df ◦ j = 0.
Note that an embedded J-holomorphic curve is actually a symplectic sub-
manifold.
A rich source for symplectic manifolds comes from complex geometry. Since
1We will denote the space of all ω-compatible almost complex structures by
Jc(M,ω). Any such J ∈ Jc(M,ω) induces a Riemannian metric via gJ := ω(·, J ·).
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any Ka¨hler manifold is symplectic and any complex submanifold of a Ka¨hler
manifold is also symplectic, it follows that any smooth projective variety car-
ries a symplectic structure (induced by restricting the Fubini-Study form).
However, the class of symplectic manifolds is different1 from that of complex
manifolds. Indeed the Nijenhuis tensor NJ might not vanish, so J ∈ Jτ (M,ω)
might be not complex2.
Moduli spaces of curves: idea vs. reality
We start with a simplified and idealistic version of what one could expect
a Gromov-Witten invariant for a symplectic manifold to be.
Fix a class A ∈ H2(M,Z), k ≥ 0 and J ∈ Jτ (M,ω) define the space
Mg,k(A, J) :=
{
u : Σ →M | u is J-holomorphic, [u] = A,
zi ∈ S2pairwise distinct for i = 1, . . . , k
}
/Aut(S2).
If the space M˜g,k(A, J) turns out to be a closed smooth finite-dimensional (say
the dimension is d) manifold. Then the evaluation map evk : M˜g,k(A, J) →
Mk via u 7→ (u(z1), . . . , u(zk)) would represent a d-cycle in Mk. Then, by
taking cycles α1, . . . , αk ∈ H∗(M,Z) with deg(α1)+ . . .+deg(αk) = d, an ide-
alistic invariant would be given by intersection of cycles [evk] · (α1, . . . , αk).
However, such a situation almost never occurs due to the following problems.
(Transversality) One cannot expect the space M˜g,k(A, J) to be a smooth
manifold for all J ∈ Jτ (M,ω), even restricted to simple (non-multiply cov-
ered) curves3. One can expect this statement to hold only for a generic J (i.e.
J is contained in a subset of second Baire category in Jτ (M,ω)).
(Automorphisms) A reparametrization group G = Aut(Σ, j) acts on the
space M˜g,k(A, J). Even in the case Σ = S2 it is G = PSL(2,Z) the group of
Mo¨bius transformations, i.e. a non-compact group.
(Compactness) It was observed by K. Uhlenbeck that the quotient M˜g,k(A, J)/G
might still be non-compact due to the bubbling phenomenon (see section 4.2
in [MS04]). This can be resolved by including Gromov limits of curves (or
even better, Kontsevich’s stable maps).
1See also section 1.4 for more facts on this topic.
2There exist symplectic manifolds with NJ 6= 0 for all J ∈ Jτ (M,ω). The first
example was found in [Thu76], see also [McD84] for a simply-connected example.
3In general the linearization of Cauchy-Riemann operator ∂¯J might be not sur-
jective.
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(Pseudocycle) Even after establishing compactness it is not clear that the
evaluation map defines a cycle in Mk, since a compactification might con-
tribute as a topological boundary, so it is not clear how to define the funda-
mental class [evk] in order to get a well-defined intersection theory.
(Independence) In order to achieve a symplectic invariant, the intersec-
tion product should not depend on the choice of J ∈ Jτ (M,ω) required in the
definition of M˜g,k(A, J).
The first step towards a solution of above problems was done in the semi-
nal work of Y. Ruan and G. Tian [RT95]. They established Gromov-Witten
invariants for all genera g(Σ) ≥ 0 assuming semi-positivity1 of (M,ω).
Independently, a treatment of the case g(Σ) = 0, i.e. that of J-holomorphic
spheres, appeared in [MS94] and a very detailed exposition can be found in
[MS04], again under the assumption of semi-positivity of (M,ω). The out-
line of the argument is as follows. Consider the space of stable maps2 with
k ≥ 3 marked points M¯k. Stability implies that there are no symmetries3 on
constant (ghost) components. Perturbing J (actually, the existence of such
perturbations follows from Sard-Smale theorem) one can achieve a stratifica-
tionMT (A, J) of M¯k, with each stratumMT (A, J) being a smooth orientable
manifold4 of real dimension 2(n−3+c1(A)+k−e(T )), where T is a k-labelled
tree and e(T ) = |T | − 1. Then the evaluation map of the top stratum (T with
only one vertex) yields a pseudocycle (see Appedix A.2), since by dimension
formula all other strata have codimension at least two. The existence of a
pseudocycle is sufficient to establish intersection theory (see section 6.5 in
[MS04].).
(Multiply covered curves with c1 < 0) The semi-positivity assumption
is essential in the above approach. Consider the following geometric situation
(cf. p. 937 in [FO99]). Restrict to spheres without marked points and con-
sider homology classes A,A1, A2 ∈ H2(M,Z) with A = A1 + lA2 for some
integer l > 0. Assume that n − 3 + c1(A2) ≥ 0 and c1(A2) < 0. Consider
the moduli space M˜0(A, J) = {u : S2 → M | [u] = A, ∂¯Ju = 0}/Aut(S2).
Assume that there exists sequence uν ∈ M˜0(A, J) that has a Gromov limit
1A symplectic manifold /M,ω) is called semi-positive if for any spherical class
A ∈ H2(M,Z) with ω(A) > 0 and c1(A) ≥ 3− n it follows that c1(A) ≥ 0.
2Cf. section 3.4.
3See p. 110 in [MS04].
4One associates to J a Cauchy-Riemann operator ∂¯J , then its linearization is a
Fredholm operator between Banach spaces; if it is surjective, for generic J the im-
plicit function theorem implies that the kernel has finite dimension equal to the Fred-
holm index. The index is given the Riemann-Roch theorem for (real) linear Cauchy-
Riemann operators. Smoothness follows by elliptic regularity. See also [Wen13] for
a detailed exposition.
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consisting of two J-holomorphic spheres u1, u2 : S
2 → M with [u1] = A1
and [u2] = lA2 and u2 is multiply covered. So there exists a holomor-
phic map φ : S2 → S2 of degree l and a J-holomorphic sphere u′2, s.t
u2 = u
′
2◦φ so [u′2] = A2. Assuming transversality, Riemann-Roch theorem im-
plies that the (expected) dimension dimM˜0(A2, J) = 2n − 6 + 2c1(A2) ≥ 0,
on the other hand dimM˜0(lA2, J) = 2n − 6 + 2lc1(A2) < 0 for l large.
But any curve u ∈ M˜0(A2, J) induces a curve u ◦ φ ∈ M˜0(lA2, J) so
M˜0(A2, J) ⊂ M˜0(lA2, J). Hence such dimension count cannot be correct,
i.e. the space M˜0(lA2, J) can not be made transversal for any J ∈ Jτ (M,ω).
A similar issue occurs if one looks at the strata needed for a compactification
of M˜0(A, J). Note that above situation might occur only if n > 3. The pres-
ence of curves with negative Chern numbers causes transversality problems
in other situations - see section 5.1 in [Sal97].
Symplectic manifolds which are not semi-positive exist in abundance - see
section 6.4 in [MS04]. A simple example is provided by a symplectic blow up
of (CP 4, ωFS) at one point. Then the exceptional divisor has a negative Chern
number.
The definition of Gromov-Witten invariants for general symplectic mani-
fold was etablished in
• [FO99] using Kuranishi structures and multi-valued perturbations.
• [LT98b] adapting arguments from the definition of Gromov-Witten invari-
ants of an algebraic variety (given in [LT98a]).
• [Sie99b] using a similar approach.
• Moreover, it was shown in [Sie99a] and [LT99] that in the case of a projec-
tive algebraic variety the symplectic definitions coincide with a definition
coming from algebraic geometry, given in [Beh97].
• It is also expected that Hofer’s polyfold theory [Hof08] gives a solution.
• Recently, a more topological approach was presented in [Par14].
However, all above mentioned methods have one similarity - the introduction
of more general perturbation tools in order to achieve transversality for moduli
spaces of J-holomorphic curves.
Cieliebak-Mohnke approach and main result
In [CM07] a geometric approach to genus zero Gromov-Witten invariants was
introduced. One of the main advantages is that the Fredholm analysis of J-
holomorphic curves is kept standard, just as in [MS04]. The idea is that moduli
spaces of J-holomorphic maps with domain-dependent J , whose underlying
curves are already stable, give rise to pseudocycles. Such (domain) stability is
achieved by putting additional marked points on the intersection points with
a fixed symplectic hypersurface1. The drawback of this approach is that the
1A symplectic submanifold of real codimension two.
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perturbation spaces (subsets of Jτ (M,ω)) become quite complicated.
A sequence of symplectic hypersurfaces is provided by the celebrated result of
S. Donaldson in [Don96]. It provides for any fixed J ∈ Jc(M,ω) and a positive1
D  0 a symplectic hypersurface V ⊂ M with PD([V ]) = D[ω], assuming
that the symplectic form represents a rational class, i.e. [ω] ∈ H2(M,Z).
Given such a pair (V, J), denote by J (M,V, J, θ) ⊂ Jτ (M,ω) the space of
tame almost complex structures leaving TV invariant and being θ-close2 to
J . For l ≥ 3 let M¯l+1 be the Deligne-Mumford space of stable curves with
l + 1 marked3 points. The (perturbation) space of coherent almost complex
structures is a subset4
Jl+1(M,V, J, θ) ⊂ C∞(M¯l+1,J (M,V, J, θ1)).
For a K ∈ Jl+1(M,V, J, θ) and k ≥ 1 let pil : M¯k+l+1 → M¯k+1 be
the map that forgets first k marked points and stabilizes. Then any K ∈
Jl+1(M,V, J, θ) induces pi∗lK ∈ Jk+l+1(M,V, J, θ). Fix a A ∈ H2(M,Z) and
denote the moduli space of pi∗lK-holomorphic spheres representing classA with
k+l marked points mapping last l points to hypersurface V byMk+l(A,K, V ).
Theorem A (Theorem 1.2 in [CM07]) Assume that (V, J) is a Donald-
son pair5. Let l = Dω(A), then there exists a nonempty set K ∈ J regl+1(M,V, J, θ) ⊂
Jl+1(M,V, J, θ), such that for any k ≥ 1 the evaluation map at the first k
marked points
evk :Mk+l(A,K, V )→Mk
represents a pseudocycle evk(A, V, J,K) of dimension 2n− 6 + k + c1(A).
Moreover, it was shown in [CM07] (Theorem 1.3) that the pseudocycle
evk(A, V, J,K) does not depend on perturbation K, hypersurface V and a
compatible almost complex structure J . In the sense that any two such pseu-
docycles are rationally cobordant (see Appendix A.2 for the definition). Hence,
Theorem A actually yields (up to multiplication with a positive rational num-
ber) a pseudocycle evk(ω,A). The proof requires Auroux’s asymptotic unique-
ness result for Donaldson hypersurfaces [Aur97].
Remark 1 A generalization to the curves of higher genus was recently re-
solved in [Ger13] and independently also in [IP13]. The Cieliebak-Mohnke
approach was used in [Wen14] in order to obtain results on hypersurfaces of
contact type (avoiding the semi-positivity assumption).
1We will often call D the degree of V .
2If not explicitly stated, we always use C0 norms induced by (ω, J).
3The extra ”+1“ marked point plays the role of a variable for domain-
dependence.
4The definition is located in section 3.2.
5See section 4.1 for the precise definition.
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However, the assumption that ω represents an integer (or rational) homology
class is essential for the approach. One cannot expect the existence of a sym-
plectic hypersurface V (Poincare´ dual to D[ω]) for non-rational ω in order to
control the intersection of V with holomorphic curves. Our main result is the
following.
Theorem B Given any symplectic form ω on M . Fix A ∈ H2(M,Z). There
exists an open neighbourhood of ω, say U ⊂ Ω2(M), such that for any pair of
rational symplectic forms ω1, ω2 ∈ U the corresponding (coming from Theorem
A) pseudocycles evk(ω1, A) and ev
k(ω2, A) are rationally cobordant, up to
multiplication with positive rational weights, for any k ≥ 3.
Outline of the proof
Consider a symplectic manifold (M,ω) with an integral class [ω] ∈ H2(M,Z)
and fix J ∈ Jc(M,ω). We sketch the main steps:
(I) Given a fixed energy level E > 0 and a rational symplectic form ω′ near
ω. There exists an ω-symplectic hypersurface V Poincare´ dual to D[ω′], such
that assuming regularity of spaces of simple holomorphic spheres of energy at
most D  0 implies that all holomorphic spheres of energy at most E in V
are constant and all non-constant spheres intersect V in at least three points
in the domain. Holomorphicity means here with respect to a tame almost
complex structure K near J (cf. section 3.7).
(II) We adapt the definition of a Donaldson quadruple from [CM07] to the
case where one of the hypersurfaces is Poincare´ dual to D′[ω′] with ω′ 6= ω.
Denote such a quadruple by (V, V ′, ω, J), see section 4.2 for a precise defini-
tion. Associate to such a quadruple the moduli space Mk+l+l′(A,K, V ∪ V ′)
of K-holomorphic spheres (here K is allowed to be domain-dependent) with
k + l + l′ marked points in class A mapping middle l points to V and last l′
points to V ′.
(III) Establish perturbation spaces J ∗l+1(M,V ∪ V ′, J, θ, E) of coherent1 ω-
tame almost complex structures leaving V and V ′ invariant and being θ-close
to J . Using similar arguments as in [CM07] we show compactness for domain-
stable maps:
Theorem C.1 (see Theorem 4.10) Fix an energy level E > 0 and a Don-
aldson quadruple (ω, J, V, V ′). For A ∈ H2(M,Z) assume max{ω(A), ω′(A)} ≤
E and set l := Dω(A), l′ := D′ω′(A). For k ≥ 0 take a subset I ⊂
{k + 1, . . . , k + l + l′} with {k + 1, . . . , k + l} ⊂ I and fix K ∈ J ∗|I|+1(M,V ∪
V ′, J, θ1, E). Assume that a sequence of K-holomorphic spheres
1See section 3.2.
Introduction 7
fν ∈ Mk+l+l′(A,K, V ∪ V ′) has a Gromov limit - the stable map (f , z).
Then the underlying nodal curve z is I-stable. Same statement holds if
{k + l + 1, . . . , k + l + l′} ⊂ I.
I-stability means that a nodal curve is stable after removing marked points
outside of I.
(IV) Providing the existence of regular perturbations J regl+1(M,V ∪V ′, J, θ, E) ⊂
J ∗l+1(M,V ∪V, J, θ, E) in order to achieve transversality of strata required for
the compactification of Ml(A,K, V ∪ V ′). This combined with Theorem C.1
implies
Theorem C.2 Assumptions as in Theorem C.1 imply that for any k ≥ 1 and
any K ∈ J reg|I|+1(M,V ∪ V ′, J,Θ1, E) the evaluation map that evaluates first
k-marked points evk : Mk+l+l′(A,K, V0 ∪ V1) −→ Xk defines the (rational)
pseudocycle evk(A, V, V ′, J) of real dimension d := 2(n− 3 + k + c1(A)).
(V) In section 4.3 we show that, assuming the existence of a Donaldson
quadruple (ω, J, V, V ′), arguments from [CM07] together with Theorem C.2
yield rational cobordisms of pseudocycles (provided by Theorem A) evk(A,ω)
and evk(A,ω′) up to a multiplication with positive rational weights. Note
that the existence of a Donaldson quadruple is not just a transversal inter-
section of two symplectic hypersurfaces. We require that perturbation spaces
J ∗l+1(M,V ∪ V, J, θ, E) are nonempty.
(VI) Given any symplectic form ω0 on M and fix J0 ∈ Jc(ω). Using the
results from section 2.2 we can find rational symplectic forms ω, ω′ ρ-nearby
ω0 and J ∈ Jc(ω), J ′ ∈ Jc(ω′) ρ-nearby J for some ρ > 0. Then a modifi-
cation of the Donaldson hypersurface theorem from chapter 2 yields a pair
of ω-symplectic hypersurfaces V and V ′ that intersect transversely. In sec-
tion 4.4 we show that such V and V ′ yield Donaldson quadruple (V, V ′, ω, J)
provided ρ is chosen sufficiently small. Then Theorem C.2 implies our main
result - Theorem B.
Note that our quadruples depend on a previously fixed energy level E > 0.
Our geometric construction starts with rational (ω, ω′), however, we measure
energy for each A ∈ H2(M,Z) with respect to E(A) := max{Nω(A), Nω(A))
with N := min{n ∈ N | [nω] ∈ H2(M,Z) and [nω′] ∈ H2(M,Z)}. In a
sense, we are using ω and ω′ for the geometric construction and (nω, nω′)
for transversality discussion, since assumptions on (Ka¨hler) angles are invari-
ant under scaling of the symplectic form ω.
It is important to understand that after considering (ω, ω′) we get N , hence
the energy E(A). Only after that we construct hypersurfaces of high degree
in order to obtain a quadruple.
8 Introduction
Another essential point is that we use Opshtein’s observation (about the
transversality constant η in Donaldson’s construction) described in section
2.5 in order to construct our quadruples. More precisely, we need to guaran-
tee that the corresponding perturbation spaces are actually nonempty.
Discussion and remarks
Observe that we are not defining moduli spaces of holomorphic curves for
an irrational symplectic form ω directly. However, Theorem B allows us to
define (genus zero) Gromov-Witten invariants for such an ω. For any fixed
A ∈ H2(M,Z) and k ≥ pick a rational ω′ from the open neighbourhood U
of ω, provided by Theorem B. Then, there exists a positive rational weight
l, such that the cobordism class of pseudocycle levk(A,ω′) from Theorem A
does not depend on the particular choice of ω′.
Hence, the definition works exactly as in [CM07]. Let α1, . . . , αk be nontorsion
cohomology classes in M of total degree 2n− 6 + 2k − 2c1(A). Represent the
Poincare´ dual of the cup product of pullbacks of these classes to Mk by a
cycle a in M . Assume that a is strongly transverse1 to evk(A,ω′). Then the
(genus zero) Gromov-Witten invariant is given by the intersection
GWωA,k(α1, . . . , αk) = GW
ω′
A,k(α1, . . . , αk) = lev
k(A,ω) · a.
The statement of Theorem B is actually not that surprising. In the semi-
positive case Gromov-Witten invariants are known to be deformation2 in-
variant (see remark 7.1.11 in [MS04]) as long as the deformation (M,ωt) is
semi-positive for all t. Other approaches to Gromov-Witten invariants assert
similar deformation invariance. It was observed in [CM07] that in the semi-
positive case both invariants are equal (the regularity condition for simple
curves holds without any hypersurface).
Structure of the thesis
We emphasize that the thesis is not self-contained. Our main focus lies on
geometric aspects of the theory. Regarding the analysis of holomorphic curves
we heavily rely on [CM07], which in turn is based on a very detailed exposi-
tion in [MS04]. Whenever possible our notation is kept identical to that used
in [CM07].
1See Appendix A.2.
2See survey [Sal12] on deformation relations of symplectic structures.
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The first part of Chapter 1 contains an overview of Donaldson’s construc-
tion of symplectic hypersurfaces. We provide some geometric details. In the
second part we review some topological properties of such submanifolds and
discuss related open questions.
In the second chapter we prove technical statements needed to control defor-
mations of symplectic and almost complex structures. Then we show a modi-
fication of Donaldson’s argument which produces transversal intersections of
symplectic hypersurfaces. We finish the chapter with Opshtein’s observation.
Chapter 3 contains definitions and statements from [CM07] and [MS04] needed
for our main result. The last section deals with intersections between holo-
morphic curves and symplectic hypersurfaces of high degree (constructed by
starting with a different symplectic form).
The last chapter contains our definition of a Donaldson quadruple together
with compactness and transversality results for corresponding moduli spaces.
In the final part we combine results from Chapters 2 and 3 in order to show
Theorem B.
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1Approximate holomorphic geometry
Here we review the celebrated Donaldson hypersurface theorem from [Don96].
Consider a closed symplectic manifold (M,ω) with [ω] ∈ H2(M,Z) and a fixed
ω-compatible almost complex structure J ∈ Jc(M,ω). Consider a complex
line bundle1 L→ M equipped with a Hermitian connection whose curvature
form is given by − i2piω. We show that for any (sufficiently large) k  0
there exist (approximate holomorphic) sections of sk : M → Lk. The sections
sk are uniformly transversal to the zero section, cutting out ω-symplectic
hypersurfaces Vk. Also, see Section 2.2 of [AS08] for a short exposition.
We review the main steps of the argument proving some geometric details. At
the end of the chapter we collect some properties and open questions regarding
submanifolds Vk.
1.1 Localized sections
Consider an R-linear map A : Cn → C and define
A′(z) :=
A(z)− iA(iz)
2
and A′′(z) :=
A(z) + iA(iz)
2
.
Then we have A = A′ + A′′, A′(iz) := iA′(z) and A′′(iz) := −iA′′(z), .i.e. A′
and A′′ decompose A in its complex linear and complex anti-linear part. The
following lemma is fundamental to the Donaldson hypersurface theory.
Lemma 1.1. If ‖A′′‖ < ‖A′‖, then the subspace kerA ⊂ Cn is symplectic
with respect to the standard symplectic form ω0.
Proof. The following argument is due to Patrick Massot. Define the adjoint
map A∗ : C→ Cn via 〈v,A∗z〉 = 〈Av, z〉 for v ∈ Cn and z ∈ C.
The splitting of A enduces the corresponding C-linear map A′∗ : C→ Cn and
1See Appendix A.1.
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C-antilinear map A′′∗ : C→ Cn.
Consider two vectors v := A′∗1 and w := A
′′
∗i. Observe that ‖A′∗‖ = ‖v‖ and
‖A′′∗‖ = ‖w‖, so the inequality ‖A′′‖ < ‖A′‖ implies ‖v‖ < ‖w‖. We compute
A∗1 = A′∗1 +A
′′
∗1 = v − iA′′∗i = v − iw
A∗i = A′∗i+A
′′
∗i = iv + w
ω0(A∗1, A∗i) = ω0(v − iw, iv + w) = ‖v‖2 − ‖w‖2 − ω0(v, w)− ω0(iw, iv)︸ ︷︷ ︸
=0
.
Hence, ω0(A∗1, A∗i) 6= 0, i.e. spanR {A∗1, A∗i} ⊂ Cn is symplectic. Finally,
kerA = (im A∗)⊥ = i(im A∗)ω0 ,
and the claim follows. unionsq
Now, consider the trivial line bundle Cn × C → Cn, equip the base Cn with
the standard symplectic and complex structure (ω0, J0) and define the 1-form
A :=
1
4
n∑
j=1
zjdz¯j − z¯jdzj , A ∈ Ω1(Cn).
Then dA = −iω0. Denote the complex-antilinear part of A by A0,1 :=∑
j zjdz¯j , so we can define the modified Cauchy-Riemann operator on sec-
tions
∂¯Af := ∂¯f + f ·A0,1 for a smooth f : Cn → C.
Note that here we write ∂¯ := d0,1. Now, consider a specific real valued section
σ˜(z) := e−
|z|2
4 for z ∈ Cn. Since |z|2 = z · z¯, we see that
∂¯σ˜ =
1
4
 n∑
j=1
zjdz¯j
 e− |z|24 .
We arrive at the next fundamental observation, namely ∂¯Aσ˜ = 0, since
∂¯Aσ˜ = ∂¯σ˜ + σ˜ ·A0,1 = 1
4
 n∑
j=1
−zjdz¯j + zjdz¯j
 e− |z|24 = 0.
Remark 1.2. In the literature this is sometimes referred to as the effect of
positive curvature and might be interpreted as follows. One might think ofA as
a connection form on the trivial bundle. So this bundle possesses holomorphic
sections (with respect to modified Cauchy-Riemann operator ∂¯A) which are
rapidly decreasing at infinity, in contrast to the flat case.
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On the other hand the complex linear part of A defines the operator
∂Af := ∂f +A
1,0f, for a smooth f : Cn → C,
and again, here we denote ∂f := d1,0. Together both operators form a con-
nection on the trivial line bundle, we denote it by ∇ := ∂¯A + ∂A. Moreover,
observe that for σ˜ we have
∇σ˜ = ∂¯Aσ˜︸︷︷︸
=0
+∂Aσ˜ = −1
2
 n∑
j=1
zjdz¯j
 e− |z|24 .
Recall from Appendix A.1 that we can consider the complex line bundle L→
M together with a Hermitian connection with a curvature form −i/(2pi)ω,
if [ω] ∈ H2(M,Z). For a given integer k > 0 denote the tensor bundle by
Lk := L⊗C . . .⊗C L︸ ︷︷ ︸
k - times
. Lk is again a complex line bundle equipped with an
induced Hermitian connection with a curvature form −ik/(2pi)ω.
The main point of this section is to transport section σ˜ to a section of the
line bundle Lk. We begin with preliminary definitions. Denote by g the metric
induced by ω and J , then g induces the distance function d : M ×M → R.
Then the rescaled metric gk := kg induces the rescaled distance function set
dk = k
1
2 d and we define ek : M ×M → R via
ek(p, q) :=
{
exp
(
−dk(p,q)25
)
if dk(p, q) ≤ k 14
0 else.
Proposition 1.3 (cf. Proposition 9 in [Don96]). For any p ∈ M and
k  0 there exists a smooth section σp of the line bundle Lk and constant
C > 0 (independent of k), such that at any q ∈M we have
1. there exists an R > 0, indepedent of q, such that dk(p, q) ≤ R implies
|σp(q)| ≥ 1C
2. |σp(q)| ≤ ek(p, q)
3. |∇σp(q)| ≤ C(1 + dk(p, q))ek(p, q)
4. |∂¯σp(q)| ≤ Ck− 12 dk(p, q)2ek(p, q)
5. |∇∂¯σp(q)| ≤ Ck− 12 (dk(p, q) + dk(p, q)3)ek(p, q)
The operators ∂¯ and ∇ on Lk are induced by the corresponding operators
defined on L.
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Remark 1.4. The lower bound from (1) together with the upper bound (2)
imply that section σp is actually concentrated around the point p, which
justifies the name of this section.
Sections with |∂¯s|  |∂s| are often called approximate holomorphic. Note
that sections σp are approximate holomorphic, since a lower bound for |∂σp|
follows from statement (1) in the above proposition.
Proof. The proof is basically Section 2 in [Don96]. The idea is simple, one
cuts off section σ˜ and it transports to Lk via a suitable Dabroux chart. Here,
we give the main steps of the argument.
(I) Take a standard cut-off function β : [0,∞)→ R with
β(x) :=
 1 if x ≤
1
2
0 if x ≥ 1
smooth monotone else
define a k-dependent cut-off function βk : Cn → R via βk(z) := β(k−1/6|z|).
Note that supp(βk) ⊂
{|z| ≤ k1/6}.
(II) Let BR := B(0, R) ⊂ Cn be the Euclidean ball of radius R centered at the
origin. Choose a Darboux chart φ : BR → V , φ∗ω = ω0, such that φ(0) = p.
Note that φ can be chosen in a way that all its derivatives with respect to met-
ric g do not depend on point p. Moreover, we assume that φ∗J(x)|x=0 = J0.
Define the rescaled chart φk : B√kR → M via φk(x) = φ(k−1/2x), and we
have then φ∗kkω = ω0.
(III) Lift φk to a bundle map. More precisely, consider the trivial line bundle
B√kR × C → B√kR equipped with the connection d + A (see above discus-
sion). Using parallel transport one can lift the chart φk to φ˜k, i.e. the following
diagram commutes
B√kR × C
φ˜k- Lk
B√kR
pi
?
φk- M
pi
?
with the property that φ˜∗k∇ = d + A, where ∇ is the Hermitian connection
on the complex line bundle Lk.
(IV) Define section σp : M → Lk by setting
σp(x) :=
{
φ˜k ◦ (βk · σ˜) ◦ φ−1k if x ∈ Im(φk)
0 if x 6∈ Im(φk).
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Such σp satisfies above inequalities (cf. pp. 675-677 in [Don96]). The main
point is that the chart φk is very close to being an isometry (it is one at the
origin, by assumption). unionsq
1.2 Controlled transversality
Fix points pi ∈ M with i = 1 . . .m for some integer m > 0 and consider
sections σi := σpi from Proposition 1.3. Moreover, fix a collection of complex
numbers w := {w1, . . . , wm} with all |wi| ≤ 1. Then a linear combination
yields a new section of Lk
sw :=
m∑
i=1
wiσi.
The aim of this passage is twofold - first, it is to show that there exists an
appropriate choice of points pi, such that section sw satisfies similar upper
bounds as in Proposition 1.3. This is the easier part. Second, it is to show
that there is an appropriate choice of the coefficients wi, such that ∂sw is
bounded from below near the zero section. This part is considerably harder.
Definition 1.5. We call a cover {B(pi)}i∈{1..m} of M with gk-unit balls cen-
tered at pi ∈M admissible if for any q ∈M
m∑
i=1
dk(q, pi)
rek(q, pi) ≤ C, for r = 0, .., 3.
Lemma 1.6 (cf. Lemma 12 in [Don96]). For any k > 0 there exists an
admissible covering of M with a constant C which does not depend on k.
Proof. The main point of the proof is that in the Euclidean case taking lattice
Λ :=
1
2
√
n
2k
(Zn ⊕ iZn) ⊂ Cn
and Euclidean balls of gk-radius
1
2 centered at the points of Λ cover C
n.
Choose a k-independent Darboux atlas consisting of charts φj : Uj →M with
bounded domains Uj and transport the lattice to M . See proof of Lemma
2.301 for a detailed argument. unionsq
Once the existence of an admissible covering is clarified, we have the fol-
lowing
Proposition 1.7 (cf. Lemma 14 in [Don96]). For any k and any collection
w1, . . . , wm ∈ C with |wi| ≤ 1 section σw associated to an admissible cover
satisfies at any point of M the following inequalities
1It deals with the case of a submanifold V ⊂M , here we can just take V = ∅.
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• |sw| ≤ C
• |∂¯sw| ≤ C 1√k
• |∇∂¯sw| ≤ C 1√k
where C is independent of k, ∇ and ∂¯ are the corresponding operators on Lk.
Proof. Fix q ∈M , then the first inequality follows from Proposition 1.3 (2):
|sw(q)| ≤
m∑
i=1
|wi||σi(q)| ≤
m∑
i=1
ek(pi, q) ≤ m.
For the second and third statement we use Proposition 1.3 (4) resp. (5)
|∂¯sw| ≤
m∑
i=1
|wi||∂¯σi| ≤ C ′ 1√
k
m∑
i=1
dk(pi, q)
2ek(pi, q),
|∇∂¯sw| ≤
m∑
i=1
|wi||∇∂¯σi(q)| ≤ C ′ 1√
k
m∑
i=1
(dk(pi, q) + dk(pi, q)
3)ek(p, q).
Now, observe that e(k
1/2x)2/5(k1/2x)r ≤ 5 for any k ≥ 1, x ≥ 0 and r = 1, 2, 3
implies
|∂¯sw| ≤ 5C ′m 1√
k
and |∇∂¯sw| ≤ 10C ′m 1√
k
.
Claim follows by taking the maximum of all occuring constants. unionsq
Recall from [Don96] the following
Definition 1.8. A smooth map f : U ⊂ Cn → C is η-transverse to w for
η > 0 and w ∈ Cn, if for any z ∈ U : |f(z)− w| < η implies |(Dxf)z| > η.
A smooth section s : M → L of a complex line bundle is η-transverse to 0,
if |s(x)| < η implies |∇xs| > η.
Corollary 1.9. Given smooth maps f, g : U → C with ‖f − g‖C1 ≤ δ. If f is
η-transverse to w then g is (η − δ)-transverse to w.
Remark 1.10. Given a trivial line bundle C→ Cn together with a smooth sec-
tion s : Cn → C. Assume that s(0) = 0, then for a fixed η > 0 η-transversality
to 0 of s implies that s is transversal to the zero section over some neigh-
bourhood of 0 in Cn. However, the effect this definition becomes evident if
one cosiders a sequence of sections sk. Then η-transversality for all k implies
uniform (independent of k) transversality near the zero section.
The main statement of this section is the following
Proposition 1.11 (cf. Proposition 15 in [Don96]). There exists an  >
0, such that for any sufficiently large k one can choose coefficients wi with
|wi| ≤ 1, such that the associated section satisfies |∂sw| >  on the zero-set.
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Proof. We indicate the main steps of the proof.
(I) Observe (see Lemma 16 in [Don96]) that for any D > 0 there exists a
number N independent of k, such that there exists a partition of the index
set {1, . . . ,m} into N disjoint subsets, i.e. I = I1 ∪ . . .∪ IN with the property
that
dk(pi, pj) ≥ D for i, j ∈ Iα and all α = 1, . . . , N.
One might think of this step as coloring balls centered at pi in N different
colors, such that this number is independent of the stage (current k), once D
is fixed.
(II) Fix any D > 0, hence the previous step gives us a partition {Iα} of
I. Given this, define sets (denoting by Bk the gk-unit balls)
Mα :=
⋃
i∈Iβ , β≤α
Bk(pi).
One gets a sequence of nested sets, exhausting whole M
∅ = M0 ⊂M1 ⊂M2 ⊂ . . . ⊂MN = M.
The idea is to achieve transversality stepwise, i.e. to find a (finite) sequence
of sections sα satisfying a lower bound |∂sα| >  on Mα ∩ (sα)−1(0).
Take charts φj : Uj →M from Proposition 1.3 and assume that
φ−1j (Bk(pj)) ⊂ ∆ ⊂ ∆+
with ∆ = 1110Bk(0) and ∆
+ := 2210Bk(0). Then over φj(∆) we have a stan-
dard trivialization of Lk together with section σi constructed in Proposi-
tion 1.3, hence locally section sw is represented by sw = fiσi for a function
fi : ∆
+ → C. And we say that section sw is η-transverse over Bi if the func-
tion fi is η-transverse to 0 over ∆.
(III) Given a section sw with |wi| ≤ 1 then local representation functions
fi defined over ∆
+ satisfy (see Lemma 18 in [Don96])
• ‖fi‖C1(∆+) ≤ C
• ∥∥∂¯fi∥∥C1(∆+) ≤ Ck1/2
• For k  0 and any  > 0, the lower bound |∂fi| >  on f−1(0)∩∆ implies
|∂Lsw| > C−1 on s−1w (0) ∩Bi.
Hence, approximate holomorphicity of functions fi imply approximate holo-
morphicity of section sw near the the zero section.
(IV) Now, consider local representation functions of a nearby section. More
precisely, let w′ := (w′1, . . . , w
′
m) be another coefficient vector with |w′i| ≤ 1,
such that for some fixed α ∈ {1, . . . , N} and δ > 0 we have
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w′j =
{
wj if j /∈ Iα
w′j with |wj − w′j | ≤ δ if j ∈ Iα.
Denote the corresponding section by sw′ . Then all local representation func-
tions f ′j satisfy (cf. Lemma 19 in [Don96]):
• ‖f ′i − fi‖C1(∆+) ≤ Cδ, for all i ∈ {1, . . . ,m}
• ‖f ′i − fi − (w′i − wi)‖C1(∆+) ≤ C exp(−D2/5)δ, if i ∈ Iα.
(V) Here, the existence of local perturbations is justified. Fix a σ > 0 and
denote
Hσ :=
{
f : ∆+ → C ∣∣ ‖f‖C0(∆+) ≤ 1 and ∥∥∂¯f∥∥C1(∆+) ≤ σ} .
Moreover, for an integer p define Qp : (0,∞)→ R via Qp(δ) := ln(δ−1)−p.
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Fig. 1.1. Graph of Qp for p = 3, p = 2 and p = 1.
Then we have the following quantitative result for elements of Hσ (cf. Theo-
rem 20 in [Don96]):
There exists an integer p = p(n), such that for any real 0 < δ < 1/2 the
inequality Qp(δ)δ ≥ σ (with some σ fixed above) implies that for any f ∈ Hσ
there is a complex number w with |w| ≤ δ with the property that (f − w) is
Qp(δ)δ-transverse to 0.
(VI) Fix an 0 < α ≤ N and some section swα−1 of Lk which is ηα−1-transverse
over Vα−1 for some 0 ≤ ηα−1 < 1. Then an application of (V) together with
(III) and (IV) yield the following statement (cf. Proposition 23 in [Don96]):
There exist constants ρ < 1 and p ∈ N, such that assuming the inequalities
• ηα−1 ≤ ρ
• k1/2 ≤ Qp(ηα−1)ηα−1
• e−D2/5 ≤ Qp(ηα−1)
one can find a perturbation wα of the vector wα−1, such that the associated
section sα of L
k is ηα := ηα−1Qp(ηα−1)-transverse over Vα.
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Note that ηα ≤ ηα−1. The setup for the inductive process is now complete,
since starting with any sw0 (eg. sw0 = 0), the above statement produces a
section sw1 which is η1-transverse over V1 for an 0 < η < 1.
(VII) Finally, one has to see that assumptions from (VI) are satisfied at
each step α and hence the induction produces the desired section transverse
over the whole VN = M . Observe (for an η0 ≤ ρ)
− ln ηα = − ln(ηα−1Qp(ηα−1)︸ ︷︷ ︸
=ηα
) = ln
1
ηα−1
− lnQp(ηα−1).
Then Lemma 24 in [Don96] implies that for any q > p there exists an α1 =
α1(q, ρ), such that − ln ηα ≤ q(α + α1) ln(α + α1), hence we have (assuming
ρ sufficiently small)
Qp(ηα−1)−
1
p ≤ ln 1
ηα−1
− lnQp(ηα−1) ≤ q(α+ α1) ln(α+ α1).
So we conclude that for some constant C = C(p, α1)
Qp(ηα−1) ≥ (q(α+ α1) ln(α+ α1))−p ≥ C (α lnα)−p ≥ C (N lnN)−p .
Moreover, since by construction N ≤ C¯D2n and choosing D  0 implies
Qp(ηα−1) ≥ C¯
(
D2np+1
) ≥ e−D2/5.
Hence, the conditions in (VI) depend now only on the value k. So choosing k
sufficiently large the inductive process yields (after a finite number of steps)
a section swN which is ηN -transverse over M . unionsq
Remark 1.12. Clearly, the central point of the proof sketched above is part
(VI). The original proof of this statement occupies sections 4 and 5 in [Don96]
and uses Y. Yomdin’s work about complexity of real algebraic sets. However,
later on D. Auroux presented a significantly easier proof of a slightly weaker
statement in [Aur02].
Combining the statements of Proposition 1.7 and Proposition 1.11 one gets
the celebrated result of Donaldson
Theorem 1.13 (cf. Theorem 5 in [Don96]). There exists a constant C >
0, such that for all k  0 there exist sections sk of Lk →M which restricted
to its zero-set satisfies
|∂¯sk| < C√
kk
|∂s|.
Given previous result together with considerations about sections of com-
plex line bundles from Appendix A.1 yield
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Corollary 1.14 (Donaldson hypersurface theorem). For any k  0
there exists symplectic 2n−2-dimensinal submanifolds Vk ⊂M with the prop-
erty PD[Vk] = k[ω].
Combining the statement of the above theorem with the definition of the
Ka¨hler angle (see Section 2.1 for the definition and properties) we get
Corollary 1.15. For any k  0 the Ka¨hler angles of Donaldson hypersurfaces
satisfy θ(Vk) = O(k
−1/2).
Proof. At any point p ∈M the Ka¨hler angle satisfies
θ(TpVk) = arctan
[
2
(|∂ps|2|∂¯ps|2 − |〈∂ps, ∂¯ps〉|)−1/2
|∂ps|2 − |∂¯ps|2
]
≤ 2 |∂¯ps||∂ps| .
Together with
√
k|∂¯ps| < C|∂ps| this yields
θ(Vk) = sup
p∈M
θ(TpVk) ≤ 2Ck−1/2.
unionsq
1.3 Lefschetz hyperplane theorem
We begin with several historical remarks. In the early 1920s Solomon Lefschetz
showed a remarkable theorem. Given a nonsingular projective algebraic variety
(over C) Vn of dimension n and a generic hyperplane section Vn−1 of it. Then
the inclusion map Vn−1 ↪→ Vn induces a bijection on homology groups with
integer coefficients of dimension less than n− 1 and a surjection in dimension
n− 1.
Andreotti and Frankel have shown a cohomological version of the Lefschetz
theorem in [AF59]. Their proof relied on an idea of R. Thom to use Morse
theory of Stein manifolds. The key to their proof is that for an n-dimensional
Stein manifold Y , they have shown that Hi(Y,Z) = 0 for i > n and Hn(Y,Z)
is torsion free.
A modern version of the Lefschetz theorem was obtained by R. Bott in [Bot59].
Again using Morse theory, he showed the following:
Theorem 1.16 (R. Bott). Let X be a compact complex n-dimensional man-
ifold and E a positive line bundle over X. Then for any nonsingular holomor-
phic section s : X → E, X can be obtained by attaching cells of real dimension
≥ n to the zero-set s−1(0). So there exists an r > 0, such that
X ∼= s−1(0) ∪ e1 ∪ . . . ∪ er with dim ei ≥ n.
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Corollary 1.17. In the setting of above theorem denote S := s−1(0). Then
the inclusion map j : S ↪→ X induces
• isomorphisms for 0 ≤ p ≤ n − 2: pip(S) → pip(X), Hp(S,Z) → Hp(X,Z)
and Hp(X,Z)→ Hp(S,Z)
• surjections: pin−1(S)→ pin−1(X), Hn−1(S,Z)→ Hn−1(X,Z)
• injection: Hn−1(X,Z)→ Hn−1(S,Z).
Proof. The statement follows by the standard tool from algebraic topology
applied to the cellular decomposition from Theorem 1.16. For holomogy see
p. 137-146 in [Hat09], coholomolgy p. 202-203 in [Hat09] and for homotopy
Section 4.1 in [Hat09]. unionsq
Note that since projective algebraic varieties always admit a positive line
bundle, Bott’s theorem contains Lefschetz’ original statement. The main ad-
vantage of Bott’s proof is the statement for homotopy groups. Note that the
homology statement would not automatically imply the homotopy version,
since pi1(S) may act nontrivially on higher relative groups pik(X,S).
Remark 1.18 (affine Lefschetz theorem). A similar statement is still true if one
allows a projective variety V to contain a finite number of singular points at
infinity, i.e. in V∞ = {[z0 : . . . : zn+1] ∈ V : z0 = 0}, such that V − V∞
is smooth and is nowhere tangent to the hyperplane {z0 = 0}. Then it was
shown in [How66] that a generic hyperplane section of V − V∞ has the same
properties as the set S in Corollary 1.17.
Considering the differences between Ka¨hler and the symplectic category,
it seems surprising that Donaldson hypersurfaces satisfy a Lefschetz-type the-
orem. Indeed, Donaldson has shown that a slight modification of Bott’s argu-
ment yields
Proposition 1.19 (cf. Proposition 39 in [Don96]). Let Vk be a sequence
of Donaldson hypersurfaces in (M2n, ω, J). Then for k  0 the inclusion
maps j : Vk ↪→M have the same properties as in Corollary 1.17.
Proof. The argument is a slight modification of the morse-theoretic proof
in the complex case as it can be found in Chapter 3 in [Nic11]. Consider
corresponding sections sk : M → Lk and set ψk(x) := ln sk(x) for x ∈M−Vk.
It is sufficient to show that any critical point of φk has Morse index at least n.
It is equivalent to show that ∂¯J∂Jψk is negative definite at any critical point of
ψl. The main difference to the complex case is that ∂¯J∂Jψk depends on ∂¯Lksk
which might not vanish, since sk is not a holomorphic section. However, the
fact that |∂¯Lksk|  |∂Lksk| is still sufficient to show the claim. unionsq
Remark 1.20. Observe that the Lefschetz hyperplane theorem implies that the
restriction of ω to the complement M − Vk is an exact symplectic form.
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1.4 Remarks and questions
Practically, nothing from this section is used later in the present thesis. How-
ever, we collect here several facts and questions concerning Donaldson’s con-
struction. Some of them might be useful within a further development of the
Cieliebak-Mohnke approach to Gromov-Witten theory.
(A) Consider CP 2 equipped with a symplectic form ω. The homology group
H2(CP 2,Z) = Z has a spherical generator, since pi2(CP 2) = H2(CP 2,Z), we
call it A. It was shown in [Tau95] that A can be represented as a fundamen-
tal class of an embedded pseudo-holomorphic (so ω-symplectic) sphere. On
the other hand Donaldson’s result shows that for any symplectic 4-manifold
(M,ω) there is an integer D > 0 and a closed connected1 symplectic (embed-
ded) surface V ⊂ M such that PD[V ] = D[ω]. The adjunction formula then
yields
[V ] · [V ]− 〈c1(TM), [V ]〉+ χ(V ) = 0
combined with χ(V ) = 2− 2g(V ) and Lemma 3.27 (Auroux’s lemma, applied
for some KJτ (ω) with KTV ⊂ TV ) it follows that
g(V ) ≥ 1
2
[
D2PD(ω ∧ ω)−DD∗PD(ω ∧ ω) + 1
]
.
Note that the constant D∗ depends on V at rate2 D−1/2, so for D  0 it can
be made D-independent. So, for large degree D the genus of V becomes very
large. So Donaldson’s construction is an existence proof for embedded sym-
plectic curves in four dimensions, however there exists no symplectic surgery
operation that would kill the degree in order to obtain Taubes’ result3.
(B) One might ask if Donaldson’s construction would imply a version of
a Kodaira embedding theorem for almost complex manifolds. This is indeed
the case, as in [MPS02] the existence of a sequence of asymptotically holo-
morphic embeddings φk : (M
2n, ω) → (CP 2n+1, ωFS) was shown, such that
φ∗k[ωFS ] = [kω], provided ω is an integral class. However, a symplectic em-
bedding of a symplectic manifold into CPN for large N is a classical result
due to Gromov (cf. Section 3.4.2 in [Gro86] and [Tis77]). Although Gromov
used h-principle to obtain the result, the assumption on integrality of ω is
still required. Since any symplectic form can be perturbed into a rational one
and then multiplied by a positive integer in order to obtain an integral form
(cf. last chapter), “symplectic projectivity” seems not that restrictive. This
is a huge contrast to the complex case, where a celebrated result in [Voi04]
and [Voi02] yields examples of Ka¨hler manifolds of complex dimension n ≥ 4,
1Follows from the Lefschetz property of V .
2Distance of K to some previously fixed J ∈ Jc(ω).
3Taubes’ result is actually true for any closed symplectic 4-manifold with b+2 > 1.
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whose homotopy type is not of a complex projective one. So, one cannot de-
form them in order to be projective. A natural question in this context is if
asymptotically holomorphic embeddings of such Ka¨hler manifolds are actually
approximating singular complex subvarieties of CP 2n+1.
(C) It is a folklore fact that on an almost complex manifold (M2n, J) one
cannot expect to find any closed complex1 submanifolds of complex dimen-
sion greater than 1. Intuitively, for generic J the Cauchy-Riemann equation
yields an overdetermined system of PDEs, which is non-integrable. A precise
treatment of this question was given in [Kru03]. B. Kruglikov showed that
there exists an open and dense2 subset J ′ ⊂ J (M) of all almost complex
structures on M . Such that for any J ∈ J ′ one has no local complex subman-
ifolds of dimension 2m with 2 ≥ m ≥ n − 1. Hence, the Cieliebak-Mohnke
approach starts constructing perturbation data with non-generic data, which
is quite remarkable, because the outcome is a symplectic invariant.
(D) Hypersurfaces from Donaldson’s construction seem to inherit certain
properties from the ambient manifold. A smooth simply connected manifold
M is called formal if its real homotopy groups pi∗(M) ⊗ R can be computed
from the real cohomology ring H∗(M,R). A fundamenal result in [DGMS75]
states that any Ka¨hler manifold is formal. However, there exist simply con-
nected symplectic manifolds that are not formal - the first example was given
in [BT00]. It was shown in [FM05] that Donaldson hypersurfaces might inherit
formality from the ambient manifold. See also [Kut12] on essential manifolds.
Proofs of above facts use Lefschetz hyperplane theorem for Donaldson hyper-
surfaces.
(E) A pretty unexpected application of the Donaldson construction was found
in [Eva12]. Given a symplectic manifold (M2n, ω), for a J ∈ Jc(ω) the Ni-
jenhuis energy is given by EJ =
∫
M
‖NJ‖2J ωn, where NJ is the Nijenhuis
tensor of J . It was shown that rationality of [ω] implies that the infimum of
NJ taken over all J ∈ Jc(M) is zero. The statement follows by stretching
the neck with respect to a tubular neighbourhood of a fixed Donaldson hy-
persurface (made J-complex), giving sequence of compatible almost complex
structures Jν whose NJν converges to zero. It is an open question, whether
NJ is zero for an irrational class [ω].
Note that a simple deformation argument does not work here. By taking
a J ∈ Jc(ω) we might approximate it by a rational ω′ together with a
J ′ ∈ Jc(ω′), which would leave the corresponding Donaldson hypersurface
invariant (for large degree). However, the neckstretching process would pro-
duce a sequence J ′ν which is not close to J
′ and hence to J .
1In the sense that their tangent bundle is J-invariant. Such submanifolds are
also called pseudo-holomorphic.
2With respect to Cr-topology for r = max{2, 6− n}.
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(F) Consider a closed symplectic manifold (M2n, ω), then any J ∈ Jc(M,ω),
induces the Riemannian metric gJ , which in turn induces Laplace operator
∆J acting on functions on M . Denote by λ1(M, gJ) the first eigenvalue of ∆J .
It was conjectured in [Pol98] that supJ∈Jc(M,J) λ1(M, gJ) = ∞ and proved
in the case of the existence of an isotropic Ho¨rmander distribution on M .
This stays in contrast to the Ka¨hler case where an upper bound exists if one
considers only integrable J in Jc(M,ω) - see [BLY94]. This conjecture was
recently proven by L. Buhovky in full generality [Buh13] with a method that
seems to be a real-analytic version of Donaldson’s construction. He constructs
a sequence of vector fields whose integral curves tend to fill out whole M ,
then, by associating complex-subspaces to them he constructs a sequence of
almost complex structures and then, after rescaling (just as in [Pol98]) the
sequence, produces metrics with arbitrary large λ1.
Somehow, Buhovky’s argument approximates an isotropic distribution that
might not exist at all on M for topological reasons. Observe that it was shown
in Proposition 40 from [Don96] that hypersurfaces Vk converge as currents to
k
2piω for k → ∞, i.e. there exists a constant C > 0, such that for any form
ψ ∈ Ω2n−2(M) we have∣∣∣∣∫
Vk
ψ − k
2pi
∫
M
ψ ∧ ω
∣∣∣∣ ≤ Ck1/2 ‖dψ‖L∞(M) .
Hence, one could conjecture that there exists a sequence Jk of compatible
almost complex structures associated to Vk having the same properties as in
[Buh13]. One access point could be, considering S1-bundles over Vk, obtaining
embedded real hypersurfaces in M and then appealing to Cheeger’s isoperi-
metric inequality [Che70].
(F) In Chapter 2 we construct Donaldson hypersurfaces Vk that intersect
transversely any fixed symplectic hypersurface W ⊂M . We consider a situa-
tion in which we can find a ω-tamed almost complex structure K that leaves
both TW and TVk (for a fixed k) invariant. Such, K cannot be ω-compatible
in general. It is an open question whether there exists another symplectic
form ω′, such that K ∈ Jc(M,ω′). If yes, is there any relation between the
classes PD([W ]), [ω] and [ω′]? This question is related to Donaldson’s ”tame
vs. compatible“ problem - see [TW11].
(G) One might wonder if one could obtain an analytic (non-constructive)
proof of Donaldson hypersurface theorem. This question was attacked in
[BU00]. Using Fourier integral operators and a spectral gap for high tensor
powers of the line bundle L → M they showed the existence of approximate
holomorphic sections and obtained a sharper version of Kodaira embedding
as in (B), see also [MM08] for an approach using Bergam kernels. However, it
is still an open problem to deduce Donaldson’s theorem by above approaches.
One might speculate that a solution to this problem would give a better un-
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derstanding in what sense (log) Kodaira dimension is a symplectic invariant,
see also the recent work [McL14].

2Preliminaries and modifications of Donaldson’s
construction
Consider a symplectic manifold (M,ω) with [ω] ∈ H2(M,Z) and closed ω-
symplectic submanifold W ⊂ M2n with k < n. In this section we prove the
following
Proposition 2.1. (M,ω) admits Donaldson hypersurfaces Vk which intersect
W transversely, provided k  0.
Remark 2.2. The statement of the above proposition is not new. It is stated for
the case PD([W ]) = D[ω] in [CM07] (see Theorem 8.1). The general statement
can be found in [Pao01] (see Proposition 1.1), see also [Moh03]. The case of
more than two hypersurfaces is considered in [Ops13]. The idea in all three
cases is roughly the same. However, here we carry out some technical details.
The actual statement proven in this section is the following
Proposition 2.3. Fix an almost complex structure J ∈ Jc(M,ω). For a given
compact complex submanifold W ⊂M , i.e. JTW ⊂ TW , of real codimension
2, there exists an η > 0, such that for all D  0 there is a Donaldson
hypersuface of degree D that intersects W η-transversely.
Results presented in the next section show that Proposition 2.3 implies Propo-
sition 2.1. Moreover, it contains several definitions and technical tools used
later on. At the end of the chapter we discuss Opshtein’s observation from
[Ops13] that in a special case one can find a lower bound for the transversality
constant η appearing in the statement of Proposition 2.3.
Remark 2.4. Complementing the statement of Proposition 2.1, it was shown
in [Pao01] that in case of dimRW < 2n − 2 one can construct a Donaldson
hypersurface containing the whole submanifold W .
2.1 Hermitian linear algebra and deformations
Consider a symplectic manifold (M,ω1) with compatible almost complex
structure J1. Denote by g1 and ‖·‖1 the induced Riemannian metric on M
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and norm on Γ (TM), respectively. Fix another symplectic form ω2, with
‖ω1 − ω2‖1 < , for some  > 0.
The following lemma is very basic, but a key to the main result.
Lemma 2.5. Fix J0 ∈ Jc(ω0) and J ∈ Jτ (ω0). Let ω1 be another symplectic
structure with ‖ω0 − ω1‖0 <  < 1 and assume ‖J − J0‖0 ≤ 1−1+ then J ∈Jτ (ω1).
Proof. Assume that J does not tame ω1, so there exists an v 6= 0, such that
ω1(v, Jv) ≤ 0. Since ω0(v, Jv) > 0, the inequality ‖ω0 − ω1‖0 <  implies
 >
|ω0(v, Jv)− ω1(v, Jv)|
‖v‖0 ‖Jv‖0
=
ω0(v, Jv)− ω1(v, Jv)
‖v‖0 ‖Jv‖0
.
Now, by the triangle inequality we get
‖Jv‖0 ≤ ‖Jv − J0v‖0 + ‖J0v‖0 ≤
2
1 + 
‖v‖0 .
Similarly, we get ‖Jv‖0 ≥ 21+ ‖v‖0 . Moreover, we observe
‖(J − J0)v‖20 = ω0 ((J − J0)v, J0(J − J0)v) = ‖Jv‖20 + ‖v‖20 − 2ω0(v, Jv).
Hence we get ω0(v, Jv) ≥ 12
(
‖Jv‖20 + ‖v‖20 −
(
1−
1+
)2
‖v‖20
)
.
Summarizing above facts
 >
1 + 
2 ‖v‖20
[
1
2
(
‖Jv‖20 + ‖v‖20 −
(
1− 
1 + 
)2
‖v‖20
)
− ω1(v, Jv)
]
≥ 1 + 
2 ‖v‖20

1
2
((
1− 1− 
1 + 
)2
‖v‖20 + ‖v‖20 −
(
1− 
1 + 
)2
‖v‖20
)
︸ ︷︷ ︸
=2 21+‖v‖20
−ω1(v, Jv)

=− 1 + 
2 ‖v‖20
ω1(v, Jv) ≥ ,
which is a contradiction. Hence, J tames ω1. The non-linear version of the
statement follows by taking supremum over all points of M . unionsq
Observe that once  <
√
2− 1, the above lemma implies a simpler bound
‖J − J0‖ <
√
2− 1.
Remark 2.6. Note that once ω0, ω1 and J, J0 satisfy the assumptions of the
previous lemma, i.e. J tames ω1, then J tames any positive multiple of ω1.
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Lemma 2.7. Given two symplectic forms ω0 and ω1. Fix J0 ∈ Jc(ω0) and
denote by ‖·‖0 the norm induced by (ω0, J0). Assume that ‖ω0 − ω1‖0 ≤  < 1.
Then c1(M,ω0) = c1(M,ω1) ∈ H2(M,Z).
Proof. For J ∈ Jτ (ω0) one defines c1(M,ω0) := c1(TM, J). This definition is
independent of the choice of J , since the space Jτ is contractible and hence
all complex bundles (TM, J) with J ∈ Jτ (ω0) are homotopy equivalent.
It follows from |ω0(x, Jx)︸ ︷︷ ︸
=‖x‖20
−ω1(x, Jx)| ≤  ‖x‖20, that J ∈ Jτ (ω1). Hence, by
definition we have c1(M,ω0) = c1(M,ω1). unionsq
Given a (linear) Hermitian space (V, ω, J) with the Hermitian metric
h(·, ·) := ω(·, J ·) + iω(·, ·).
Definition 2.8 (cf. p. 79 in [CM07]). Consider a subspace X ⊂ V with
dimR(X) = 2k. The Ka¨hler angle of X is given by
θ(X) = θ(X,ω, J) = cos−1
(
ωk|X
k!ΩX
)
,
where ΩX is the volume form on X.
The Ka¨hler angle of a closed even dimensional submanifold V ⊂ M of a
Hermitian manifold (M,ω, J) is given by
θ(V ) = θ(V, ω, J) = sup
x∈V
θ(TxV, ωx, Jx).
Lemma 2.9 (cf. Lemma 8.3 in [CM07]).
1. An even-dimensional submanifold V ⊂ (M,ω) is ω-symplectic iff θ(V ) <
pi/2.
2. For a smooth oriented real hypersurface W (i.e. dimW = 2n − 2) the
Ka¨hler angle satisfies
θ(W ) = θ(JW ) = θ(Wω) = θ(W⊥).
Proof. All statements are simply the non-linear analogs of the linear counter-
parts from Lemma 8.3 in [CM07]. unionsq
Lemma 2.10. Given a symplectic hypersurface V ⊂ (M,ω), let J ∈ Jc(ω)
then the Ka¨hler angle of V is given by
θ(V ) = ∠M (V, JV ) := sup
z∈V
sup
y 6=0∈JzTzV
inf
x6=0∈TzV
cos−1
( |〈x, y〉|
‖x‖ ‖y‖
)
.
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Proof. Follows from Lemma 8.3(d) in [CM07] assuming that V is symplectic.
unionsq
Note that |〈x,y〉|‖x‖‖y‖ ≤ 1 by Cauchy-Schwarz is equal to 1 iff x and y are linear
dependent, hence ∠M (V, JV ) = 0 iff V is J-complex.
Moreover, for a fixed z ∈ V we see that
∠M (TzV, JzTzV ) = sup
y 6=0∈JzTzV
inf
x6=0∈TzV
cos−1
( |〈x, y〉|
‖x‖ ‖y‖
)
= sup
y′ 6=0∈TzV
inf
x6=0∈TzV
cos−1
( |〈x, Jzy′〉|
‖x‖ ‖Jzy′‖
)
= sup
y′ 6=0∈TzV
inf
x6=0∈TzV
cos−1
( |ωz(x, y′)|
‖x‖ ‖y′‖
)
.
We recall some facts from [CM07] (cf. p. 84).
Definition 2.11. For an Euclidean space V , consider two subspaces X,Y ⊂
V . The minimal angle between X and Y is given by
∠m(X,Y ) :=

0 if X and Y are not transverse,
inf
x6=0∈X′
y 6=0∈Y ′
∠(x, y) where X ′ = (X ∩ Y )⊥ ∩X,Y ′ = (X ∩ Y )⊥ ∩ Y.
We now consider two pairs on M : (ω0, J0 ∈ Jc(ω0)) and (ω1, J1 ∈ Jc(ω1))
and denote the induced norms by ‖·‖0 and ‖·‖1 respectively. Then we see that
‖J0‖20 = sup‖v‖0=1
‖J0v‖20 = sup‖v‖0=1
ω0(J0v, J0J0v)
2 = sup
‖v‖0=1
ω0(v, J0v)
2 = 1,
‖ω0‖20 = sup‖v‖0=‖w‖0=1
|ω0(v, w)|2 = sup
‖v‖0=‖J0w′‖0=1
|ω0(v, Jow′)|2
≤ sup
‖v‖0=‖J0w′‖0=1
‖v‖0 ‖w′‖0 ≤ 1,
hence, for v = w′ we get ‖ω0‖20 = 1.
Now, we show that the norms ‖·‖0,1 are equivalent.
Lemma 2.12. Assume that ‖ω0 − ω1‖0 <  and ‖J0 − J1‖0 < η for , η > 0.
Then for any v ∈ V we have
(1− η − − η) ‖v‖20 ≤ ‖v‖21 ≤ (1 + )(1 + η) ‖v‖20 .
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Proof. Observe first that ‖ω1‖0 ≤ ‖ω1 − ω0‖0 + ‖ω0‖0 <  + 1. The same
argument yields ‖J1‖0 < η + 1. Using this we get
‖v‖21 = ω1(v, J1v) = ω1( v‖v‖0 ,
J1v
‖J1v‖0 ) ‖v‖0 ‖J1v‖0
≤ sup
‖x‖0=1
ω1(x,
J1x
‖J1x‖0 ) ‖v‖
2
0 ‖J1‖0 = ‖ω1‖0 ‖J1‖0 ‖v‖20
< (1 + )(1 + η) ‖v‖20 .
Now, consider the following:
| ‖v‖20 − ‖v‖21 | = |ω0(v, J0v)− ω0(v, J1v) + ω0(v, J1v)− ω1(v, J1v)|
≤ |ω0(v, (J0 − J1)v)|+ |(ω0 − ω1)(v, J1v)|
≤ ‖v‖0 ‖(J0 − J1)v‖0 +  ‖v‖0 ‖J1v‖0
≤ η ‖v‖20 + (η + 1) ‖v‖20 = (η + η + ) ‖v‖20 .
Using the preceding inequality we finally get
‖v‖20 ≤ | ‖v‖20 − ‖v‖21 |+ ‖v‖21
≤ (η + η + ) ‖v‖20 + ‖v‖21 .
unionsq
Next, we discuss that there is always a good choice for an almost complex
structure.
Lemma 2.13. Consider R2n equipped with the standard structure (ω0, J0, 〈, 〉).
Let ω be another (linear) symplectic structure. Assume that ‖ω0 − ω‖0 < ,
then there exists an ω-compatible complex structure J with ‖J0 − J‖0 < 3.
Proof. We start with a standard approach (cf. Appendix in [IP03]). Given ω
defines A ∈ GLR(2n) via 〈A·, ·〉 = ω(·, ·). For any x, y ∈ R2n we have
xTAT y = ω(x, y) = −ω(y, x) = −yTATx = −xTAy
and hence AT = −A. Since −A2 = ATA and for any x 6= 0 ∈ R2n we have
xTATAx = ‖Ax‖2 > 0 (note that ATA has no kernel). Hence √−A2 is well
defined and we set J := A
√−A2.
Observe that iA is Hermitian1, so we can write it as iA = UΛU−1 for a
unitary matrix U and a real diagonal matrix Λ. With (iA)2 = −A2 we get√−A2 = U |Λ|U−1. Hence, √−A2 and A commute, so it follows that J2 =
1(iA)∗ = −iAT = iA
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−1 and JT = −J , so that we get ω(Jx, Jy) = 〈AJx, Jy〉 = xTJTATJy =
xTAT y = ω(x, y). Moreover, ω(x, Jx) = xTATJx = xT (−A2)√−A2x > 0 for
any x 6= 0, since the product (−A2)√−A2 is positive definite. Hence, J is
ω-compatible.
Now, observe that for any x, y ∈ R2n
|〈(A− J0)x, y〉| = |〈Ax, y〉 − 〈J0x, y〉| = |ω(x, y)− ω0(x, y)| <  ‖x‖0 ‖y‖0 ,
hence, ‖(A− J0)x‖20 ≤  ‖(A− J0)x‖0 ‖x‖0 and so ‖J −A‖0 ≤ . Same argu-
ments as in Lemma 2.15 yield
∥∥√−A2 − I2n∥∥0 ≤ . Moreover,
‖A‖0 ≤ ‖A− J0‖0 + ‖J0‖0 ≤ 1 + .
So that we finally get the bound
‖J0 − J‖0 =
∥∥∥J0 −AJ0 +AJ0 −A√−A2∥∥∥
0
≤ ‖J0 −A‖0 ‖J0‖0 + ‖A‖0
∥∥∥J0 −√−A2∥∥∥
0
≤ 2 + 2.
Hence, for  < 1 we have ‖J0 − J‖ ≤ 3. unionsq
The next lemma gives some control over Ka¨hler and minimal angles under
a small deformation.
Lemma 2.14. For any two pairs (ωi, Ji) for i = 1, 2 such that ‖ω0 − ω1‖0 < 
and ‖J0 − J1‖0 < . Denote by θ0,1 the induced Ka¨hler angles. Given a 2k-
dimensional submanifold V ⊂M with θ0(V ) < η < pi2 then  < 120 implies
θ1(V ) ≤ θ0(V ) + 2 14 .
Given two submanifolds V,W ⊂M with V ∩W 6= ∅. Denote by ∠im(V,W ) the
corresponding minimal angles induced by the pairs (ωi, Ji) for i = 1, 2, then
 < 150 implies
∠1m(V,W ) ≥ ∠0m(V,W )− 
1
4 .
Proof. First, consider the linear case. For any x, y ∈ R2n
1 ≥ |ω1(x, y)|‖x‖1 ‖y‖1
≥ 1
(1 + )2
|ω1(x, y)|
‖x‖0 ‖y‖0
≥ 1
(1 + )2
[ |ω0(x, y)| − |ω0(x, y)− ω1(x, y)|
‖x‖0 ‖y‖0
]
≥ 1
(1 + )2
[ |ω0(x, y)|
‖x‖0 ‖y‖0
− ‖ω0 − ω1‖0
]
≥ 1
(1 + )2
[ |ω0(x, y)|
‖x‖0 ‖y‖0
− 
]
≥ − 
(1 + )2
≥ −1
4
.
Hence, we have cos−1
(
|ω1(x,y)|
‖x‖1‖y‖1
)
≤ cos−1
(
1
(1+)2
[
|ω0(x,y)|
‖x‖0‖y‖0 − 
])
.
Now, applying the following inequalities:
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cos−1(αx) ≤ cos−1(x) + cos−1(α), for − 1 ≤ x ≤ 1 and 0 ≤ α ≤ 1
cos−1
(
1
(1 + )2
)
≤  14 , for 0 ≤  ≤ 1
20
cos−1(x− ) ≤ cos−1(x) +  14 , for 0 ≤ x ≤ 1 and 0 ≤  ≤ 1
5
we get the estimate
cos−1
( |ω1(x, y)|
‖x‖1 ‖y‖1
)
≤ cos−1
( |ω0(x, y)|
‖x‖0 ‖y‖0
)
+ 2
1
4 .
By taking supremum over x 6= 0 and infimum over y 6= 0 the statement for
the linear case follows. The general case follows by taking the supremum over
every tangent space.
The proof for minimal angles is similar. Denote by gi := ωi(·, Ji·) the induced
metric. Then Lemma 2.12 implies for any non-zero vectors v, w ∈ TxM (and
a fixed x ∈M):
|g0(v, w)− g1(v, w)|
‖v‖0 ‖w‖0
≤ |ω0(v, (J0w − J1)w)|‖v‖0 ‖w‖0
+
|ω0(v, J1w)− ω1(v, J1w)|
‖v‖0 ‖w‖0
≤ ‖ω0‖0︸ ︷︷ ︸
=1
‖J0 − J1‖0 +
|ω0(v, J1w)− ω1(v, J1w)|
(1− )2 ‖v‖1 ‖w‖1
≤ + |ω0(v, w)− ω1(v, w)|
(1− )2 ‖v‖1 ‖J1w‖1︸ ︷︷ ︸=‖w‖1
≤ + 
(1− )2 .
Since (1 + 1/(1 − )2) ≤ 10 for  < 12 , we get ‖g0 − g1‖0 ≤ 10. Now let
x ∈ V ∩W , take any two vectors v ∈ TxV , w ∈ TxW with v /∈ TxW and
w /∈ TxV . Then
cos(∠1(v, w)) = |g1(v, w)|‖v‖1 ‖w‖1
≤ 10
(1− )2 +
1
(1− )2
|g0(v, w)|
‖v‖0 ‖w‖0
, so
cos(∠1(v, w)) ≤ 1
(1− )2
[
10+ cos(∠0(v, w))
]
.
Observe that for  < 150 and ∠0(v, w) ≤ pi/4 we have
cos−1
(
1
(1− )2
[
10+ cos(∠0(v, w))
]) ≥ ∠0(v, w)− 1/4.
Note, the case pi/2 ≥ ∠0(v, w) ≥ pi/4 is not relevant, since it would already
imply that the minimal angle will not become small after an -perturbation,
so the claim follows. unionsq
Given a V ⊂ M , such that θ0(V ) = η < pi2 (i.e. V is ω0-symplectic), then
for any (ω1, J1) in the -ball around (ω0, J0) it follows that V is ω1-symplectic,
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as long as  <
(
pi−4η
8
)4
.
Next, we show a slight improvement of Lemma 8.9 from [CM07].
Lemma 2.15. Given two complex structures J0, J1 compatible wrt. the stan-
dard linear symplectic structure on R2n with ‖J0 − J1‖ < θ, then there exists
a path Jt of compatible complex structures, such that ‖Jt − J1‖ < θ2 + 2θ for
all 0 ≤ t ≤ 1.
In the case of tame complex structures we get the same statement with
‖Jt − J1‖ < θ1−θ for all 0 ≤ t ≤ 1.
Proof. Recall the standard construction of the connecting path (cf. proof of
Proposition 2.50 in [MS98]): we may assume that J0 =
(
0 −In
In 0
)
. Then the
linear homotopy gt(·, ·) = (1− t)ω0(·, J0·) + tω0(·, J1·) with 0 ≤ t ≤ 1 defines
via ω0(·, ·) = gt(At·, ·) a family of skew-symmetric non-degenerate matrices
At. Then Jt :=
√
−A2tAt defines a compatible complex structure connecting
J0 and J1. And we compute (with norm induced by ω0(·, J0·))
‖J0 − Jt‖ ≤
∥∥∥∥J0 −√−A2tJ0∥∥∥∥+ ∥∥∥∥√−A2tJ0 −√−A2tAt∥∥∥∥
≤
∥∥∥∥I2n −√−A2t∥∥∥∥+ ∥∥∥∥√−A2t∥∥∥∥ ‖J0 −At‖ .
Moreover, we have
‖J0 −At‖ = ‖J0 − (1− t)J0 − tJ1‖ ≤ ‖J0 − J1‖ ≤ θ.
For estimating
∥∥∥I2n −√−A2t∥∥∥ note that, since At is anti-symmetric and non-
degenerate it has purely imaginary eigenvalues1, say ±√−1λi for i = 1, . . . , n
and λi ∈ R. Then for an eigenvector vi = ai +
√−1bi we have Atai = −λibi
and Atbi = λiai. The bound ‖J0 −At‖ ≤ θ leads to
‖ai‖2 θ2 ≥ ‖ai − λibi‖ = ‖ai‖2 + λ2i ‖bi‖2 + 2λi〈J0ai, bi〉,
and a similar bound with bi, then by adding both inequalities and dividing
by ‖vi‖2 gives
1 + λ2i + 2λi
2〈J0ai, bi〉
‖vi‖2
≤ θ2.
Moreover, since 0 ≤ ‖J0ai − bi‖2 = ‖J0ai‖2 + ‖bi‖2 + 2〈J0ai, bi〉 = ‖vi‖2 +
2〈J0ai, bi〉, the previous inequality turns into (1− λi)2 ≤ θ2.
1After complexifying the real vector space R2n.
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Now, we see that −A2tai = Atλibi = λ2i ai and −A2t bi = λ2i bi, i.e. λ2i are
eigenvalues of −A2t and hence |λi| are eigenvalues of
√
−A2t . Choosing an
orthonormal basis of eigenvectors wi for
√
−A2t we get for any vector w =∑
αiwi ∥∥∥∥(I2n −√−A2t )w∥∥∥∥2 = ∑
i
(1− |λi|)2α2i ‖wi‖2 ≤ θ2 ‖w‖2 ,
since (1− |λi|)2 ≤ (1− λi)2, so
∥∥∥I2n −√−A2t∥∥∥ ≤ θ.
Finally combining previous inequalities with∥∥∥∥√−A2t∥∥∥∥ ≤ ∥∥∥∥√−A2t − I2n∥∥∥∥+ ‖I2n‖ ≤ θ + 1
yields
‖J0 − Jt‖ ≤ θ + (θ + 1)θ = θ2 + 2θ.
Proof for the tame case
The map Φ(J) := (J+J0)
−1◦(J−J0) defines a diffeomorphism from Jτ (ω) to
the space of matrices {S ∈M(2n,R)|SJ0 + J0S = 0, ‖S‖ < 1} (cf. Proposi-
ton 1.1.6 in [Aud94]).
Hence, we can define the path Jt via Jt := Φ
−1((1 − t)Φ(J0) + tΦ(J1)), but
Φ(J0) = 0 and Φ
−1(S) = J0 ◦ (Id + S) ◦ (Id − S)−1, so we can bound ‖Jt‖
for all 0 ≤ t ≤ 1. Let St := tΦ(J1), hence ‖St‖ ≤ t
∥∥(J1 + J0)−1∥∥ ‖J1 − J0‖ ≤
θ
∥∥(J1 + J0)−1∥∥.
Next, we use the Neumann series in the following way. Assume that A and B
are square matrices, B is invertible and ‖A−B‖ ≤ p∥∥B−1∥∥−1 for 0 < p < 1,
where the norm is the operator norm, then
∥∥A−1∥∥ ≤ 11−p ∥∥B−1∥∥. Indeed, by
writing A = B(Id− (Id−B−1A)) and observing that∥∥Id−B−1A∥∥ ≤ ‖B‖ ‖B −A‖ ≤ p < 1,
the Neumann series yields
∥∥T−1∥∥ ≤ ∥∥(Id− (Id−B−1A))−1∥∥∥∥B−1∥∥ ≤
(1− p)−1 ∥∥B−1∥∥. Now we can bound ∥∥(J1 + J0)−1∥∥. Since ‖J1 + J0 − 2J0‖ ≤
θ = θ2
∥∥(2J0)−1∥∥−1, it follows that ∥∥(J1 + J0)−1∥∥ ≤ 22−θ ∥∥(2J0)−1∥∥ = 12−θ ,
moreover ‖St‖ ≤ θ2−θ . Finally, we compute
‖J0 − Jt‖ =
∥∥J0 − Φ−1(St)∥∥ = ∥∥J0 − J0(Id + St)(Id− St)−1∥∥
≤ ∥∥Id− (Id + St)(Id− St)−1∥∥
=
∥∥∥∥∥Id− (Id + St)
∞∑
k=0
Skt
∥∥∥∥∥
≤ 2 ‖St‖
∥∥(Id− St)−1∥∥ ≤ 2 θ
2− θ
1
1− θ2−θ
=
θ
1− θ .
unionsq
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Corollary 2.16. Assuming 0 ≤ θ ≤ 12 in the previous lemma yields a simpler
bound ‖J0 − Jt‖ ≤ 52θ, which is valid in both cases.
Corollary 2.17. Given a symplectic manifold (M,ω) together with a sym-
plectic submanifold V ⊂ M . Fix a J ∈ Jc(ω) and assume that θ(V ) ≤ θ1 for
some θ1 > 0. Then there exists another ω-compatible K ∈ Jc(ω), such that
K(TV ) ⊂ TV and ‖K − J‖ ≤ 5
2
θ1,
where the norm is induced by the pair (ω, J).
Proof. Lemma 2.19 implies that on V there exists an almost complex struc-
ture K ∈ Jc(V, ω|V ), such that on V we have ‖J −K‖ ≤ θ1. Hence, we need
to extend K to an almost complex structure on M .
Denote by d : M × M → R the distance function induced by the metric
ω(·, J ·). Then the set U := {x ∈M | d(x, V ) ≤ } forms a tubular neighbour-
hood of V , provided  > 0 is sufficiently small.
Consider a standard cut-off function f : [0, ] → R+, i.e. f is monotone de-
creasing, f(0) = 1, f() = 0 and all derivatives of f vanish near 0 and .
Now, Lemma 2.15 implies that there is a family of compatible almost complex
structures Kt with K0 = K and K1 = J with ‖K −Kt‖ ≤ 52θ1. Hence, we
extend K over U by setting Kx := Kf(x,V ) at any base point x ∈M . Outside
of U we just extend K by setting it equal to J . unionsq
2.2 Preliminaries
Before continuing with the proof of Proposition 2.3 we consider the following
Example 2.18. Equip R6 with the standard symplectic structure ω =
∑3
i=1 dxi∧
dyi. Consider the following subspaces
V = spanR
{
∂
∂x1
,
∂
∂y1
,
∂
∂x2
,
∂
∂y2
}
W = spanR
{
∂
∂x1
,
∂
∂y1
+ a
∂
∂x3
,
∂
∂x2
+ a
∂
∂y3
,
∂
∂y2
}
for some a > 0.
Both V and W are symplectic, but their intersection
V ∩W = spanR
{
∂
∂x1
,
∂
∂y2
}
is not, since ω|V ∩W = 0.
Now assume that there is a (linear) complex structure K ∈ Jτ (ω) which
leaves both V and W invariant, i.e. KV ⊆ V and KW ⊆ W . This implies
that K(V ∩W ) ⊆ V ∩W . Since K tames ω, it follows that V ∩W is symplectic,
giving a contradiction. Hence, no such K exists in this case1.
1One might say that the intersection V ∩W is not positive.
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First, recall the following
Lemma 2.19 (cf. Lemma 8.5 (c) in [CM07]). Consider an ω-symplectic
subspace of codimension two W ⊂ V . Then there exists an ω-compatible almost
complex structure K : V → V that leaves W and Wω invariant. And for a
fixed J ∈ Jc(ω) we have
‖K − J‖ ≤ 2 sin
(
θ(W )
2
)
≤ θ(W ).
Because of the central role played by the above lemma we present the
proof here.
Proof. Denote the intersection by W0 := W ∩ JW . For dimW0 = 2n − 2 it
follows that W is J-invariant and one simply sets K := J . The other possible1
case is dimW0 = 2n − 4. Then we set K|W0 := J . Now by replacing V by
W⊥0 = W
ω
0 we reduce the proof to the four-dimensional case.
For dimV = 4 let x, y be an oriented orthonormal basis of W . Denote by
piW : V → W the orthogonal projection. On W we define K : W → W via a
positive rotation, i.e. Kx := y and Ky := −x, hence we have K2 = −1. Now
observe that
‖Jy −Ky‖ = ‖Jy + x‖ = ‖Jx− y‖ = ‖Jx−Kx‖ .
From 〈Jx, x〉 = 0 it follows that for some θ ∈ [0, pi] we have 〈Jx, y〉 = cos θ · y.
Moreover 〈Jx, y〉 = ω(x, y) > 0 implies θ < pi2 and (cf. Lemma 2.9 statement
1) yields θ ≤ θ(W ). Combining this with
‖Jx− y‖2 = ‖Jx‖2 + ‖y‖2 − 2ω(x, y) = 2 + 2 cos θ = 4 sin2 θ
2
,
gives ‖J −K‖ ≤ 2 sin θ(W )2 on W . The constructed K : W →W is compatible
with ω, since ω(x,Kx) = ω(x, y) > 0 and W is two-dimensional.
The only thing left is to define K on Wω. Since W is a symplectic hyperplane,
we have dimWω = 2 and for a fixed oriented orthogonal basis {x′, y′} of Wω
we define Kx′ := y′ and Ky′ := −x′. Now, the same arguments apply for Wω
as for W and we get ‖J −K‖ ≤ 2 sin θ(Wω)2 on Wω. Since θ(W ) = θ(Wω) (cf.
Lemma 2.9 statement 2), we get the estimate on the whole space V = W⊕Wω.
unionsq
Now, we continue with the case of two symplectic hypersurfaces and start
with the following
Example 2.20. Equip R6 with the standard symplectic structure ω =
∑3
i=1 dxi∧
dyi. Consider the following subspaces, given via inclusions (for a fixed real a):
1Note that other dimensions for W0 are not possible by the assumption of codi-
mension two of W and the fact that W0 is by definition a complex subspace.
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φa : R4 −→ R6, via (x1, y1, x2, y2) 7→ (x1, y1, x2, y2, a · y1, a · y2).
Denote the correpsonding linear subspaces by Va := im(φa). By computing
the pullback
ωa := φ
∗
aω = dx1 ∧ dy1 + dx2 ∧ dy2 + a2 · dy1 ∧ dy2
we see that ωa∧ωa = 2 ·dx1∧dy1∧dx2∧dy2. Hence, for any a ∈ R the spaces
Va are symplectic hyperplanes of R6.
Let J be the standard complex structure. Then V0 is a complex subspace.
Moreover, for any a ∈ R we compute the corresponding Ka¨hler angle. The
pullback of the standard metric g(·, ·) = ω(·, J ·) is given by
ga := φ
∗
ag = dx1 ◦ dx1 + (1 + a2)dy1 ◦ dy1 + dx2 ◦ dx2 + (1 + a2)dy2 ◦ dy2,
hence, for the volume form on Va we get
ΩVa =
√
|ga|dx1 ∧ dy1 ∧ dx2 ∧ dy2 = (1 + a2)dx1 ∧ dy1 ∧ dx2 ∧ dy2.
Combining the previous statements we get the Ka¨hler angle for Va:
θ(Va) = cos
−1
(
ω2|Va
2! ·ΩVa
)
= cos−1
(
ωa ∧ ωa
2! ·ΩVa
)
= cos−1
(
1
1 + a2
)
.
It follows that Va is a complex subspace if and only if a = 0.
Now fix some a 6= 0, then for the intersection of V0 and Va we have
V0 ∩ Va = {(x1, 0, x2, 0, 0, 0) | x1, x2 ∈ R} .
The subspace V0∩Va is not symplectic, since ω|V0∩Va = 0, i.e. this intersection
is not positive (for any a 6= 0). Now we compute the minimal angle ∠m(V0, Va).
First, consider the orthogonal complement
(V0 ∩ Va)⊥ = {(0, y1, 0, y2, x3, y3) | y1, y2, x3, y3 ∈ R}
and the following intersections
A := (V0 ∩ Va)⊥ ∩ V0 = {(0, y1, 0, y2, 0, 0) | y1, y2 ∈ R} ,
B := (V0 ∩ Va)⊥ ∩ Va = {(0, y′1, 0, y′2, ay′1, ay′2) | y′1, y′2 ∈ R} .
Now take v ∈ A and w ∈ B and consider
|〈x, y〉|
‖v‖ ‖w‖ =
|y1y′1 + y2y′2|√
1 + a2
√
y21 + y
2
2
√
y′21 + y
′2
2
≤ 1√
1 + a2
,
hence, it follows for the minimal angle
∠m(V0, Va) := inf
06=x∈A,06=y∈B
cos−1
( |〈x, y〉|
‖v‖ ‖w‖
)
≥ cos−1
(
1√
1 + a2
)
.
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Assuming a 6= 0, above statement implies that hyperplanes V0 and Va intersect
transversely. However, there is no ω-tame almost complex structure which
would leave both V0 and Va invariant, since their intersection is not symplectic,
despite the fact that the maximum of the Ka¨hler angle max {θ(V0), θ(Va)} =
θ(Va) can be made arbitrary small.
Remark 2.21. The previous example seems to contradict the statement of
Lemma 8.7(b) from [CM07]. However, we show a slight modification of that
lemma below by making an additional assumption about the intersection of
hyperplanes (being symplectic). The main point is that this assumption will
be always satisfied during the later construction.
Lemma 2.22 (modification of Lemma 8.7(b) from [CM07]). For a given
pair of codimension two ω-symplectic subspaces W and W ′ of (V, ω, J), such
that their minimal angle satisfies ∠m(W,W ′) ≥  for an  > 0. Moreover,
assume that the maximum of their Ka¨hler angles is bounded by θ(W ) ≤ θ
and θ(W ′) ≤ θ′ (with 0 ≤ θ, θ′ < pi2 ), moreover, the intersection W ∩W ′ is
symplectic.
Then there exists an w-tame complex structure K ∈ Jτ (V ) which leaves both
W and W ′ invariant, such that
‖K − J‖ < 4

max(θ, θ′), provided that max(θ, θ′) < 1.
Proof. First we construct a complex structure on the intersection W ∩W ′,
in the case where dim(W ∩W ′) > 0. The case dim(W ∩W ′) = 0 appears if
dimV = 4. We construct K by multiple application of Lemma 2.19.
By applying Lemma 2.19 to (M,W, J, ω) we get a compatible complex struc-
ture J ′, such that ‖J − J ′‖ ≤ 2 sin(θ/2) and W is J ′-complex.
Restrict (ω, J ′) to W . Since ∠m(W,W ′) ≥ , the intersection W ∩W ′ is a
symplectic (by assumption) hypersurface. Hence, applying Lemma 2.19 to
(W,W ∩ W ′, J ′) we get a complex structure K ∈ Jc(W,ω|W ), such that
‖J ′ −K‖ ≤ 2 sin(θ(W ∩W ′)/2) and W ∩W ′ is K-invariant.
Let {x, y} be an oriented J ′-orthonormal basis of A := (W ∩ W ′)ω ∩ W ′,
extend K to V via Kx := y and Ky := −x. Hence, K leaves W and W ′
invariant. And from the proof of Lemma 2.19 follows that, restricted to A, we
get ‖J ′ −K‖ ≤ 2 sin(θ(A)/2).
Now, for the Ka¨hler angles we have: θ(W ∩W ′) ≤ min(θ, θ′), hence θ((W ∩
W ′)ω) ≤ min(θ, θ′) and so θ((W ∩ W ′)ω ∩ W ′) ≤ min(θ, θ′). This implies
‖K − J ′‖ ≤ max(θ, θ′) on W ∪W ′ and hence
‖K − J‖ ≤ ‖K − J ′‖+ ‖J − J ′‖ ≤ max(θ, θ′) + 2 sin(θ(A)
2
) ≤ 2 max(θ, θ′).
To get the inequality on the whole space V , we look at (W ∩ W ′)ω which
is by assumption 4-dimensional. Let dimV = 4, W = span{x1, y1}, W ′ =
span{x2, y2} and W ∩ W ′ = 0. Take v = ax1 + by1 + cx2 + dy2 ∈ V and
compute
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(K − J)v = a(y1 − Jx1)− bJ(y1 − Jx1) + c(y2 − Jx2)− dJ(y2 − Jx2).
The assumption on the minimal angle implies 〈w,w′〉 ≤ cos  ‖w‖ ‖w′‖ for
w ∈W and w′ ∈W ′, which together with ‖yi − Jxi‖ ≤ sin max(θ, θ′) yields
‖(K − J)v‖2 ≤ (a2 + b2) ‖y1 − Jx1‖2 + (c2 + d2) ‖y2 − Jx2‖2
+ 2 cos 
√
(a2 + b2) ‖y1 − Jx1‖2 (c2 + d2) ‖y2 − Jx2‖2
≤ sin2 max(θ, θ′)
(
a2 + b2 + c2 + d2 + 2 cos 
√
(a2 + b2)(c2 + d2)
)
≤ sin2 max(θ, θ′)(1 + cos )(a2 + b2 + c2 + d2).
Same reasoning together with ‖yi‖ ≥ cos max(θ, θ′) yields
‖v‖2 ≥ a2 + b2 ‖y1‖2 + c2 + d2 ‖y2‖2 − 2 cos 
√
(a2 + b2 ‖y1‖2)(c2 + d2 ‖y2‖2)
≥ cos2 max(θ, θ′)(1− cos )(a2 + b2 + c2 + d2).
Hence, we get ‖K − J‖ ≤ sin max(θ,θ′)cos max(θ,θ′)
√
1+cos 
1−cos  .
Note that
√
1+cos 
1−cos  ≤ 2/ as long as 0 <  < 1 and sin max(θ,θ
′)
cos max(θ,θ′) ≤ 2 max(θ, θ′)
as long as 0 ≤ max(θ, θ′) < 1. unionsq
As already mentioned in [CM07] the complex structure K from the previ-
ous lemma does not lie in Jc(V ) in general. This happens exactly when the
subspaces (W ∩W ′)ω ∩W ′ and Wω do not coincide. We recall the following
Example 2.23. (cf. Remark 8.8 in [CM07]) Consider R4 equipped with the
standard structure (ω0, J0). Let
W := {(x1, y1, 0, 0) | x1, y1 ∈ R} and W ′ := {(x2, 0, x2, y2) | x2, y2 ∈ R} .
Since W ∩W ′ = (0, 0, 0, 0) and W,W ′ are both 2-dimensional subspaces (for
any ) their intersection is transverse. The Ka¨hler angles are given by θ(W ) =
0 (since W is J0-invariant) and
θ(W ′) = cos−1
(
ω0|W ′
ΩW ′
)
= cos−1
(
1√
2 + 1
)
≤ ||,
i.e. W ′ is approximately J0-holomorphic for  small.
Now assume we have an ω0-compatible complex structure K that leaves both
W and W ′ invariant. Observe that e1 := (1, 0, 0, 0) ∈ W and ω(v, e1) =
〈v, J0e1〉 = 0 for any v ∈W ′. Now, since K should leave W ′ invariant, we get
ω(v,Ke1) = ω(Kv, e1) = 〈Kv, J0e1〉 = 0,
and using that J0e1 ∈W and that K leaves W invariant, we get
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0 6= 〈v, e1〉 = ω(v, J0e1) = ω(Kv︸︷︷︸
∈W ′
,KJ0e1︸ ︷︷ ︸
∈W
), as long as  6= 0. (2.1)
On the other hand {e1,Ke1} is a basis for W , which together with (2.1) would
imply that 〈v, e1〉 = 0 - a contradiction, hence no such ω-compatible K can
exist if  6= 0.
Note that for  6= 0 we have (W ∩W ′︸ ︷︷ ︸
0
)ω ∩W ′ = R4 ∩W ′ = W ′ 6= Wω.
Remark 2.24. Arguments from the previous example are not limited to dimen-
sion four, since any higher dimensional case can be reduced to four dimensions
just by dividing out the (nonempty) intersection of hyperplanes.
2.3 Ball cover relative to a hypersurface
Consider a compact Riemannian manifold (M, g). For any k > 0 define the
rescaled metric gk := k · g. Since any Riemannian metric (on a complete
manifold) gives a distance function d : M ×M → R, we denote by dk the
distance function induced by gk.
Lemma 2.25. dk(x, y) = k
1
2 d(x, y) for any x, y ∈M
Proof. The distance is given by
dk(x, y) := inf
γ
{
Lk(γ)|γ ∈ C0([0, 1],M), γ(0) = x, γ(1) = y
}
, where
Lk(γ) :=
∫ 1
0
‖γ′(t)‖k dt =
∫ 1
0
√
gk(γ′(t), γ′(t))dt =
√
k
∫ 1
0
√
g(γ′(t), γ′(t))dt.
unionsq
We recall that (following [Don96]) we have defined for x, y ∈M
ek(x, y) :=
{
e−dk(x,y)
2/5 if dk(x, y) ≤ k1/4
0 if dk(x, y) > k
1/4
and that a cover {B(pi)}i∈{1..s} of (M, g) with gk-radius r balls centered at
pi ∈ M is called admissible if there exists a constant (independent of k)
C > 0, such that
s∑
i=1
dk(q, pi)
rek(q, pi) ≤ C, for r = 0, . . . , 3.
Definition 2.26. Given a submanifold W ⊂M , we call a covering {B(pi)}i∈{1..s}
of (M, g) with gk-radius r balls centered at pi ∈M admissible wrt. W if it
is admissible and the restriction of the covering to W is also an admissible
covering of W wrt. the restricted metric g|W .
42 2. Preliminaries and modifications of Donaldson’s construction
Given an equidistant lattice Λ on Cn, i.e. Λ = a(Zn ⊕ iZn) ⊂ Cn. Then
there is a condition on a, such that we could cover Cn by balls of radius r
centered at the lattice points of Λ.
Lemma 2.27. The set {Br(p) ⊂ Rn | p ∈ Λ} covers Rn, if a < 2r√n .
Proof. A sufficient condition for such set to be a covering is that a main
hypercube diagonal (of an n-dimensional hypercube) is covered by two balls
(of radius r) centered at its ends, i.e. the length of a main hypercube diagonal
should be smaller than twice the radius of the balls, hence a
√
n < 2r. unionsq
First, we look at the local situation, for which we need the following tech-
nical result
Lemma 2.28. Fix a real number α > 0 and consider the lattice Λ :=
α (Zn ⊕ iZn). Then for any real numbers a, r > 0 and w ∈ Cn the series∑
z∈Λ
‖z − w‖r e−a‖z−w‖2
is uniformly bounded in w.
Proof. By symmetry of the lattice we can assume that w ∈ [0, α]2n, hence we
can bound ‖z − w‖ < α√2n if z ∈ ({0, 1}n ⊕ i{0, 1}n). So, we can bound the
series ∑
z∈Λ
‖z − w‖r e−a‖z−w‖2 ≤
∑
l∈N
l2n(α
√
2n)re−aα
22n.
Since the latter series is of the form
∑
l∈N l
ce−c
′l with c, c′ > 0 is convergent,
the claim follows. unionsq
Lemma 2.29. Fix the subspace Cn−1 ⊂ Cn by taking the first n − 1 com-
ponents. Then the collection {B(pi)} of gk-unit balls centered at the lattice
points pi ∈ Λ = 1√2kn (Zn ⊕ iZn) is an admissible covering of Cn wrt. Cn−1
for any k > 0.
Proof. Since 1√
2kn
< 2√
2nk
(radius of gk-unit ball is k
−1/2) Lemma 2.27 im-
plies, that {B(pi)} covers Cn. Moreover, for the balls centered at the sublattice
Λ′ := 1√
2kn
(Zn−1 ⊕ iZn−1) cover Cn−1. A direct application of Lemma 2.28
implies admissibility of both coverings (Cn and Cn−1). unionsq
Such sequence (wrt. k) of coverings will be used to apply Donaldson’s
argument twice in order to get the main result of this section. We show that
such coverings exist on a smooth manifold.
Lemma 2.30. For a given symplectic hypersurface W ⊂ M , there exists a
constant C > 0, such that for all k  0 there exists an admissible covering
wrt. W by gk-unit balls centered at pi ∈M with i = 1 . . . N .
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Proof. The proof is a modification of the arguments on pp. 678-679 in [Don96].
Since M is compact, we can cover it by charts φs : U˜s →M (with s = 1 . . . S),
such that U˜s ⊂ Cn are bounded and there exists a (small) γ > 0, such that
for any x, y ∈ U˜s
(1− γ) ‖x− y‖ ≤ d(φs(x), φs(y)) ≤ (1 + γ) ‖x− y‖ .
Note that the same inequalities are valid for rescaled distance. Moreover, we
require that φ−1s (W ) is either empty or is contained in Cn−1 (first n − 1
components in Cn).
Denote by dW,k : W × W → R the distance function on W , induced by
restricting ω and J to W and rescaling by k1/2. Recall that the rescaled
distance function on M is denoted by dk. Since W is also compact, we can
assume, after suitable refinement of {U˜s} and denoting the new covering by
{Us}, that x, y ∈ Us implies
(1− δ)dW,k(x, y) ≤ dk(x, y) ≤ (1 + δ)dW,k(x, y)
for some small δ > 0, provided we have chosen k sufficiently large.
Let Λ be the lattice from Lemma 2.29 and denote the corresponding sublattice
by Λ′ := Λ ∩ Cn−1. Set Λs := φs(Λ ∩ Us) and Λ′s := φs(Λ′ ∩ Us). Then, by
construction, gk-unit balls centered at the points of Λs cover φs(Us). Similarly,
gk-unit balls centered at the points of Λ
′
s cover φs(Us ∩ Cn−1).
In analogy to ek we define its restricted version (for x, y ∈W )
eW,k(x, y) :=
{
e−dW,k(x,y)
2/5 if dW,k(x, y) ≤ k1/4
0 if dW,k(x, y) > k
1/4.
To show admissibility observe that, since the finite collection of charts φs does
not depend on k, we have to bound for any fixed s the sums for any x ∈ M
and y ∈W
Rs(x) :=
∑
p∈Λs
dk(p, x)ek(p, x) and
∑
p∈Λ′s
R′s(y) := dW,k(p, y)eW,k(p, y).
By definition, x /∈ Us and y /∈ Us ∩ Cn−1 imply Rs(x) = 0 and R′s(y) = 0
respectively. Now, let x = φs(z) for some z ∈ Cn, so we can bound
Rs(x) ≤
∑
p∈Λ
(1 + γ)r
√
kr ‖z − p‖r e−
k‖z−p‖2
5(1−γ)2
=
∑
p∈Λ0
(1 + γ)r ‖z − p‖r e−
‖z−p‖2
5(1−γ)2 ≤ C,
with a constant C > 0 coming from Lemma 2.28 and the (unrescaled) lattice
Λ0 :=
1√
2n
(Zn⊕ iZn). For y ∈W let y = φs(w) for some w ∈ Cn−1 ⊂ Cn and
consider
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R′s(y) ≤
∑
p∈Λ′s
(1 + γ)r(1 + δ)r
√
kr ‖w − p‖r e−
k‖w−p‖2
5(1−γ)2(1−δ)2
=
∑
p∈Λ′0
(1 + γ)r(1 + δ)r ‖w − p‖r e−
‖w−p‖2
5(1−γ)2(1−δ)2 ≤ C ′,
again, with a constant C ′ > 0 coming from Lemma 2.28 and the (unrescaled)
sublattice Λ′0 :=
1√
2n
(Zn−1 ⊕ iZn−1). Since both constants C and C ′ do not
depend on k, the claim follows. unionsq
Remark 2.31. One of the central aspects why Donaldson’s construction works
at all is the independence of k in the above proof. It can only be achieved, by
considering infinite sums in Lemma 2.28.
Moreover, we do not require that the balls from the covering constructed
above, which are not centered a the submanifold W , do not intersect W .
2.4 Proof of Propositon 2.3
Again, we divide the argument into several steps.
(A) Take a covering of M with gk-unit balls from Lemma 2.30, which is
both admissible for M and the submanifold W . Again, denote centers of the
balls by pi with i ∈ I and let I ′ be the subset indexing the centers of the balls
lying on W .
(B) As in step (I) in Proposition 1.11 for any fixed D > 0 we get a partition
{Iα} of the index set I with α = 1, . . . , N (note that N > 0 is independent of
k). This defines a partition of I ′ via I ′α := Iα ∩ I. Hence, we have
dW,k(pi, pj) ≥ 1
1 + γ
D for i, j ∈ I ′α and all α = 1 . . . N.
Moreover, by setting
Wα :=
⋃
i∈I′β , β≤α
Bk(pi)
we obtain an increasing sequence of sets covering W .
(C) For p ∈ W let σp be a compactly supported section of the line bundle
Lk from Proposition 1.3. Provided k is chosen sufficiently large1, the pullback
section σ′p : W → Lk|W satisfies the following inequalities for any q ∈W :
1. dW,k(p, q) ≤ R implies |σ′p(q)| ≥ 1/C, for a fixed R > 0 independent of q
1Note that chosing k large implies that local sections σp become supported over
small balls of radius k−1/4.
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2. |σ′p(Q)| ≤ eW,k(p, q)
3. |∇′σp(q)| ≤ C(1 + dW,k(p, q))eW,k(p, q)
4. |∂¯′σp(q)| ≤ Ck−1/2dW,k(p, q)2eW,k(p, q)
5. |∇′∂¯′σp(q)| ≤ Ck−1/2(dW,k(p, q) + dW,k(p, q)3)eW,k(p, q)
with a k-independent constant C > 0 and ∇′, ∂¯′ denoting the restrictions of
the corresponding operators to the bundle Lk → W . The proof follows by
combining Proposition 1.3 with the arguments from the proof of Lemma 2.29.
(D) Consider the section s1 : M → Lk concentrated around W :
s1 :=
∑
i∈I′
wiσpi with wi ∈ C and |wi| ≤ 1.
Observe that the restriction s′1 := (s1)|W satisfies |s′1| ≤ C, |∂¯′s′1| ≤ C(1/
√
k)
and |∇′∂¯s′1| ≤ C(1/
√
k) for some k-independent C ≥ 0. This follows anal-
ogously to Proposition 1.7 using inequalities from step (C). Now applying
Proposition 1.11 to s′1 we get coefficients wi, such that the restricted section
s′1 is η1-transverse to zero over W for some η1 > 0.
(E) Consider another section s2 : M → Lk, which is zero in the neighbour-
hood of W :
s2 :=
∑
i∈(I−I′)
wiσpi with wi ∈ C and |wi| ≤ 1.
Any such section satisfies inequalities from Proposition 1.7 by construction.
Hence, applying Proposition 1.11 to s2 we get new coefficients wi, such that
the new section (which we still denote by the same name) s2 is η2-transverse
to 0. Finally, the section s := s1 + s2 is min(η1, η2)-transverse to 0 over whole
M and its restriction to W is also min(η1, η2)-transverse to 0. Therefore s is
our desired section.
(F) The final ingredient is that η-transversality of section s restricted to W
implies a lower bound for the minimal angle between W and s−1(0). But this
is exactly the content of Lemma 8.7(a) in [CM07]. More precisely, denoting
V := s−1(0) we have for any x ∈ V ∩W
∠m(TxW,TxV ) ≥
ν(ker(∇xs)|W )
‖∇xs‖ ,
where ν(·) denotes the minimal norm of the right inverse (which exists, since
∇xs is surjective). Now, (E) implies that ‖∇xs‖ ≥ η with η := min(η1, η2)
and ν(ker(∇xs)|W ) ≥ 1/
∥∥∇xs|W∥∥ ≥ 1/η′ for some 0 < η′ < η, hence
∠m(TxW,TxV ) ≥ η
η′
> 0.
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Remark 2.32. Step (E) from the proof involves the application of Proposi-
tion 1.11 starting not with arbitrary coefficients wi, but with some of them
already chosen to achieve controlled transversality. The subsequent choice of
all remaining coefficients corresponds to a small perturbation which does not
destroy controlled transversality over W .
2.5 Singular polarizations and η-transversality
The arguments from the sections above show the existence of two transversely
intersecting closed symplectic hypersurfaces, say W1 and W2, with the prop-
erty that the Poincare´ dual of W2 is a multiple of the symplectic form, while
the fundamental class of W1 might be arbitrary. However, nothing essential
prevents the above method from being applied more than twice. The main
assumption is still rationality of the symplectic form.
Now, let ω be any (possibly non-rational) symplectic form, then using per-
turbations of ω (just like in the final part of the present thesis) one can find
positive real ai ∈ R and rational symplectic forms ωi, such that we get a
decomposition of ω on the cohomology level
[ω] := a1[ω1] + . . .+ aN [ωN ], for some N > 0.
Clearly, each of these rational symplectic forms can be represented by a Don-
aldson hypersurface, but even more is true.
Theorem 2.33 (cf. Theorem 2 in [Ops13]). For dimRM = 4 there exist
symplectic hypersurfaces W1, . . . ,WN , which intersect pairwise transversely
and positively, i.e. there is a decomposition (or singular polarization)
[ω] :=
N∑
i=1
aiPD[Σi], ai > 0.
In higher dimensions a similar statement is available.
The proof can be deduced by an iterative application of Propositon 2.3, how-
ever, there is an alternative to that - an observation about η-transversality
made by E. Opshtein. We will use this observation in the final part of the
thesis.
Theorem 2.34 (cf. Theorem 5 in [Ops13]). Given a symplectic manifold
(M,ω), fix J ∈ Jc(ω) and denote by g the induced metric. For any sufficiently
small  > 0 and rational symplectic forms ω1, ω2. Fix J1 ∈ Jc(ω1), J2 ∈
Jc(ω2) and assume that
‖ωj − ω‖g ≤  and ‖Jj − J‖g ≤  for j ∈ {1, 2}.
Then there exists an η = η() > 0, such that the following holds. Let Lj →M
be Hermitian line bundles with a connection of curvature −iq/(2pi)ωj (with q
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chosen, such that [qωj ] is an integer class). Then for any k  0 there exist
sequences of sections sj = (s
k
j ) : M → Lkj with the following properties
1. sj are approximately Jj-holomorphic (wrt. gk := kqg), i.e.∥∥skj∥∥C1 ≤ C, ∥∥∂¯Jjskj∥∥C1 ≤ C√k
for a k-independent constant C = C() > 0.
2. Each sj is η-transverse to 0, i.e.
∥∥skj∥∥gk ≤ η implies ∥∥∂Jjskj∥∥gk ≥ η.
3. The pair of (sequences of) sections (s1, s2) : M → Lk1⊕Lk2 is η-transverse
to 0, i.e. for any x ∈ M , ∥∥(sk1(x), sk2(x))∥∥gk ≤ η implies the linear map
(∂J1s
k
1 , ∂J2s
k
2) : TxM → C2 has a right inverse of gk-norms less than 1/η.
Remark 2.35. Although above statement seems to be a direct consequence of
Donaldson’s construction combined with Auroux’s extensions, the main point
is that η does not depend on the choice of (ωj , Jj) but on the -neighbourhood
around (ω, J). This is not obvious, since the bundles Lj are topologically
different. However, the main point is that the construction of localized sections
varies continuously wrt. the choice of ωj .
Remark 2.36. Observe that Theorem 2.34 in the case ω = ω1 = ω2 and J =
J1 = J2 implies the existence of a Lefschetz pencil on M , that was shown for
any symplectic manifold with rational symplectic form in [Don99]. Recall that
the proof of it [Don99] is a straightforward generalization of the hypersurface
statement from [Don96] combined with a more refined transversality result.
So in some sense Opshtein’s result is an approximate version of a Lefschetz
pencil, even if such might not exist if ω represents an irrational class itself.
Note that we state Theorem 2.34 only for a pair of sections. Opshtein’s original
result is stated for any finite number of sections. The difference is that for
more than two sections it is not quite clear how to show that the mutual
transversality can be achieved. This problem disappears in dimension 4, since
then transversal intersection of three sections means that a pair of them is
disjoint from the third. However, we are interested in the case of only two
sections.
Corollary 2.37. Consider sections (s1, s2) : M → Lk1⊕Lk2 from the preceding
theorem. Then V1 := s
−1
1 (0) and V2 := s
−1
2 (0) are closed symplectic hypersur-
faces of M , Poincare´ dual to kq[ω1] resp. kq[ω2]. The minimal angle wrt. gk
satisfies
∠m(V1, V2) ≥ η.
Proof. The first part of the statement follows from η-transversality, i.e. state-
ment (2) of the Theorem 2.34. Hence, the only issue is the lower bound for
the minimal angle.
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Fix a point p ∈ V1 ∩ V2, for j ∈ {1, 2} set uj := ∂Jjsj(p) and Hj := keruj .
Denote by pi2 the gk-orthogonal projection on H2. For a y ∈ H1 we then have
‖y‖2 = ‖pi2(y)‖2 + ‖y − pi2(y)‖2 .
Moreover, since pi2 projects onto the kernel of u2 we get
‖u2(y)‖ = ‖u2(y − pi2(y))‖ ≤ ‖u2‖ ‖y − pi2(y)‖ .
Hence, we have
‖pi2(y)‖2
‖y‖2 ≤ 1−
‖u2(y)‖2
‖u2‖2 ‖y‖2
.
Now assume ‖y‖ = 1, then u1(y) = 0 together with statement (3) of Theorem
2.34 implies that ‖u2(y)‖ ≥ η ‖y‖. Moreover, the global bound on the sections
‖sj‖ ≤ C (with C > 0 independent of k, ω1 and ω2) implies ‖u2‖ ≤ 2C,
provided k  0. So, the ratio ‖pi2(y)‖2 / ‖y‖2 is bounded away from 1 by
η2/(4C)2, i.e. a constant that depends on η. Hence, the minimal angle be-
tween H1 and H2 is bounded below by a constant that depends on η, but is
independent of k, ω1 and ω2, which we denote again by η.
Finally, since k  0, hyperplanes Hj := keruj and TpVj := ker dpsj become
very close for j = 1, 2 respectively. So the minimal angle between TpV1 and
TpV2 is again bounded below by η for any p ∈ V1 ∩ V2. unionsq
Finally, we indicated the main steps used for the proof of Theorem 2.34
(cf. Section 5.2 from [Ops13]).
(I) Observe that although the line bundles involving L1 and L2 are different,
one can achieve a version of local sections σp,j for j = 1, 2 as in Proposition 1.3
with constants independent of a sufficiently small perturbation of the metric
(i.e. independent of (ωj , Jj)) and with a higher decay rate of the section away
from p (see Lemma 5.4 in [Ops13]).
(II) Then the local to global construction as in [Don99] yields for any k
approximate holomorphic sections sj : M → Lkj .
(III) Transversality can be now deduced using Auroux’s simplification as
stated in [Aur02], yielding a transversality constant η which is independent
of the perturbation (ωj , Jj), since all constants in (II) can be chosen wrt. to
(ω, J) and η does not depend on k (just as in the original case of a Lefschetz
pencil).
3Trees, stable curves and domain-stable nodal
maps
In this chapter (excluding the last section) we recollect the theory of J-
holomorphic maps with a domain-dependent J developed in [CM07]. Basi-
cally, we recall the main definitions and cite compactness and transversality
results. This exposition is kept as dense as possible. The main advantage of
the Cieliebak-Mohnke approach is that the analysis of holomorphic curves is
mainly based on the exposition from [MS04], which is very detailed. Note also
that the idea of using domain-dependent J is not new, as it was already ap-
plied in Gromov’s original work1 [Gro85].
The last section contains modifications of the arguments from section 8 in
[CM07] adapted to our slightly general situation - symplectic hypersurfaces
whose Poincare´ dual is a multiple of a possibly different symplectic form.
3.1 Trees and nodal curves
Definition 3.1. Given k ≥ 0, a triple T = (T,E,Λ) is called a k-labelled
tree if (T,E) is a connected cycle-free graph with vertices T and edges E ⊂
T × T , and Λ = {Λα}α∈T is a decomposition of the index set {1, . . . , k} =∐
α∈T Λα.
The labelling set Λ defines the map {1, . . . , k} → T via i 7→ αi, such that
i ∈ Λαi .
Denote the number of edges of T by e(T ) := #(T )−1. Moreover, we write
αEβ if (α, β) ∈ E. A map τ : T → T˜ is called a tree homomorphism if for
any α′ ∈ T˜ the preimage τ−1(α′) is a tree and αEβ implies either τ(α) = τ(β)
or τ(α)E˜τ(β) for any α, β ∈ T . If such a map τ is bijective and the inverse
τ−1 is also a tree homomorphism, then τ is called a tree isomorphism.
Intuitively, a tree homomorphism might collapse subtrees to vertices while an
isomorphism is just a reordering of edges and vertices.
1There it occurs in the form of perturbing the right side of ∂¯Jf = 0.
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{1,2}
{3}
{4,5}
{6}
{7,8}
Fig. 3.1. An 8-labelled tree.
Definition 3.2. A k-labelled tree T is called stable if for any vertex α ∈ T
nα := #Λα + #{β | αEβ} ≥ 3.
Given any k-labelled T it can be stabilized by collapsing vertices with nα < 3
and modifying the edge relation. The resulting tree is then a stable k-labelled
tree and we denote it by st(T ).
Definition 3.3. A weighted k-labelled tree (T, {Aα}) is a k-labelled tree T
together with Aα ∈ H2(M,Z) for α ∈ T . Such a tree is called stable if each
vertex α with Aα carries at least 3 special points. Such a vertex is called a
ghost component and a maximal subtree consisting of ghost components is
called a ghost tree. A subset R ⊂ {1, . . . , k} is called the reduced index
set if it contains all marked points on non-ghost components and the unique
marked point zi with maximal index i on each ghost tree.
Definition 3.4. A nodal curve of genus zero with k marked points modelled
over a k-labelled tree T is a tuple
z = ({zαβ}, {zi}) such that αEβ and 1 ≤ i ≤ k
with zαβ , zi ∈ S2, moreover we require that the special points
SPα := {zαβ | αEβ} ∪ {zi | αi = α}
are pairwise distinct. A nodal curve is called stable if the underlying tree T
is stable. We will denote the stabilization of z by st(z).
Given two nodal curves z, z˜ modelled over T and T˜ , a morphism φ : z→ z˜
between them is a tuple φ = (τ, {φα}α∈T ) consisting of
τ : T −→ T˜ - a tree homomorphism,
φα : Sα −→ Sτ(α) - holomorphic maps,
such that for 1 ≤ i ≤ k and any α, β ∈ T with αEβ we have
z˜τ(α)τ(β) = φα(zαβ) if τ(α) 6= τ(β)
φα(zαβ) = φβ(zβα) if τ(α) = τ(β).
In addition we require that marked points are mapped onto marked points on
the corresponding component, i.e. z˜i = φαi(zi) and α˜i = τ(αi).
A morphism of nodal curves is an isomorphism if τ is a tree isomorphism
and each φα is biholomorphic.
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Consider the set {Sα} with α ∈ T and each Sα a standard Riemann sphere.
To a given nodal curve z we associate a nodal Riemann surface
Σz :=
∐
α∈T
Sα/ ∼
with z ∼ w for z ∈ Sα, w ∈ Sβ and z = zαβ , z = zβα and keep the marked
points zi on each component.
Z1
Z2
Z3 Z4
Z5
Z6
Z1
Z2
Z3 Z4
Z5
Z6{1}
{2}
{3,5}
{5,6}
Fig. 3.2. A 6-labelled tree, a nodal Riemann surface (with 6 marked points) mod-
elled over it and the stabilization of this curve.
Remark 3.5. Note that a labelled tree alone does not encode a nodal surface,
since the latter contains marked and attaching points. However, information
contained in a nodal curve is the same as in a nodal surface. A morphism
of nodal curves τ : z → z˜ induces a continuous map Σz → Σz˜, which is
holomorphic if restricted to any spherical component.
Denote the space of all nodal curves (modelled over a fixed tree T with k
marked points) by M˜T ⊂ (S2)E × (S2)k.
Proposition 3.6. We summarize important statements about M˜T .
1. If z ∈ M˜T is stable, then the only isomorphism z→ z is the identity.
2. Denote by GT the group of isomorphisms of nodal curves, fixing T . For a
stable tree T the action of GT on M˜T is free and proper.
3. For a stable tree T the quotient MT := M˜T /GT is a smooth (complex)
manifold of dimension dimRMT = 2k − 6− 2e(T ).
Proof. For (1) see Remark D.3.3 and p. 580 in [MS04]. (2) and (3) are con-
tained in the statement of Remark 2.1 in [CM07]. unionsq
Let k ≥ 3 denote the space of all nodal curves with k marked points
modelled over a tree T with only one vertex by M˜k and the corresponding
quotient by Mk = M˜k/GT .
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Definition 3.7. Let k ≥ 3. The Deligne-Mumford space of genus zero
with k marked points is defined as
M¯k :=
∐
T stable k-labelled tree
MT .
Proposition 3.8. We summarize facts about the topology of M¯k for k ≥ 3.
1. The set M¯k equipped with Gromov topology is a compact connected metriz-
able space.
2. The space M¯k carries a structure of a smooth (complex) compact manifold
of dimension dimRM¯k = 2k − 6.
3. For a given stable k-labelled tree T the closure (wrt. Gromov topology) of
MT in M¯T is given by M¯T =
∐
T˜MT˜ , with T˜ a k-labelled stable tree,
such that there exists a surjective tree homomorphism T˜ → T .
4. The subspace M¯T ⊂ M¯k is a (complex) submanifold of real codimension
2e(T ) for any stable k-labelled tree T .
Proof. The statements follow from Theorem 2.7 in [Knu83]. However, for a
less algebro-geometric argument see sections D.5 and D.6 in [MS04]. unionsq
Proposition 3.9. We consider the projection
pi : M¯k+1 −→ M¯k,
given by forgetting the last marked point and then stabilizing the resulting
nodal curve.
1. pi is a holomorphic map.
2. The fiber pi−1([z]) is biholomorphic to Σz.
3. For any [z] ∈ M¯k each component of the preimage pi−1([z]) is an embedded
holomorphic sphere in M¯k+1.
4. Denote the l-time composition of projections by pil := pi ◦ . . . ◦pi. The map
pil induces a morphism between corresponding nodal Riemann surfaces
Σz → Σpil[z] for any [z] ∈ M¯k+l, then there exists a collection of subtrees
T ′ ⊂ T , such that the morphism is constant on all components α ∈ T ′
and biholomorphic otherwise.
Proof. For (1) see p. 581 in [MS04], (2) and (3) follow from Section D.4 in
[MS04]. Point (4) is Lemma 2.6 in [CM07] and it follows from the definition
of stabilization. unionsq
We finish this section by supplementing examples for M¯k (usually denoted
by M¯0,k). All examples are taken from Section D.7 in [CM07].
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k M¯k comment
3 {∗} ∃!{marked points} 7→ {0, 1,∞} ⊂ CP 1
4 CP 1 consists of stable trees with one edge and with
two marked points on each component
5 CP 2#CP 2 consider singular fibration M¯5 → M¯4 with
generic fiber CP 1 and singular fiber homeo-
morphic to an intersection of two copies of
CP 1
3.2 Coherent almost complex structures
In this section we recall results and definitions from Section 3 in [CM07]. It is
not essential for the understanding of our main result. However, the approach
in [CM07] uses the existence of almost complex structures parametrized by
M¯k+1 in a coherent way, i.e. they are independent of the domain near the
double points. This should simplify gluing arguments in the future work.
Consider M¯k+1. For a (k+ 1)-labelled stable tree T we define an equivalence
relation on the marked points via i ∼ j if zα0i = zα0j for i, j ∈ {0, . . . , k}.
Equivalence classes yield a decomposition {0, . . . , k} = I0 ∪ . . . ∪ Il. Stability
condition implies l + 1 = nα0 ≥. We call a decomposition I = (I0, . . . , Il)
stable if I0 = 0 and |I| := l+ 1 ≥ 3. We assume that Ij is ordered, such that
the integers ij := min{i|i ∈ Ij} satisfy 0 = i0 < . . . < il.
Fix a stable decomposition I = (I0, . . . , Il), denote the union of all stable trees
that induce I byMI ⊂ M¯k+1. SuchMI yields a stratification of M¯k+1. The
ordering convention defines the map pI : MI → M|I| by sending a stable
curve z to special points on Sα0.
Given a Banach space Z, a map F : M¯k+1 → Z is called coherent if
1. F = 0 in a neighbourhood of MI ⊂ M¯k+1 with |I| = 3
2. for any stable decomposition I with |I| ≥ 4 there exists a smooth map
FI :M|I| → Z, such that F|MI = FI ◦ pI → Z.
The space of such maps is denoted by Coh(M¯k+1, Z).
Let P be a smooth manifold. Following [CM07] we call a tamed almost
complex structure on (M,ω) parametrized by P a smooth section in
the (pullback) bundle J(TM,ω) → P ×M , where J(TM,ω) is the space of
all ω-tame almost complex structures. For a fixed section J0 we set
1
TJ0JP := C(P×, TJ0J(TM,ω))
1The spaces C(M,E) were introduced by A. Floer in [Flo88], see also Remark
3.7 in [CM07]. B(0, ρ) is an open ball of radius ρ - injectivity radius of the exponential
map expJ : TJJ(M,ω)→ J(M,ω).
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JP (M,ω) := expJ0({Y ∈ TJ0JP | Y (p, x) ∈ B(0, ρ(g(x), J0(x)))}).
The main point is that one can think of any J ∈ JP as a map J : P → J .
For practical use we define:1
JS2 := JS2(M,ω) and JM¯k+1 := JM¯k+1(M,ω).
Then the space Jk+1of coherent almost complex structures is given by2
TJ0Jk+1 := Coh(M¯k+1, TJ0J ) ⊂ TJ0JM¯k+1
Jk+1 := expJ0(TJ0Jk+1) ⊂ JM¯k+1 .
Lemma 3.10 (cf. Lemma 3.6 in [CM07]). For I ⊂ {1, . . . , k} with |I| ≥ 3
let piI : M¯k+1 → M¯|I|+1 be the projection forgetting marked points outside
the set I ∪ {0} and stabilizing. Then we have an induced pullback map
pi∗I : J|I|+1 −→ Jk+1.
3.3 Symplectic energy
We consider a closed Riemann surface (Σ, j, dvolΣ) and fix J ∈ Jτ (M,ω).
Any such J induces a Riemannian metric on M via
gJ(·, ·) := 1
2
(ω(·, J ·)− ω(J ·, ·)) .
Recall from [MS04] the following
Definition 3.11. For any smooth map u : Σ →M the energy is given by
E(u) :=
1
2
∫
Σ
‖du‖2J dvolΣ ,
where the norm of du ∈ Ω1(Σ, u∗TM), viewed as a linear map, is induced by
gJ .
Lemma 3.12 (cf. Lemma 2.2.1 in [MS04]). For any J-holomorphic curve
u : Σ →M we have the following energy identity
E(u) :=
∫
Σ
u∗ω.
1For the second space recall that for any z ∈ M¯k, pi−1(z) is biholomorphic to
a nodal curve Σz and the restriction of J ∈ JM¯k+1 to it yields a continuous map,
which is smooth on any component of z.
2J is the space of almost complex structures of class C, wrt. J0.
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Now, consider two symplectic forms ω0 and ω1, both tamed by the same
almost complex structure J ∈ Jτ (M,ω0) ∩ Jτ (M,ω1). Assume there is a
J-holomorphic curve u : Σ → M representing some homology class [u] ∈
H2(M,Z), then
Lemma 3.13. both pairings are positive: ω0([u]) > 0 and ω1([u]) > 0.
However, the above statement is only valid if a given homology class A ∈
H2(M,Z) is represented by a J-holomorphic curve. Consider the following
example
Example 3.14. For  ≥ 0 equip S2 × S2 with the family of symplectic forms
ω = pi
∗
1dS
2 + (1 + )pi∗2dS
2,
where pii : S
2 × S2 → S2 are the canonical projections and dS2 is the volume
form of S2. Let J be the standard complex structure on S2 × S2. It is com-
patible with ω0. Assuming that  is taken sufficiently small, J tames ω.
For some x ∈ S2 let A := [S2 × {x}]− [{x} × S2], we get∫
A
ω = vol(S
2)− (1 + )vol(S2),
hence ω0(A) = 0, but ω(A) > 0 for  > 0.
3.4 Domain-dependent nodal and holomorphic maps
In this section we give a short exposition of Sections 4 and 5 from [CM07].
We adapt standard pseudo-holomorphic curve theory to domain-dependent
almost complex structures.
Definition 3.15. Given (a family of ω-tame almost complex structures parametrized
by S2) J ∈ JS2 , we define the Cauchy-Riemann operator associated to
J
∂¯Jf :=
1
2
(df + J(z, f(z)) ◦ df ◦ j) ,
for any smooth map f : S2 → M , z ∈ S2 and a fixed complex structure j on
S2. We call f J-holomorphic if ∂¯Jf = 0.
The common definition of energy of a smooth map f : S2 → M is given by
E(f) := 12
∫
S2
|df |2. Note that norm |df | := ‖df‖J is given by the induced
metric gJ(·, ·) := 12 (ω(·, J ·) + ω(J ·, ·)). Here the metric is domain-dependent,
i.e. |df |(z) := ‖dfz‖J(z) for z ∈ S2. However, for a J-holomorphic map f we
have still the usual energy identity (cf. p. 20 in [MS04]):
E(f) =
∫
S2
f∗ω.
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Next, we set up the standard nonlinear setting. Fix integers m, p, such that
m ≥ 1, p > 1 and mp > 2. Fix distinct points z1, . . . zk ∈ S2 and consider the
following diagram (denote by Wm,p the (m, p)-Sobolev space).
E
B := Wm,p(S2,M)
Ef :=Wm−1,p(S2,Ω0,1(f∗TM))
?
Mk := M × . . .×M︸ ︷︷ ︸
k times
evk:f 7→(f(z1),...,f(zk))
?
For a fixed J ∈ JS2 the Cauchy-Riemann operator defines a section ∂¯J : B →
E , it induces the section ∂¯ : B × JS2 → E via (f, J) 7→ ∂¯Jf (∂¯ is called
the universal Cauchy-Riemann operator). Moreover, B is a Banach manifold,
E → B is a Banach bundle, and both ∂¯J and ∂¯ are smooth sections of Banach
bundles. A first transversality observation is the following
Proposition 3.16 (see Lemma 4.1 and Lemma 4.2 in [CM07]). For
k ∈ N fix pairwise distinct points {z1, . . . , zk} ⊂ S2 and J ∈ JS2 . Then for
any nonconstant f ∈ B with ∂¯Jf = 0 the linearization of
(∂¯, evk) : B × JS2 → E ×Mk
is surjective at (f, J). Moreover, if f ∈ B, then the linearization of
(∂¯, ev1) : B × JS2 → E ×M
is also surjective at (f, J).
Fix A ∈ H2(M,Z), J ∈ JS2 , k ≥ 1, a smooth submanifold Z ⊂ Mk :=
M × . . .×M and pairwise distinct points z1, . . . , zk ∈ S2. Define the space
M˜(A, J, Z) := {f : S2 →M | ∂¯Jf = 0, [f ] = A, (f(z1), . . . , f(zk)) ∈ Z} .
Proposition 3.17 (see Corollary 4.4 in [CM07]). For any submanifold
Z ⊂ M there exists a Baire set J regS2 (Z) ⊂ JS2 , such that for any class
A ∈ H2(M,Z), a fixed point z1 ∈ S2 and a J ∈ J regS2 (Z) the space M˜(A, J, Z)
is a smooth manifold of dimension
dimRM˜(A, J, Z) = 2n+ c1(A)− codimRZ.
Moreover, for any Z ⊂ Mk (with k ≥ 1) exists a Baire set J regS2 (Z) ⊂JS2 , such that for any nontrivial class A ∈ H2(M,Z), fixed distinct points
z1, . . . , zk ∈ S2 and J ∈ J regS2 (Z), the space M˜(A, J, Z) is a smooth manifold
of dimension
dimRM˜(A, J, Z) = 2n+ c1(A)− codimRZ.
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Above-mentioned concept naturally generalizes to maps modelled over a tree.
Fix a k-labelled tree T and define JT :=
∏
α∈T JSα . Let z be a nodal curve
modelled over T and Σz the corresponding nodal Riemann surface.
Definition 3.18 (stable map). A continuous map f : Σz → M is a
collection of continuous maps {fα} fα : Sα → M that match at the nodal
points, i.e. fα(zαβ) = fβ(zβα) if αEβ.
Given a J ∈ JT define the Cauchy-Riemann operator ∂¯Jf to be equal ∂¯Jαfα(z)
at a point z ∈ Sα. A continuous f is called J-holomorphic1 if ∂¯Jf = 0. We
call a pair (z, f) a nodal J-holomorphic map with k marked points.
Define the homology class and energy of (z, f) via
[f ] :=
∑
α∈T
[fα] ∈ H2(M,Z) and E(f) :=
∑
α∈T
E(fα).
Hence, (z, f) is modelled over the weighted tree (T, {Aα}) if z is modelled
over T and Aα = [fα] for all α ∈ T . And (z, f) is called stable if (T, {Aα}) is
a weighted stable tree. The space of all nodal maps modelled over (T, {Aα}) is
denoted by M˜T ({Aα},J). For a fixed class A ∈ H2(M,Z) the space of stable
nodal maps is given by
M˜T (A,J) :=
∐
∑
Aα=A
M˜T ({Aα},J), such that (T, {Aα}) is weighted stable.
Let k ≥ 3, fix a stable curve z modelled over a k-labelled tree T . Recall that
the restriction of J ∈ Jk+1 to pi−1(z) ∼= Σz produces an element Jz ∈ JT ,
since Σz = ∪α∈TSα and the restriction of Jz to each component is smooth.
Hence, above ∂¯-operator can also be used here, namely
Definition 3.19 (domain-stable map). Given J ∈ Jk+1. A continuous
map f : Σz → M is called Jz-holomorphic if ∂¯Jzf = 0. If z is a stable curve,
then the pair (z, f) is called a domain-stable map2.
Definition 3.20 (nodal J-holomorphic map for J ∈ Jk+1). Given a
nodal curve z with k-marked points, its stabilization induces a holomorphic
map st : Σz → Σst(z). Hence, as in the previous definition, J yields an element
Jstz ∈ JT , so ∂¯Jstz f is well-defined, and we call such (z, f) a J-holomorphic
nodal map if ∂¯Jstz f = 0. Again, for a fixed class A ∈ H2(M,Z) the space of
stable nodal J-holomorphic maps modelled over a k-labelled tree T is denoted
by
M˜T (A, J) :=
∐
∑
Aα=A
M˜T ({Aα}, J).
1Note that ∂¯Jf = 0 implies here that the map over sphere Sα is Jα-holomorphic,
so it is actually smooth by elliptic regularity for each α.
2Clearly, domain-stable maps are stable, but the converse is false in general.
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Any two nodal J-holomorphic maps (z, f) (z′, f ′) are called isomorphic1 if
the nodal curves z, z′ are isomorphic via (τ, {φα}) and f ′τ(α) ◦φα = fα for all
α ∈ T .
Remark 3.21. The outcome of the above construction is that Jstz is constant
on the components which are killed by the stabilization operation.
Denote the group of all isomorphisms of the space M˜(A, J) by GT . The action
of GT is proper and stability (of holomorphic maps) implies that all isotropy
groups are finite (cf. p. 55 in [CM07]). Hence, we have
Definition 3.22 (moduli spaces with J ∈ Jk+1). For a fixed k ≥ 0 the
moduli space of stable maps is given by
M¯k(A, J) :=
⋃
T k-labelled tree
MT (A, J) :=
⋃
T k-labelled tree
M˜T (A, J)/GT .
The spaces MT (A, J) are called strata of M¯k(A, J) and Mk(A, J) :=
MTk(A, J) is the top stratum for Tk, a k-labelled tree with one vertex. The
moduli space of domain-stable maps is denoted by
M¯dsk (A, J) :=
⋃
T stable k-labelled tree
MT (A, J) ⊂ M¯k(A, J).
Note that just as in [MS04] the space M¯k(A, J) can be equipped with the Gro-
mov topology, becoming a metrizable space. Moreover, since the underlying
tree of a domain-stable map is stable, the group GT acts freely on M˜T (A, J),
hence, one has a decomposition
MT (A, J) =
∐
ΣAα=A
MT ({Aα}, J).
3.5 Transversality results and compactness
A central feature of stable holomorphic maps with uniformly bounded energy
is that one establishes (Gromov) compactness, i.e. any such sequence has
a (Gromov) convergent subsequence. First, recall2 the definition of Gromov
convergence.
Let J ∈ Jk+1. A sequence of stable maps (zν , fν) ∈ M¯k(A, J) converges in
the sense of Gromov to a stable map (z, f) ∈ M¯k(A, J), if for any ν  0
there exists a surjective tree homomorphism Hν : T → T ν and a collection of
automorphisms {φνα} with α ∈ T , such that the following holds
1Note that Lemma 5.1 in [CM07] states that J-holomorphicity is preserved under
such isomorphisms.
2See Section 5.5. in [MS04] for the definition in the domain-independent case.
However, as asserted in [CM07], compactness issues carry over to the case of coherent
almost complex structures.
3.5 Transversality results and compactness 59
• At any vertex α ∈ T the sequence fHν(α) ◦ φνα : S2 → M converges
uniformly to fα on any compact subset of S
2\{zαβ | β ∈ T, αEβ}.
• At any node αEβ the engergy1 equality holds:
Eαβ(f) = lim
→0
lim
ν→∞
E(fν(α), φνα(B(zαβ))) + ∑
γ∈T
αEγ,zαγ∈φνα(B(zαβ))
Eαγ(f)
 .
• If αEβ and (after passing to a subsequence of ν) fν(α) = fν(β), then
(φνα)
−1 ◦ φνβ converges uniformly on any compact subset of S2\{zαβ}.
• If αEβ, then (after passing to a subsequence of ν) fν(α) 6= fν(β) implies
zαβ = limj→∞(φνα)
−1
(
zνfν(α)fν(β)
)
.
• For all i = 1, . . . , n we have ανi = fν(αi) and zi = limν→∞(φναi)−1(zνi ).
Then, just as in the domain-independent case, a uniform energy bound implies
compactness:
Theorem 3.23 (compactness, cf. Theorem 5.2 in [CM07]). Given
J ∈ Jk+1 and consider a sequence of stable J-holomorphic maps (zν , fν) ∈
M¯k(A, J), such that E(fν) ≤ C for some C > 0 (and all ν). Then there exists
a subsequence νj, such that (z
νj , fνj ) converges in the sense of Gromov to a
stable J-holomorphic map (z, f) ∈ M¯k(A, J).
Moreover, after passing to this subsequence the following holds:
• There exists a stable weighted tree (T ′, {Aα′}), such that (zν ,gν) ∈
MT ′({Aα′}, J).
• There exists a stable weighted tree (T, {Aα}) and a surjective tree ho-
momorphism τ : T → T ′ with τ(αi) = α′i,
∑
α∈τ−1(α′)Aα = Aα′ and
(z, f) ∈MT ({Aα}, J).
• Stabilizations st(zν) converge to stabilization st(z) and f is Jst(z)-holomorphic.
Note that here compactness holds for stable maps. In general, the subset of
domain-stable maps would not be compact. However, it is an essential as-
pect in the Cieliebak-Mohnke approach that in a certain geometric situation
the space of domain-stable maps with constraints2 becomes actually compact.
We continue by recapitulating transversality results from sections 5, 6
and 9 from [CM07]. We will use them without any modification, since they
are valid for all closed symplectic submanifolds without specifying their fun-
damental classes. Transversality is basically achieved by perturbing almost
complex structure on the complements of these submanifolds. We consider
the following geometric setting:
1Here Eαβ is the sum energies of all components belonging to a maximal subtree
which is attached to α and contains β.
2Intersection condition with a symplectic hypersurface of high degree - see Sec-
tion 9 in [CM07] and the last chapter.
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• Fix a tame almost complex structure J ∈ Jτ (M,ω).
• Let V = {V0, V1, . . .} be a countable set of submanifolds of M of positive
codimension.
• Assume that all Vi are J-invariant (i.e. JTVi ⊂ TVi).
• Denote the complement of V by V c := M − ∪iVi.
• For any l ≥ 3 consider Jl+1(V c) the set of coherent almost complex struc-
tures that agree along all Vi.
In this context we have
Proposition 3.24 (cf. Proposition 9.1 in [CM07]). There exists a Baire
set
J regl+1 (V c,V, J) ⊂ Jl+1(V c),
such that for any I-stable1 k-labelled tree T, homology classes Aα ∈ H2(M,Z)
with α ∈ T and K ∈ J reg|I|+1(V c,V, J0) the following holds.
• The moduli space M∗T ({Aα},K,V) of stable K-holomorphic maps mod-
elled over (T, {Aα}), intersecting Vi at the points zj with j ∈ R (and R
is the reduced index set) and without a non-constant component entirely
contained in Vi, is a smooth manifold of dimension
dimM∗T ({Aα},K,V) = 2n− 6 + 2k − 2e(T ) +
∑
α∈T
2c1(Aα)
−
∑
j∈R
codimRVj .
• The evaluation map evk factors as
evk :M∗T ({Aα},K,V) −→M∗piR(T )({Aα},K,V) −→Mk
through a smooth manifold of dimension
dimM∗piR(T )({Aα},K,V) = 2n− 6 + 2k + 2|R|+
∑
α∈T
2c1(Aα)
−
∑
j∈R
codimRVj − 2e(piR(T )).
• Suppose that only one of {Aα} is non-trivial, say Aα0 6= 0, fix integers lj ≥
−1 for j ∈ R. Then the moduli space M∗piR(T )(Aα0 ,K,V, {lj}) of stable
K-holomorphic maps modelled over (T, {Aα}) tangent to Vi of order lj at
special points zα0j and not entirely contained in V, is a smooth manifold
of dimension
1We take I ⊂ {1, . . . , k} with |I| ≥ 3.
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dimM∗T (Aα0 ,K,V, {lj}) = 2n− 6 + 2k − 2e(T ) + 2c1(Aα0)
−
∑
j∈R
(lj + 1)codimRVj .
• The corresponding evaluation map evk factors as
evk :M∗T (Aα0 ,K,V, {lj}) −→M∗|R|(Aα0 ,K,V, {lj}) −→Mk
through a smooth manifold of dimension
dimM∗|R|(Aα0 ,K,V, {lj}) = 2n− 6 + 2k + 2|R|+ 2c1(Aα0)
−
∑
j∈R
codimRVj .
3.6 Tangencies and intersections
In this section we consider intersections between a complex hypersurface and
a holomorphic curve. Everything here is taken from Section 7 in [CM07]. We
fix an almost complex manifold (M,J) and consider Riemann sphere S2 with
a standard complex structure.
Definition 3.25. Given any smooth submanifold V ⊂ M and a smooth map
f : S2 → M . Assume that f(z) ∈ V for some z ∈ S2, then we call f(z) an
isolated intersection of f and V , if there exists a closed disc D ⊂ S2
containing z and a closed ball (of the same dimension as V ) B ⊂ V which
contains f(z), such that f−1(B) ∩D = {z}.
Fix z ∈ S2, then we define the local intersection number via
ι(f, V, z) := (f|D) ·B,
after applying a small perturbation to f and counting with signs.
Assuming that ∂V = ∅, we define the intersection number of f and V by
setting
ι(f, V ) := f · V.
Fix a tree T and k ≥ 1, let f be a non-constant (genus zero) nodal J-
holomorphic map with k modelled over T . Denote by z the underlying curve
and by fα with α ∈ T the corresponding components. Assume that V is a
closed J-complex hypersurface and that no non-constant components fα are
contained in V . Given a marked point zi we define the intersection number
via
ι(f , V, zi) :=
{
ι(fαi , V, zi) if fαi is non-constant∑
β∈T2 ι(fβ , V, zβi) if fαi is constant
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where T2 is defined as follows. Let T1 be the ghost tree containing αi, then
T2 ⊂ T − T1 is given by vertices adjacent to T1. Here, zβi denotes the nodal
point connecting fβ and T1.
As the following statements show, J-holomorphicity has strong implica-
tions1 on the intersection of such objects, even in a non-integrable setting.
Proposition 3.26 (cf. Proposition 7.1 and Lemma 7.2 in [CM07]).
(A) Given a J-holomorphic map f : S2 →M and a J-complex closed hyper-
surface V ⊂ M . Assume that the image of f is not entirely contained in V
then the set f−1(V ) is finite and
ι(F, V ) =
∑
z∈f−1(V )
ι(f, V, z).
Moreover, at any intersection point z ∈ f−1(V ) denote the tangency order l
of f to V by lz. Then lz is finite, lz ≥ 0 and we have ι(f, V, z) = lz+1. Hence,
the numbers ι(f, V, z) are positive for any z ∈ f−1(V ).
(B) Fix a k ≥ 1 and consider a sequence (zν , fν) of non-constant nodal J-
holomorphic maps with k marked points. Assume that (zν , fν)→ (z, f) in the
Gromov topology (cf. Section 3.5) and that fν and f have no non-constant
components entirely contained in V . Let zi be a marked point of z with i ≥ 1.
If z1 is contained in a non-constant component of f , then
ι(f , V, zi) ≥ lim sup
ν→∞
ι(fν , V, zνi ).
If zi lies on a constant component of f , then
ι(f , V, zi) ≥ lim sup
ν→∞
∑
αjT1
ι(fν , V, zνj ),
where T1 ⊂ T is a ghost tree containing the corresponding vertex and the above
sum counts for each ghost tree T ′ ⊂ T ν at most one of the zνj with αj ∈ T ′.
Proof. Part (A) follows from the Carleman similarity principle from [MS04],
see pp. 74-75 in [CM07]. The second part follows from (A) and the definition
of Gromov convergence, see pp. 75-76 in [CM07]. unionsq
3.7 Holomorphic curves and symplectic hypersurfaces
First, we recall the following fact from [CM07] which was suggested by D.
Auroux. Because of its central role we give also a proof of it here. For a given
pair (M,ω) we fix J ∈ Jc(M) and α ∈ Ω2(M) with [α] = c1(M,ω).
1Such a phenomenon is often called positivity of intersections.
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Lemma 3.27 (cf. Lemma 8.11 in [CM07]). Let K ∈ Jτ (M,ω) with
‖J −K‖ < θ0. Then for any class A ∈ H2(M,Z) containing a non-constant
closed K-holomorphic curve we have
〈c1(TX), A〉 ≤ 1 + θ0
1− θ0 ‖α‖ω(A) =: D∗ω(A).
Proof. Take any v ∈ TxM . By definition we have ‖v‖ = ω0(v, Jv) and conti-
nuity yields following estimates
α(v,Kv) ≤ |α(v,Kv)| ≤ ‖α‖ ‖v‖ ‖Kv‖ ≤ ‖α‖ ‖v‖2 (1 + ‖J −K‖),
ω(v,Kv) ≥ (1− ‖J −K‖) ‖v‖2 ≥ 0.
Combining both statements with ‖J −K‖ < θ0 gives
α(v,Kv) ≤ 1 + θ0
1− θ0 ‖α‖ω(A).
Now, for a closed K-holomorphic curve f : Σ →M representing A we have
〈c1(TX), A〉 =
∫
Σ
f∗α ≤ D∗
∫
Σ
f∗ω = D∗ω(A).
unionsq
Note that the constant D∗ depends on the pair (ω, J) and on θ0. However,
it does not depend on the scaling of ω. We also remark that there is an
apriori estimate in case of a deformation of ω. Consider, two pairs (ω1, J1)
and (ω2, J2) denote the corresponding norms by ‖·‖i for i = 1, 2. Assume that
‖ω1 − ω2‖1 <  and ‖J1 − J2‖1 <  for some 0 <  < 1, i.e. the intersection
Jτ (ω0)∩Jτ (ω1) is not empty by Lemma 2.5. Then the combination of Lemma
2.9 and Lemma 2.12 yields
D∗(ω1, J1, θ0) < 2D∗(ω0, J0, θ0 + 1/4),
provided that 1/4 < max{1 − θ0,
√
2 − 1}. Note that we have used the fact
c1(M,ω0) = c1(M,ω1).
Definition 3.28. Given a symplectic manifold (M,ω), a tame almost com-
plex structure K ∈ Jτ (M,ω), a K-complex submanifold V ⊂ M , positive
integer l > 0 and an energy level E > 0. Then, the regularity condition
R(M,ω, V,K,E, l) is satisfied, if
• all moduli spaces of simple K-holomorphic spheres in M of energy at most
E are smooth manifolds of the expected dimension and
• all moduli spaces of non-constant simple K-holomorphic spheres in M of
energy at most E with prescribed tangency order to V of at most l are
smooth manifolds of the expected dimension.
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In case V = ∅ the second assumption becomes empty and we just write
R(M,ω,K,E).
Now, we observe that for a Donaldson hypersurface coming from a dif-
ferent symplectic structure but with additional assumption we have a similar
statement as Proposition 8.13 from [CM07].
Proposition 3.29. Consider a symplectic hypersurface V ⊂M with PD(V ) =
D[ω1] for some integer D > 0 and an integer class [ω1] ∈ H2(M,Z). Assume
that θ(V, ω0, J0) < θ2. Fix a K ∈ J (M,ω0, V, J0, θ0)1, E > 0 and assume
K ∈ Jτ (ω1). Then the regularity assumption R(M,ω0, V,K,E,D∗E + n)2
implies that
1. if D > (D∗E + n− 4), then all K-holomorphic spheres in V of energy at
most E are constant.
2. If D > 2(D∗E + n − 2), then every non-constant K-holomorphic sphere
in M of energy at most E intersects V in at least 3 distinct points in the
domain.
Proof. The proof is very similar to the proof of Proposition 8.13 from [CM07].
For the first statement the only difference is the index calculation:
ind(A) = 2(n− 1)− 6 + 2 〈c1(TV ), A〉
= 2n− 8 + 2 〈c1(M), A〉 − 2Dω1(A)
≤ 2n− 8 + 2D∗ω0(A)− 2Dω1(A)
≤ 2(n− 4 +D∗E −D)
where the inequalities follow from Lemma 3.27, ω0(A) ≤ E and ω1(A) ≥ 1.
Hence, the index is negative if D > (D∗E + n − 4). Note that the constant
D∗ = D∗(ω0, J0, θ0) is chosen wrt. (ω0, J0).
For the second statement, arguing in the same manner, we consider f : S2 →
M a non-constant K-holomorphic curve representing class A of energy at most
E intersecting V in at most 2 distinct points in the domain. We assume that
f is simple, otherwise replace it by the underlying simple curve.
We consider the moduli space of simple K-holomorphic spheres representing
A with the local intersection number at least L ≤ bD∗Ec + n + 1 with V at
one point, say M˜s(M,V,L,A,K). By Proposition 3.24 this space is a smooth
manifold of dimension
dimR M˜∗(M,V,L,A,K) = 2n− 4 + 2c1(A)− 2L ≥ 0.
Hence, we have again by Lemma 3.27:
1Recall, that J (M,ω0, V, J0, θ0) is the space of all ω0-tame almost-complex struc-
tures J , leaving TV invariant, such that ‖J − J0‖0 < θ0.
2We actually consider an upper bound for the tangency order given by l ≤
bD∗Ec+ n.
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L ≤ c1(A) + n− 2 ≤ D∗ω0(A) + n− 2 ≤ D∗E + n− 2.
Since K tames ω1, we get ω1(A) ≥ 1, so
[f ] · [V ] = Dω1(A) > 2(D∗E + n− 2) ≥ 2L ≥ 2.
Hence, f intersects V in at least 3 distinct points in the domain. unionsq
We get an analogous statement for families of almost complex structures.
We recall from p. 89 of [CM07] the following:
Let K ⊂ J (M,ω0, V, J0, θ0) be a family of almost complex structures
smoothly depending on a parameter τ ∈ P with P a smooth k-dimensional
manifold. Then the moduli spaces of K-holomorphic spheres are moduli spaces
of pairs (u, τ) with τ ∈ P and u a Kτ -holomorphic sphere. The corresponding
transformation groups should act on u only. So the expected dimension of
such moduli spaces is increased exactly by k and we get the following
Proposition 3.30 (analog of Proposition 8.14 from [CM07], cf. Proposi-
ton 3.29). Consider a symplectic hypersurface V ⊂M with PD(V ) = D[ω1]
for some integer D > 0, an integer class [ω1] ∈ H2(M,Z) and θ(V, ω0, J0) <
θ2. Fix a K ⊂ J (M,ω0, V, J0, θ0), E > 0 and assume K ⊂ Jτ (ω1). Then the
regularity condition R(M,ω0, V,K, E,D∗E + n)1 implies that
1. if D > (D∗E +n− 4 + k), then all K-holomorphic spheres in V of energy
at most E are constant,
2. if D > 2(D∗E+n−2)+k, then every non-constant K-holomorphic sphere
in M of energy at most E intersects V in at least 3 distinct points in the
domain.
The next statement is an adaptation of Lemma 8.18 from [CM07].
Lemma 3.31. Given two transversely intersecting symplectic hypersurfaces
V0, V1 ⊂ M with PD(V0) = D0[ω0] and PD(V1) = D1[ω1] for integers
D0, D1 > 0 and an integer class [ω1] ∈ H2(M,Z). Fix a K ∈ J (M,V0 ∪
V1, J, θ0)
2 and an energy level E > 0. Assume the regularity condition
R(V0 ∩ V1, ω0,K,E) and that K ∈ Jτ (ω1).
Then D0 > max{D∗, D∗ + n − 5} implies that any K-holomorphic sphere
contained in V0 ∩ V1 with energy at most E is constant.
Proof. First, observe the decomposition of the pullback bundle
TX|V0∩V1 = T (V0 ∩ V1)⊕N(V0 ∩ V1) = T (V0 ∩ V1)⊕N(V0)⊕N(V1),
but since c1(NVi) = PD[Vi] and PD[Vi] = Di[ωi], it implies
1Here we consider K-holomorphic spheres.
2We actually assume that the perturbation space J (M,V0 ∪ V1, J, θ0) is not
empty. In the last chapter we show that such V0, V1 and θ0 < 1 exist.
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c1(T (V0 ∩ V1)) = c1(TX|V0∩V1)−D0[ω0]−D1[ω1].
By regularity condition, the expected dimension of simple K-holomorphic
spheres representing class A is given by
ind(A) = 2(n− 2)− 6 + 2c1(T (V0 ∩ V1))(A)
= 2n− 10 + 2c1(TX|V0∩V1)(A)− 2D0ω0(A)− PD[V1](A)︸ ︷︷ ︸
=D1ω1(A)>0
≤ 2n− 10 + 2(c1(TX|V0∩V1)(A)−D0ω0(A))
≤ 2n− 10 + 2(D∗ −D0)ω0(A).
The last inequality follows from Lemma 3.27 (with D∗ = D∗(ω0, J0, θ0)) and
c1(TX)(A) = c1(TX|V0∩V1)(A) for any A represented by a K-holomorphic
curve lying in V0 ∩ V1.
Now, observe that ω0(A) ≥ 1 for A 6= 0. Then D0 > max{D∗, D∗ + n − 5}
would imply ind(A) < 0 and hence together with the regularity assumption
the claim follows. unionsq
Remark 3.32. Observe that the lower bound for the degree of V0 does not
depend on V1, as long as J (M,V0 ∪ V1, J, θ0) 6= ∅.
We fix constants 0 < θ2 < θ1 < θ0 < 1, η > 0, such that (everything
measured wrt. (ω0, J0))
∠m(V0, V1) ≥ η and θ(Vi, ω0, J0) < θ2 for i = 1, 2
and the space (of ω0-tame almost complex structures) J (M,V0∩V1) contains
a nonempty open subspace J (M,V0∪V1, J0, θ1), whose any two elements can
be connected in the space J (M,V0 ∪ V1, J0, θ0). Recall that PD[V0] = D0[ω0]
and PD[V1] = D1[ω1] for integer classes [ω0], [ω1] ∈ H2(M,Z). We will see in
the last chapter that such a choice of constants exists. Next, we give slight
generalizations of the Definitions 8.15 and 8.19 from [CM07].
Definition 3.33. For the hypersurface V1 and fixed E > 0 we define
J ∗(M,V1, J0, θ1, E) ⊂ J (M,V1, J0, θ1)
to be the space of ω0-tame almost complex structures K, such that
1. all K-holomorphic spheres of energy at most E contained in V1 are con-
stant,
2. every non-constant K-holomorphic sphere of energy at most E in M in-
tersects V1 in at least 3 distinct points in the domain.
For the pair of hypersurfaces (V0, V1) and again a fixed E > 0 we set
J ∗(M,V0 ∪ V1, J0, θ1, E) ⊂ J (M,V0 ∪ V1, J0, θ1)
as the subset of those K, such that the following holds
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1. all K-holomorphic spheres of energy at most E contained in V0 ∪ V1 are
constant,
2. every non-constant K-holomorphic sphere of energy at most E in M in-
tersects each Vi in at least 3 distinct points in the domain for i = 1, 2.
Finally, we define the constant
D∗ = D∗(ω0, J0, E, θ0) := 2D∗(ω0, J0, θ0)E + 2n.
The following statement is a direct analog of Corollaries 8.16 and 8.20.
Proofs easily carry over to our situation.
Lemma 3.34. Fix an energy level E > 0. Consider a hypersurface V1 as above
and assume D1 > D
∗ = D∗(ω0, J0, E). Then the spaces J ∗(M,V1, J0, θ1, E′)
are open and dense in J (M,V1, J0, θ1) for all 0 < E′ ≤ E. Moreover,
any two elements in J ∗(M,V1, J0, θ1, E′) can be connected by a path in
J ∗(M,V1, J0, θ2, E′).
For a pair of hypersurfaces V0, V1 the assumption Di > D
∗ = D∗(ω0, J0, E)
implies that the spaces J ∗(M,V0 ∩ V1, J0, θ1, E′) are open and dense in
J (M,V0 ∩ V1, J0, θ1) for all 0 < E′ ≤ E. Furthermore, any two elements
from J ∗(M,V0 ∩ V1, J0, θ2, E′) can be connected by a path in J ∗(M,V0 ∩
V1, J0, θ2, E
′).
Proof. We start with a single hypersurface V1.
Openness. Assume there exists for some K ∈ J ∗(M,V1, J0, θ1, E′) a se-
quence Kν ∈ J (M,V1, J0, θ1) of non-constant Kν-holomorphic spheres of
energy at most E′ in V1 with Kν → K. Hence, Gromov compactness would
imply existence of a non-constant K-holomorphic sphere of energy at most
E′ < E, contradicting condition (1) in the Definition 3.33. So this condition
is open.
Now, assume the existence of a sequence Kν ∈ J (M,V1, J0, θ1) converging to
a K ∈ J ∗(M,V1, J0, θ1, E′) not satisfying the condition (2) from Definition
3.33. So, there exists a sequence of Kν-holomorphic spheres of energy at most
E′ intersecting V1 in at most 2 points. Again, Gromov compactness yields a
non-constant K-holomorphic curve intersecting V1 in at most 2 points, hence
a contradiction. This shows that condition (2) is also open.
Density. The argument is literally the same as in [CM07]. The main point
is that the set of all K ∈ J (M,V1, J0, θ1) satisfying the regularity condi-
tion R(M,ω0, V0,K,E,D∗E + n) is actually dense. Indeed, the first point
follows from Theorem 3.1.5 from [MS04] and the second from Proposition 6.9
in [CM07]. Observe that, once the regularity condition is satisfied, the fact
that V1 is not Poincare´ dual to a multiple of ω0, plays no role.
Connectedness. Given K0,K1 ∈ J ∗(M,V1, J0, θ2, E′), Lemma 2.15 implies
that they can be connected by a path Kt ∈ J (M,V1, J0, θ1) for t ∈ [0, 1].
Again as in [CM07] we can achieve the regularity condition by arbitrary small
perturbation of the path, say K ′t, such that K
′
i is arbitrary close to Ki for
i = 1, 2 (so K ′t ∈ J ∗(M,V1, J0, θ1, E′)). So, openness of J ∗(M,V1, J0, θ1, E′)
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implies that K0 and K1 can be connected by a path in J ∗(M,V1, J0, θ1, E′).
The situation of the pair V0, V1 is analogous to that in Corollary 8.20 in
[CM07]. The only difference is that we, according to Lemma 3.31, have to
rule out non-constant spheres in V0 ∩ V1. unionsq
Hence, we arrive at the following definitions for perturbation spaces con-
sisting of coherent tame almost complex structures required in the last chap-
ter.
Definition 3.35 (cf. Definition 9.9 in [CM07]). Fix l ≥ 3, consider Jl+1
the set of coherent almost complex structures from Section 3.2 and define
Jl+1(M,V0 ∪ V1, J0, θ1) := {K ∈ Jl+1
∣∣K(ζ) ∈ J (M,V0 ∪ V1, J0, θ1) ∀ζ ∈ M¯l+1,
K(ζ)|V0∪V1 is independent of ζ } .
For θ2 < θ1 and E > 0 a subset B ⊂ J ∗(M,V0 ∪ V1, J0, θ1, E) is called θ2-
contractible if it is contractible to a point lying in J ∗(M,V0 ∪ V1, J0, θ2, E).
Using this define
J ∗l+1(M,V0 ∪ V1, J0, θ1, θ2, E) := {K ∈ Jl+1
∣∣K(ζ) ∈ B ∀ζ ∈ M¯l+1,
B ⊂ J ∗(M,V0 ∪ V1, J0, θ1, E) θ2-contractible,
K(ζ)|V0∪V1 is independent of ζ } .
Note that by Corollary 2.16 we can define for 0 ≤ θ1 < 12
J ∗l+1(M,V0 ∪ V1, J0, θ1, E) := J ∗l+1(M,V0 ∪ V1, J0, θ1,
2
5
θ1, E).
This combined with Lemma 3.34 implies
Lemma 3.36. For fixed l ≥ 3 and E > 0 the subset
J ∗l+1(M,V0 ∪ V1, J0, θ1, E) ⊂ Jl+1(M,V0 ∪ V1, J0, θ1)
is nonempty and open.
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4.1 Moduli spaces and Donaldson pairs
In this section we recollect definitions and theorems from [CM07] needed
later on. We consider a symplectic manifold (M,ω) with [ω] ∈ H2(M,Z)
and dimRM = 2n ≥ 4.
Denote by M¯l the Deligne-Mumford space of stable genus zero curves with
l marked points. Let pil : M¯l+k → M¯l be the projection that forgets first k
marked points. For a symplectic hypersurface V ⊂M we define the space
Mk+l(A,K, V ) :=
{
(z1, .., zk+l, f) | f ∈ C∞(S2,M), [f ] = A,
f is pi∗lK-holomorphic, zi ∈ S2 pairwise distinct and
φ(zk+1), . . . , φ(zl) ∈ V
}/
Aut(S2),
for a fixed A ∈ H2(M,Z), V ⊂ M symplectic hypersurface and K ∈
Jl+1(M,V, J, θ).
Let T be a (k + l)-labelled l-stable tree (cf. Chapter 3), and Aα ∈ H2(M,Z)
for vertices α ∈ T . Define the space
MT ({Aα},K, V ) :=
{
(z, f) | (z, f) nodal map modelled over l-stable
weighted tree (T, {Aα}), f is pi∗lK-holomorphic, i.e.
(z, f) ∈MT ({Aα},K) and the last l marked points:
fαk+1(zαk+1), . . . , fαk+l(zαk+l) ∈ V
}
.
Definition 4.1. Fix an energy level E > 0 and constants 0 < Θ2 < Θ1 <
Θ0 < 1. A Donaldson pair of degree D > 0 is a tuple (V, J) with J ∈ Jc(ω)
and an ω-symplectic hypersurface V ⊂M , such that the following holds
• PD([V ]) = D[ω] and D > D∗(ω, J,E,Θ0) (degree assumption)
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• θ(V ) = θ(V, J, ω) < Θ2 (smallness of the Ka¨hler angle)
• The space J (M,V, J,Θ1) is nonempty and any two elements from it can
be connected by a path lying in J (M,V, J,Θ0).
Remark 4.2. Existence of such pairs follows from the Donaldson hypersurface
theorem combined with results from sections 3.7 and 2.1 (see end of this
chapter). Although energy E was not in the original definition from [CM07],
we included it here in order to match our general construction. In the case of
only one hypersurface (Poincare´ dual to D[ω]) one can indeed take E = ω(A),
obtaining identical statements.
Observe that for l := Dω(A) for any A ∈ H2(M,Z) with ω(A) ≤ E as-
sumption D ≥ D∗ implies that the space J ∗l+1(M,V, J,Θ1, E) is nonempty.
Note that l is the intersection number of V and A, since Dω(A) =
∫
A
Dω =∫
A
PD[V ].
Theorem 4.3 (cf. Theorem 1.1 in [CM07]). Fix an energy level E > 0.
Then for any Donaldson pair (V, J) of degree D and integer multiples l ≥ 3 of
D there exist nonempty sets J regl+1(M,V, J,Θ1) ⊂ Jl+1(M,V, J,Θ1), such that
for any K ∈ J regl+1(M,V, J,Θ1) the following holds.
Consider A ∈ H2(M,Z) with l = Dω(A) and ω(A) ≤ E. For k ≥ 3 let T be an
(k+ l) labelled l-stable tree with Aα ∈ H2(M,Z) for α ∈ T , such that
∑
Aα =
A and every ghost tree contains at most one of the last l marked points. Then
the moduli space MT ({Aα},K, V ) is a smooth manifold of dimension
dimRMT ({Aα},K, V ) = 2 (n− 3 + k + c1(A)− e(T )) .
Proof. For the proof we refer to pp. 96-97 (Section 9) of [CM07]. Note
that the difference is just of formal nature. The original proof uses the
spaces J ∗(M,V, J,Θ1, El) with El := l/D = ω(A). We are using the spaces
J ∗(M,V, J,Θ1, E) with El < E instead, which are still open and dense by
Lemma 3.34 and our (stronger) assumption D ≥ D∗(ω, J,Θ0, E). unionsq
The key step in establishing Gromov-Witten invariants is to show that the
evaluation map
evk :Mk+l(A,K, V ) −→Mk
that evaluates first k marked points forms a pseudocycle. See Appendix A.2
for details on pseudocycles.
Theorem 4.4 (cf. Theorem 1.2 in [CM07]). Fix an energy level E > 0.
Given a Donaldson pair (V, J). Then for any k ≥ 1 the evaluation map evk :
Mk+l(A,K, V ) −→Mk forms a pseudocycle evk(A, J, V,K) of real dimension
2(n− 3 + k + c1(A)) =: 2d.
Proof. We only sketch the proof here, see pp. 97-98 (Section 9) of [CM07]
for details. The first issue is to show that l-stability is preserved by Gromov
convergence.
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Assume that the sequence (zj , f j) ∈Mk+l(A,K, V ) converges to a stable map
(z, f), such that z is not l-stable. By Gromov compactness (see Section 3.5)
f is Kpil(z)-holomorphic. The assumption implies that there is a non-constant
component fα : Sα → M with the domain Sα containing an intersection
point with V , which is neither a node nor one of the last l points. Gromov
convergence implies the same statement for f j for large j. Hence, one gets
[V ] · [f j ] > [V ] · A =: l, which is a contradiction, since [f j ] = A (homology
class is preserved by Gromov convergence).
It follows from Theorem 4.3 that for any stable tree T (with e(T ) > 0) the
associated space MT ({Aα},K, V ) has at least codimension 2 in the space
Mk+l(A,K, V ), if any ghost tree T ′ ⊂ T contains at most one of the last l
marked points.
If the ghost tree T ′ has more than one vertex, the statement follows immedi-
ately from Proposition 3.24. The case |T ′| = 1 occurs if Aα 6= 0 for exactly
one vertex α, but by assumption that two of the last marked points belong to
T ′, imply the intersection number of fα with V is at least 2, leading again to
a strata of codimension at least 2 (see p. 98 of [CM07]). unionsq
It was shown (see Theorem 1.3 in [CM07]) that up to a rational cobordism
the pseudocycle 1l!ev
k(A, J, V,K) does not depend on a particular choice of
the perturbation K and the Donaldson pair (V, J).
The following is actually not needed for the proof of the main result.
However, considerations from Section 3.7 allow us to show analogous results
as above for a more general version of a Donaldson pair.
Definition 4.5. Fix an energy level E > 0 and constants 0 < Θ2 < Θ1 <
Θ0 < 1. A (generalized) Donaldson pair of degree D > 0 is a tuple (V, J)
with J ∈ Jc(ω) and an ω-symplectic hypersurface V ⊂ M , such that the
following holds
• PD([V ]) = D[ω′] with ω′ a symplectic form and [ω′] ∈ H2(M,Z)
• D > D∗(ω, J,E,Θ0)
• θ(V ) = θ(V, J, ω) < Θ2
• The space J (M,V, J,Θ1) is nonempty and any two elements from it can
be connected by a path lying in J (M,V, J,Θ0)
• J (M,V, J,Θ0) =: J (M,V, ω, J,Θ0) ⊂ Jτ (M,ω′).
The generalization of Theorems 4.3 and 4.4 to such a pair is straightforward.
Once one assumes for any A ∈ H2(M,Z) that max{ω(A), ω′(A)} < E and
sets l = Dω′(A), the proofs become identical, since the condition D ≥ D∗
insures that the corresponding perturbation spaces are open and dense in
J (M,V, J,Θ0). One also could take arguments from the next section for the
case V0 = ∅.
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4.2 Moduli spaces and Donaldson quadruples
In this section we sligthly extend the notion of Donaldson quadruple in-
troduced in [CM07] (cf. Definition 9.7, p. 99). In order to keep track of
different symplectic structures, we fix a symplectic manifold (M,ω0) with
[ω0] ∈ H2(M,Z).
Definition 4.6. Fix an energy level E > 0 and constants 0 < Θ3 < Θ2 <
Θ1 < Θ0 < 1, 0 < η. A Donaldson quadruple of bi-degree D0, D1 > 0
consists of J0 ∈ Jc(ω) and ω0-symplectic hypersurfaces V0, V1 ⊂M , such that
following conditions hold
• ∠m(V0, V1) ≥ η
• PD([V0]) = D0[ω0]
• PD([V1]) = D1[ω1] with ω1 a symplectic structure and [ω1] ∈ H2(M,Z)
• min(D0, D1) ≥ max{D∗(ω0, J0, E,Θ0), D∗(ω1, J1, E,Θ0)} for J1 ∈ Jc(ω1)
with1 ‖J0 − J1‖0 ≤ Θ3
• θ(Vi) = θ(Vi, J0, ω0) < Θ3 for i = 0, 1
• The space J (M,V0 ∪ V1, J0, Θ2) is nonempty and any two elements from
it can be connected by a path lying in J (M,V0 ∪ V1, J0, Θ1)
• J (M,V0 ∪ V1, J0, Θ0) =: J (M,V0 ∪ V1, ω0, J0, Θ0) ⊂ Jτ (M,ω1).
Remark 4.7. Taking ω1 = ω0 and J0 = J1 yields (up to E-dependency) the
original definition. In that case the last condition is empty.
Existence of quadruples as defined above is shown at the end of the chapter.
The definition might look asymmetric concerning V0, V1, since we measure
anything wrt. (ω0, J0). A symmetric version (with PD([Vi]) = Di[ωi] for i =
1, 2) is possible, but is not needed, since by assumption on degrees D1 it
follows that for a J1 ∈ Jc(ω1) with ‖J0 − J1‖0 ≤ Θ3 the tuple (V1, J1) is a
Donaldson pair wrt. symplectic form ω1 and a slightly smaller Θ1.
In analogy to the previous section we define moduli space associated to a
pair of symplectic hypersurfaces V0, V1 ⊂M .
Definition 4.8. Fix k, l0, l1 > 0, A ∈ H2(M,Z), and denote z ∈ M¯k+l0+l1+1
via and K ∈ Jτ (M,ω) let
Mk+l0+l1(A,K, V0 ∪ V1) :=
{
(f,z0, . . . , zk+l0+l1)
∣∣f : S2 →M, ∂¯Kf = 0,
[f ] = A, zi ∈ S2 pairwise distinct;
f(zk+1), . . . , f(zk+l0) ∈ V0;
f(zk+l0+1), . . . , f(zk+l0+l1) ∈ V1
}
/Aut(S2).
Denote by M¯k+l0+l1+1 the Deligne-Mumford space. For I ⊂ {k + 1, . . . , k +
l0 + l1} let piI : M¯k+l0+l1+1 −→ M¯|I|+1 be the standard projection that forgets
1We denote by ‖·‖i the norm induced by (ωi, Ji) for i = 0, 1.
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marked points outside I and stabilizes. Given an I-stable (k+ l0 + l1)-labelled
tree T , Aα ∈ H2(M,Z) with α ∈ T and
∑
Aα = A. We define
1
MT ({Aα},K, V0 ∪ V1) := { (z, f) ∈MT ({Aα},K)
∣∣
fαk+1(zk+1), . . . , fαk+l0 (zk+l0) ∈ V0,
fαk+l0+1(zk+l0+1), . . . , fαk+l0+l1 (zk+l0+l1) ∈ V1 } .
The next theorem is a transversality result for J-holomorphic spheres to a
Donaldson quadruple. It extends Theorem 9.8 from [CM07] to our definition
of the Donaldson quadruple.
Theorem 4.9. Fix an energy level E > 0. Given a Donaldson quadruple
(ω0, J0, V0, V1). For any fixed A ∈ H2(M,Z) with ω0(A) > 0 and
max{ω0(A), ω1(A)} ≤ E,
let l0 := deg(V0)ω0(A) and let l1 := deg(V1)ω1(A). For any l¯ ≥ 3 there exist
nonempty sets
J reg
l¯+1
(M,V0 ∪ V1, J0, Θ1, E) ⊂ Jl¯+1(M,V0 ∪ V1, J0, Θ1)
with the following property. Fix k ≥ 0, a subset I ⊂ {k+ 1, . . . , k+ l0 + l1} of
length |I| ≥ max (3,min (l0, l1)), and an I-stable (k + l0 + l1)-labelled tree T .
Take classes Aα ∈ H2(M,Z) for α ∈ T with
∑
Aα = A and assume that any
ghost tree in (T, {Aα}) contains at most one of the last l0 + l1 marked points.
Then for any K ∈ J reg|I|+1(M,V0 ∪ V1, J0, Θ1, E) the moduli space
MT ({Aα},K, V0 ∪ V1) is a smooth manifold of real dimension
dimRMT ({Aα},K, V0 ∪ V1) = 2 (n− 3 + k + c1(A)− e(T )) .
Proof. First, we set E′ := max(ω0(A), ω1(A)). Then it follows from Lemma
3.34 that the subset of ω-tame almost complex structures
J ∗(M,V0 ∪ V1, J,Θ1, E) ⊂ J (M,V0 ∪ V1, J,Θ1)
is open and dense, moreover by Lemma 3.36 it follows that the subset of
coherent ω-tame almost complex structures
J ∗|I|+1(M,V0 ∪ V1, J,Θ1, E) ⊂ J|I|+1(M,V0 ∪ V1, J,Θ1)
is nonempty and open. Now, fix I as above and recall that
piI : M¯k+l0+l1+1 −→ M¯|I|+1
1See Section 3.4 for the definition of the space MT ({Aα},K).
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is the projection given by forgetting marked points outside of I and sta-
bilizing. Note that for a given K ∈ J ∗|I|+1(M,V0 ∪ V1, J,Θ1, E) a curve
f : S2 → M is called K-holomorphic, if ∂¯pi∗IKf = 0. So, for a fixed I-
stable tree T and classes {Aα} as above take K ∈ J ∗|I|+1(M,V0 ∪V1, J,Θ1, E)
and consider the moduli space of stable maps modelled over (T, {Aα}), i.e.
the space MT ({Aα},K, V0 ∪ V1). It follows by Lemma 3.34 that any non-
constant component (z, f) ∈ MT ({Aα},K, V0 ∪ V1) intersects the comple-
ment M − (V0 ∪ V1), since ω0(Aα) ≤ E′ (and ω1(Aα) ≤ E′) for any α. Hence,
for any K ∈ J ∗(M,V0 ∪ V1, J0, Θ1, E) Proposition 3.24 yields the Baire set
J reg|I|+1(M − V0 ∪ V1, {V0, V1},K) ⊂ J|I|+1(M − V0 ∪ V1) with k replaced by
k + l0 + l1. Then define
J reg|I|+1(M,V0 ∪ V1, J0, Θ1, E′) :=
⋃
K∈J ∗(M,V0∪V1,J0,Θ1,E′)[
J reg|I|+1(M − V0 ∪ V1, {V0, V1}, J0) ∩ J|I|+1(M,V0 ∪ V1, J0, Θ1, E′)
]
.
Then, for any K ∈ J reg|I|+1(M,V0 ∪ V1, J0, Θ1, E) and any I-stable tree T as
above, Proposition 3.24 implies that the space MT ({Aα},K, V0 ∪ V1) is a
smooth manifold of dimension
dimRMT ({Aα},K, V0 ∪ V1) = 2n− 6 + 2c1(A) + 2(k + l0 + l1)− 2e(T )
− l0(2n− dimR(V0))− l1(2n− dimR(V1))
= 2 (n− 3 + c1(A) + k − e(T )) .
unionsq
The next statement is a compactness result. It shows that in our special
situation the space of domain stable maps is actually compact. It is basically
the statement of Proposition 9.10 in [CM07] for the case ω0 6= ω1.
Theorem 4.10. Fix an energy level E > 0 and a Donaldson quadruple
(ω0, J0, V0, V1). For A ∈ H2(M,Z) assume max{ω0(A), ω1(A)} ≤ E and set
l0 := deg(V0)ω0(A), l0 := deg(D0)ω0(A). For k ≥ 0 take a subset
I ⊂ {k + 1, . . . , k + l0 + l1} with {k + 1, . . . , k + l0} ⊂ I
and fix K ∈ J ∗|I|+1(M,V0 ∪ V1, J0, θ1).
Assume that a sequence of K-holomorphic spheres fν ∈Mk+l0+l1(A,K, V0 ∪
V1) has a Gromov-limit - the stable map (f , z). Then the underlying nodal
curve z is I-stable.
Moreover, the same statement holds if {k + l0 + 1, . . . , k + l0 + l1} ⊂ I.
Proof. The proof is very similar to the proof of Proposition 9.10 in [CM07].
Assume that z is not I-stable, i.e. there is a non-constant component of (f , z),
say (fα, Sα), such that Sα contains at most two special points, ignoring points
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from I.
By compactness (see Section 3.5) it follows that f is KpiI(z)-holomorphic. Re-
call that piI removes marked points not contained in I and stabilizes, hence the
image of piI(Sα) is a point. So there exists a Kα ∈ J ∗(M,V0 ∪ V1, J0, θ1, E),
such that ∂¯Kαfα = 0 and Kα does not depend on the points of Sα.
Since fα is non-constant, Lemma 3.34 implies that fα(Sα) 6⊂ V0 ∪ V1 and
fα(Sα) intersects each V0 and V1 in at least three distinct points in the do-
main. Hence, there exist extra intersection points, say x0 ∈ V0 and (in the
second case) x1 ∈ V1, which are neither nodes nor marked points contained
in {k + 1, . . . , k + l0} resp. {k + l0 + 1, . . . , k + l0 + l1}.
Since the intersection number does not change under small perturbations (cf.
Section 3.6), for sufficiently large ν such intersection points occur for fν , say
xν0 and x
ν
1 . Observe that f
ν is by definition a K-holomorphic curve with dis-
tinct marked points, and that the Proposition 3.26 implies that each marked
point from {k+ 1, . . . , k+ l0} resp. {k+ l0 + 1, . . . , k+ l0 + l1} contributes to
the intersection number by at least 1.
Hence, existence of extra intersection points (after choosing ν sufficiently
large) xν0 and x
ν
1 would imply
[V0] · [fν ] > l0 = [V0] ·A and [V1] · [fν ] > l1 = [V1] ·A,
which is a contradiction to the assumption [fν ] = A. unionsq
The next theorem is an analog of Proposition 9.11 and Theorem 9.12
from [CM07], adapted to our definition of a Donaldson quadruple. Again,
most arguments carry over, however, we give a detailed proof for the sake of
completeness.
Theorem 4.11. Fix an energy level E > 0, consider a Donaldson quadruple
(ω0, J0,V0,V1). Fix A ∈ H2(M,Z) with ω0(A) > 0 and max{ω0(A), ω1(A)} ≤
E. Set l0 := deg(V0)ω0(A) and l1 := deg(V1)ω1(A), then for any k ≥ 1 and
any K ∈ J reg|I|+1(M,V0 ∪ V1, J0, Θ1, E), the evaluation map that evaluates first
k-marked points
evk :Mk+l0+l1(A,K, V0 ∪ V1) −→ Xk
defines a pseudocycle of real dimension d := 2(n− 3 + k + c1(A)).
Proof. We start with computing the dimension of the strata.
(I) Consider an I-stable (k + l0 + l1)-labelled tree T with e(T ) > 0 and
fix a decomposition
∑
αAα = A with α ∈ T .
(I.A) If any ghost tree in T contains at most one of the middle l0 or last
l1 points, then we are exactly in the situation of Theorem 4.9, i.e. the corre-
sponding moduli space is a smooth manifold of dimension
dimRMT ({Aα},K, V0 ∪ V1) = 2(n− 3 + k + c1(A))− 2e(T ) ≤ d− 2.
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Recall that the reduced index set R is a subset of k + l0 + l1 marked points,
which contains only one marked point (of maximal index) per ghost tree and
all other marked points on non-constant components. Denote by TR := piR(T )
the stable tree corresponding to the reduced index set R.
Since K ∈ J reg|I|+1(M,V0 ∪ V1, J0, θ1, E), the second statement in Proposition
3.24 implies that the evaluation map evk factors through the smooth manifold
M∗TR({Aα},K, {(M,k), (V0, l0), (V1, l1)}).
Now, assume the contrary of (I.A) - that there is a ghost tree T ′ ⊂ T that
contains at least two of the last l0 + l1 marked points.
(I.B) If e(TR) > 0, then the dimension formula in Proposition 3.24 implies
that the corresponding moduli space has the (real) dimension d−e(TR) ≤ d−2.
(I.C) Consider the case e(TR) = 0, i.e. all other components of (T, {Aα})
are ghost components, except one, say Aα′ 6= 0. So this component contains,
by assumption, at least two of the last l0 + l1 marked points. Consider the
following three subcases:
(I.C.1) Assume that the ghost tree T ′ contains two of the middle l0 marked
points, say zl and zl′ . Let zα0i be the special point at the node where the
ghost tree T ′ is attached to the (only) non-constant component α0. Using
Proposition 3.26 we get a lower bound for the local intersection number at
zαi:
ι(f , V0, zαi) ≥ ι(f , V0, zl) + ι(f , V0, z′l) ≥ 2,
i.e. the tangency order of f to V0 is at least 1 in at least one intersection point.
Consider the following collection
C := {(V0, v0), . . . , (V0, vl0−1), (V1, vl0), . . . , (V1, vl0+l1)} ,
with vi ≥ −1 the corresponding orders of tangency at the last l0 + l1 marked
points. Above discussion implies that at least for one 0 ≤ j ≤ l0 − 1 we have
vj ≥ 1. Now, we are in the situation of the second case of the Proposition 3.24,
i.e. the moduli spaceM∗T (Aα0 ,K,C) is a smooth manifold and the evaluation
map factors through a smooth manifold of dimension (note, that |R| ≤ k)
dimRM∗|R|(Aα0 ,K,C) = 2n− 6 + 2c1(Aα0) + 2|R| − 2
∑
i∈R
vi
≤ 2n− 6 + 2c1(A) + 2k − 2 = d− 2.
(I.C.2) The case where T ′ contains two of the last l1 points is similar to
(I.C.1), since Proposition 3.26 applies also for intersections with V1.
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(I.C.3) The last case occurs if the ghost tree T ′ contains one of the middle
l0 points and one from the last l1 points. Geometrically this implies that the
ghost tree T ′ is attached to the point zαj which is mapped to the intersection
V0 ∩ V1. Consider the collection C := {Zi} given by
Zi :=

V0 k + 1 ≤ i ≤ k + l0 and i 6= j
V1 k + l0 + 1 ≤ i ≤ k + l0 + l1 and i 6= j
V0 ∩ V1 i = j,
then the first case of Proposition 3.24 implies that the corresponding evalua-
tion map evk factors through a smooth manifold of dimension
dimRM∗|R|(Aα0 ,K,C) ≤ 2n− 6 + 2c1(Aα0) + 2|R| −
∑
i∈R
2
≤ 2n− 6 + 2c1(A) + 2k − 2 = d− 2.
Hence, we have shown that for a tree T with e(T ) > 0 the correspond-
ing moduli space has codimension 2 with respect to the dimension of the top
stratum Mk+l0+l1(A,K, V0 ∪ V1).
(II) Now observe that Theorem 4.10 implies that the closure of the mod-
uli spaceMk+l0+l1(A,K, V0 ∪V1) consists of stable maps (f , z), such that the
underlying curve z is I-stable. Hence, strata considered in (I) form a compact-
ification, and since all of them, after evaluating at the first k points, factor
through smooth manifolds of codimension at least 2, it follows by definition
that the evaluation map evk :Mk+l0+l1(A,K, V0 ∪ V1)→Mk defines a pseu-
docycle.
unionsq
4.3 Rational cobordisms for Donaldson quadruples
In this section we fix an energy level E > 0, constants 0 < Θ3 < Θ2 < Θ1 <
Θ1 < Θ0 < 1 and η > 0 as in the previous section. We consider Donaldson
quadruple (ω0, J0, V0, V1) bi-degree (D0, D1).
For a given I ⊂ {1, .., l0 + l1} with |I| ≥ 3 recall that the map piI :
Ml0+l1+1 → M|I|+1 is given by forgetting marked points outside the set
I ∪ {0} and stabilizing. For I = {1, . . . , l0} we set pil0 := piI .
Lemma 4.12. Given a Donaldson pair as above and I = {1, . . . , l0}. Then
for any l0, l1 ≥ 0 with E ≥ max{l0/D0, l1/D1} and any K ∈ J regl0+1(M,V0 ∪
V1, J0, Θ1, E) (the space from Theorem 4.9) we have
1. K ∈ J regl0+1(M,V0, J0, Θ1, E).
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2. pi∗l0K ∈ J regl0+l1+1(M,V0 ∪ V1, J0, Θ1, E).
Analogous statement holds in the case I = {l0 + 1, . . . , l0 + l1}.
Proof. First we observe the following inclusions for energy E > 0:
J (M,V0 ∪ V1, J0, Θ1) ⊂ J (M,V0, J0, Θ1)
open ∪ dense open ∪ dense
J ∗(M,V0 ∪ V1, J0, Θ1, E) ⊂ J ∗(M,V0, J0, Θ1, E).
The upper relation follows directly from the definition. The inclusions on the
left and right side are open and dense by the degree condition (D1, D0 ≥ D∗)
of the Donaldson quadruple. The lower inclusion follows, since by definition
for any K ′ ∈ J ∗(M,V0 ∪ V1, J0, θ1, E) all K ′-holomorphic spheres in V0 ∪ V1
of energy below E are constant and all non-constant K ′-holomorphic spheres
of energy below E intersect each V0 and V1 in at least 3 distinct points in the
domain. Hence, omitting V1 yields the lower inclusion.
Since K ∈ J regl0+1(M,V0 ∪ V1, J0, θ1), by definition there exists a
J¯0 ∈ J ∗(M,V0 ∪ V1, J0, Θ0, E), such that
K ∈ J regl0+1(M−V0∪V1, {V0, V1, V0∩V1}, J¯0, Θ1)∩J ∗l0+1(M,V0∪V1, J¯0, Θ0, E).
Lemma 3.10 implies that the map pil0 induces a map on coherent almost
complex structures pi∗l0 : Jl0+1 → Jl0+l1+1, hence pi∗l0K ∈ J ∗l0+l1+1(M,V0 ∪
V1, J¯0, Θ0, E). Finally, it follows from Proposition 3.24 that pi
∗
l0
K ∈ J regl0+l1+1(M−
V0∪V1, {V0, V1, V0∩V1}, J¯0, Θ1). This implies the second statement. Proof for
the statement in the case I = {l0 + 1, ..., l0 + l1} follows, if one starts with V1
instead of V0. unionsq
Same arguments (i.e. a choice of a smooth path Kt ∈ J ∗l0+l1+1(M,V0 ∪
V1, J0, Θ1, E)) as in the proof of Proposition 10.2 from [CM07] yields inde-
pendence of a perturbation, hence we have
Lemma 4.13. For a Donaldson quadruple as above, A ∈ H2(M,Z) with
max{ω0(A), ω1(A)} ≤ E. Set l0 = D0ω0(A) and l1 = D1ω1(A). Then for
any K0,K1 ∈ J regl0+l1+1(M,V0 ∪ V1, J0, Θ1, E) the pseudocycles
evk :Mk+l0+l1(A,Ki, V0 ∪ V1) −→Mk for i = 0, 1
are cobordant for any k ≥ 0.
Hence, we will denote the pseudocycle given by above mentioned map evk
as evk(A, V0, V1, J0). Since an analogous statement for the Donaldson pair
(V0, J0) was shown in [CM07], we denote a pseudocycle associated to it by
evk(A, V0, J0). Recall that Proposition 10.4 in [CM07] implies the existence of
a rational cobordism evk(A, V0, J0) ∼ evk(A, V0, J ′0) for any J0, J ′0 ∈ Jc(ω0).
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Finally, we get an analog of Proposition 10.3 from [CM07]. The main difference
is again that our definition of the Donaldson quadruple is slightly more general
and that we actually fix an energy level.
Proposition 4.14. Donaldson quadruple as above, A ∈ H2(M,Z) with
max{ω0(A), ω1(A)} ≤ E. Set l0 = D0ω0(A) and l1 = D1ω1(A). Assume that
there exists1 a J1 ∈ Jc(ω1), such that we have a pseudocycle evk(A, V1, J1)
associated to the Donalson pair (V1, J1). Moreover, assume that there exists a
Θ′1 > 0, such that the intersection J regl1+1(A, V0 ∪V1, J1, Θ′1, E)∩J
reg
l1+1
(A, V0 ∪
V1, J0, Θ1, E) is nonempty
2.
Then for any k ≥ 0 we have rational cobordisms of pseudocycles
1
l0!
evk(A, V0, J0) ∼ 1
(l0l1)!
evk(A, V0, V1, J0) ∼ 1
l1!
evk(A, V1, J1).
Proof. Fix a perturbation K ∈ J regl0+1(M,V0∪V1, J0, Θ1, E) provided by Theo-
rem 4.9. Then Lemma 4.12 implies that pi∗l0K ∈ J regl0+l1+1(M,V0∪V1, J0, Θ1, E)
and K ∈ J regl0+1(M,V0, J0, Θ1, E). Hence, we get two pseudocycles
evk :Ml0+l1+1(A, V0 ∪ V1, pi∗l0K)→Mk and evk :Ml0+1(A, V0,K)→Mk.
Forgetting the last l1 marked points, i.e. intersection points with V1 (such
points are pairwise distinct, since coincidence leads to tangency order and a
stratum of positive codimension - see Proposition 3.26) induces a covering
map of degree l1! and we have a commutative diagram of pseudocycles
Ml0+l1+1(A, V0 ∪ V1, pi∗l0K)
pil0- Ml0+1(A, V0,K)
Mk
evk
?
Id - Mk.
evk
?
Hence, above statements imply equality as currents (i.e. a rational cobordism):
evk(V0,K) ∼ 1
l1!
evk(V0, V1, pi
∗
l0K).
For the second cobordism take a perturbation
K ∈ J regl1+1(A, V0 ∪ V1, J1, Θ′1, E) ∩ J
reg
l1+1
(A, V0 ∪ V1, J0, Θ1, E)
and observe that Lemma 4.12 implies again that
pi∗l1K ∈ J regl0+l1+1(A, V0 ∪ V1, J1, Θ′1, E) and K ∈ J
reg
l1+1
(A, V1, J1, Θ
′
1, E),
so same reasoning as for V0 yields the full statement. unionsq
1Existence of such J1 is guaranteed in the proof of Theorem 4.21.
2In the proof of Theorem 4.21 such Θ′1 is an -small perturbation of Θ1 with
 Θ3.
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4.4 The irrational case
First, we recall some standard Hodge theory. Here we mainly follow the ex-
position in Chapter 6 from [War83]. Given two p-forms α, β ∈ Ωp(M) their
inner-product is given by 〈α, β〉 = ∫
M
α ∧ ∗β. With ∗-Hodge star associated
to the metric ω0(·, J0·). We denote the induced norm by ‖·‖L2 . The Hodge-
Laplacian is given by ∆ = δd+ dδ and we have
Theorem 4.15 (Hodge decomposition, cf. 6.8 in [War83]). For each
0 ≤ p ≤ 2n the space of harmonic p-forms Hp(M) = {α ∈ Ωp(M)|∆α = 0} is
finite dimensional and the space of all p-forms Ωp(M) decomposes into three
orthogonal direct summands:
Ωp(M) = Hp(M)⊕ d(Ωp−1(M))⊕ δ(Ωp+1(M)).
An immediate consequence of the Hodge decomposition is
Corollary 4.16 (cf. 6.11 in [War83]). For any given de Rham cohomology
class A ∈ HpDR(M,R) there is a unique harmonic representative α ∈ Ωp(M),
i.e. [α] = A and ∆α = 0. Moreover, α minimizes the norm within the class
A.
Proof. For the proof of the first statement see pp. 225−226 in [War83]. For the
second statement take any β ∈ Ωp(M) with [β] = A. Hodge decomposition
yields β = βH + βd + βδ with ∆βH = 0, βd exact and βδ co-exact. Since
[βH ] = A, uniqueness implies βH = α. So, ‖β‖L2 = ‖βH‖L2 + ‖βd‖L2 +
‖βδ‖L2 ≥ ‖α‖L2 . unionsq
Remark 4.17. Note that for any ω-compatible J and an associated Laplacian
∆ to the metric ω(·, J ·) we have ∆ω = 0. Since the Riemannian volume form
is 1n!ω
n, we have ∗ω = 1n−1ωn−1, hence d ∗ ω = 0 so ω and is harmonic.
Remark 4.18. At this point, one should point out that we rely on the choice of
a compatible almost complex structure J , since we are using standard Hodge
theory. Note that there exists a natural Hodge theory for symplectic manifolds.
One can define a purely symplectic analog of Hodge-∗ and δ := ∗d∗ and call a
form symplectic harmonic if it is d-closed and δ-closed. J.-L. Brylinski proved
in [Bry88] an analog of the uniqueness statement from Corollary 4.16 for
Ka¨hler manifolds. However, O. Mathieu proved in [Mat95] that uniqueness
holds if and only if the manifold has the strong Lefschetz property.
The outcome of Corollary 4.16 is that the Hodge map h : Hp(M,R) →
Ωp(M) mapping a given class to the unique harmonic representative is well-
defined and it induces a norm on HpDR(M,R) via ‖A‖ := ‖h(A)‖L2 for any
A ∈ HpDR(M,R).
Then, the next statement might be considered pretty pedantic, since it is
a sort of a technical folklore, but since it seems to be hard to find an exact
reference for it in literature, we give a proof of it here.
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Lemma 4.19. For any harmonic k-form α there exists a constant C =
C(n, k) > 0 such that ‖α‖ ≤ C ‖α‖L2 .
Proof. First, recall from Proposition 4.7 in [Mor01] that α∧∗β = 〈α, β〉 dvolM
with 〈·, ·〉 the induced by ω(·, J ·) scalar product on the space of k-forms. Next,
recall from Corollary 7.11 from [GT83]: There exists a constant C = C(n, p),
such that supx∈M |f(x)| =: ‖f‖ ≤ C ‖f‖p,2 for any p ≥ n. Here ‖·‖p,2 is the
(p, 2)-Sobolev norm for functions
‖f‖p,2 :=
∫
M
∑
|λ|≤p
|Dλf |2dvolM
 12 .
This norm induces the (p, 2)-Sobolev norm on forms. Now, since Hodge-
Laplacian is an elliptic operator of order 2 we have (cf. 6.29 in [War83]) for
some constant C ′ = C ′(n, p) > 0 and p ≥ 0
‖α‖p+2,2 ≤ C ′
(
‖∆α‖p,2 + ‖α‖p,2
)
.
Since α is harmonic, multiple application of previous inequality implies that
there exists a constant C ′′ = C ′′(p, n) > 0 for p ≥ 2, s.t ‖α‖p,2 ≤ C ′′ ‖α‖L2 .
Hence, we get for any p ≥ n and setting C˜ := CC ′′
sup
M
〈α, α〉 12 ≤ C ‖α‖p,2 ≤ C˜ ‖α‖L2 = C˜
(∫
M
〈α, α〉 dvolM
) 1
2
.
Now fix a base point x ∈ M and choose orthonormal basis (e1, ..., e2n) of
T ∗xM hence αx =
∑
I αIe
I with I an ordered index set of length |I| = k.
Then 〈α, α〉x =
∑
I α
2
I . On the other hand
sup
|v1|=1,...,|vk|=1
|αx(v1, . . . , vk)| ≤
∑
I
|αI ||eI(v1, . . . , vk)| ≤
∑
I
|αI |
≤
√(
2n
k
)√∑
I
|αI |2.
We conclude that, ‖α‖ ≤
√(
2n
k
)
C˜ ‖α‖L2 . unionsq
Lemma 4.20. There is an  = (J, ω) > 0, such that any form in the image
of the restriction h : B(, ω) ⊂ H2(M,R)→ Ω2(M) is symplectic.
Proof. Since the non-degeneracy condition is open and M is closed, we get an
δ > 0 such that for any form ω′ ∈ Ω2(M), ‖ω − ω′‖gJ < δ implies (ω′)n 6= 0.
Hence, the statement follows by continuity of the Hodge map h, since its image
contains only closed forms and h([ω]) = ω. unionsq
Finally, we can combine results from the current and previous chapters in
order to prove the main result of the thesis.
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Theorem 4.21. Given any symplectic form ω on M . There exists an open
neighbourhood of ω, say U ⊂ Ω2(M), such that for any pair of rational sym-
plectic forms ω1, ω2 ∈ U the corresponding pseudocycles evk(ω1) and evk(ω2)
are rationally cobordant, up to multiplication with a positive rational weight,
for any k ≥ 3.
Proof. Fix a homology class A ∈ H2(M,Z) with ω(A) > 0. Fix Θ0 < 1. Fix
an ω-compatible almost complex structure J ∈ Jc(ω).
(A) Take  > 0 from Lemma 4.20. Fix two classes A1, A2 ∈ H2(M,R) ∩
H2(M,Q), such that ‖A1 − [ω]‖J <  and ‖A2 − [ω]‖J < . Then it follows
that ω˜1 := h(A1) and ω˜2 := h(A2) are both (rational) symplectic forms, with h
denoting the Hodge map. Moreover, Lemma 4.19 implies that ‖ω˜1 − ω‖J < C
and ‖ω˜2 − ω‖J < C, for some constant C > 0, depending on ω and J .
Now, using Lemma 2.13, we can find an ω˜1-compatible almost complex struc-
ture J1 with ‖J − J1‖J < 3C. Now, ω˜1 and J1 induce another metric and
hence a norm which we denote by ‖·‖1. Moreover, Lemma 2.12 implies that
‖ω˜1 − ω˜2‖1 < 2 [(1 + C)(1 + 3C)]
1
2 < C1
2,
for a suitably chosen C1 > 0. Again, by Lemma 2.13 we can find a J2 ∈ Jc(ω2)
with the property
‖J1 − J2‖1 ≤ 3 ‖ω˜1 − ω˜2‖1 ≤ 3C12.
For simplicity we can say that the pairs (ω˜1, J1) and (ω˜2, J2) lie in an -
neighbourhood of (ω, J). Hence, Theorem 2.34 (Opshtein’s Theorem) and
Corollary 2.37 delivers a transversality parameter η = η(, ω, J), which does
not depend on the choice of the pairs (ω˜i, Ji). Note that we have J1 ∈ Jτ (ω2),
as long as 3C1
2 < 1 (cf. Lemma 2.5).
(B) For any given 0 < ρ <  step (A) delivers pairs (ω˜i, Ji), lying in a
ρ-neighbourhood of (ω, J). Now, let N be the smallest positive integer, such
that
[Nω˜1] ∈ H2(M,Z) and [Nω˜2] ∈ H2(M,Z).
Set ω1 := Nω˜1, ω2 := Nω˜2. Note that we still have J1 ∈ Jc(ω1) and J1 ∈
Jτ (ω2). Moreover, ‖ω1 − ω2‖ωi,Ji ≤ ρ. We set the energy level via
E := max{ω1(A), ω2(A)},
and recall the constant D∗ from Section 3.7 and set
D∗ := max{D∗(ω1, J1, E, θ0), D∗(ω2, J2, E, θ0)}.
(C) By Theorem 2.34 and Corollary 2.37 applied to the pairs (ω˜1, J1) and
(ω˜2, J2) there exist ω-symplectic hypersurfaces V0 and V1 satisfying
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• PD(V1) = D[ω1] and PD(V2) = D[ω2]
• Ka¨hler angles are bounded by θ(Vj) < CD−1/2 for j = 1, 2
• V1 intersects V2 transversely and their minimal angle is bounded from
below by ∠m(V1, V2) ≥ η
again, with constants η = η() from part (A) and C > 0 independent of D,
provided D is chosen1 sufficiently large. Above angles are measured wrt. a
rescaled metric induced by (J, ω), but since conformal change of the metric
does not affect angles, we can view them as measured by (ω, J). By increasing
D if necessary, we assume that
D ≥ D∗ and θ(Vj) ≤ Θ4 for j = 1, 2.
(D) Now, since ‖ω − ω˜1‖J ≤ ρ and ‖J − J1‖J ≤ ρ Lemma 2.14 implies for
the Ka¨hler angle θ1(·) measured wrt. (ω˜1, J1):
θ1(Vj) ≤ θ(Vj) + 2ρ1/4 ≤ Θ4 + 2ρ1/4 for j = 1, 2
and for the minimal angle ∠1m measured wrt. (ω˜1, J1):
∠1m(V1, V2) ≥ ∠m(V1, V2)− 2ρ1/4 ≥ η − 2ρ1/4.
Again, since conformal change of the metric does not affect angles, we regard
above angles as measured wrt. (ω1, J1).
(E) Observe that the constants ρ, Θ4 and η are mutually independent in
our construction. We proceed with a selection of constants (with Θ0 < 1
already fixed)
0 < Θ3 < Θ2 < Θ1 < Θ0 < 1
• Let Θ2 < 25Θ1 < 25Θ0, where the constant 2/5 comes from Corollaries 2.17
and 2.16.
• Let Θ3 < 4η−2ρ1/4 (Θ4 + 2ρ1/4), cf. assumption in Lemma 2.22.
Since η is fixed, we can choose ρ and Θ4, such that Θ3 < Θ2. Hence, we
have shown that (ω1, J1, V1, V2) defines a Donaldson quadruple. Note that
(ω1, J1, V1) and (ω2, J2, V2) are Donaldson Pairs, provided ρ was chosen suffi-
ciently small. Recall that such choice of constants implies that the space
J (M,V1 ∪ V2, J1, Θ1) = {K ∈ J (M,V1 ∩ V2) | ‖K − J1‖1 < Θ1}
is nonempty and that any two elements in it can be connected by a path lying
in the space J (M,V1 ∪ V2, J1, Θ0).
(F) Proposition 4.14 applied to (ω1, J1, V1, V2) yields a rational cobordism
of pseudocycles
1Here we use D instead of k, since we are talking about degrees of hypersurfaces
instead of twisting parameters of line bundles.
84 4. Moduli spaces and Donaldson hypersurfaces
1
l1!
evk(A, V1, ω1) ∼ 1
l2!
evk(A, V2, ω2)
for any k ≥ 3 with l1 := deg(V1)ω1(A) and l2 := deg(V2)ω2(A). Note that in
our case we have D = deg(V1) = deg(V2). Finally, since ωi is ω˜i multiplied by
N for j = 1, 2, it follows that pseudocylcles associated to (J1, ω˜1) and (J2, ω˜2)
are also rationally cobordant. unionsq
Remark 4.22. Clearly, one could try to substitute Opshtein’s theorem in steps
(A) and (C) by a combination of Theorem 1.13 and Proposition 2.3. Namely,
take (ω1, J1) and (ω2, J2) from the first part of step (A). Now, applying Theo-
rem 1.13 (Donaldson’s theorem) for the pair (ω2, J2) we get an ω2-symplectic
hypersurface V2 with PD(V2) = D2[ω2] for D2  0 with the Ka¨hler angle
(measured wrt. ω2 and J2) θ2(V2) < 2C
′D−1/22 =: θ
′
2. We can assume that
D2 > D∗ and θ′2 is sufficiently small. Lemma 2.14 implies that the Ka¨hler
angle of V2 measured wrt. the pair (ω1, J1) satisfies θ1(V2) < θ
′
2 +3C1
2 := θ2.
So, V2 is ω1-symplectic, provided D2  0 and  1. Note that the constant
C1 depends only on (ω, J).
Lemma 2.19 provides an J¯1 ∈ Jc(ω1), st.
∥∥J1 − J¯1∥∥1 < θ2 and J¯1TV2 ⊂ TV2.
Hence, applying Proposition 2.3 to (M,V2, ω1, J¯1) yields for any fixed η > 0
an ω1-symplectic hypersurface V1 satisfying
• PD(V1) = D1[ω1] for a D1  0
• Ka¨hler angle of V1 is given by θ(V1) < 2C ′′D−1/21 =: θ1
• V1 intersects V2 transversely and the minimal angle is ∠m(V1, V2) ≥ η.
Note that latter angles are measured wrt. the pair (ω1, J¯1). The problem
now is that η seems to depend on V2, which again depends on ω˜2. So, by
choosing perturbation parameter  small (which is necessary in order to make
θ(V2) small wrt. (ω1, J1)) there is no guarantee that η() is bounded from
below, hence the constant from Lemma 2.22 might become large, so that
no such Θ0 < 1 as in step (E) would exist. Hence, the perturbation space
J (M,V1 ∪ V2, J1, Θ0) would be empty, although both constructions seem to
produce similar geometric objects.
Previous discussion together with the proof of the preceeding theorem gives
rise to a natural question. Namely, how does the construction of a Donaldson
quadruple in the original setting work, since its existence is required in the
proof of Theorem 1.3 (independence of a Donaldson pair) in [CM07] and
Opshtein’s theorem was not available. We make the following
Remark 4.23. Consider a symplectic manifold (M,ω). The existence of a
Donaldson quadruple (V0, J0, V1, J1) as in [CM07] (i.e. PD([Vi]) = Di[ω],
∠m(V0, V1) > η, θ(Vi, ω, Ji) < Θ3 and ‖J0 − J1‖ < Θ3 for i = 0, 1) should
follow from Proposition1 2.3. However, in this approach the transversality pa-
rameter η depends on the first hypersurface V0 (although it does not depend
1It is called the “stability property” in the original work.
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on V1 for any D1  0), hence the existence of constants (0 < Θ3 < Θ2 <
Θ1 < Θ0 < 1) ensuring that the space J (M,V0 ∪V1, J0, Θ1) is nonempty and
path-connected in J (M,V0 ∪ V1, J0, Θ0) is not obvious.
Indeed, Lemma 2.22 asserts Θ2 >
1
η max{θ(V0, ω, J0), θ(V1, ω, J0)}. We have
θ(V0, ω, J0) < Θ3 and Lemma 2.14 implies
|θ(V1, ω, J0)− θ(V1, ω, J1)| < CΘ1/43 ,
i.e. above difference depends on the Ka¨hler angle of V0, but making it smaller
might decrease η making it impossible to find a Θ2, s.t Θ0 < 1.
However, it is still possible to show its existence. Instead of J0 we can take
another J¯0 ∈ Jc(ω) with J¯0TV ⊂ TV and measure wrt. (ω, J¯0). Then,
θ(V0, ω, J¯0) = 0 and by choosing D1 large implies that θ(V1, ω, J¯0) might
be chosen arbitrarily small. Combined with the fact that η (obtained from
the application of 2.3 to (V0, J¯0)) does not depend on D1, it follows that
(V0, J¯0, V1, J1) is a Donaldson quadruple, up to the fact that we have to choose
D0 > D
∗(J¯0, ω,Θ0).
Observe that D∗ depends on J¯0, which in turn depends on V0, so on D0! How-
ever, by Lemma 2.19 we can choose J¯0, such that
∥∥J0 − J¯0∥∥ < Cθ(V0, ω, J0),
hence by choosing D0 sufficiently
1 small, we can (see discussion after Lemma
3.27) gain control over the difference |D∗(J0, ω,Θ0)−D∗(J¯0, ω,Θ0)|, such that
we can choose D0 > D
∗(J¯0, ω,Θ0) and Θ3 to be small enough.
1Since we have for the Ka¨hler angle θ(V0) ∼ 1/
√
D0, we actually assume D0 
1/(1−Θ0).

AAppendix
A.1 Complex line bundles
In this section we review some standard facts about complex line bundles. For
a detailed treatment of the subject we refer to the book [Kob87].
Let M be a smooth n-dimensional manifold. We consider a smooth bundle
pi : L→M with the fiber diffeomorphic to C. We recall the cocycle definition.
Let {Ui} be a good covering of M , i.e. the sets
Ui, Uij := Ui ∩ Uj and Uijk := Ui ∩ Uj ∩ Uk are contractible.
Moreover, over each Ui we have trivialization ψi : pi
−1 → Ui × C. Then,
restricted to each Uij the compositions ψi ◦ ψ−1j define cocycles Gij(x) ∈
GL(1,C) for any x ∈ Uij . Such Gij satisfy cocycle conditions, namely
Gij ·Gjk = Gik and Gij ·Gji = 1.
In the case where all cocycles satisfy Gij ∈ U(1) we get a Hermitian structure
on L. Denote the space of smooth sections of L by Γ (L), then a connection
on L is a map
∇ : Γ (L) −→ Γ (L⊗ T ∗M),
such that for any smooth function f : M → R and any section s ∈ Γ (L) we
have
∇(f · s) = s⊗ df + f∇s.
Let h be a Hermitian metric on L. A connection ∇ is called Hermitian if
Dh(s, s′) = h(∇s, s′) + h(s,∇s′) for any s, s′ ∈ Γ (L).
Locally, over each Ui a connection can be represented by ∇ = d + Ai for
some Ai ∈ Ω1(Ui,C). One can show that on the intersections Uij one has
dAi = dAj , hence exterior derivatives dAi yield a globally defined complex
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valued 2-form on M , which is called a connection 2-form on L. Note that
in the Hermitian case all Ai take values in iR. A basic fact in the Chern-Weil
theory is the following
Proposition A.1. Given a section s ∈ Γ (L) of a Hermitian line bundle L,
assume it is transversal to the zero section and denote the zero locus of s by
V . Let F be the curvature form and write F = iω for some (closed) real valued
2-form ω. Then for any 2-cycle S ⊂ M which intersects V transversely we
have
1
2pi
∫
S
ω = V · S.
The next theorem is a fundamental fact which is also used in the theory
of geometric quantization.
Theorem A.2. Given a closed (real valued) 2-form ω ∈ Ω2(M). Assume that
ω represents an integer class, i.e. [ω] ∈ H2(M,Z). Then there exists a line
bundle pi : L → M together with a Hermitian connection ∇ whose curvature
form is given by − i2piω.
Given two complex line bundles L,L′ → M over the same base M . Then
the tensor product L ⊗ L′ is a well defined complex line bundle over M and
we have the relation on the Chern classes:
Lemma A.3 (cf. Proposition 3.10 in [Hat09]).
c1(L⊗ L′) = c1(L) + c1(L′).
Hence for Lk := L⊗ ..⊗ L︸ ︷︷ ︸
k
above lemma yields c1(L
k) = k · c1(L).
A.2 Pseudocycles
Here we give a short account of definitions and results on pseudocycles from
section 6.5 in [MS04] and rational pseudocycles defined in [CM07].
Given a smooth n-dimensional manifold M . A subset A ⊂M has dimension
at most d (with d ≤ n) if it is contained in the image of a smooth map
W →M where W is a smooth manifold of the dimension less or equal to d.
Definition A.4. A d-dimensional pseudocycle in M is a smooth map f :
V →M on a smooth oriented d-dimensional manifold V , such that f(V ) is a
compact set in M and dimΩf ≤ dimV − 2.
The omega limit set is given by
Ωf :=
⋂
K⊂V compact
f(V \K).
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Any two d-dimensional pseudocycles f : V → M and f ′ : V ′ → M are
cobordant if there exists a (d + 1)-dimensional oriented manifold W with
∂W = V ∪(−V ′) together with a smooth map F : W →M , such that F|V = f ,
F|V ′ = f ′ and dimΩF ≤ d− 1.
Remark A.5. Clearly, for a fixed M one could define a group of bordism classes
of pseudocycles in M . Graded by the dimension denote it by H∗(M). It was
shown in [Par01] and [Sch99] for compact M that H∗(M) is naturally isomor-
phic to H∗(M,Z). Such isomorphism fails if M is not compact. However, it
was observed in [Zin08] that such isomorphism can be still established if one
restricts to pseudocycles whose images are pre-compact sets in M .
Definition A.6. A rational pseudocycle in M is a pseudocycle multiplied
with a positive rational number. We denote it by lf for f : V →M a pseudo-
cycle and l ∈ Q.
Given two pseudocycles f : V → M and f ′ : V ′ → M , the rational pseudocy-
cles f and lf are equal as currents if there exists a covering map φ : V → V ′
of degree l such that f = f ′ ◦ φ.
The equivalence relation on rational pseudocycles of M generated by equality
as currents and cobordisms of pseudocycles is called rational cobordism.
Recall that two pseudocycles f and f ′ are strongly transverse ifΩf ′∩f(V ) = ∅,
Ωf ′ ∩ f(V ) = ∅ and at any intersection point the intersection is transverse.
It was shown in [MS04] (Lemma 6.5.5) that for strongly transversal pseu-
docycles f, f ′ of dimension k and n − k respectively, there is a well-defined
intersection number f · f ′. It depends only on the bordism classes of f and
f ′. Since geometric intersections are not affected by a rational weight and
compositions with covering maps (after dividing by the degree of covering),
this result carries over to rational pseudocycles.
Now observe that any smooth cycle, i.e. a smooth map W → M where W is
a closed manifold, is of course a pseudocycle. A fundamental theorem of R.
Thom states that for any homology class α ∈ H∗(M,Q) there exists an integer
k such that kα is the fundamental class of a smooth closed submanifold of M .
This fact makes perturbation theory available for rational cycles (representing
classes in H∗(M,Z)) in order to achieve (strong) transversality. That allows
to define intersection between (rational) pseudocycles and rational homology
classes in M .
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