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CHAPTER - I 
I N T R O D U C T I O N 
1.1 Operations Research 
Operation research is concerned with the application 
of scientific methods and techniques to decision making problems 
and with establishing the best or optimal solutions. The optimum 
seeking methods are known as mathematical programming techniques 
and are generally studied as a part of operations research. 
Any problem that requires a positive decision to be made 
can be classified as an operations research type problem. 
The name operations research came into prominece during World 
war II. At that time many of the scientists who had participated 
towards operations research or who had heard about it were 
motivated to pursue researches relevant to this field. 
A prime example in this field, called the simplex method 
for solving linear programming problems, was developed by George 
b. Dantging in 1947. Since then new techniques and applications 
have been developed through the standard tools of operations 
research. There after the operations research techniques were 
applied in industrial problems to provide more vigorous and 
scientific solutions to the problems. The impact of operations 
research could be felt in many other areas as well. It is evident 
that operations research has a wide scope, it can be applied 
to any problem or a complicated one. 
(2) 
1.2 Mathematical ProaramminR Problem (MPP) 
Mathematical programming is concerned with finding optimal 
'solution to the problem of decision making under limited 
- resources-to meet the desired objectives. 
The mathematical programming pvoplem can be formulated 
as follows: 
A , , Ky , 
It is desired to determine value for n variables 
,X which satisfy the m inequalities or equations. 
g^ (X^,- — X ^ ) [^ , = ,>/] b^, i = 1,2,- — , m (1.1) 
and in addition, maximize or minimize the function. 
Z . = f ( X ^ , — X ^ ) (1.2) 
The restriction (1.1) are called the constraints, and 
(1.2) is called the objective function. 
In (1.1) the g.(X,,X„, ,X ) assumed to be specified 
functions, and the b. are assumed to be known constrants. 
1 
Furthermore, in (1.1) one and only one of the signj^, == 
, •> , holds for each constraint, but the sign may vary 
from one constraint to another. The values of m and n 
need not be related in any way, that is, m can be greater 
than, less than, or equal to n. Depending upon the nature 
of the objective function f(X,,X„, X ) the function 
g. (X, , X ) in the constraints and other restrictions 
on the variable vector X. the MPP may be classified under 
different headings. Although no single technique has 
(3) 
been found to be univei-sally applicable for every class 
of MPP, Separate allgorithms are available for all most 
all classes, some important classes are listed below. 
1. Linear programming. 
2. Non-linear programming 
3. Quadratic programming. 
A. Stochastic programming. 
5. Integer programming. 
1.3 Historical development of Mathematical programmig problem 
The concept of an optimal solution is very old but the 
term "op'timum" has been coined by the mathematician Leibniz 
in 1710. Newton and leibniz, by means of calculus proved that 
for a class of problems an optimum solution exists and developed 
the method for finding it. On the trails of the above two, signi-
ficant contributions were made to the optimization theory to 
deal with the restrictions or "Constraints". The technique of 
optimization for costrained problem by the use of unknown multi-
plieres become known by the name of its inventor Lagrange, as 
"Lagrange multipliers technique". 
The development of simplex method for linear programming 
problems by Dantzig in 1947 and the work by Khun and Tucker 
in 1951 on the necessary and sufficient conditions for the 
optimal solution of a programming problem laid the foundations 
of the developments in MPP. The contributions of Zoutendijk 
and Rosen to non-linear programming (NLP) during to first half 
(4) 
of 1960's have been valuable 
1.A Some Applications of Mathematical programming 
To indicate the wide scope of the subject, some typical 
applications in various practical situations in Economics and 
Business and Sample Survey, Engineering and Technology are given 
below: 
(i) Selection of machining conditions in metal cutting process 
for minimum production cost, 
(ii) Design of water resources system for maximum benefit, 
(iii) Design of aircraft and aerospace structures for minimum 
weight. 
(iv) Finding the optimal trajectories of space vehicles, 
(v) Design of Civil Engineering Structures like frames, foun-
dations, bridges, towers, chimneys and dams at minimum 
cost . 
(vi) Minimum weight design of structures for earthquake, wind 
and other types of random loading. 
(vii) Shortest route taken by a salesman visiting different 
cities during one tour, 
(viii) Analysis of statistical data and building empiried models 
from experimental results to obtain the most accurate 
representation of pysical phenomenon, 
(ix) Design of material handling equipment like conveyors, 
trucks and cranes for minimum cost, 
(x) Design of pumps, turbines and heat-transfer equipments 
for maximum efficiency. 
(5) 
(xi) Planning the best strategy to obtain maximum profit in 
the presence of a competitor. 
(xi) Cutting the stratum boundaries in multivariate stratified 
random sampling. 
(xiii) Allocation of resources or services among several acti-
vities to maximize the benefit. 
(xiv) Allocation of sample size in various sampling designs. 
(xv) Optimal utilization of machine capacities. 
(xvi) Joint production of various products in fixed proportions 
to maximum the profit. 
(xvii) Problems of inventory planning. 
(xviii)Scheduling of regular and overtime production. 
1.5 Linear Programming Problem 
Linear programming is concerned with salving a very 
special type of problem one in which all relations among the 
variables are linear both in the constraints and function to 
be optimized. The general linear programming problem can be 
described as follows: 
Given a set of m linear inequalities or equations in 
in "J variables, we wish to find non-negative values of these 
variables which will satisfy the constraints and maximize or 
minimize some linear function of the variables. 
Mathematically, this statement means, we have m inequa-
lities or equations in j- variables (m-can be greater than, less 
(6) 
than, or equal to"!f ) of the form 
'il^l X, + a,-,X^ + +a. X^[^ ,=,i]b,,i = l, — , m i2^2 ir r 
(1.3) 
Where for each constraint one and only one of the sign ^  , = , 
^ , holds, but the sign may vary from one constraint to another, 
we seek values of the variables X. satisfying (1.3) and 
Xj % 0, j = 1, , r 
which maximize or minimize a linear function 
(1.4) 
Z = CiX, + +C X 
1 1 r r 
(1.5) 
The a. .,b. ,C. are assumed to be known constraints, 
ij 1 J 
Any set of X. which satisfies the constraints (1.3) will be 
J. 
called a solution to the linear programming problem. Any solution 
which satisfies the non-negativity restrictions (1.4) is called 
a feasible solution. Any feasible solution which optimizes the 
objective function (1.5) called an optimal feasible solution. 
Slack and Surplus Variables 
In general, it is much more convenient to work with 
equations than with inequalities. For this reason, it is desi-
rable to convert any inequalities in the constraints (1.3) into 
equations, so that a system of simultaneous linear equations 
is obtained. This conversion can be carried out very simply 
by introducing some additional variables, which are called slack 
and surplus variables. 
Slack Variables 
Consider the constraints having-^ signs. 
Y" a^ .X . •^ b, 
j = l 
h =1, m(ni^r) 
Let us introduce a new variable X , ^  )> 0, 
r +h ' 
which satisfy 
r 
^ a, .X . + X . = b. j=l hj J r+h h 
are called Slack variables. 
Surplus Variables 
Consider the constraints having ^ signs 
(7) 
V a, ,x, :> b, 
j = i 
Then define a new variable X , '> 0 by 
r+k "^  ^ 
J" d, .X . - X 
^^ kj J r 
j = l 
+k = ^k 
X . are called surplus variable 
r+k "^  
Note; The slack and surplus variables satisfy the non-negativity 
restrictions. 
Using slack and surplus variable where needed any LPP can 
be transformed into the following form whichis known as the 
general linear programming problem (GLPP): 
Maximize (or minimize) Z = T" C.X. = f(X^) 
.1 = 1 
(8) 
Subject to ) a., a.. X. = b. .i = 1, ,m 
j = l 
(1.6) 
and X . ^  0 j = 1 , , n . 
Using matrix notations (A) can be restated as' 
Maximize (or minimize) 2 = C A' 
Subject to 
and 
AX = 6 (1.7) 
X ?/ 0 
where, ^ = (C,,C„, ,C ), The cost of surplus and 
slack variables are at zetro level in the objective 
function f. 
X^ = ( X^,X2, —-,XJ.^, b^ = (b^,b2, — , b^) 
A = ((a.j))= 
; ^11 
'ml 
- - a 
I 
I 
I 
In 
mn 
1.6 The Simplex Method 
The simplex method is an algebraic iterative procedure 
which will solve exactly (it is not an approximation method), 
any linear programming problem in a finite number of steps, 
or give an indication that there is an unbounded solution. This 
procedure was first introduced by G.B. Dantzig in 1947. 
(9) 
1.6.1 Definitions: 
,a from E is said 
m 
(i)Linear Dependence:- A set of vectors a, 
to be linearly dependent if there exist scalars i not all zero 
such that 
If the only set ^ for which(l).8)holds is ^1=^2" •^ m'" ^' 
then the vectors are said to be linearly independent. 
(ii)The rank (or more precisely the column rank) of an mxn matrix 
A, written r(A), is the maximum number of linearly independent 
columns in A. 
(iii)A basfe of E is a linearly independent subset of vectors from 
E which spans the entire space. 
(iv)A vector space is a collection of vectors which is closed under 
the operations of addition and multiplication by a scalar. 
1.6.2 Theory of Simplex Method; 
Since any problem of minimization can be changed into 
a problem of maximization after multiplying the objective 
function by -'1', Therefore in the following discussion without 
base of generality we can take the GLPP as: 
Maximize Z = £"X. 
Subject to AX_= b_ 
and 1 > 0 
(10) 
The theory of simplex method is based on some results which 
are stated in the following without proof. 
(i) Given a set of m simultanueous linear equation in unknown 
( n ^ m ) , A X = b, with r(A) = m. Then if there is a 
feasible solution X ^ O , there is a basic feasible solu-
tion. 
(ii) The constraints of a linear programming problem are now 
written as a set of m simultaneous linear equation in 
n unknows , 
A X = b. 
The jth column of the mxn matrix A is denoted by a. (j = l, , 
n). Let us form a matrix B whose columns are any m linearly 
independent columns from A. These columns of B form a basis 
for E . Matrix B will be used exclusively to indicate an mxn 
non-sigular matrix whose columns are m linearly independent 
columns from A. we shall some times refer to B as the basis 
matrix and to the columns of A in B as the columns of A in the 
basis. The colum of B will be denoted by b, , ,b . 
1 m 
Any colum a. of A can he. written as a linear combination 
J 
of the columns of B. The following notations will be used to 
represent a linear combination: 
a . = Y, . b, + + Y . b = T - y . . b . = B 
J ^ J 1 m J m ^ ^ -^  1J 1 y 
or 
Y . = B aj ; 
J 
Y . = [Y. . - ,Y . ] 
(1.10) 
(1.11) 
(11) 
let 2LR denote, the basic solution determined by B, than 
Xr, = B b , XT, = (X„i -- X^ ), all other (n-m) variables 
— D — —B Bl Bm 
are zero. 
Again let €„ = (€„, , CT. ) are the costs of the basic 
" —B Bl Bm 
variables Xr, = (Xr,i -- Xr, ^ „ n- ^ v • ,-u ^ c B Bl Bm), Z = Cr, Xr, is the value of 
—li — D 
objective function function at Xr,, and Z. = Y..Cr,.=Cr,,Y. 
-B' J j^j ij-Bi -B"-j 
then the following result witli hold. 
(ii)Given a basic feasible solution X„=B b to the set of constraints 
AX = b for a linear programming problem, with the value of the 
objective function for this solution being Z = Cr,Xr,. If for 
any column a. in A, but not in B the condtion C. > Z. or 
Z. - C . < 0 holds and if at least one Y . . > 0 , i= ,m, then 
J J ij 
it is possible to obtain anew basic feasible solution by repla-
cing one of the colums in B by a., and the new value of the 
objective function Z satisfies Z ^ Z. Furthermore if the given 
basic solution is not degenerate, Z > Z. Similarly if for some 
a. in A, but not in B, C.<^Z. or Z.-C.>0 and at least one Y-.^O 
J J J J J ij 
0, then it is possible to obtain a new basic feasible solution 
by replacing one of the columns in B by a ., and the new value 
of the objective function Z satisfies Z :z-Z, Also, if the given 
basic solution is not degenerate, Z "^  Z, 
(iii)Given any basic feasible solution to a LPP. If for this solution 
there is some column a. not in the basis for which 
Z. - C . <L0 and Y. .>0 (i = l, — , m ) 
Then there exist feasible solutions in which m^ ;l variables 
(12) 
can be different from zero, with the value of the objective 
function being arbitrarily large. In such a case, the problem 
has an unbounded solution. 
(iv) Optimality Conditions ; -
Given a basic feasible solution ^p~^ ^ with 
Zo = Cj,X„ to the linear programming problem AX=b, X ^ O , 
max Z = CX such that Z.-C.XO for every column a. in A. Then 
J J J 
Zo is the maximum value of Z subject to the constraints, 
and the basic feasible solution is an optimal feasible 
solution. 
1.6.3 Simplex Algorithm (Computational procedure): 
T 
For the solution of any LPP. by simplex algorithm, the exist-
ence of an initial basic feasible solution is always assumed. 
The steps for the computation of an optimum solution are 
as follows : 
Step 1. Introduce slack and surplus variables, if needed, 
and restate the given LPP in the standard form after 
converting it into a problem of maximization. 
Step 2, Obtain an initial basic feasible solution to the 
problem in the form 
Xg = B~n 
and put it in the first column of thes simplex table. 
(13) 
Step 3. Compute the net eveluations Z.-C.(j=l,2, ,n) by 
using the relation. 
Z .-C . = C„Y .-C . 
J J B .] J 
Examine the Sign Z. - C.-
(i) If all (Z.-C.)^O then the initial basic feasible 
solution Xp is an optimum basic feasible solution. 
(ii) If at least one (Z.-C.) < 0 , proceed on to the next stop 
Step 4. If there are more than one negative Z.-C., than choose 
the most negative of them. 
l e t Z - C for some j == r 
r r -^  
(i) if all Y. ^ 0 0 (i=l,2 ,m), then there is an 
unabounded solution to the given problem, 
(ii) If at least one Y . > 0 (1=1,2, ,m) than the corres-
ponding vector Y enters the basis Y^ 
^Bi 
Step 5, Compute the ratio ['"Y""— ' -^ ^0>i = l«2, ,m] 
ir 
and choose the minimum of them, let the minimum of 
y T> 1/ 
these ratios be y — , then the vector Y„ will leave 
kr 
the basis Y„. The common element Y, ., which is in the 
B ki7_ 
Kth row and ¥th column is known as the leaving element 
(or pivotal element) of the table. 
Step 6. Convert the leading element to unity by dividing its 
row by the leading element itself and all other ele-
ment in its column to zero by making use of the 
relations. 
( U ) 
Y. . = Y. . M. 
kr 
. Y. ir 
and Y 
kj 
Ji± 
i = l , 2 , , m + 1 , i<=K 
j = 0,1,2,—,n 
kv 
Step 7. Go to step 3 and repeat the computational procedure 
untill either an optimum Sol'u is obtained or there 
l.i s an J indication-, of an unbounded Solu. 
INITIAL SIMPLEX TABLEAU 
C 
n 
C-n B a s i s Xg 
^Bi h 
^B2 ^2 
C„ b Bm m 
B^l 
•b2 
Bm 
11 
21 
12 
22 
Y , Y „ 
ml mz 
^IJ 
2j 
mj 
In 
2n 
mn 
^1 ^1 ^2 ^2 Z .-C . 
J J 
Z -C 
n n 
1.7 Duality in Linear programming 
Give any linear programming problem: 
DX<d, X > 0 , Max Z = CX 
there is another linear programming problem 
(1.12) 
(15) 
D^W ^ C \ W > 0 , min Z = d^W. (1.13) 
which is called the dual of (1.12) and problem 
(1.12) is called primal problem. 
note:- Dual of the dual is the primal. 
Fundametal properties of dual problems; 
(1) if one of the set of problems 1C12, IE'J'3 has an optimal 
solution, then the other also has an optimal solution. 
(2) The optimal values of the objective function for two 
problem are equal. 
1.8 Convax and Concave functions:-
1.8.1 Definitions;-
Convex Set: A set X ±s convex if for any points X,, 
X^ in the set, the line segment joining these 
points is also in the set. 
Extreme point;-
A point X is an extreme point of a convex set 
if and only if there do not exist other points X, ,X„, 
X^ ^ X2, in the set such that X = Xl^ + (l-A )X^, 0</A<l 
Convex function;-
The function f(X) is said to be convex over 
convex set X in E if for any two points X, and X„ 
in X and for all>| , 0^ /t £1 , 
(16) 
f[ X2 + (l-^xJ <, ^f(.X2) + (l-/)f(X^) 
Note:- A hyperplane is a convex set. 
Concave function;- A function d f(X_) , 2L ^ ^ is said to be 
concave if for any two points X-, and X„ in X and for all ^  
0 ^^ <l, 
f[ X2 + (1-A)XJ ^ f(X2) + (l->) f(X^) J • 
observe that if f(X) is convex, then - f(X) is concave 
andviceversa. 
Gradient Vector: The vector of partial derivatives of a 
function f(j(.) with respect to che components of X =(X, , ,x ) 
is known as the gradient vector of f. 
V,f(X)= [ hf ^f 
t)Xj^  ' "^ 2^ ' 
where \7f(X.) denotes the gradient vector of f. 
Pseudo Convex function: -
A d i f f eren tiabie ' function f is said to be pseudo 
convex if, 
y f(x) (Y-x);^o=^f(.i) > f(x), 
A function 'g' is pseudo concave if '-g' if pseudo convex. 
Quasi Convex function; -
A function »f is called quasi convex if given any 
X^ , X _ 2 S E " and Q^ 0 Q Z 1 . 
f[QX^ + (l-e)x2] f:^. Max [f(xp, f(X2)]. 
017) 
A function 'g' is quasi concave if '-g' is quasi convex 
1,8.2 Some propoerties of Convex functions: 
n 4* 1 
(1) f is convex if and only if the set X in E is 
convex . 
where 
X : [ (X,Z)/ f(Xi)^z]. 
(2) If f K (X^ ) (K = l, ,r) are convex function defined 
r 
on X and^ k^O (K- 1,-—,r) than Y^k^k*^-' ^^ 
k = l 
also convex function on X. 
(3) Let f be differentiable on E . Then f defined 
over a convex set X is convex if and only if 
for any X.-^  and \ . ^ \ . 
f(X2) - f(X^) ^f(X^) (X,-X^) 
(4) let f be a differenfiable convex function on E' 
•!t * 
Then f (X ) = 0 if and only if \ minimizes f 
T-n 
over E . 
1.9 Quadratic Forms 
1.9.1 Definitions:-
let A = (a. .) be an n-rowed square matrix than 
given nxl matrix X = {\^,\.^, X ), the function 
, n n 
Q (X) = X AX = V y a..X.X. 
c=l j=l 
is called a Quadratic form over the domain of all nXl 
matrics X. 
(18) 
A quadretic form Q(X) said to be 
(1) Positive defiite if Q(X)>0 for all X=;^0. 
(2) Positive semidefinite if Q(X) "^  0 for all X such 
that there exists one X 4 0 satisfying Q (X)=0 
(3) Negative definite if - Q (X "^  is positive definite. 
(A) negative semidefiite if - Q(X) is positive semi 
definite, and 
(5) indefinite if it is none of the above four types. 
1.9.2. Properties of Quadratic form: 
(i) Every quadratic form can be reduced to form conta-
ining square terms only by a non-singular trans-
formation . 
(ii) A positive semidefinite quadratic forms is a convex 
function . 
(iii) if X DX is positive definite there exists a non-
singular transformation. 
y = XB such that X ^ A X - Y H = Y^,+Y-^„+ — + Y^ 
— — — 1 2 n 
^iv) The definiteness of a quadratic form is invariant 
uder non-singular linear transformation. 
(v) The necessary and sufficient condition that a real 
quadratic form I_ kX is positive definite is that 
A ^ > 0 for i = 1 , 2 - — , n 
where 
A.= 
1 
11 
'^il 
li 
'11 

(19) 
CHAPTER - II 
QUADRATIC PROGRAMMING 
2 . 1 Introduction:- A problem concerned with optimizing a 
quadratic objective function having the sum of linear 
plus quadratic forms, subject to a set of linear constraints 
is called quadratic programming problem (QPP). A QPP is 
a special type of NLPP. 
The general QPP can be stated as follows: 
Maximize f(X) = p X + X CX 
Subject to AX = b (2.1) 
And X 0 
where A is an mxn matrix, 
b is an m-vector, 
p and X are n - Components row Vectors in R 
and C is a symmetric matrix of order nxn. 
X CX represents a quadratic form which is said to be posi-
tive definite (or Negative definite) according as X CX^O, 
(or < 0) for X / 0. 
It is said to be positive semidefinite (or Negative 
Semidef inite) if X^ C^Xl^ O, (or^|_0) for all X such that there 
is one X 7^  0 satisfying X CX=0. 
2 . 2 Kuhy:^  and Tucker Conditions: 
Consider the following non-linear programming 
(20) 
p roblem: 
Maximize f (X), 
Such that g. (1)^>0, i = l , , m . (2.2) 
The necessary condition for X^'''' to give the maximum value 
o^ of f(X^) without considering the constraints are 
r7f(X^*) = 0, Kuhu and Tucker (1957') gave the generalization 
of the these conditions for a programming problem. 
2.2.1 The Constraint qualification:- Before introducing this 
qualification we have to lay down some definitions and 
notations . 
(i) Feasible point: A point X_ is said to be feasible 
for problem (2.2) if it satisfies g.(X) > 0, i = l, ,m 
and )[ ^ 0. F denote the set of all feasible points to 
(2.2) then 
F = [X/g.(X) > 0 and 1 > 0] 
(ii) Feasible direction: A feasible direction at a feasi-
ble point )( is a direction d_ with the property that X_+rd_ 
is in the feasible set F for all r sufficiently small. 
The set of all feasible direction at X^  is represented by 
D(X) as: 
D(}[) = [d/1 + rd.^F for all O^r^-CT 
where Cr"/^ O] . 
(21) 
Tiii) Closure of a set: A set D is the closure of a set 
D if any point in D is the limit of points in D. 
(iv) Active and inactive constraints: At a feasible point 
X_ the constraints may be divided into two sets of active 
and inactive constraints as: 
g^(X) = 0, JC = 1, —,i^,g^(X)> 0,i = l + l, — , m 
X. = 0, j = l, — , K , 
Define the set, 
X . > 0, j=K+l , ,n 
'B(X) = [d^ / y g. (X>d_ > 0 for all i and X. > 0 
for all j] 
It can be easily seen that 
D (X) «C^(X) (2.3) 
If j("* is the optimal solution for the problem (2.2) then 
the constraints qualification impose the following restri-
ction on the constraint set 
"^5' (X) C D (X^) (2. A) 
from !^2.3) and (2.4) it is clear that 
^ ^X^^) = D (X.*) (2.5) 
(2.5) can be shown easily equivalent to the following 
statement : 
" For all X_ ^ F any direction d_ £. '^(V) is tangent to an 
are which is entirely contained in the constraint set". 
(22) 
2.2.2 The Kuhn and Tucker necessary conditions: 
Let X_* be an optimal solution to the NLP problem (2.2), 
where all functions are differentiable: Assume that the 
constraint qualification holds, then there exist a vector 
r = (u^ , —. uj 
such that the following condtion hglds: 
/ ci>(X*,U*) 4 0 
X* V 4<)(*,U*) = 0 
X-:^  > 0 
V .•fc<X^ :-,U*) > 0 u ^ _ ' — ' _ 
and U* > 0, 
m 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
where, 4=(X,U) = f(X)+ J^ " U^g^ (X) 
± = l 
(2.6) 
(2.7) 
The conditions (a) to (f) are known as Kuhu and Tucker 
necessary conditions for X_* to be the optimal solution 
to the problem (2.2) 
Note: (1) For the problem : Max f(X,), 
subject to g^(X) !> 0 
i = l , ,m 
the K - T conditions (2.6 a,b,c) reduce to 
V t^=()(^ U^^ :-) = 0. 
(23) 
(2) For the problem : Max fCX^). 
Subject to g.()()=0,i = l, ,m, 
ind X > 0 
The K-T conditions (2.6d,e,f) reduce to 
V 4^ (X*,U^ 0 = 0 
(3) For the problem: Mf,x f(X), 
Subject to g . (2L) = 0.i = l. .m. 
the six K-T conditions are replaced by 
V4>()C*,U*) = 0 and V^KI^.U*) 0 
(4) If the problem is to minimize f()(), the inequali-
ties (2.6a) get reversed, if the constraints 
are g^(X) jf'-0 , i.= l , ,m, X > 0, the 
inequaties (2.6d,f) get reversed. 
2.2.3 Sufficiency of K-T conditions: 
The following theorem which is given here without 
proof will give us the conditions for the sufficiency of 
K-T conditions. 
Theorem; In the NLP problem (2.2) with f and g. differen-
tiable, let the objective function f be pseudo 
concave and the constraints g. be quasi concave, 
suppose jC^  satisfies the K-T conditions, then 
X^ * is optimal for the problem (2.2). 
(24) 
Note;- If f and g. arc concave functions, the K-T conditions 
are sufficient for a point to be optimal for problem 
(2.2). 
2.3 Global and local Maxima; 
Before applying the K--T conditions to 6(PP we must 
define global and local maxima of a constrained function. 
Consider the problem. 
Maximize Z = f(X.), such that g,(X) = bi, 
i = l, ,m,m ^ n. 
we shall assume that the gradient vectors of f(X.) and 
g. (X_) exist and are continuous, let 
Y = [ 1 / g^(X) = b^, i = 1, , m ] 
The global and local maxima can be defined as: 
Global Maxima: The function f (j() is said to take on its 
global maximum over the closed set X in E for those X_C-Y 
]A at the point X.* BX(\Y if foi- all X l^XHY. 
f(X) ^ f ( X * ) . 
Local Maxima: The function f(X^) is said to take on a local 
maximum at the point X_o for those 1 ^Y if jCo ^ Y and their 
exist a n ^ _^0 such that for every 1 = j(o in an £neighbour-
hood of X.0, f (5C) ^ f ()Co) . 
Consider the QPP given in (2.2). Our aim is to find 
(25) 
a global maximum for (2.2). But unfortunately no numerical 
technique is available to solve (2.2) unless it is known 
that any local maximum is also a global maximum. The set 
of feasible solution to (2.2) is a Convex set. It can be 
ppoved essdJLy that if f(X_) is concave over the closed convex 
set X <Cl E . Then any local maximum of f(2^) in X is also 
the global maximum of f(X) over X. Therefore if the 
objective fuction in (2.2) is concave then any local maximum 
will be a global maximum. Again the objective function 
in (2.2) is the sum of a linear and quadratic forms. 
A linear form can also be taken as concave. Therefore 
if the quadratic form is concave the objective function 
will also be concave by virtue of the property (ii) in 
section (1.^.2). Again by property (i) in section (1.9.2) 
X DJC will be concave if it is negative semi-definite. 
If JC DX is negative definite, the objective function is 
strictly concave and in this case we have a unique global 
max imum. 
2.4 K-T Conditions for QPP; 
1 ' •' For the present discussion we will assume X_ CX-
negative somidefinite . Also let first order partial 
derivatives of the involved functions exist and are all 
continuous. The following theorem will give a set of nece-
ssary and sufficient conditions for having QPP (2.2) an 
optimal solution. 
(26) 
Theorem: A necessary and sufficient condition that the 
QPP (2.2) has an optimal solution )(•''• is that there 
exist vectors Y'*^  and Z* > 0 such that 
A X_^^ = b, 
ZCX* -A^ Y^ ^ + Z* = -P 
and X^ ^Z* = 0 
(a) 
(b) 
(c) 
(2.8) 
where Y^"^' and Z'^ are m and n component vectors. 
proof:- Necessary: 
let c^(I,l) = £^ X+X^ -"-6X + I^ (i-Ax) (2.9) 
and X.* be an optimal solution of QPP (2.2) 
Then applying K-T conditions, .there exist a 
vector Y_* such that by (2.6a) 
V sbrx--,Y*) ^^,0 
or £-^  + 2 X^* fi - Y"-^A ^. 0 
or £ + 2 ex.* - A^ X'" ^  0 (because 6^=6) 
or £ + 2 gX^ ^ - A^Y* + Z^'<- = 0 
which is relation (2.8b). obviously 
Z^ = _ (£+2eJL*-A^Yr ^  = - ^l^r^il* ,^) _>0 
Again using (2.6b) 
¥' \ ^(1 . I*) = 0 
or - l^^ Z^ ^ = 0 
or X* ^Z* = 0 
(27) 
which is relation (2.8c). 
By condition (2.6d), we have 
V ^(.l'^, Y*) = 0 
or b - AX-"- = 0 
or AX* = b, which is relation (2.8a) 
Sufficiency;-
,1 
Since 1_ CLX is negative semidefinite the objective 
function f(X.) = £ X + X D)( in (2.2) is concave. The constra-
ints can also be taken as concave function of X. Further 
all the function involved in (2.2) are differentiable and 
their first order partial derivatives are continuous for 
L ^ 9.' Therefore the K-T conditions which in this case 
are equivalent to (2.8) are sufficient for x_^^ to be an 
optimal solution to the QPP (2.2). 
In order to solve the QPP (2.2) we have to find 
L "^9.' L ^9. 3"d Y_ statisfying the relation in (2.8). 
It can also be seen that when JC^ is negative 
definite QPP (2.2) cannot have an unbounded solution. 
2.5 Methods for Solving QPP; 
When the objective function f(X) = p'''^  + I €X 
in QPP (2.2) is convex and to be minimized the QPP (2.2) 
is called a convex QPP. 
(28) 
On the other hand when if ()C) is concave and it 
is to be minimized the QPP is called a concave QPP. 
We list briefly several approaches which have been 
suggested for solving QPP. 
Beal (1955,1959), proposed a technique for solving 
QPP which is essentially a specialization of the convex 
simplex alogrithm and presents the semi-definite form for 
the quadratic objective functions. 
One of the popular scheme for solving a QPP through 
solving the Kuhu-Tucker conditions was proposed by Barankm 
and Dorfam (1955), and by Markowitz (1956). 
Other method for solving QPP which deal with Kuhu-
Tucker conditions were given by Frank and Wolf (1961), 
and Shetty (1963) . 
Hildreth (1957) developed an interesting computa-
tional technique for solving QPP. This method gives an 
especially simple iteration for the problems in which the 
objective function is strictly convex. 
Walfe (1959) developed a slight modification of 
the simplex method to solve the Kuhu-Tucker conditions. 
The methods of feasible direction by Zontendiji 
(1959) could be used to solve the QPP. 
(29) 
Rosen (1960) gave his method of gradient projection 
in which he used to projection of the gradient of the 
objective function on the boundary of the feasible domain 
and proceed in its direi^tion to improve the solution. 
An approach in which v/e determine the set of binding 
constraints at the opotimality by solving a sequence of 
equality constrained problems was given by Thail and Van 
Panne (1960), and Boot (1961). 
Tui (1964) gave a procedure for solving concave 
minimization problems with linear constraints which can 
be applied to concave QPP. 
The problem becomes more difficult when the quadretic 
function to be minimized is concave. This problem with 
linear constraints is termed as concave QPP. 
Kunzi, Krelle and Oettli (1966) discussed various 
met hods for solving convex QPP. 
Ritter (1966) developed a procedure for solving 
the maximum problems with non-concave quadratic objective 
functions. The above procedure are further imposed by Cottle 
(1967) and Zwart (1974). Arshad, Khan and Ahsan (1981) 
developed an algorithm for solving concave QPP using Tvi 
(1964) Cuts, in which at each iteration an approximate 
LPP is solved which gives an upper bound for the original 
problem . 
(30) 
Due to the limitation of space it is not possible 
to discuss all the available methods in this dissertation. 
Therefore, in the following sections discussions are limited 
to only few of them obviously the important ones. 
2.5.1 Wolfe Method;-
The significant advantage of the method of Wolfe 
(1959) over all other ones is that the simplex method can 
be u sed in it. 
Consider the QPP (2 .10) 
Maximize f(X) = 2.^1 + X^€x 
Subject to AX_ = b^ , 
and X = 0 
where, as before in the QPP, the matrix £, is of order 
nxn and is assumed without loss of generality to be symme-
tric. 
A, is an mxn matrix. 
b, is an m-component column Vector, and 
£ ,A^ are n-component row vector. 
We should assume that quadratic form X_ ^X is either 
negative definite or negative semi definite. Here it will 
be assumed that is negative definite. The negative. Semi 
definite can will be considered later on. 
(31) 
Now solving the problem (QP) is equivalent to solving 
the system of linear equations in (2.8). Thus if X*, 
^* abd Y* is a solution to the m+n equations that B 
X* > 0, Z* > 0, (X^O Z = 0, 
Then m + n components of (X'^ .^Z''"^ , and Y*) can be different 
from zero. Thus no more n-components of the 2n - components 
vectors (X*,Z*) can be positive. We can say that any 
solution satisfying (2.8), and 1* 2" ^ > Z* > ^ must be a 
basic solution to 
r 1 0 0 
2€ A^ In 
r • 
! X * 
I 
Y* 
r . 1 
- p 
I 
L J 
(2.11) 
This result was obtained by Barankin and Dorfman (1955). 
Where X CX is negative definite, it is clear that the 
problem (QP) cannot have an unbounded solution. 
There will either be a unique optimal solution or 
no feasible solution. 
Consequently, if there is feasible solution, 
then there exists at least one basic solution to (2.11) 
with X'"S Z-i^  > 0, (X^^)' Z = 0. 
The procedure for finding this basic solution, if 
it exists, involves a slight modification of the artificial 
basic technique used to obtained initial basic feasible 
(32) 
solution to the constraints A X = b. 
This is done by applying phase I of the simplex 
method. We all artificial variable, say 
U = (U, , Uo, ,U ) > 0 to the last n constraints of (2.11) 
1 / n — 
Then 
A X = b 
1'% 2CX - A Y + z + Ep + -p (2.12) 
where E is a diagonal matrix whose diagonal of the elements 
(eij) are + 1 (or-1) according as, 
r 
e . . 
+ 1 if - (p.+2e\x^) > 0 
t -1 if - (p .+2GJgXg) < 0 
(2.13) 
Where C„-^  . . . . ^ ,, , . , . , 
D IS the jtn row or C-n, which is the matrix contain-
ing the columns of A and B. 
Now set U . =l-p .-2CT3-'vm • i o 
J *^ j B XBl , J = 1,2, ,n 
and solve the linear programming problem: 
maximize 
Subject to AX = b_ 
2 ^ - A^ jf + z + EIJ = -p 
X,Z, U > 0 . 
(2.U) 
(33) 
Here Y is unrestricted in sign. In order to be able to 
solve (2.14) by simplex method we get 
Y = Yj-Y2 where Y^.Y^ > 0 
Then (2.14) becomes 
Maximize - V U . 
j = l 
Subject to AX = b 
2 6X - A^Y^ + A^Y2 + Z + EU 
(2.15) 
= -p 
X,Z,U > 0. 
We solve this problem with only one variation from the 
standard simplex procedure, which is: 
If X.'*^^^, we do not allow g.''^  to enter in the basic, 
and v ice-versa . 
Hence, the problem is linear except 'for the restriction 
(X*) Z*=0, and it can be solved by using by using the 
simplex method to obtain 
H U . = 0 . i n t 
j = l J 
he final iteration, 
The revised simplex method provides a convenient way for 
solving (2.14). If Maximum T" U. = 0, than we have a 
.1 = 1 
solution to our problem 
When _X eX in the problem (QP) is negative semi defini 
te, then there exists the possibility for the QPP to have 
(34) 
unbounded solution, so that there may not be any solution 
to (2.8) with X ,Z ;>0. And there is also, even if the QPP 
has anoptimal solution the possibility that the above pro-
cedure will not terminates. We can 'convert to negative 
semi definite from into negative definite form by making 
small changes in the diagonal element of C. 
If X teX is negative - semi definite, than _X (B + EI))( 
is negative definite, for all E, however small lEI. 
Since then 
6X^IX ^ 0 for any X 4 0, 
and X €.X ^ Q. for any 1. so that 
[ X^eX+Gx\.X ] ^ 0 for any X :f 0, 
or X^[e+m]X_40 for any X f 0. 
that is, X_ [«-+ &I]xis negative definite. 
Thus, if we have a QPP in which X^  CX is negative 
- semi definite, we can make sure that the form is negative 
definite by substracting a unit so that the perturbation 
is small enough in which the numerical results are not 
effected. 
However, just as in linear programming properly 
formulated problems should not have unbounded solutions, 
and hence no difficulty should arise. 
(35) 
2.5.2 Beal's Method;-
Beale (1959) has proposed this method for determining 
an optimal solution to a QPP in which the classical calculus 
results ^  are used, rather -than the - Kun-Tu cker conditions'. 
The method is an extension of the simplex method for linear 
programming problem. 
Consider the QPP. 
Maximize & (X) = p^l+l^^X, 
Subject to A 2L = b^  (2.16) 
and X > 0, 
where, C is an nxn symmetric matrix 
A is an mxn matrix 
p , X, ER Tn-component row vectors) 
bErK (m-component column vectors) 
The Beale's procedure for solving this QPP may be 
summarized as follows; 
choose arbitrarily any n-variables as the basic 
variables, so that the remaining n-m variable become non 
r 
basic . 
let Xg = ( Xpi. Xg2. - - -. Xg^ ^ 
and X„ = ( X,„,X, 
' ^N-n-m^ 'N ^ ''N1'"N2, 
be the basic and Non basic variables respectively for the 
system (2.16) 
(36) 
Suppose B, is a non singular basis matrix selected 
from A, and 
N, the matrix containing the columns of A not in B. 
we can write the constraints of the problem as, 
X B 
(B.N) = b (2.17) 
so that , 
X^ = B H - B ^N X., 
B N 
,-1 
(2.18) 
If B b ^ 0 the basic feasible solution can be 
obtained by setine X = 0. 
° n — 
let 
Y = C Y Y 
o ^ n O ' 20 -, Y )^  = B H > 0 mo — 
nd Y. . the jth element of the ith column of (B N) 
Then, (2.18) can be written as 
n-m 
(2.19) 
^Bi = Y T"" Y. . X., . , i = l ,2 , 10 4- i 1 ] N J ' ' ' 
J = 1 
,m 
It should be noted that the current basic feasible solu-
tion is 
XD- = Y. , i = l,2, ,111 
Bi lo 
Xf^  . = 0, j = l ,2 , , n-m. 
The objective function can now be written as 
^^^ ) + ( P . ' P M ' ) ^^'^'^ — (!l2^('^ 
X. N^ I §21 
1 . 1 
•B PN 
(37) 
By using (2..l'i)the objective function f(x) of, (2.16) can 
be expressed in terms of Xj,, in the form 
f(X„) = X^ +^1 X^ + X^^CX, 
'N N N""N 
(2.20) 
where X , is the value of the obiective function at the 
o -^  
basic feasible solution 
J . (Vj.^i..-.<<:„) is an n-m component 
vector of the coefficients of 
non-basic variables and, C, is a symmetric matrix 
from (2.20) the jth element of the gradient vector will 
be, 
F • (Xx, •) = 
^ ( X N ) 
= ^ + 2X^Ne, J=l,2, ,n-m 
, n-m 
where 
o/i. is the ith el ement ot 
(2.21) 
C ., is the kth element of the ith row of C j k -J 
let 
Xn = Y , be a basic feasible solution to the B o 
problem (2.16). Then from (2.21) it is clear that 
' ^ f (V. ) 
JX,, . J 
ere X = 0 n 
Clearly it will pay to increase that Xj^ , for ''/hich 
F, (Xj.) is most positive. 
(38) 
1 
Let X,,, , be the non-basic variable for which Nk 
F, (X.,) is most positives this X.,, is taken to be 
k N ^ Nk 
variable to enter the basis. Now to fix the leaving 
variable, we must consider the following two points 
(1) The maximum increase X Nk in Y,,, should be such Nk 
that no basic variable becomes infeasible that is, 
Y 
(1) 
'Nk 
M . 
min Yio 
Y. . 
so 
sk ik 
0 (2.22) 
oOif all Y., .^ 0 ik — 
2. The maximum increase NjiV in Xj^ j, should be such that 
F„(Xj^) should not become negtative. OR in other words, 
we increase X„, so that F, (X„) becomes Zero. This from (2.21) 
.(2) 
'NK 
- C, 
2C kk 
0<3 
' S k - 0 
' Sk = ° (2.23) 
Hence, the desired maximum increase in X^^ is given by 
^NK = ^i in [ig ) y ( 2 ) K ' NK (2.24) 
If 
'NK 
.(1) 
'NK , then (2.22) determine the lea^fin; 
variable to be Xn„ which will become non-basic in this 
case. 
Now the coefficients of Y , Y . , c/ ,^ are recomputed 
for the new basic feasible solution and the computational 
procedure is repeated. While increasing (decreasing), non-
(39) 
basic variable it may happen that F„(Xj,) vanishes before 
that any basic variable becomes zero. 
In this case, we introduce a new unrestricted non-basic 
variable. 
U, = F^ (X,) = (2.25) 
We now have a basic feasible solution to set 
m + 1 constraints AX = b and F.(X.,) = 0 
from 2-i-%l 
oC 
'Nj 2e. . 
I. -^H. 
^NK "•" la.. 
KK 
u . 
J 
(2.26) 
We use (2.26) to replace \ ^ . in (2.19) and (2.20) 
and introduce u.. Then (2.26) alongwith (2.19) will respre-
seivt the new basic feasible solution. 
The procedure now repeats with this new basic 
solution untill finally use get the optimal solution. 
2.5,3 Method of Theil and Van De Panne:-
The method of Theil and Van de Panne (1960) is 
limited to strictly convex objective function for QPP. 
The method differs essentially from the other by using 
a combinatorial approach which does not required much work. 
In this method the procedure is out lined in the following. 
( hO) 
Consider the problem: 
Maximize f(X) = p^X + l^Cx 
Subject to AX^  = k ^ 
And X ::^  0. 
(2.27) 
This method is based on the following observation: 
If an optimal solution X to (2.27) is such that 
1 
a . i X* = b., i=l,2,- - -,n 
a . 
(2.28) 
i X ^ b., i=n+l,- - -,m 
Then X^ ^ will also be an optimal solution to, 
Maximize f (X) = p^X+X^€X 
1. (2 .29) 
a. X = b., i=l,2, ,n Subject to 
In the first step, the procedure is to solve the unconstrai-
ned problem (2.27) Call X, •"" the optimal solution to this 
problem. 
If AX^« ^ b, 
than, X,''^  = X''^, the optimal solution to the original QPP 
Suj^pose, that at X,*, 
a. X,-'^" jv,b., i = 1,2, ,n. 
Then solve n-problems of the form (2.29). The solution 
to these problems are donated by 
X^^^ i = l,2, -
-,n 
X.* is feasible to the original problem, then it is 
opt imal, 
(41) 
If X.'^  p x'*^  for some i, then for each solution X.''^  a subset 
1 1 
of the rGmainiriB costraints is violated. 
Leta.'X.:i.b., jES(X.*), (2.30) 
where S(X) is the set of indices associated with the cons-
traits violated at X. 
If the optimal solution to any of these problem 
and if the solution to the problem obtained by holding 
only one constraint active violates the relaxed constraint, 
then the solution is optimal. 
Now consider problem holding K constraints active. 
- -, K a . 'X = b^, i = l,2, 
and that at least one const:raint of the original problem 
is violed by each solution to the previous set of the 
problems. 
S(X.*) :#<^for all K, (2.31) 
then to each set of constraints hold active to detain the 
solution X,* append one of the constraints in the set S(X, *) 
and solve this new problem. 
The solution to one of these new problems ^IVTI* will 
be the optimal solution to the original problem if and 
only if, 
1 
'=K + l ^ ^ 
(42) 
2. The optimal solution to the set K+1 problem generated 
by deleting one of the constraints violates this constra-
ints. 
2.5.4 Procedure for Solving Concave QPP:-
Arshad, Khan and Ahsan (1981) developed the following 
algorithm for solving a concave QPP. 
Consider the problem 
Minimize f(X) = p^l + X^€X. 
Subject to 
and 
AX = b 
X > 0, 
(2.32) 
where, 
P ' = (Pi 'P2 ' ' Pn -* 
X = (X.jX^.— - ~ i X ) 
are n-component new 
vector in K 
n b = is m-component column vector in R 
A, IS an mxn matrix in K 
We as sume that f(X) is defined and concave on the convex 
constraint set in the whole space R , 
Thus X^  €X_ is negative semi definite. 
let S, be bounded set of all feasible solution 
to the (CQP) defined as 
S = [J(/A}( = b, x ^ O ] 92.33) 
The number of local minima of (2.32) may be large. The 
interest lies in finding the global minimum of (2.32) 
(A3) 
The extreme points of S can be written as 
n -m 
0 "^  Z a (-Y.) ^ 0, 
j = l ^-^ J 
^1 " 1^1 
n-m 
^m ~ ^mo "^  Z" a . (-Y .) > 0 
X ,= 0 + Y^  
ml 1 
X = 0 + Y 
2^0, 
> 0. 
where Y I . Y T , - - - ,Y represent the present non-1 z n-m *^  ^ 
basic variables. 
The above equations can be written in vector notation 
as 
X = a + 
— o 
where , X = (X, ,X^, ,X ) 
n-m 
j = l 
a, (-Y .) > 0 (2.34) 
^o" *^^10'^20' '^mo.O,—-,0) 
and a.= ia-^.,a^.,- -,a^.^0, — , 0 ) 
let F be the value of the objective function f(X) in (CPP) 
at the present local minimum and let Y .'''• -^ 0, j = l,2, 
n-m be the non-degenerate optimal solution to the following 
(n-m) propblem: 
Maximize Y., 
Subject to f(a +a.) (-Y.) > F 
'-0 J' ' J ^  - c 
And 0 < Y . ^ . Y, J- = 1 ,2, n-m (2.35) 
(44) 
where Y is some large number. 
Th e cut 
n -m 
T = y ^j 
Y . 
J 
- > 1. rS.36) 
First used by Tu i (1964) , el imina tes only that portion of 
the feasible set S which does not contain any solution 
better than the present local minimum of f(X). 
Now since f(X) is conuve, it is clear that the global 
minimum lies on an extreme point of the set S^=S. Let X 
be an extreme point of S. Consider the linear function. 
L^(X) = Vf (X'") X (2.37) 
'here yfCx"")^ 
?)X, ' c)X, ]X = X' 
is the value of the gr a d i e n t vector of f ( X ) at X=X ^ 
we h a v e , from concavity of f ( X ) 
L (X^ > f C X ^ , for all X 
m ' — 
Now we- solve the f o l l o w i n g auxiliary linear p r o g r a m m i n g 
problem 
Minimize L , (X) = f(x'"^ -^^  X 
ml 1 
Subject to X £.5. (2.38) 
Assume that X is a local minimum solution to the QPP(CQP) 
T 1 
and let X be the solution to the linear p r o g r a m m i n g 
problem in ( 2 . 3 8 ) . It is c l e a r , that X is an upper bound 
to the opti m a l solution of the ori g i n a l problem ( C Q P ) . 
(A5) 
Now take X° as starting point, and then move along 
the various blinding edges of S, to locat another local 
minimum of problem (CQP). This seach could be done by moving 
along the various adjacent extreme points untill we reached 
an extreme point X , such that there is an adjacent extreme 
point with a value of f(X) smaller than f(X ). 
Now the whole procedure is repeat with the following 
auxiliary problem. 
Minimize Lm-j(X) = /f (X ) X (2.39) 
Subject to X E S „ 
here, S^ = S, except that a Tui s cut as defined in 2.36 i IS 
'2~'"1 
intorduced into the problem, so that S^= S, T. 
The process terminates at the Kth iteration if the 
(K+l)th auxiliary problem. 
Minimize Lmj^^^^X^ = Vf [ x''''"^ M ^ X 
Subject to X £ S, , 
•^  k + 1 
(2.40) 
.mk has no solution. The the extreme point X will be the 
global minimum for QPP (CQP). 
Convergence of the procedure: 
The following result are needed to prove convergence of 
proced ure. 
Lemma:- The sequence of upper bounds f(X ) is monotonical]y 
non-d ecr easing . 
(46) 
Proof:- The objective function f(X) is successively nimi-
zed over a nested decreasing sequence of set 
b , , b / , — — — — , o k , '^K.ii 
Thus 
Mi n (f(X): XeSj^] > Min [f(X): XE S^ ^^ J 
So that 
fCX'"^ ^ > (X'"^  + ^ . 
m V T If 
Theorem:- let X be the (kth) local minimum and X be the 
solution to the Kth anxiliary linear programming 
problem, then [fCX""^) > f(X^^) > f ( x'^ k + i)]; ~ ^  2 . 41 ) 
K = 1,2,3,- -
Proof:- By definition, we have 
Lmj^  (X) > Lmj^ (X^ k ) for all X E S 
therefore 
VfCX'"'')^ X"'^  > Vf(X'"'')4 ^^ 
or Vf(x'"'')4'"^ - VfCX'"^)^- X ^ k > 0 
or 
^^.^mk^l ^^mk_ ^Lk ^ y Q {2.hi) 
Now from concavity of f(X) and (2.42), we have 
f(x'"^) > f(X^^) 
mk+1 Lk from the deviation of X from X we get 
f(x^'') > f-'yJ^^^^) (2.43) 
(47) 
By combining (2.42) and (2.43) we get (2.41) and hence 
the proof. 
A numerical example;- Arshad , Khan and Ahsan solved the 
following example for illustrating the computational 
details. 
M inimize f(X) = 3X^+4X2-X^ 2X, (2.44) 
Su bject to 
and 
-2 X^+X2 < 1 , 
-X^+ X2 ^ 2, 
X,+X2 •<. 7 , 
Xj^-2X2 ^.2 
X1.X2 ^ 0 
(2.45) 
origin can be taken as the starting basic feasible 
solution, 
that is, 
X° = (0,0). 
The value of the objective function at X_o is 
f(x°) = 0 
Iteration 1'. (0,1) and (2,0) are two extreme points adjacent 
to _X . The value of the objective function 
'- • )at both these points is 2 which is greater 
than f(X°). Therefore the first local minimum 
X^ = 2^  • For obtaining Tui's cut the following 
two one variable optimization problems are solved 
Max imize X-, , 
(48) 
Subject 3X^ - X^^ = 0 
X^ > 0 , 
And Max imize X^ 
(2.46) 
(2.47) 
Subject to 4X., - 2 X % = 0 
which yield their respective optimal solution as 
^1 = 3 
and ^2 = 2 
Therefore Tui's cut to be introduced is 
^ \ ^ ^2 > 1 (2.48) 
^ ~ 3 "^  2 
The objective function ofthe auxiliary linear programming 
problem is 
Lm^(X) = f(X'"^)^X = 3X^+4X2 (2.490 
Adding (2.48) as an additional constraints in the constraint 
set (2.45), we get the following auxiliany linear programm-
ingproblem. 
Minimize Lm, (X) = 3X,+4Xp 
Subject to (2.45) 
The solution to (2.50) is 
X^l = (3/8,7/4). 
(2.50) 
,bl The value of the objective function (2.44) at X is 
f (X^) - 119/64. 
(49) 
Iteration 2. From X we move successively to the adjacent 
extreme points. The corresponding value of 
the objective function are found as follows: 
X,h 
X,W 
- A 
-14 
-16 
10, as shown in the figure (X) 
^ 
Xy 
Thus X m2 X LI (3,4) 
The auxiliary LPP with new Tu i ' s cut added in the 
constraints set is seen to be in feasible. Thus X m2 IS 
(50) 
optimal solution to the problem (2.44) - (2.45) with 
X^ = 3 
X2 = 4 
and f •16 
2.5.5 Some Other method for SolvlnR QPP:-
Beside the four metliods (Wolf's method, Beale's 
method, Method of theii and Vande ponn, Gradient projection 
method and procedure for solving concave QPP), discused 
in detail in this disseration. There are so many other 
methods for solving a QPP. In the following a brief account 
of some other well known methods for QPP has been given. 
Hildreth (1957) has developed a method for solving 
a convex QPP which makes use of duality. The computations 
in this method are very simple but the convergence is very 
poor and usually a great number of iteration are needed, 
the objective function is also required to be strictly 
convex. 
The method of Brankim and Dorfman (1956) is similar 
to that of Wolfe which partly uses a new algorithm which 
is not always successful-
Frank and Walfe (1956) gave an improvement of the 
Barankin - Dorfman method which uses the simplex technique. 
(51.) 
Frisch (1957) has developed a method known as Multi-
plex method. This method is similar to that of Rosen (1960, 
1961). Zoutendjik (1960) gave the method of feasible 
directions. Hathankker (1960) gave a method known as capa-
city method for solving QPP. The method is applicable only 
under restricted hypotheses regarding the constraints and 
for a strictly covex objective function which limits its 
u tility . 
Beale (1967) extended the 'Inverse Matrix Method' 
of linear programming to solve convex QPP. 
Some other recently developed method are due to, 
Konno and Hiroshi (1976), Hsta and Weisheh (1977), Finkbei-
ner and Kail (1978), Arshad and Khalid (1979), Regina B. 
(1979) Z. Islam, S.U. Khan and Jassim (1986), Shang - Wang 
change (1986) and John A. George (1988). 

(52) 
CHAPTER - III 
INTEGER QUADRATIC PROGRAMMING 
3.1 Introduction : A QPP in which all or some variables are 
restricted to be integer is called an Integer QPP. The 
Mathematical model of IQPP can be given as 
Maximize (or minimize) Q(X) = P X + X. C X 
subjectto AX.=bi (3.1) 
and X. is an itger if j E J 
where J = [ J/X. is required to be initeger] 
3.1.1 All Integer Quadratic proRramming 
Clearly if X = ( X, , Xo , iX ) then we will have an all 
J _ ^ 1 ' 2 n 
Integer quadratic programming problem of 
J = [1,2, — , n] = 1 (Say) (3.2) 
3.1.2 Mixed Integer Quadratic Programming 
If J C I , that is, J is some proper subset of I 
we will have a mixed Integer Quadratic programming problem. 
3.2 Method for solving all Integerconvex QPP 
Agrawal used Beal's method for solving the convex 
QPP, without Integer restriction and then he used the branch 
(53) 
ind bound technique for obtaining the Integer solution. 
Consider the problem. 
Minimize Q(X.) = £^1+I^CX. 
Subject to A}( = _b 
X > 0 
(3.3) 
(3.4) 
(3.5) 
§nd X. is an Integer for all JGl = [1,2, ,n] (3.6) 
Assume that X_ CX_ is positive semi-definite so that 
Q()^) is a convex function of n variables X_ = (X, , X ) .P , 
b^ , A, and C are as defined in QPP (Chapter II). It is also 
assumed that the constraints eq (3.4) are feasible, the 
feasible set is bounded and degeneracy is absent. 
The algoi1thm: 
Using Beal's method the problem (3.3) to (3.5) is 
first solved without restriction (3.6). Assume that X^  ^ O 
^ denote this solution and Q denote the value of Q(X. ) • 
If all components of J( , that is, X,,X„ ,--
)(=X^ * will be the required optimal solution 
X are integer 
n 
If some or all X ., j = l, ,n are nonintegers Land 
and Doig (1960) method is used to obtain more restrictive 
lower bounds Q-,,Q2, Q- on Q (1) . 
o . 
Then 
Let X denote any noninteger component of 2L .•-
[X° ] / X° / [X° ] + 1 
p -^- p *- p •• 
(3^-1 
where, [X° ] is the integ-ral part in X 
The two successive integers nearest to X are [X \ 
am [XpP] + 1 . 
In order to have a solutio of (3.3) to (3.5) with 
integer X the following two subproblems are solved again 
by Beals method : 
(1) Solve (3.3) to (3.5) with X = [X °] as an additional 
\ / \ / PP 
constraint. 
(2) Solve (3.30 to (3.5) with X = [X °] +1 as an additional 
p p 
cons train t. 
Let Q and Q be the two values of objective func-
tion obtained in (1) and (2). 
X cannot have an iteger value and the original 
problem has no solution if both the subproblems (1) and 
(2) have no solution. 
If the subproblem (1) has no solution this implies 
that for further cosideration we must keep X > [X °1 +1. 
P - P 
similarly if subproblem (2) has no solution for further 
consideration we-, have X <C [ X 1. 
P - P 
Assume, Q^ = min (Q ,Q ) and X =h, were h is an integer. 
To find the second best solution solve the two subproblem 
(3.3) to (3.5) with X =h-l and X = h + 1 separately. (One 
of these values has already been obtained as Q' or Q"). 
(55) 
Let X be any non-integral variable at this stage. Solve 
again the two subproblems with X = h and X = [X ] and 
p q q 
X = h and X =[X ] +1 as additional constraints. 
p q q 
Let Qo be the most minimum value of Q(X.) obtained 
till n ow 
The procedure is then repeated with Q2 as the current 
lower bound on Q(l_) . 
Conf^tinuing in the above manner a tree can be formed 
whose every vertex represent a known set of integer cons-
traints. A branch of this tree will terminates if it reaches 
a vertex having non-feasible solution. At last either all 
branches will terminate or a vertex having the most minimum 
value is reached for all X. are integers. 
3.3 Method for SolvlnR mixed Inteaer Convex QPP' 
Agrawal (1974) used the cutting plane method intro-
duced by Grtomory (1958) for solving mixed integer convex 
QPP. 
Consider the problem: 
Minimize Q(X) = P'X + X'CX, (3.7) 
Subject to AX = b^ , (3.8) 
1 > 0 (3.9) 
(3.10) 
where J = [J/X. is an integer]. Assume that X'CX is positive 
semi-definite, that is, Q(X) is convex. X,P,b_, A and C 
and X. is an integer for all j £ j , 
(56) 
are as defined in QPP (in Chapter II). It is also assumed 
that the constraints (3.8) and (3.9) are feasible, the 
feasible set is bounded and degeneracy is absent. 
The AlRorithmr- The problem (3.7) to (3.9) is first solved 
by Beal's method. Let us call X,- - -, X as proper varia-
bles. During the application of Beale's method all the 
free variables which have been made basic at any stage. 
Should not be considered further. During variations of 
the non basic variables the equations of the proper varia-
bles are used to keep these basic free variables non-nega-
tive. Because in order to introduce Gomory type cuts all 
the variables, proper and free, should be non-negative, 
we will now call a free variable as improper variable as 
it is no more free. 
Let )C denote the optimum solution to (3.7) 
Then we must have 
(3.9), 
"^Q > 0 for all non-basic X. 
ix. 
'b 
•v.T ^  = 0, for all free non-basic U, 
where, U, , K=l, , h are the free variables at the final 
test point and the objective function Q(2^) is in terms 
of only non-basic variables. 
If all X., j £• J are integers, X_ will be the optimum 
solution to equation(3 . 7 ) to (3.10). 
(57) 
let all X. for j & J are not integrers, select any one 
of these X.'s say X Then X can be expressed as 
J P P 
X = a^^ + 
P po 
a . (-X . )+ a , (-U, ) 
PJ J pk ' k 
(3.11) 
where the two summation are for all non-basic proper variab-
les and non-basic improper variables. Clearly a ^ is non-
po 
integral. 
Let us denote the integral and fractional parts 
of a , a . and a , by [a 1, Q ,[a .1, Q . and [a , ] , po' PJ pk -^  •- po-"' ^po'"- pj-*' ^pj pk-"' 
Q , respectively. Clearly we must have 0 ^ ^ f, ^ 1' 
0 ^ Q . ^  I and 0 < Q ,• /1 . 
The Gomory cut can now be introduced as a basic 
variables S, 
where , 
S = -Q + T^-Q • ) ( - x . ) + V ( - Q 1 ) ( -u, ) 
po ^ PJ J /- pk'^ k^ 
+ /-- (-a .) (-X .) 
[j=j,a . Q] ^^ J 
PJ-
"^  ^  (Q a .)/(l-Q )(-X .) 
r • , • m po PJ po J [ j + j ,a . 0] ^ ^-^ ^ -^ 
I 
I 
[KEJ.a , 0] 
p k — •' 
<-pk) (-"k) 
Q a ,/1-Q )(-U,). (3.12) po pk po k 
(58) 
The problem (3.7) to (3.8) can now be solved with (3.12) 
as an additional constrained by "parameter 't' method" 
introduced by Beale (1959). 
Def ine 
St = 2+^ (3.13) 
where t is the Beale's parameter. Clearly the value of 
t for which the present solution is feasible is Q 
"^ po 
The parameter t method now gradually decreases the 
value of t to zero, If t / Q the S + Z 0 and S^ will become 
^ po V. •=— t 
nonbasic. If S contains any nonzero term in any improper 
variable this should be made basic. If such improper 
variable is not unique, any one of them could be choosen 
first. The process terminates when t = 0 without any basic 
proper variables or any partial derivative of Q becoming 
negative. If at this stage we still have some non-iteger 
values of the variables which are constrained to be inte-
gers,more cuts are added one by one and the process is 
repeated until we reach the required optimal solution. 
3.4 Bari and Arshad's Variation of Agrawal's method 
Consider the QPP 
t ! 
Maximize Q(X) = P X + X C^, 
AX. = b., 
X ^ 0 
(a) 
(b) 
(c) 
(3.14) 
(59) 
and X. is an integer for all Jei=(l,2, ,n) 
Assume that 
)( CX is negative semidefinite, that is 
Q(2C) is a concave function of X. A,C,b^,P and )C are as 
defined in •'Q P- P-'. If the integer restrictions (X. is 
an integer for all JET = [1,2, ,n] are neglected than 
an equivalent problem for (a) to (c) can be stated as: 
Find Vectors (I,1,Z) ^ , 0 , 
Such that 2Cj(-Ay+l'^=-P 
and X^Z= 0 
(d) 
(e) 
(f) 
(8) 
(3.15) 
The first n component of any basic feasible solution to 
(3.15) will be the optimal solution ^for the QPP (a) to 
(c). If this optimal solution, X°, is an integer solution 
the problem (3.1A) solved. 
Let the jth component of X i.e. X. is not an 
- J 
integer. Denoted by ( X °) the integer part of X.°. let 
( -x , ° ) .h . 
Consider the following restriction on X. 
X . / h 
J -^ 
or h - X. > 0 
J ~ 
and X . > h + 1 = K (Say) 
or X . - K > 0. 
J 
(3.16) 
(3.17) 
The two new subproblems are created as follows: 
(1) Solve (a) to (c) with (3.16) as an additional constraint 
(60) 
The K-T conditions for this problem are 
(X.Y.Z) > 0, 
2CX. - A ' X + I Z = - P , 
AX. = b. 
and X'Z = 0 , 
(3.18) 
where X = _X except that X . =h - X . , and 1 = 1 except that 
the jth diagonal element is -1, because 
^2 
= - - ^ OX.: 
J 
(2) Solve (a) to (c) with (3.17) as an additional constraint 
The K-T conditions for this problem are 
(X,Y,Z) > 0, 
2C1 - A^Y + IZ = - P, (3.19) 
AX = b. 
and X^Z= 0, 
where X = X except that now X. = x.-K. 
- - J J 
The subproblem (3.18) and (3.19) can be solved by simplex 
method. Dankin's approach is used in obtaining- upper bounds 
on the solutions. The convergence of the procedure is 
obvious because it uses Wolfe's method. 
3.5 Some Numerical Examples on IQPP 
(a) Agrawal solved the following numerical example to 
illustrate the computational details. 
Consider the convex QPP: 
(61) 
Minimize Q(X.) = 6-6X^+2x^^-2X^X2+2X2^ 
Subject to X^+X2 ^-2 
X^ ,X2 > 0 
X, and X_integers 
(3.20) 
The constrant X,+Xp/,2 can be written as 
X.|+X2+x„=2, where X„ is a slacK variable. 
Application of Beal's method to solve (3.20) without 
integer restriction gives us: 
X^ = 3/2, X2 = 1/2 and Q = 1/2 
Let us first consider X, in the above solution. 
The two subproblems with X,=1 and X2=2 as additional 
restrictions yields. 
X^=l, X2 = l/2, X3 = l/2 and Q=3/2 
and Xj=2, X2=0, X2=0 and Q=2 
(3.21) 
(3.22) 
clearly solution -(3.21) will provide a better lower 
bound on Q(X.) . 
Further taking X,=0 as an additional constraint 
gives: 
1 = 0, X„=0, Xo = 2 and Q=6 which will be discarded 
because we have a better solution - (3.21) 
Thus Q = 3/2, 
The following sub problem is now solved: 
Minimize Q(X.)=6-6X^+2Xj ^ -2X^ X2 + 2X2^ , 
(62) 
Subject to X^4*Art + Ao — ^f 
x^ = 1 , 
X2 = 0 . 
and X^,X2,X3 > 0. 
The value of Q(X.) comes out to be 2. 
Therefore X^ = (Xj^*,X2*) = (1,0) will be the required 
optimum integer solution t o(3-20)iJi th 2 as the minimum value 
of the objective function. 
(b) Based on (Bari and Arshad--) 
Consider the following all integer convex QPP: 
Max imize 
Q(X) = 6X^-2X^^+2X^X2-2X2^ 
Subject to X,+X2 ^- 2 
X^,X2 > 0 
and X,and X„ are integers 
(a) 
(b) 
(c) 
(d) 
(3.22) 
problem (a) to (c) iS equivalent to: 
Find (X_,X,Z) ;> 0, 
such that - AX,+ 2x2-Y+Z, =~f(.i, 
2X^- AX2-Y+Z2 = 0 
and Xj^Z,+X2Z2 = 0 
The solution to (3.23) obtained by artificial basis 
technique is 
X^= 3/2, X2=l/2 and Y=l 
(3.23) 
(63) 
The value of the objective function is 5/2. 
Adding X, £-1 and X, > 2 in the constraints of (1), we 
can find two subproblems. 
The equivalent set of K-T conditions as given in (topic 
3-4, equation (3.17 and (3.18) are. 
•'^•i>X2(Y,Z,,Z2 2^» 
- 4X^-2X2+Y+Z^ = 2, (3.24) 
- 2X^-4X2-Y+Z2 =-2 
- X^+X2 = 1 
and X^Z^ = 0, X2Z2 = 0 
A solution to (3.'l6)ois 
X^=0, X2 = 1/2, Z^ = 3. 
The other solutions of the subproblem can be obtained as 
follows. The optimal solution of the above numerical example 
is not unique, however the maximum value of the function 
is 4 . 
The diagram below shows the various steps 
(64) 
Numerical 
(c) (on mixed IQPP Agrawal's) 
Consider the problem 
Minimize 
Q(X) = 183-44X^-42X2+8X^^-12X^X2+17X2^ (a) 
Subject to 2 X^+ X2 ^ 10 (b) 
Xj.X. > 0 (c) 
and X, is an integer (d) 
(3.25) 
Introducing slack variable X^ ^ 0, then (b) and (c) can 
be written as 
2X^ + X2 + X3 = 10 
The solution of the above problem by Beale's method yeild 
X^ = 19/5 + 1/5 U2 - 2/5 X3 . 
X2 = 12/5 - 2/5 U, - 1/5 X3, 
Q = 19 + 6X3 + 3 X^^ + 4 U2^' 
that is, X^ = 19/5, X2 = 12/5 and Q(l)= 19. 
since X-, is required to be integer, 
thus we have the Gomory's cut as 
4/5 X -1/5 
S = 4/5 + 1-4/5 (-U 2) + 2/5 X, 
or S = -4/5 + 4/5 U2 + 2/5 X3 (3.26) 
Addition of parameter t to (3.26) gives 
S^ = -4/5 + t + 4/5 U2 + 2/5 X3 
(65) 
S, will now become non-basic i.nplace of U^, 
We have 
U2 = 1-5/At +5/4S^- 1/2 X^ 
X^ = 4-l/4t + 1/4 S^  - 1/2 x^ 
X2 = 2 + l/2t - 1/2 S^ 
and Q = 19+6X3+3X3-44(l-5/4t+5/ASj-1/2X3)^ 
t is now reduced to zero without making X, and X^ or any 
partial derivatives of Q negative which yiels, 
X^ = 4, X2 = 2, and Q 23 (3.27) 
will be the required solution of the mixed IQPP (3.25) 
The integer value of X„=2, here, is just by chance. 
{!«kg4 gi 
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CHAPTER - IV 
SOME APPLICATION OF QPP 
4.1 Introduction:-
Quadratic programming is a practical subject. In 
fact the rapid development of the subject is a result of 
many practical application that have been found. In this 
chapter, we will out line some application of QPP to certain 
problems arising in industry, economics and sample surveys. 
4 .2 The problem of optimization of machine capacity:-
Let a manufacturing plant produce n commodities 
in quantities x, ,X„,- - -,X units per period, using m 
machines available for b, , ,b^ hours j^ F^ period respect-
ively. 
Let a., denote the requirement of ith machine hours 
for unit production of jth commodity. Thus we have the 
following m constraints: 
Y_ a. . X . ^ b ., i = l , ,m (4.1) 
and also X . .> 0 , j = l, ,n (4.2) 
let the structure of the market is such that the per unit 
profit R. on the jth commodity depend on the quantities 
to be sold that is. 
(67) 
R . = R . (X, ,X ) 
The total profit R is then given as 
n 
R = I R. (X, , ,X„) X, (4.3) 
j = l 
Thus we can state the problem as: 
n 
Maximize R = Y" R . (X,, ,X ) X., (4.4) 
j = l 
n 
Subject to "V V / V, • 1 /• / c N 
•^  Z_ a-j X £_. b , 1 = 1, ,m (4.5) 
and X . _> 0 j = 1 , -n. (4.6) 
The problem (4.3) will become a QPP if R is a linear 
function of X.. For example we can take the most general 
J 
situation when p. is proportional to X., that is. 
R . = S .X . 
J J J 
where S. is some constant. 
J 
The total profit in which case is 
n 
^^  " ^ S. X.^ = S/X,^ + S„X^^+ + SnX ^ (4.7) 
j = l J J 1 1 2 2 n ' ' 
which is a quadratic function X^  C}( of 
1 = (X-, , ,X ) where C is a diagonal matrix of order nxn 
whose jth diagonal element is S.. 
J 
The problem of maximizcition of (.4. 7-)—sjj^ j e c t to 
(4.5) is a QPP. 
(68) 
4.3 The blending problem:- Let n products are to be made by 
blending m types of raw materials which are available in 
limited supplies b,,b^, ,b units per period. 
Let the specific gravities of the blended products 
be required as o/ , o/„ , ,o^ respectively while the specific 
gravities of the raw materials are P, , K^, /*?. The gravity 
specification of the jth product will then be 
Pr ^ij+ h^ii^ - - - + /3 X . 
m mj ^ 
or 
X^ .. X^j . 
r (3. X.. 
i = i ' ^ ^J 
+ X 
mj 
< . J.l, - --,n (4.8) 
111 
i ^ l ^J 
where X.. is the quantity of ith raw material in the jth 
product measured in units of \^olume. requirement (4.8) 
can be expressed as a linear equation: 
or 
(f^.-^i)!. . + (f3 K)x- .+ —+(/3_<<)x . = 0 1 J ij 2 j' 2j ^ m j' mj 
f (f^--^^) X. .=0, j = l,---,n (4.9) 
The following restrictions on the supplies of raw materials 
are 
1 - X^ ^ b , 1 = 1, ,m, 
Obviously we must have 
(4.10) 
ij_>0, i = l, ,m, j = l, ,n (4.11) 
(69) 
Let the purchase prices qi(i=l, ,m)of the raw materials 
are constant and the selling prices R.(j = l, ,n) of the 
products depend linearly on the quantities produced and 
sold 
X.(j=l, ,n), that is, 
R . = U. - V .X . , j = l,---,n 
J J J J 
where X I X... 
i = l J^ 
j =1, n, 
U. and V. are known constants 
J J 
The total profit R per period will 
thus be 
='- I L (U .-V .X .)X .- Y qi( X. . 
^~ i = l 
(4.12) 
The maximization of (4,12) subject to (4.9)(A.10) and (4.11) 
is a QPP in X. 
i j 
4.4 The problem of invantory planning:-
Suppose a company is planning how much to produce 
in each quarter of a year. 
Let the estimated sales perquarter are T,,T2,To 
and T, . At the begining of the year, inventory Y = 0, 
inventory Y.(j=l, ,4) at the end of each quarter is 
required to be non-negative and no delay in meeting demand 
being admissible. 
(70) 
let X. = (j=l, ,A) denote production in jth 
quarter. then 
we have 
^1 - ^ = ^1 
^1 + X2-Y2=T^4-T2 
b, . say 
= b„ say 
X^ + X2 + X2-Y2 = T^+T2+-p3 = b^ say 
and X-^  + X2+X2 + X^-Y^ = T ^ +T ^+7 ^+1 ^ = b^say 
(4.13) 
where , X. and Y. > 0 
J J " 
(4.1A) 
let the cost of production and storage in jth quarter are 
'^  X . and RY ._, respectively. The total cost of storage 
and poroduction E is given by 
E = o<'(X^^ + X2^ + X3^ + X^^)+ [3(Y^ + Y2 + Y3) (4.15) 
The problem now is to determine production X. and inventory 
Y. (i = l, ,U) such that tlie requirements in (4,13) and 
(4.14) are meet and at the same time the total cost of 
production and storage is minimized. Clearly this is a 
problem of QPP. 
4.5 The Problem of Stratification in multivariate sample 
surveys: -
Ahsan and Khan (1982) formulated the problem of 
determining the stratum boundaries as a problem of non-
linear programming. The problem is that of choosing the 
(71) 
strata boundraries so that the stratified sample thus 
choosen gives the maximum precision for the desitred esti-
mates. In practice this is done by choosing the boundaries 
for an auxiliary variable which is closely related with 
the estimation variables. The strata boundaries obtained 
by the help of the given auxiliary variable may produce 
better results for some of the estimation variables while 
worst for the others. "In such cases a stretegy would be 
to put some lower limits upon the precisions of less impor-
tant variables and maximize the precision for the most 
important one . 
The situation involving several estimation variables 
each having point loynormal distribution with the stratifi-
cation variable is considered and the problem is formulated 
as a nonlinear programming problem. It was found that the 
functions in the above problem are so involved that it 
is hard even to test them for convexity and much effort 
is required in obtaining the absolute minimum by using 
the existing non-liaeai piogrammiug technique. 
The above discused problem may be solved with some 
case by approximating its objective function by a quadratic 
function. The procedure used is that of 'Convex ChebysheV 
Approximation' given by Zukhoviesky and Advdeyeva (1966), 
which works well if the function to be approximated is 
smooth. If the approximated qVfuadratic function turns out 
(72) 
to be convex and the constraints of the problem are linear 
functions then we can have an approximate solution to the 
nonlinear programming problem by solving a quadratic pro-
gramme. The computational experience suggests that a suita-
ble choice of the starting point in the procedure may 
produce the desired convexity (or concavity) properties 
in the approximated quadratic function. Furtherr, if the 
constraints of the problem are also non linear then they 
can be linearized by using the method devised by Millor 
(1963) . 
4.6 The problem of optimam allocation in multivariate stratified 
sampling ; 
Ahsan and Khan (1982b) also formulated the allocation 
problem in multivariate stratified random sampling as a 
problem of non linear programming in which the constraint 
are linear. The above allocation problem can also be appro-
ximated to a QPP after approximating the objective function 
by a quadratic function through the convex chebysheves 
approximation technique used in Ahsan (1982a). 
(i) 
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