High-maturity software development processes, making intensive use of metrics and quantitative methods, such as the TSP/PSP, can generate large amounts of data that can be periodically analyzed to identify performance problems, determine their root causes and devise improvement actions. However, there is a lack of tool support for automating that type of analysis, and hence diminish the manual effort and expert knowledge required. So, we propose in this paper a comprehensive performance model, addressing time estimation accuracy, quality and productivity, to enable the automated (tool based) analysis of performance data produced in the context of the PSP, namely, identify performance problems and their root causes, and subsequently recommend improvement actions. Performance ranges and dependencies in the model were calibrated and validated, respectively, based on a large PSP data set referring to more than 30,000 finished projects.
INTRODUCTION
Currently, according to [1] , the top two software engineering challenges are (1) the increasing emphasis on rapid development and adaptability, and (2) the increasing software criticality and need for assurance. The Team Software Process (TSP) and the accompanying Personal Software Process (PSP) are examples of methodologies that can help individuals and teams improve their performance and produce virtually defect free software on time and budget [2] [3] [4] , addressing current software development challenges. One of the pillars of the TSP/PSP is its measurement framework: based on four simple measures -effort, schedule, size and defects -it supports several quantitative methods for project management, quality management and process improvement [5] .
Software development processes that make intensive use of metrics and quantitative methods, such as the TSP/PSP, can generate large amounts of data that can be periodically analyzed to identify performance problems, determine their root causes and devise improvement actions [6] . Although several tools exist to automate data collection and produce performance charts, tables and reports for manual analysis of TSP/PSP data [7] [8] [9] [10], practically no tool support exists for automating the performance analysis. There are also some studies that show cause-effect relationships among performance indicators [11] [12] , but no automated root cause analysis is proposed. The manual analysis of performance data for determining root causes of performance problems and devising improvement actions is problematic because of the potentially large amount of data to analyze [6] and the effort and expert knowledge required to do the analysis.
To address those shortcomings, we are developing models and tools to automate the analysis of performance data produced in the context of the TSP/PSP and other high maturity processes, namely, identify performance problems and their root causes and recommend improvement actions. In previous work [13] [14] we developed a performance model and a tool to automate the analysis of time estimation performance of PSP developers. The model was validated based on a small data set from our institution. More recently [15] [16], we investigated, based on existing PSP data, the factors that affect the productivity of PSP developers. The current paper goal is to present a comprehensive performance model, covering the estimation, quality and productivity aspects, calibrated and validated based on a large PSP data set, to enable the automated (tool based) performance analysis of individual development work with the PSP.
The rest of the paper is organized as follows. Section 2 describes our overall approach. Sections 3 and 4 present the performance model conceived based on literature, expert knowledge and existing PSP data. Section 5 presents an analysis of existing PSP data to validate assumptions in the model. Section 6 presents a case study to illustrate the application of the model and compare the results of model-based and manual analysis. Section 7 presents the conclusions. The appendices contain support tables and charts.
OVERALL APPROACH
An overview of the artifacts and steps involved in our approach for automated performance analysis is shown in Fig. 1 .
In order to enable the automated identification of performance problems (first part of activity B1), one has to first decide on the relevant performance indicators (PIs) (activity A1) and thresholds (activity A3). In order to enable the automated identification of root causes of performance problems (second part of activity B1), one has to first decide on the relevant cause-effect relationships (activity A2). Together, the performance indicators, performance ranges and cause-effect relationships constitute the performance model. The scope of this paper is the development of such performance model, i.e., activities A1 to A3.
After identifying performance problems and root causes, the next step is to recommend improvement actions to address those causes (activity B2). To enable the automated recommendation of such actions, a catalogue of possible improvement actions has to be set up for each possible root cause (activity A4). 
PERFORMANCE INDICATORS AND DEPENDENCIES
In this and the next section we present the performance model we conceived based on PSP specifications (of base and derived measures, estimation methods, etc.), literature review, expert knowledge, and analysis of PSP data (benchmarking), for enabling the automated performance analysis of PSP developers, namely, identification of performance problems and root causes.
We start by presenting in this section the PIs and dependencies (potential cause-effect relationships) between PIs. We considered the usual three top level performance characteristics in software development-predictability (estimation accuracy), quality and productivity-measured in a way specific to the PSP context, as explained in the next sections. All the PIs introduced in this section are defined in Appendix A.
Estimation Accuracy
We analyze the time (effort) estimating accuracy, and not the cost or schedule estimation accuracy, because cost measurement is out of the scope of the PSP and schedule planning is seldom performed by PSP developers (because the usual scope is the development of small programs or components of larger programs).
In the PSP, the time estimation error is defined as shown in the top of the summary table in Appendix A. In order to identify the factors that influence the behavior of this PI, one has to understand the PROBE estimation method used in the PSP [2] . In the PROBE method, productivity estimates are based on historical productivity, so their accuracy depends on the stability of the productivity, as indicated in Fig. 2 . We calculate the productivity stability up to the project under analysis, based on the actual productivity of that project and past projects of the same developer (see definition in Appendix A).
Since in the PSP time is recorded per process phase, the logical step to follow when an overall productivity stability problem is encountered is to analyze the productivity stability per phase, in order to determine the problematic phase(s). Hence, we indicate in the right-hand side of Fig. 2 a set of PIs for the productivity stability per phase, which together affect the overall productivity stability. Although there isn't a comprehensive formula for this relationship (without using other variables), the fact is that if all the phases have a perfectly stable productivity, then by definition the overall productivity will also be perfectly stable. The converse is also true, i.e., if the overall productivity is not stable, then at least one phase must have an unstable productivity. Hence the On the other hand, process changes can cause productivity disturbances: usually, after a process change, productivity decreases and later on returns to the original productivity or a new one [16] . This is an important factor when analyzing PSP training data, because the process is changed several times along the training, from PSP0 to PSP2.1. Hence, we indicated in Fig. 2 that Process Stability may affect Productivity Stability.
In the PSP literature [2] , it is claimed that the effort for finding and fixing defects through reviews is much more predictable than through testing, because in the former case the review effort is proportional to the size of the work product under review and defects are immediately located, whilst in the latter case the time needed to locate defects is highly variable. High defect density in tests is considered a common cause of predictability problems. Hence, we indicate in Fig. 2 that the Defect Density in Unit Test may affect Productivity Stability. In turn, the defect density in unit tests is affected by other factors, as explained in the next section.
Quality
Product quality is usually measured by post-delivery defect density [17] . However, since the scope of the PSP is the development of small programs or components of large programs and information about post-delivery defects is often not available, we concentrate our attention on the data that is collected during the development process (up to the delivery of the program under development to the end user, or the delivery of the component under development to subsequent integration and system testing).
In the PSP literature [2] [5], it is proposed an aggregated quality measure -the Process Quality Index (PQI), which, according to [18] , constitutes an effective predictor of post-delivery defect density. Hence, we use the Process Quality Index as the top-level quality indicator to analyze, as shown in Fig. 3 .
The PQI takes into account five components [5] : − The ratio of design time to coding time (Design to Code Ratio), which provides an indication of design quality, and is recommended to be at least 100%; − The ratio of design review time to design time (Design Review to Design Ratio), which provides an indication of design review quality, and is recommended to be at least 50%; − The ratio of code review time to coding time (Code Review to Code Ratio), which provides an indication of code review quality, and is recommended to be at least 50%; − The ratio of compile defects to a size measure (Defect Density in Compile), which provides an indication of code quality, and is recommended to be less than 10 defects/KLOC; − The ratio of unit test defects to a size measure (Defect Density in Unit Test), which provides an indication of program quality, and is recommended to be less than 5 defects/KLOC.
The PQI components are normalized to [0, 1] such that 0 represents poor practice and 1 represents desired practice (according to the recommended values indicated above). The aggregated PQI value is computed by multiplying the normalized values of the components, as shown in Appendix A. Hence, in Fig. 3 we indicate the aforementioned 5 components as factors that directly affect the PQI according to a formula. Next we try to drill down each of the PQI components.
Both the Defect Density in Compile and the Defect Density in Unit
Test are affected by the total density of Defects Injected (and found) and the percentage of defects removed before compiling and testing (called Process Yield in the PSP). In other words, high defect densities in compile and test may be caused by a large number of defects injected (due to poor defect prevention) and/or a large percentage of defects escaped from previous defect filters (due to poor design and code reviews). Hence, we show in Fig. 3 Defects Injected and Process Yield as factors that may affect both the Defect Density in Compile and the Defect Density in Unit Test.
Since in the PSP defects are classified by defect type (based on Orthogonal Defect Classification [19] ) and ascribed an injection and a removal phase [2] , in the presence of a high density of Defects Injected, a defect causal analysis [20] could be performed to determine common causes, such as many defects of the same type or from the same activity. However, the data set used in this paper contains only summary defect data, and not defect type information, reason why we don't decompose Defects Injected further in this paper.
According to the PSP literature [2] , the time spent in reviewing a work product, measured both in relation with its size or the time spent in developing it, is a leading indicator of the review yield (percentage of defects found in reviews) and consequently of the process yield. In a published study [11] , the recommended review rate of 200 LOC/hour or less was found to be an effective rate for individual reviews, identifying nearly two-thirds of the defects in design reviews and more than half of the defects in code reviews.
Another study in an industrial setting [21] shows an increase in inspection effectiveness when the review rate is reduced to a value closer to the recommended value. Hence, like other authors [22] , we indicate in Fig. 3 
Productivity
Software development productivity is usually measured in function points per time unit or lines of code (LOC) per time unit [23] [24] [25] . However, both productivity measurement techniques have some limitations. On one hand, the measurement of function points remains subjective even after project completion. On the other hand, productivity measures based on LOC have limitations due to the lack of counting standards, the dependence on the programming language [26] and the inferior economic meaning [27] .
In the PSP, productivity is measured in 'size' units per hour. Any size measure can be used as long as it correlates with effort (in order to enable effort estimation based on size estimation) and is automatically measurable. In this paper, we use LOC/hour as the productivity measure, in spite of its limitations, because it is the productivity measure most often used in the PSP practice.
Since in the PSP time is recorded per process phase, the logical step to follow when an overall productivity problem is encountered is to analyze the productivity per phase, in order to determine the problematic phase(s). Hence, we indicate in the right-hand side of Fig. 4 a set of PIs for the productivity per phase, which together affect (according to a formula) the overall productivity. In order to reuse previous PIs, in some cases (as with the Design to Code Ratio) we measure the productivity of a phase by comparing the time spent in that phase with the Code phase.
It is expectable that the time spent in Compile and Unit Test is affected by the number of defects to fix. In the case of testing, there may exist a test development effort independent of the number of defects, but even so the majority of the time in the test phase is usually spent in bug fixing. For that reason, we indicate in Fig. 4 Besides looking at specific phases to determine possible causes of overall productivity problems, it may also be helpful to look at productivity factors that may affect all the phases. In previous studies [15] [16] , based on the same data set described in section 4, we found significant variations of productivity between developers that could be partially explained by developers experience (measured in KLOC or years) and the level of abstraction of the programming language used. We also found significant variations of productivity per phase between projects that could be partially explained by process variations (process level and stability), and domain complexity. Hence we indicate all those factors as potentially affecting productivity in the left-hand side of Fig. 4 . Outside the context of the PSP, similar factors are mentioned in the literature, such as the process used [28] , the generation of programming languages used [29] , experience of programmers [30] and task complexity [25] . 
DERIVATION OF PERFORMANCE RANGES
In order to recognize performance problems, we defined a set of thresholds and ranges for classifying values of each PI into three categories: − green: no performance problem; − yellow: a possible performance problem; − red: a clear performance problem.
To define these ranges we took into account the following criteria:
− recommended values and ranges described in the literature (e.g., [2] ), some of which were already mentioned in the previous section; − the actual distribution of existing PSP data, so that there is an approximately even distribution of data points by the different colors, in a way similar to benchmarkbased software product quality evaluation [31] ; − thresholds should be rounded to 1 or 2 precision digits.
For determining the actual distribution of existing PSP data, we analyzed a data set from the Software Engineering Institute (SEI), containing data collected during the classic PSP for Engineers I/II training courses. In this training course, targeting professional software engineers, each engineer has to develop 10 small projects (the same for all individuals). The development process is refined throughout the course, with the introduction of additional practices: PSP0 -performance measures and empirical effort estimation; PSP0.1 -empirical size estimates; PSP1 -PROBE estimation method; PSP1.1 -schedule management; PSP2 -design and code reviews and quality management; PSP2.1 -design specification templates. The data set contains 31,140 data points (project submissions) corresponding to 3 [5] , DDUT should be less than 5 defects/KLOC for high performance, but only 20% of the data points lays in the [0, 5] range, so we considered a wider [0, 10] 'green' range instead, containing 31% of the data points.
For several other PIs, the 'green' range is located somewhere in the middle, in order to balance conflicting aspects, such as productivity and quality. For example, regarding the Code Review Rate, if reviews are performed too fast then the quality of the reviews may suffer (low percentage of defects found); if reviews are performed too slow, then the productivity is negatively affected. In this case, we selected a 'green' range around the recommended value of 200 LOC/hour, containing approximately 1/3 of the data points, and considered 'red' values to exist in both extremes of the scale.
All the performance ranges defined, together with the statistical distribution of the analyzed PSP data points across those ranges, are shown in Appendix A. It should be noted that, in computing the statistical distribution, only the data points with defined values for the PI under consideration were used. For example, for the review related PIs, projects performed in PSP levels less than 2 were excluded, because of the absence of explicit review phases. In all cases except one (case a -Process Stability versus Productivity Stability), the result of the test was positive (i.e., the null hypothesis was rejected), showing a statistically significant correlation between the PIs under analysis.
DEPENDENCIES VALIDATION
In 5 other cases the correlation coefficient is very small (less than 0.1), indicating a very weak correlation. The extreme case is pProcess Level versus Productivity with r=0.014. This specific result is not surprising because the progression of PSP levels was designed with the goal of obtaining predictability and quality gains, whilst productivity gains are expected to occur only in later phases (namely integration and system test) beyond the scope of the PSP. In a previous study [16] , we found a strong impact of process changes on the productivity of the phases affected by those changes, but when all the phases and factors are put together the impact is greatly diminished. In fact, with the progression of PSP levels, there is an effort shift from tests to reviews and from code to design, but the overall productivity is mostly unchanged.
For an additional examination of the dependencies between PIs X and Y, Appendix B also shows the conditional means E(Y|X), considering the discretization of X according to the performance intervals defined in Appendix A. In general, there is a monotonic evolution of E(Y|X) for increasing intervals of X, consistent with the Spearman's test results, with the exceptions highlighted in the last column (all corresponding to values of r < 0.1). In the cases of non-monotonic behavior of E(Y|X), we consider that there isn't enough evidence to validate the dependencies under analysis, so the respective arrows are dimmed in Figures 2 to 4 . For the cases of monotonic behavior of E(YX), Appendix C shows the conditional distributions P(Y|X), with both variables discretized, for a better visual inspection of the relationship between X and Y.
CASE STUDY
In the end of the PSP training and at regular times afterwards, developers should analyze their personal performance along the series of projects developed, and document their findings and a set of prioritized and quantified process improvement proposals in a Performance Analysis Report (PAR). A goal of our research is to help partially automating this kind of analysis. In this section we describe how the performance of an individual PSP developer (selected based on the availability of his PAR) can be analyzed based on the proposed model. We also compare the results of the model-based analysis with the results of the manual analysis.
In this case, the PSP training sequence (PSP Fundamentals and PSP Advanced) comprised 7 projects. The developer used the Java programming language without an explicit Compile phase.
The evaluation of the 3 top-level PIs for the 7 projects, together with all 'child' PIs defined in our performance model, is shown in Table 1 . The main top-level performance problems occur in time estimation (projects P1, P3 and P7) and in productivity (projects P6 and P7). In order to identify the possible causes of those problems, we conducted a top-down analysis, from the top-level PIs to their affecting PIs (following the structure of Figures 2 to  4) , restricted to the 'red' colored PIs and projects. The results are shown in Fig. 5 . For example, the time estimation problems of projects P3 and P7 have totally different causes: size estimation problems in P3 and productivity instability problems in P7.
A comparison of the conclusions reached in the model-based and manual analysis is presented in Table 2 . The conclusions are quite similar, except for the quality performance, because of the much stricter performance ranges considered in the manual analysis. Once automated, the model-based analysis has the advantage of being almost instantaneous, whilst the manual analysis can take significant effort (8 hours in the case studied). Even if it does not eliminate the need for a manual analysis, the model-based analysis can point out the problematic areas to focus in manual analysis.
CONCLUSIONS AND FUTURE WORK
We presented a performance model to enable the automated identification of performance problems and their root causes, and reduce the manual effort of performance analysis in the PSP. Since the model is calibrated based on a large data set, it can also be used for benchmarking purposes.
We are currently extending our PSP PAIR (Performance Analysis and Improvement Recommendation) tool [13] [14] to support the analysis of all the PIs presented in this paper. The tool analyzes performance data produced by PSP developers in their projects, as recorded in the PSP Student Workbook, and pinpoints performance problems, possible root causes and suggestions for remedial actions. The performance model is given as an XML file for easier configuration and extensibility, but the formulas have to be programmed in tool extensions. Figure 5 Summary of major performance problems and root causes identified in the case study based on our model. Significant time estimation problems in 3 projects (P1, P3, P7), caused in P3 by a size estimation problem, and in P7 by productivity instability in several phases (DLD, DLDR, CR, UT, PM). Product quality problems, with average DDUT well above the recommended value of 5, caused by a high number of defects injected.
No significant process (PQI) and product (DDUT) quality problems, as compared to benchmarks.
Productivity problems, namely at DLD phase, caused by an inneficient DLD process (long design specification documents following PSP templates).
Significant productivity problems in two projects, caused by slow performance in several process phases (PLAN, DLD, CR, UT and PM), notably in DLD.
As future work we plan to develop techniques for ranking the identified root causes of performance problems, to guide improvement efforts, by a combination of sensitivity ranking and percentile ranking. E.g., Fig. 5 identifies three non-prioritized root causes for the poor productivity in project P7-poor productivity in Plan, Design and Unit Test phases (as given by the P2C, D2C and UT2C ratios). But the data in Table 1 shows that the D2C value is the main contributor to the poor productivity in P7, so should be ranked first (sensitivity ranking). The same conclusion is reached by noting that the D2C value goes much more into the red range than the P2C and UT2C values (percentile ranking).
We also intend to incorporate defect causal analysis techniques (namely, decompose Defects Injected per injection phase and, if data is available, per defect type), develop separate calibrations for different problem domains and programming languages (to increase the precision of the analysis), build a comprehensive catalogue of improvement actions to recommend for each root cause, conduct further experiments, and extend the approach for analyzing performance data produced in the context of other processes (namely TSP and Scrum with TSP combinations) and tools (namely cloud-based project management environments). (5) p is a probability that indicates the statistical significance of the correlation coefficient (the lower the value of p the higher the significance) in the onetailed test (because of the nature of H1). (6) We reject the null hypothesis if p<0.05 (5% significance level). 
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