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        Abstract. The dimerized Kane-Mele model with/without the strong interaction is studied using 
analytical methods. The boundary of the topological phase transition of the model without strong 
interaction is obtained. Our results show that the occurrence of the transition only depends on 
dimerized parameter  . From the one-particle spectrum, we obtain the completed phase 
diagram including the quantum spin Hall (QSH) state and the topologically trivial insulator. 
Then, using different mean-field methods, we investigate the Mott transition and the magnetic 
transition of the strongly correlated dimerized Kane-Mele model. In the region between the two 
transitions, the topological Mott insulator (TMI) with characters of Mott insulators and 
topological phases may be the most interesting phase. In this work, effects of the hopping 
anisotropy and Hubbard interaction U on boundaries of the two transitions are observed in detail. 
The completed phase diagram of the dimerized Kane-Mele-Hubbard model is also obtained in 
this work. Quantum fluctuations have extremely important influences on a quantum system. 
However, investigations are under the framework of the mean field treatment in this work and 
the effects of fluctuations in this model will be discussed in the future. 
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1. Introduction 
Over the past decade, topological insulators have been a main topic in condensed matter 
physics [1-6]. Among them, the quantum spin Hall (QSH) state, or the two-dimensional time 
reversal invariant topological insulator attracted a lot of attention. The QSH state was 
investigated originally by Kane and Mele [7, 8] in 2005. The novel quantum phase results from 
its nontrivial band topology induced by the spin-orbit interaction, and is characterized by a Z2 
topological invariant. In fact, it can be regarded as two copies of the quantum anomalous Hall 
(QAH) state for each spin sector. The QAH state was investigated originally by Haldane [9] in 
1988 and is characterized by a topological invariant named Chern number [10]. The 
Kane-Mele model possessing the QSH state is a significant toy model in studies of 
topological insulators. Bernevig, Hughes and Zhang [11] predicted a QSH state in the 
HgTe/CdTe quantum well. The first experimental confirmation of the existence of the QSH 
state in the HgTe/CdTe quantum well was carried out by König et al [12] in 2007. So far, there 
are extensive studies on topological insulators in several systems without strong 
electron-electron interactions. 
Actually, weak disorder or many-body interactions do not destroy topological phases due 
to the topological nature of phases [2, 13]. When the topology and electron correlations are both 
substantial, in several cases, they are competing each other. The topological Mott insulator 
(TMI) [14,15] was suggested to describe the novel quantum state which has characteristics of 
topological band insulators and Mott insulators. Other novel quantum states stemming from 
the interplay of topology and electron correlations such as fractionalized Chern insulator (CI) 
[16, 17], fractionalized QSH [18, 19], etc. have been attracted extensive attention in recent years. 
There are a large number of investigations of strongly correlated effects on topological 
insulators using several analytical or numerical methods, e.g. slave-particles mean field 
theory [20-23], quantum Monte Carlo simulations (QMC) [24-26], cellular dynamical mean field 
theory (CDMFT) [27], and variational cluster approach (VCA) [28]. 
For the study of strong electron correlations, the Hubbard model [29] is the archetypal model. 
It may be the simplest possible model which captures the essential physics of strongly 
correlated systems, e.g. metal-insulator transitions. It is well known that there are two 
descriptions of metal-insulator transitions, i.e. the Mott scenario [29, 30] and the magnetic 
scenario [31]. It is interesting to investigate the physics about metal-insulator transitions when 
the Hubbard term is introduced to a model possessing topological phases. 
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  Effects of the anisotropy, especially the hopping anisotropy in lattice models have attracted 
extensive attention. In the Bose-Hubbard model on the two-dimensional square lattice, effects 
of the hopping anisotropy on the Mott phase transition have been investigated [32] and the 
dimensional crossover was confirmed in the case of the strong anisotropy [32,33]. More 
interestingly, the interacting hardcore bosons model on a square lattice with anisotropic next 
nearest-neighbor hopping hosts a supersolid phase [34]. The existence of the supersolid phase 
is still a controversy. In fermion models possessing the QSH state, Wu et al [27] investigated a 
plaquette-honeycomb model with a complicated hopping anisotropy. For non-interacting 
model, the hopping anisotropy results in the topological transition between the QSH state and 
the plaquette insulator. However, effects of the hopping anisotropy in the model with 
interactions is absent in their observation. This motivates us to investigate an interacting 
topological model with a simpler anisotropic hopping. 
In this work, we investigate the dimerized Kane-Mele model and introduce the Hubbard 
interaction to this model to analyze effects of the hopping anisotropy and the strong 
interaction using slave-rotor mean field theory [35, 36]. In the dimerized Kane-Mele model, we 
find a topological phase transition between QSH and trivial insulator due to the hopping 
anisotropy. When the Hubbard interaction is introduced to the model, the Mott transition and 
the magnetic transition occur separately, and there is a TMI between the two transitions due 
to the interplay of topology and strong interactions. Furthermore, we investigate effects of the 
hopping anisotropy on the two transitions and find that boundaries of the two transitions 
change quantitatively due to the anisotropy. In this work，we choose a simpler anisotropic 
hopping than others (e.g. Wu et al) to investigate more clearly effects of the anisotropy on the 
non-interacting fermion system possessing the QSH state . Effects of the hopping anisotropy 
are less discussed in correlated topological insulators. We hope that our investigations can 
shed light on this issue. 
The rest of this paper is organized as follows. In section 2 we study the dimerized 
Kane-Mele model and obtain the phase diagram of this system. In section 3 the Hubbard 
interaction is introduced to the system with anisotropic hopping and we investigated in detail 
two scenarios of the phase transition. Finally, we conclude in section 4. 
2. The dimerized Kane-Mele model without interactions 
The generalized Kane-Mele model on the honeycomb lattice is 
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Where †icˆ ( icˆ ) is a creation (annihilation) operator for an electron of spin 1  at site 
i . z   is the z component of Pauli matrices, ijt  is the hopping amplitude of electrons at 
nearest neighbor sites (NN) and ij  is the strength of spin-orbital coupling of electrons at 
next neighbor sites (NNN). In the so called dimerized Kane-Mele model, tt ij   when sites
i , j are endpoints of the bond 1

, ttij   for other bonds (Fig.1) and  ij  for all of NNN 
sites. The parameter 1ij  when the orientation of the NNN sites i , j  is left turn while 
1-ij when right turn. The honeycomb lattice comprises of two sublattice A and B and 
lattice vectors are 1a
 )2/3,2/3 aa（  and 2a
 )2/3,2/3 aa -（  as shown in Fig.1. The 
Hamiltonian of the dimerized Kane-Mele model is 
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Fig.1. (a) The dimerized honeycomb lattice. Red arrows represent the lattice vectors 1a

)2/3,2/3 aa（  and 2a
 )2/3,2/3 aa -（ . Blue arrows represent bonds in three directions:
1

)2/3,2/( aa , )2/3,2/(2 aa -

, and )0,(3 a

. Solid (hollow) circles represent 
sublattice A (B). (b) The Brillouin zone of the honeycomb lattice. 
Introducing the transform  
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we can obtain the Hamiltonian in momentum space as 
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Where N is the number of unit cells,  TBkAkBkAkk cccc   ˆ,ˆ,ˆ,ˆ is the electron operators in 
momentum space, and the Bloch Hamiltonian   
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Fig.2. Gaps with the change of   at various value of . It is obvious that the value of  at 
which the gap closes is independent on . 
 
          Fig.3. The phase diagram of the dimerized Kane-Mele model, including four phases: quantum 
spin Hall (QSH) state, semi-metallic (SM) state, dimerized insulator (DI), and trivial insulator. 
The dash line shows the QSH state possessed by the Kane-Mele model. 
Several phases can be identified from the spectrum. At 1 and 0 , the model is 
actually the Kane-Mele model. The system is a Z2 topological insulator, i.e. the QSH state 
when electrons are half-filling and the chemical potential lies in the gap. In other regions of 
the   space, phases connect adiabatically to the QSH state possessed by the Kane-Mele 
model as long as the gap of the spectrum does not close and the system keeps in a QSH state. 
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For some values of  and  , the gap closes (then reopens) and the topological phase 
transition occurs. We find that the gap closes (then opens again) at 2 , and is independent 
on the value of  . Gaps for various values of   are shown in Fig.2. When 2 and
0 , the gap opens again and the phase is a topologically trivial insulator. Actually, at 
small and 0 , the phase is a semi-metallic state that connected adiabatically to the one of 
graphene. There is a phase transition that semi-metallic state changes to dimerized insulator 
at 2 . The completed phase diagram of the dimerized Kane-Mele model is shown in 
Fig.3. 
3. The dimerized Kane-Mele-Hubbard model  
In this section, we add an on-site Hubbard term in the generalized Kane-Mele model to 
describe the strong interaction between electrons. As mentioned in the introduction, the 
Hubbard model can capture the two scenarios of metal-insulator transitions. Here, we obtain 
boundaries of the Mott transition and the magnetic transition respectively in the dimerized 
Kane-Mele-Hubbard model and investigate effects of the hopping anisotropy on the two 
transitions using different methods.  
3.1. The Mott scenario of transitions 
In this subsection, we investigate the interplay of the topology, the strong interaction, and 
the hopping anisotropy using the slave-rotor mean field theory [35].  
3.1.1. Slave-rotor representation 
The Hamiltonian of the dimerized Kane-Mele-Hubbard model is 
UDKMDKMH HHH                                                 (7) 
and UH , the on-site Hubbard interaction, reads 
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The slave-rotor representation of the electron annihilation operator is  
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Here iie   is the U(1) rotor operator that describes the charge degree of freedom of the 
electron, and ifˆ  is the spinon operator that describes the spin degree of freedom of the 
electron. Like Florens and Georges did, we introduce the canonical angular momentum 
 iLˆ  associated with the angular . To recover the Hilbert space of the electron, the 
charge and spin degree of freedom should be satisfied the constraint 
1ˆˆˆ  iii Lff 


†
.                                                 (10) 
It is noteworthy that the constraint is different from the one introduced by Florens and 
Georges [34]. There are no minus in the exponent in the slave-rotor representation of the 
electron annihilation operator in Eq. (9). In the new operator presentation, the Hamiltonian 
reads 
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Here jiij    and   is the chemical potential. The action of the system is  
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Here the imaginary time it , and ii UiiL i   )/( . The constraint has to be fulfilled 
via introducing the Lagrange multiplier ih  to the action. The Lagrange multiplier is a 
constant h  for all sites at mean field level. Then, the action reads as     
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Introducing the X-fields which defined by ieX  , we obtain the action 
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Here i  is the Lagrange multiplier for constraint 1iX . The above action can be simplified 
by the Hartree-Fock mean field decomposition as  
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and the symbol “” denote constant terms of mean field decomposition. The action can be 
transformed into frequency-momentum space via Fourier transforms 
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Diagonalized Hamiltonians are obtained as 
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   22 )()()( kQkgQkE ffff    . Diagonalizing the two Hamiltonians, the similar 
matrices corresponding to Hamiltonians of X-field and spinon are respectively 
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Finally, Green’s functions of the X-field and the spinon in the lower band can be obtained 
as  
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3.1.2. The self-consistency equations 
For the X-field, the constrain equation is 1)( 2 iX  or 12)()( 
 NXX
i
ii  . It is 
satisfied on average for all sites, i.e.  
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Carrying out Matsubara sum over the frequencies, we can obtain the equation as         
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When the Mott transition occurs, the gap of the X-field is closed, i.e. 
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Finally, we obtain the first self-consistency equation 
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Here cU  is the critical value of the Hubbard interaction at which the Mott transition occurs. 
The second self-consistency equation is actually Eq. (16) 
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The third self-consistency equation is 
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The fourth self-consistency equation is 
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The fifth self-consistency equation is  
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3.1.3. Results 
From Eq. (11), we can see that spinons in the dimerized Kane-Mele-Hubbard model has 
the same topological band structure as electrons in the dimerized Kane-Mele model. When 
rotors (charge sector) are condensed, they combine spinons to form electrons with the 
nontrivial topological band structure and the phase is a QSH state or topological band 
insulator (TBI). When rotors are uncondensed at some large Hubbard interaction U, the 
charge sector is a Mott insulator, while the spinon sector may have the nontrivial topological 
band structure. The phase is an exotic topological phase named topological Mott insulator 
(TMI) [14]. At the larger U, the magnetic transition occurs and destroys the topological band 
structure of spinons. It will be discussed in the following subsection. Solving numerically the 
five self-consistency equations, i.e. Eq. (35)-Eq. (39), we obtain boundaries of the Mott 
transition at different   as shown in Fig.4. 
 
Fig.4. Boundaries of the Mott transition of charge sector at various values of   
For each  , the phase in the upper left region is the TMI and there is a spin-charge 
separation. The charge is frozen in this Mott insulating state and the spinon has the same 
band structure as the electron of the DKM model. More precisely, spinons form the U(1) spin 
liquid state [19]. The phase in the lower right region is the QSH state (TBI). In this region, the 
DKMH model is actually the renormalized DKM model and the spinon combines the 
condensed charge to form the electron with nontrivial topological band structure. From 
results of numerical calculation, we can find that the larger Hubbard interaction U is needed 
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to destroy the condensation of charges (i.e. destroy the QSH state) if the spin-orbital coupling
  becomes large, and the larger U is also needed to destroy the condensation of charges if 
the value of   becomes larger. 
The above discussion is based on the mean-field approximation. When quantum 
fluctuations are take into account, the U(1) spin liquid of spinons must support an emergent 
dynamical U(1) gauge field. As mentioned above, the spinon has the topological band 
structure as the electron of the QSH state. So, the spinon is gapped in the bulk but there are 
gapless edge modes. The gauge field (the quantum fluctuation) can open up a gap for the 
edge modes [20] and the topological band structure of spinons (i.e. TMI) will be destroyed due 
to the bulk-edge correspondence [37]. In fact, another layer is needed to screen the gauge field 
and suppress the fluctuation [20] and the TMI is stable in this situation. In this work, we do not 
concern quantum fluctuations and assume that the TMI is stable.  
3.2 The magnetic scenario of the transition 
In this subsection, we obtain the boundary of the magnetic transition using Hartree-Fock 
mean-field theory. The topological band structure of the spinon should be destroyed, and the 
TMI transforms to the spin density wave (SDW) state. 
The Hubbard interaction reads 
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The interaction can be wrote in Hartree-Fock mean-field decomposition 
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Here   iii nnn  is the number of electron at site i ,   iii nnm  is the magnetic 
mean-field parameter, and the sum over all of primitive cells. For simplification, we set 
mmm BA   and obtain the Hubbard interaction in momentum space as 
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The full Hamiltonian of the DKMH model can be obtained finally as 
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Diagonalizing the Hamiltonian, we can get the free energy 
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Minimizing the free energy with respect to m yield the self-consistency equation 
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We solve numerically Eq. (45) and obtain boundaries of magnetic transitions as shown in 
Fig.5. 
 
Fig.5. Boundaries of the magnetic transition of the DKMH model as obtained from 
Hartree-Fock mean field theory at various values of  . 
The influence of   on the boundary of the magnetic transition is same as the situation 
about the Mott transition of the charge sector. For the lager  , the lager U  is needed to 
destroy the topological phase. For clarity, completed phase diagrams including the magnetic 
transition and the Mott transition at some values of   are shown in Fig. 6. 
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Fig.6. Completed phase diagrams including the Mott transition and the magnetic transition at 
5.0 (a) and 5.1 (b). 
4. Conclusions 
We have investigated the dimerized Kane-Mele model without interactions and got a 
completed phase diagram including the QSH state possessed by the Kane-Mele model. The 
most important result is that the anisotropic hopping results in the transition between the QSH 
state and the topologically trivial insulator. In the model investigated by Wu et al, the 
occurrence of the topological transition depends on the anisotropic hopping and the 
spin-orbital coupling. However, in the model with a simpler anisotropy in this work, the 
topological transition is dependent on the anisotropic hopping only. According to our 
investigation, the topological transition occurs at 2 . 
  Then, we have studied a correlated dimerized Kane-Mele model with the Hubbard 
interaction. Using the slave-rotors mean field method, we obtained the spin-charge separation 
and investigated the condensation of charges. There is a TMI which has characters of Mott 
insulators (the charge section) and topological insulators (the spin section). The phase stems 
from the interplay of strong interactions and topology, as the one in other topological models 
[14,15]. Beyond the mean-field approximation, quantum fluctuations can open up a gap for the 
edge modes of the TMI [20] and the topological band structure (i.e. TMI) is destroyed due to 
the bulk-edge correspondence [37]. However, benefiting from the discussion by Yong et al [20], 
we did not concern it in this work. The transition between the TMI and the SDW state is also 
obtained by the Hartree-Fock mean field method in this work. The effect of the hopping 
anisotropy on boundaries of the two transitions is quantitative as the situation in 
Bose-Hubbard model with a weak hopping anisotropy [32,33]. However, contrasting to 
investigations in reference [32, 33], it can be asserted that there is no dimensional crossover 
for strong anisotropy in our fermion model because of the lattice structure of the honeycomb.  
17 
  Further observation about effects of anisotropies in models possessing topological 
insulators may be motivated by this work. For example, it is interesting to investigate effects 
of a more complicated hopping anisotropy (as Wu et al advised) on the interacting 
Kane-Mele model. Furthermore, what effects of anisotropic spin-orbital coupling are on the 
topological transition or the Mott and the magnetic transition can be studied by methods used 
in this work. Beyond mean-field methods, effects of quantum fluctuations on TMI in our 
model are worth investigating in detail. 
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