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Let μ be a Borel probability measure on Rd with compact support and Dr(μ) the upper
quantization dimension of μ of order r. We prove, that for every t ∈ (dim∗p μ,dim∗Bμ], there
exists a Borel probability measure ν with ν  μ such that Dr(ν) = dim∗Bν = t. In addition,
we give an example to show that the above intermediate-value property may fail in the
open interval (dimp μ,dim
∗
p μ). Thus we get a complete description of the dimension set
{Dr(ν): ν(Rd) = 1, ν  μ}.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The quantization problem consists in studying the error in the approximation of a given probability measure by discrete
probability measures of ﬁnite support in the sense of Lr-metrics. This problem originated in information theory and engi-
neering technology (cf. [9,14]). For a general mathematical treatment of quantization theory, we refer to Graf and Luschgy’s
book [5].
Let μ be a Borel probability measure on Rd and let 0 < r < ∞. The nth quantization error of μ of order r is deﬁned by
Vn,r(μ) = inf
{∫
min
a∈α ‖x− a‖
r dμ(x): α ⊂Rd, card(α) n
}
, (1.1)
where ‖ · ‖ denotes an arbitrary norm on Rd . The upper and lower quantization dimension of μ of order r are deﬁned by
Dr(μ) := limsup
n→∞
r logn
− log Vn,r(μ) ; Dr(μ) := lim infn→∞
r logn
− log Vn,r(μ) .
If Dr(μ), Dr(μ) coincide, we call the common value the quantization dimension of μ of order r and denote it by Dr(μ).
The quantization dimension, ﬁrst introduced by Zador (cf. [14]), gives a nice characterization of the asymptotic behavior of
the quantization errors. It is one of the most important objects in quantization theory. The asymptotic properties of the
quantization errors for many interesting measures such as self-similar measures, F -conformal measures have been inten-
sively studied (cf. [5–8,11,13,17]. The relationship between the quantization dimension and other dimensions of measures
was studied by Pötzelberger (cf. [12]) and Graf and Luschgy (cf. [5]).
In this paper, we establish an intermediate-value theorem of the upper quantization dimension with respect to absolute
continuity. At this point, we remark that Pötzelberger established a relationship between the quantization coeﬃcient of
a general self-similar measure μ and that of a probability measure ν with ν  μ under the strong separation condition
(see [13, Theorem 3]). We proved in [15, Theorem 12], that the inﬁmum of the dimension set {Dr(ν): ν(Rd) = 1, ν  μ}
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mentioned dimension set. Does this set contain an interval, or only several points? To solve this question, we will
use some techniques developed in the covering problem, especially the box-counting dimension of sets. As noted in [5,
Remark 10.8], the quantization problem is closely connected with the covering problem. Indeed, the quantization dimen-
sion of measures shares some stability properties with the box-counting dimension of sets (cf. [10]). Let dimB E denote
the upper box-counting dimension of a set E (cf. [2]). Feng et al. [4] proved, that for every bounded set E ⊂ Rd and
t ∈ (0,dimB E], there exists a subset F of E satisfying dimB F = t . Motivated by the above two aspects, we will prove: for
every t ∈ [dim∗p μ,dim∗Bμ], there exists a probability measure ν  μ such that Dr(ν) = dim∗Bν = t . Moreover, we will give
an example to show that the above intermediate-value property may fail in the interval (dimp μ,dim
∗
p μ). Thus we get a
complete description of the structure of the above-mentioned dimension set.
2. Preliminary
We will use the following notations and deﬁnitions:
(1) B: the Borel σ -algebra on Rd;M: the set of all probability measures on B with compact support; K (μ): the topological
support of a measure μ;
(2) n-optimal set of μ ∈M of order r: a subset of Rd with cardinality not greater than n, at which the inﬁmum in (1.1) is
attained; Cn,r(μ): the set of all n-optimal sets of μ of order r;
(3) for a measure μ on B, its upper–local dimension at a point x is deﬁned by dimlocμ(x) := limsup→0 logμ(B(x, ))/ log;
the lower one is deﬁned analogously by replacing “limsup” with “lim inf”; the upper and lower packing dimension of μ
(cf. [3]) are deﬁned by
dimp μ := sup
{
s: dimlocμ(x) s μ-a.e.
}
, (2.1)
dim∗p μ := inf
{
s: dimlocμ(x) s μ-a.e.
}; (2.2)
the upper and lower Hausdorff dimension dim∗H μ,dimH μ are deﬁned analogously by replacing the upper–local dimen-
sion in (2.1) and (2.2) with the lower one;
(4) |B|: the diameter of a set B and B its closure;
(5) Mδ(B): the largest number of mutually disjoint closed balls with radii δ which are centered in B; M˜δ(B): the smallest
number of closed balls of radii δ which cover B; for a bounded subset E of Rd , its upper and lower box-counting
dimension are deﬁned by
dimB E := limsup
δ→0
logMδ(E)
− log δ , dimB E := lim infδ→0
logMδ(E)
− log δ ;
clearly, Mδ(E) can be replaced by Nδ(E), the largest number of pairwise disjoint closed cubes with diameter δ
√
d which
are centered in E;
(6) for μ ∈M, dim∗Bμ := inf{dimB E: E ∈ B, μ(E) = 1}; dim∗Bμ is deﬁned analogously by replacing dimB E with dimB E; if
they agree, we denote the common value by dim∗B μ; we clearly have dim∗Bμ = dimB K (μ),dim∗Bμ = dimB K (μ); by [5]
and [12], for all r > 0,
Dr(μ) dim∗Bμ = dimB K (μ), Dr(μ) dim∗Bμ = dimB K (μ). (2.3)
(7) [x]: the largest integer not greater than x.
Let { f1, . . . , fN } be a family of contractive similitudes on Rd with contraction ratios ci , 1  i  N . It is said to satisfy the
strong separation condition if f i(E)∩ f j(E) = ∅, 1 i = j  N , where E is the unique non-empty compact set satisfying E =⋃N
i=1 f i(E); it is said to satisfy the open set condition if there exists a non-empty open set U such that f i(U ) ∩ f j(U ) = ∅,
1 i = j  N and f i(U ) ⊂ U for all 1 i  N . The self-similar measure associated with { f1, . . . , fN } and a probability vector
(p1, . . . , pN ) refers to the unique Borel probability measure μ satisfying μ =∑Ni=1 piμ ◦ f −1i .
3. Main result
In this section, we establish our main result, an intermediate-value theorem for the upper quantization dimension. The
main idea consists of two aspects: (1) we construct a sequence (νi)∞i=1 of probability measures, based on which we deﬁne a
measure ν  μ, and a sequence (ki)∞i=1 of integers such that νi  μ and V [2ki t ],r(νi) 2−1k−ri ; this leads to a lower bound
of Dr(ν); (2) at each step, we choose a suitable set Fmi to control the upper box-counting dimension of K (ν); this will
provide us with an upper bound of Dr(ν). By a cube of order l  1, we mean a cube of diameter 2−l
√
d. To avoid trivial
cases, we always assume dim∗p μ < dim∗μ in the following.B
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dim∗Bν = t.
Proof. Let t be an arbitrary number in the open interval (dim∗p μ,dim∗Bμ). We have
(i) by (2.3) and [2], N2−k (K (μ)) > [2kt] holds for inﬁnitely many k;
(ii) since dim∗p μ < t , by (2.1), there exists a Borel set E such that
μ(E) = 1 and dimlocμ(x) < t for all x ∈ E;
thus for every x ∈ E , there exists (x) such that  < (x) implies μ(B(x, )) > t ; following [1], we deﬁne
Fm :=
{
x ∈ E: (x) 2−m}, m 1, (3.1)
then μ(Fm) → 1 as m tends to inﬁnity;
(iii) by (2.3) and the ﬁnite stability of the upper box-counting dimension (cf. [2]), we may choose a sequence (Il)∞l=1 of
cubes of order l such that
Il+1 ⊂ Il, μ(Il) > 0, dimB K
(
μ(· | Il)
)= dimB K (μ) > t, l 1.
Let l1 be the smallest integer such that dimB K (μ(· | Il1 )) = dimB K (μ) > t for some cube Il1 of order l1 which is centered
in K (μ). Next we deﬁne a sequence (ki)∞1 of integers and a sequence (νi)∞i=1 of probability measures such that νi  μ and
V [2ki t ],r(νi) > 2
−kir/2.
Let ζ1 := μ(· | Il1 ). Then dimB K (ζ1) = dimB K (μ) > t . Thus for inﬁnitely many integers k, we have N2−k (K (ζ1)) > [2kt].
Let k1 be the smallest of such integers such that k1 > log(2(4
√
d)d + 1)/(t log2). Then N2−k1 K (ζ1) > [2k1t], i.e., there are at
least [2k1t] pairwise disjoint closed cubes of order k1 which are centered in K (ζ1). From these cubes, we choose arbitrarily
[2k1t] cubes and denote them by Ik1, j , 1 j  [2k1t]. We may choose a large m1 > k1 such that μ(Fm1 ∩ Ik1, j) > 0 for every
1 j  [2k1t]. For every k1 < lm1 and every 1 j  [2k1t], we choose only one cube Il, j of order l such that
Il, j ⊂ Il−1, j ⊂ Ik1, j, μ(Il, j ∩ Fm1 ) > 0, k1 < lm1, 1 j 
[
2k1t
]
.
We deﬁne
H1 :=
[2k1t ]⋃
j=1
Im1, j; H1 :=
{
Im1, j: 1 j 
[
2k1t
]}
.
We note that the cubes in H1 lie in mutually disjoint cubes of order k1. Set
g1(x) =
{ [2k1t ]−1
μ(Im1, j∩Fm1 ) if x ∈ Im1, j ∩ Fm1 , 1 j  [2
k1t],
0 if x ∈ (H1 ∩ Fm1 )c .
We deﬁne a measure ν1 by
ν1(A) :=
∫
A
g1(x)dμ(x), A ∈ B. (3.2)
Then ν1  μ and ν1(Im1, j) = [2k1t]−1 for all 1 j  [2k1t]. Following [12], we set n1 := [ [2
k1t ]
2·(4√d)d ]. By estimating volumes,
it is easy to see, that for any point a, there exist at most (4
√
d)d mutually disjoint closed cubes Im1, j from H1 such that
dist(a, Im1, j) 2−k1 . Thus for α ∈ Cn1,r(μ1), there exist at least [2k1t]−n1(4
√
d)d cubes Im1, j of H1 such that dist(Im1, j,α)
2−k1 . We denote by D1 the union of these cubes. Then
ν1(D1)
([
2k1t
]− n1(4√d )d)[2k1t]−1  2−1. (3.3)
It follows that
Vn1,r(ν1)
∫
D1
min
a∈α ‖x− a‖
r dν1(x) 2−12−k1r . (3.4)
Now we choose Il2 ⊂ Il1 such that
μ(Il ) > 0, |Il | 2−m1 , dimB K
(
μ(· | Il )
)= dimB K (μ) > t.2 2 2
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k2 := inf
{
j >m1: N2− j
(
K (ζ2)
)
>
[
2 jt
]}
.
Then there are at least [2k2t] mutually disjoint closed cubes of order k2 which are centered in K (ζ2), from which we choose
arbitrarily [2k2t] cubes and denote them by Ik2, j , 1 j  [2k2t]. Let m2 > k2 be a large integer such that μ(Fm2 ∩ Ik2, j) > 0
for every 1 j  [2k2t]. As above, for each k2 < lm2, from each Ik2, j , we pick only one sub-cube Il, j of order l such that
Il, j ⊂ Il−1, j ⊂ Ik2, j, μ(Il, j ∩ Fm2 ) > 0, k2 < lm2, 1 j 
[
2k2t
]
.
Let H2,H2 be the union and the set of the [2k2t] sub-cubes of order m2. Then we deﬁne g2 the same way as for g1 by
replacing H1,H1,m1 with H2,H2,m2 and k1 with k2, and a measure ν2 in the same manner as in (3.2) by replacing g1
with g2. Clearly, ν2 ∈M and ν2  μ. As we did for ν1, one can show Vn2,r(ν2) 2−12−k2r for n2 := [ [2
k2t ]
2·(4√d)d ].
Suppose Ili , ki , mi and νi are deﬁned. We choose a cube Ili+1 ⊂ Ili such that
μ(Ili+1 ) > 0, |Ili+1 | 2−mi , dimB K
(
μ(· | Ili+1 )
)= dimB K (μ) > t. (3.5)
Let ζi+1 := μ(· | Ili+1 ). We deﬁne an integer ki+1 by
ki+1 := inf
{
j >mi: N2− j
(
K (ζi+1)
)
>
[
2 jt
]}
. (3.6)
Then there are at least [2ki+1t] mutually disjoint closed cubes of order ki+1 which are centered in K (ζi+1), from which, we
choose arbitrarily [2ki+1t] cubes and denote them by Iki+1, j , 1  j  [2ki+1t]. Now let mi+1 > ki be large enough such that
μ(Fmi+1 ∩ Iki+1, j) > 0 for every j. By repeating the above procedure, for each ki+1 < lmi+1 and 1 j  [2ki+1t], we choose
from Iki+1, j only one sub-cube Il, j of order l such that μ(Fmi+1 ∩ Il, j) > 0 and Il, j ⊂ Il−1, j ⊂ Iki+1, j for all ki+1 < l mi+1
and 1 j  [2ki+1t]. We set
Hi+1 :=
{
Imi+1, j : 1 j 
[
2ki+1t
]}; Hi+1 := [2ki+1t ]⋃
j=1
Imi+1, j .
Let gi+1 be deﬁned the same way as we did for g1 by replacing 1 with i + 1. Finally, let νi+1 be the measure with gi+1
being its Radon–Nykodim derivative with respect to μ. Then νi+1 ∈M and for ni+1 := [ [2
ki+1t ]
2·(4√d)d ] we have
νi+1  μ, Vni+1,r(νi+1) 2−12−ki+1r . (3.7)
By induction, we get a sequence (νi)∞1 of probability measures such that (3.5), (3.7) holds and M˜[2− j√d](K (νi)) [2kit] for
all ki < j mi .
Let c :=∑∞i=1 k−2i . Then we clearly have 0 < c < ∞. Deﬁne
pi := c−1k−2i , i  1; ν :=
∞∑
i=1
piνi . (3.8)
Then ν ∈M and ν  μ. By (3.8) and (3.7), for ni := [ [2ki t ]2·(4√d)d ] we have
Vni ,r(ν) pi Vni ,r(νi) > c−1k−2i 2
−12−kir = (2c)−1k−2i 2−kir .
It follows that
Dr(ν) limsup
i→∞
r log[2kit]
− log Vni ,r(ν)
 limsup
i→∞
r log[2kit]
− log((2c)−1k−2i 2−kir)
= t. (3.9)
Next we show the reverse inequality. For each l  k2, there exists some i  2 such that ki  l < ki+1. We distinguish the
following two cases.
(C1) ki  l mi . Since (Fm j )∞j=1 is increasing, by our construction, it is clear that ν j(F cmi−1 ) = 0 for all 1  j  i − 1 and
ν j(Icli+1 ) = 0 for all j  i + 1. It follows that
K (ν) ⊂ Fmi−1 ∪ K (νi) ∪ Ili+1 .
Since l  ki > mi−1, by (3.1), we know that Fmi−1 can be covered by 2lt balls of radii 2−l+1, so can Fmi−1 . By our
construction, K (νi) can always be covered by [2kit] balls of radii 2−l
√
d; the inequality |Ili+1 | 2−mi implies that Ili+1
can always be covered by one ball of radius 2−mi , but lmi ; as a result, Ili+1 can be covered by one ball of radius 2−l .
Thus,
M˜2−l+1
√
d
(
K (ν)
)
 2lt + [2kit]+ 1 3 · 2lt . (3.10)
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2−l+1. On the other hand, by (3.6), N2−l (μ(· | Ili+1 )) [2lt ]. This implies M˜2−l+1√d(μ(· | Ili+1 )) [2lt ]. Since ν  μ, we
clearly have
M˜2−l+1
√
d
(
ν(· | Ili+1 )
)
 M˜2−l+1√d
(
μ(· | Ili+1 )
)

[
2lt
]
.
Thus M˜2−l+1
√
d(K (ν)) 3 · 2lt .
Combining the above analysis, we have that (3.10) holds for all l k2. It follows that dimB K (ν) t . From this, (2.3) and (3.9),
Theorem 3.1 follows. 
Corollary 3.2. Let μ ∈M. Then dim∗Bμ = sup{Dr(ν): ν ∈M, ν  μ}. Furthermore, the supremum is attained.
Proof. If dim∗p μ = dim∗Bμ, then the corollary trivially holds. So we assume dim∗p μ < dim∗Bμ. For very ν ∈M with ν  μ,
we have K (ν) ⊂ K (μ). Thus by (2.3), Dr(ν) dim∗Bν  dim∗Bμ. For every t ∈ (dim∗p μ,dim∗Bμ), by Theorem 3.1, there exists
some ν ∈M such that ν  μ and Dr(ν) > t . This implies the equality in the corollary. Next we show the remaining
part. For each n  1 with dim∗Bμ − 1/n > dim∗p μ, by Theorem 3.1, there exists a measure νn ∈M such that νn  μ
and Dr(νn) = dim∗Bμ − 1/n. Let (sn)∞n=1 be an arbitrary sequence of positive numbers such that
∑∞
n=1 sn = 1. We deﬁne
ν := ∑∞i=1 snνn . Then ν  μ and Dr(ν)  Dr(νn) = dim∗Bμ − 1/n for all large n. Hence Dr(ν)  dim∗Bμ. This and (2.3)
complete the proof of corollary. 
Remark 3.3. To illustrate Theorem 3.1, we make the following remarks.
(R1) Let { f1, . . . , fN } be a family of contractive similitudes on Rd satisfying the open set condition. Let μ be the self-similar
measure associated with { f1, . . . , fN } and a probability vector (p1, . . . , pN ). Then by Theorem 3.1, Corollary 3.2 and
[15, Theorem 12] we have{
Dr(ν): ν ∈M, ν  μ
}= [dim∗p μ,dim∗B μ].
(R2) Let dim∗p μ < t0 < t . Using the method in the proof of Theorem 3.1, one can easily construct a measure ν  μ such
that Dr(ν)  t but Dr(ν)  dimB K (ν)  t0. To see this, it suﬃces to replace Fm with F˜m which is deﬁned the same
way as Fm by replacing t in (3.1) with t0 and consider the sub-sequence (mi+1)∞1 .
(R3) The deﬁnition of ni , i  1 is motivated by [4]; since our result is about a measure, one should not expect to make a
trivial application of the results or methods in [4] which are for sets.
By [15, Theorem 12], we know inf{Dr(ν): ν ∈M, ν  μ} = dimp μ. The following example shows that the intermediate-
value theorem may fail for the interval (dimp μ,dim
∗
p μ).
Example 3.4. Let μi be the self-similar measure associated with the iterated function system { f (i)j } satisfying the open set
condition, i = 1,2. Suppose
K (μ1) ∩ K (μ2) = ∅, dimp μ1 < dim∗Bμ1 < dimp μ2.
We deﬁne μ := 12 (μ1 + μ2). Then{
Dr(ν): ν ∈M, ν  μ
}∩ (dim∗Bμ1,dimp μ2)= ∅. (3.11)
In fact, for every ν ∈M with ν  μ, we have the following two cases:
(a) The absolute continuous part of ν with respect to μ2 does not vanish. In this case, by [12, Theorem 1] and [15,
Corollary 8], we have
Dr(ν) Dr
(
ν· | K (μ2)
)
 dimp ν
(· | K (μ2)) dimp μ2.
(b) The absolute continuous part of ν with respect to μ2 vanishes. Then K (ν) ⊂ K (μ1). Hence Dr(ν) dim∗Bμ1.
From (a) and (b), (3.11) follows. On the other hand, it is easy to see
dimp μ = dimp μ1, dim∗p μ = dim∗p μ2.
Thus (dim∗Bμ1,dimp μ2) ⊂ (dimp μ,dim∗p μ). This implies that the intermediate-value theorem fails in the interval
(dimp μ,dim
∗
p μ).
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of ν as deﬁned in (3.8). This prevents us from getting signiﬁcant information about the structure of the dimension set
{Dr(ν): ν ∈M, ν  μ}. In the following proposition we determine the supremum of this set.
Proposition 3.5. Let μ ∈M. Then dim∗Bμ = sup{Dr(ν): ν ∈M, ν  μ}. Furthermore, the supremum is attained.
Proof. It suﬃces to show, that for every 0 < t < dim∗Bμ, there exists a measure λ ∈M with λ  μ such that Dr(λ) t . Let
t < s < dim∗Bμ. Then by (2.3), there exists k0  1 such that k k0 implies Nk−1 (K (μ)) > ks . We set
ki :=
(
i + [k(rs−rt)/t0 ]+ (2(4√d )d)(rs−rt)/(st))2t/(rs−rt), ni := [ ksi2 · (4√d)d
]
, i  1. (3.12)
Then ki > k0 for all i  1. Thus Ni := Nk−1i (K (μ)) > k
s
i for all i  1. For each i  1, let Ii,1, . . . , Ii,Ni be Ni mutually disjoint
closed cubes of diameter k−1i
√
d which are centered in K (μ). Set Gi :=⋃Nij=1 Ii, j . Since Ii, j , 1 j  Ni are cubes centered
in K (μ), we have μ(Ii, j) > 0 for every 1 j  Ni . We deﬁne
hi(x) =
⎧⎨⎩
N−1i
μ(Ii, j)
if x ∈ Ii, j, 1 j  Ni,
0 if x ∈ Gci .
Then we deﬁne measures λi by λi(A) :=
∫
A hi(x)dμ(x), A ∈ B, i  1. Thus λi(Ii, j) = N−1i for all 1 j  Ni . For α ∈ Cni ,r(λi),
there exist at least Ni − ni(4
√
d)d cubes Ii, j such that dist(Ii, j,α) k−1i . We denote by Ui the union of these cubes. Then
as (3.3), we have λi(Ui) 2−1. and as in (3.4), one can easily show that Vni ,r(λi) 2−1k−ri . Let c1 :=
∑∞
i=1 k
(tr−sr)/t
i . Then
by (3.12), we have 0 < c1 < ∞. We deﬁne
si := c−11 k(tr−sr)/ti , i  1; λ :=
∞∑
i=1
siλi .
Then Vni ,r(λ) si Vni ,r(λi) 2−1c−11 k
−sr/t
i for every i  1. Since lower quantization dimension of λ can be attained at (ni)∞i=1
(cf. [16, Lemma 6]), this actually implies Dr(λ) t . 
As an immediate consequence of (2.3) and Proposition 3.5, we have
Corollary 3.6. If dim∗B μ exists, then there exists a measure ν ∈M with ν  μ such that Dr(ν) exists and equals dim∗B μ.
Up to now, the inﬁmum of the dimension set {Dr(ν): ν ∈M, ν  μ} is not yet determined. By [15, Corollary 8], this
inﬁmum is not less than dimH μ. In Example 3.4, we also have (dim∗Bμ1,dimp μ2) ⊂ [dimH μ,dim∗H μ] and(
dim∗Bμ1,dimp μ2
)∩ {Dr(ν): ν ∈M, ν  μ}= ∅,
since μ1,μ2 are both self-similar. It remains open whether the lower quantization dimension has the intermediate-value
property in [dim∗H μ,dim∗Bμ]. Since the lower quantization dimension is not ﬁnitely stable, we conjecture that the answer
is negative.
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