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h-ADIC QUANTUM VERTEX ALGEBRAS ASSOCIATED WITH
RATIONAL R-MATRIX IN TYPES B, C AND D
MARIJANA BUTORAC1, NAIHUAN JING2 AND SLAVEN KOZˇIC´3
Abstract. We introduce the h-adic quantum vertex algebras associated with the ratio-
nal R-matrix in types B, C andD, thus generalizing the Etingof–Kazhdan’s construction
in type A. Next, we construct the algebraically independent generators of the center of
the h-adic quantum vertex algebra in type B at the critical level, as well as the families
of central elements in types C and D. Finally, as an application, we obtain commutative
subalgebras of the dual Yangian and the families of central elements of the appropriately
completed double Yangian at the critical level, in types B, C and D.
Introduction
The notion of quantum vertex operator algebra, or, more briefly, quantum VOA, was
introduced by P. Etingof and D. Kazhdan [3]. They constructed examples of quantum
VOAs associated with the classical r-matrix on slN of rational, trigonometric and elliptic
type. The theory of quantum VOAs was further generalized and developed by H.-S.
Li; see, e.g., [16–18] and references therein. In particular, Li introduced a certain more
general notion of h-adic quantum vertex algebra. In comparison with quantum VOAs,
h-adic quantum vertex algebras involve weaker constraints on the braiding operator S
which governs the S-locality, a certain quantum version of the locality property; see [17]
for more details.
In this paper, following the approach in [3], we construct the h-adic quantum vertex
algebras associated with rational R-matrix in types B, C and D. As in [3], the cor-
responding vertex operator map is expressed in the form of quantum currents, which
were introduced by N. Yu. Reshetikhin and M. A. Semenov-Tian-Shansky [21]. Our con-
struction relies on the Poincare´–Birkhoff–Witt theorem for the double Yangians of the
corresponding types, which is due to N. Jing, M. Liu and F. Yang [12]. In particular, the
h-adic quantum vertex algebra structure is defined on the h-adically completed vacuum
module over the double Yangian, thus resembling the type A case; cf. [3, 10].
Next, we study the center of the h-adic quantum vertex algebras in types B, C and
D at the critical level. In type B, we construct an algebraically independent family of
generators of the center. The classical limit of this family coincides with the generators
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of the famous Feigin–Frenkel center [4], i.e. of the center of the universal affine vertex
algebra in type B at the critical level, which were found by A. I. Molev [19]. Furthermore,
we show that the center coincides with the h-adically completed polynomial algebra in
infinitely many indeterminates, thus resembling the classical case. In types C and D, we
also obtain certain algebraically independent families of central elements. However, they
do not exhaust the whole center, so they only generate h-adically completed polynomial
subalgebras of the center. By taking their classical limits we only reproduce some of the
generators of the Feigin–Frenkel center constructed in [19]. Our construction of central
elements relies on a particular case of the fusion procedure for the Brauer algebra, which
is due to A. P. Isaev, A. I. Molev and O. V. Ogievetsky [8,9]; see also [20]. It goes parallel
with the corresponding construction [10], where the center of the Etingof–Kazhdan’s
quantum VOA in type A was determined, and which relies on the fusion procedure for
the symmetric group originated in [13].
In the end, we show that the aforementioned families of central elements generate
commutative subalgebras of the dual Yangians in types B, C and D, as suggested by [20,
Remark 11.2.5]. Moreover, by regarding their images, with respect to the vertex operator
map, we find explicit formulae for the families of central elements of the appropriately
completed double Yangians in types B, C and D at the critical level.
1. Preliminaries
1.1. Affine Lie algebras in types B, C and D. Fix an integer N > 2. Let oN be the
orthogonal and let spN be the symplectic Lie algebra, where N is even in the symplectic
case. In order to consider orthogonal and symplectic case simultaneously we denote by gN
any of the Lie algebras oN and spN . Introduce the scalars ε1, . . . , εN by ε1 = . . . = εN = 1
if gN = oN and by ε1 = . . . = εN/2 = 1, ε(N+2)/2 = . . . = εN = −1 if gN = spN . For any
i = 1, . . . , N set i′ = N − i+ 1. Define the matrix G = (gij) in EndC
N by gij = δij′εi for
all i, j = 1, . . . , N . Clearly, G is symmetric in the orthogonal and skew-symmetric in the
symplectic case. For any matrix A = (aij) in EndC
N let A′ = GAtG−1, where At denotes
the transposed matrix At = (aji). We have A
′ = (εiεjaj′i′). Set
σ =
1, if gN = oN ,2, if gN = spN .
Define the operators P and Q in EndCN ⊗ EndCN by
P =
N∑
i,j=1
eij ⊗ eji and Q =
N∑
i,j=1
εiεj eij ⊗ ei′j′,
where eij are matrix units. One can easily verify that
P t1 = P t2, P ′1 = P ′2, Qt1 = Qt2 , Q′1 = Q′2 , (1.1)
where ti and ′i denote the transpositions t and ′ applied on the i-th factor of the tensor
product algebra EndCN ⊗EndCN for i = 1, 2. Therefore, we will usually omit the index
2
i and denote the expressions in (1.1) by P t, P ′, Qt, Q′ respectively. The operators P and
Q posses the following properties:
P ′ = Q, Q′ = P, P 2 = 1, Q2 = NQ, PQ = QP =
Q, if gN = oN ,−Q, if gN = spN . (1.2)
Recall that the universal enveloping algebra U(gN ) is the associative algebra generated
by the elements fij , where i, j = 1, . . . , N , subject to the defining relations
F1F2 − F2F1 = (P −Q)F2 − F2(P −Q) and F + F
′ = 0. (1.3)
The elements F and F ′ in EndCN ⊗ U(gN) are given by
F =
N∑
i,j=1
eij ⊗ fij and F
′ =
N∑
i,j=1
eij ⊗ εiεj fj′i′.
The copies of the matrix in the tensor product algebra (EndCN)⊗2⊗U(gN ) are indicated
by the subscripts, so that in (1.3) we have
F1 =
N∑
i,j=1
eij ⊗ 1⊗ fij and F2 =
N∑
i,j=1
1⊗ eij ⊗ fij .
Consider the affine Kac–Moody Lie algebra ĝN = gN ⊗C[t, t
−1]⊕CC; see [14] for more
details. Its universal enveloping algebra U(ĝN) is generated by the central element C and
the elements fij(r) = fij ⊗ t
r, where i, j = 1, . . . , N and r ∈ Z, subject to the defining
relations
F (r)1F (s)2 − F (s)2F (r)1 = (P −Q)F (r + s)2 − F (r + s)2(P −Q)
+ σrδr+s0(P −Q)C, (1.4)
F (r) + F (r)′ = 0. (1.5)
The elements F (r) and F (r)′ in EndCN ⊗ U(ĝN) are defined by
F (r) =
N∑
i,j=1
eij ⊗ fij(r) and F (r)
′ =
N∑
i,j=1
eij ⊗ εiεj fj′i′(r).
As in (1.3), the subscripts in (1.4) indicate the copy of EndCN in the tensor product
algebra (EndCN)⊗2 ⊗ U(ĝN). Defining relations (1.4) can be equivalently written as
F1(u)F2(v)− F2(v)F1(u) = ((P −Q)F2(v)− F2(v)(P −Q))
1
v
δ
(u
v
)
− σ(P −Q)C
1
v
∂
∂u
δ
(u
v
)
, (1.6)
where δ(z) =
∑
r∈Z z
r ∈ C[[z±1]] is the formal delta function and
F (u) =
∑
r∈Z
F (−r)ur−1 ∈ EndCN ⊗ U(ĝN)[[u
±1]].
Introduce the series
F+(u) =
∑
r>1
F (−r)ur−1 ∈ EndCN ⊗U(t−1gN [t
−1])[[u]],
3
F−(u) =
∑
r60
F (−r)ur−1 ∈ EndCN ⊗ u−1U(gN [t])[[u
−1]],
so that F (u) = F+(u) + F−(u). Relation (1.6) implies
F−1 (u)F
+
2 (v)− F
+
2 (v)F
−
1 (u) =
1
u− v
(
(P −Q)
(
F+2 (v)− F
−
1 (u)
)
(1.7)
−
(
F+2 (v)− F
−
1 (u)
)
(P −Q)
)
+
σC
(u− v)2
(P −Q).
Throughout this paper, we employ the following expansion convention. For any variables
u1, . . . , uk expressions of the form (u1 + . . . + uk)
r with r < 0 should be expanded in
nonnegative powers of the variables u2, . . . , uk. For example, in (1.7) we have k = 2,
r = −2,−1 and
(u− v)r =
∑
k>0
(
r
k
)
ur−kvk.
Recall that the vacuum module Vc(gN) of level c ∈ C for the algebra U(ĝN) is isomor-
phic to the universal enveloping algebra U(t−1gN [t
−1]) as a complex vector space. The
algebra U(t−1gN [t
−1]) is generated by the elements fij(r) = fij⊗ t
r, where i, j = 1, . . . , N
and r ∈ Z<0, subject to the defining relations
F+1 (u)F
+
2 (v)− F
+
2 (v)F
+
1 (u) =
1
u− v
( (
F+1 (u) + F
+
2 (v)
)
(P −Q)
− (P −Q)
(
F+1 (u) + F
+
2 (v)
) )
, (1.8)
F+(u) + F+(u)′ = 0. (1.9)
1.2. Rational R-matrix. Let h be a formal parameter. Consider the rational R-matrix
R(u), as defined in [22], over the commutative ring C[[h]],
R(u) = 1−
hP
u
+
hQ
u− hκ
, (1.10)
where
κ =
N/2− 1, if gN = oN ,N/2 + 1, if gN = spN .
R-matrix (1.10) satisfies the Yang–Baxter equation
R12(u)R13(u+ v)R23(v) = R23(v)R13(u+ v)R12(u). (1.11)
Both sides of (1.11) are regarded as operators on the triple tensor product (CN)⊗3 and the
subscripts indicate the copies of CN on which the R-matrices are applied. For example,
we have R23(u) = 1⊗ R(u).
By (1.1) we have R(u)t1 = R(u)t2 and R(u)′1 = R(u)′2, so we denote these transposed
R-matrices by R(u)t and R(u)′ respectively. Using properties (1.2) one can easily prove
R(u)R(u+ hκ)′ = 1− h2u−2 and R(u)R(−u) = 1− h2u−2. (1.12)
Lemma 1.1. There exists a unique series f(u) ∈ 1 + u−2C[[u−1]] satisfying
f(u)f(u+ κ) =
(
1− u−2
)−1
and f(u)f(−u) =
(
1− u−2
)−1
. (1.13)
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Proof. Write the series f as f(u) = 1 +
∑
r>1 fru
−r for some scalars fr ∈ C. The first
equality in (1.13) implies(
1 +
∑
r>1
fru
−r
)(
1 +
∑
r>1
(
r∑
s=1
(
−s
r − s
)
κr−sfs
)
u−r
)
=
∑
r>0
u−2r. (1.14)
One can easily see that the coefficients fr are uniquely determined by (1.14) and that the
first few terms of the series f(u) are found by
f(u) = 1 +
1
2
u−2 +
κ
2
u−3 +
3
8
u−4 + . . . (1.15)
It remains to prove that the series f(u) = 1+
∑
r>1 fru
−r satisfies the second equality
in (1.13). Consider the series
F (u) = f(u)f(−u)(1− u−2) ∈ 1 + u−2C[[u−1]].
Multiplying the first equality in (1.13) by f(−u − κ)f(−u) =
(
1− (u+ κ)−2
)−1
we find
F (u) = F (u + κ)−1. This clearly implies F (u) = F (u + 2κ). However, the only series in
1 + u−2C[[u−1]] which satisfies that equality is the constant series 1, so we conclude that
f(u)f(−u)(1− u−2) = 1, as required. 
As with the R-matrix R(u), the normalized R-matrix R(u) = f(u/h)R(u) satisfies
Yang–Baxter equation (1.11). Furthermore, by the first equalities in (1.12) and (1.13) it
possesses the crossing symmetry properties
R(u)R(u+ hκ)′ = 1 and R(u+ hκ)′R(u) = 1. (1.16)
Using the ordered product notation we rewrite (1.16) as
R(u)′ ·
RL
R(u+ hκ) = 1 and R(u)′ ·
LR
R(u+ hκ) = 1, (1.17)
where the subscript RL (LR) in (1.17) indicates that the first tensor factor of R(u)′ is
applied from the right (left) while the second tensor factor of R(u)′ is applied from the
left (right). Note that the equations in (1.17) can be equivalently written as((
R(u)′
)t
R(u+ hκ)t
)t1
= 1 and
((
R(u)′
)t
R(u+ hκ)t
)t2
= 1.
By the second equalities in (1.12) and (1.13) the R-matrix R(u) possesses the unitarity
property
R(u)R(−u) = R(−u)R(u) = 1. (1.18)
Hence we also have
R(−u)′ = R(u+ hκ). (1.19)
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1.3. Double Yangians in types B, C and D. We follow [12] to introduce the double
Yangian in types B, C and D. In contrast with [12], where the (extended) Yangian double
is defined as an associative algebra over C, all algebras in this paper are defined over
the commutative ring C[[h]]. Such modification makes the structure of double Yangian
suitable for the construction of h-adic quantum vertex algebras.
The extended Yangian double DX(gN) for gN is defined as the associative algebra over
the ring C[[h]] generated by the central element C and elements t
(r)
ij and t
(−r)
ij , where
i, j = 1, . . . , N and r = 1, 2, . . ., subject to the defining relations
R(u− v)T1(u)T2(v) = T2(v)T1(u)R(u− v), (1.20)
R(u− v)T+1 (u)T
+
2 (v) = T
+
2 (v)T
+
1 (u)R(u− v), (1.21)
R(u− v + hσC/2)T1(u)T
+
2 (v) = T
+
2 (v)T1(u)R(u− v − hσC/2). (1.22)
The elements T (u) and T+(u) in EndCN ⊗ DX(gN )[[u
±1]] are defined by
T (u) =
N∑
i,j=1
eij ⊗ tij(u) and T
+(u) =
N∑
i,j=1
eij ⊗ t
+
ij(u),
where the eij denote the matrix units and the series tij(u) and t
+
ij(u) are given by
tij(u) = δij + h
∞∑
r=1
t
(r)
ij u
−r and t+ij(u) = δij − h
∞∑
r=1
t
(−r)
ij u
r−1.
The double Yangian DY(gN) for gN is defined as the quotient of the h-adically com-
pleted algebra DX(gN)[[h]] by the relations
T (u)T (u+ hκ)′ = 1 and T+(u)T+(u+ hκ)′ = 1. (1.23)
We now introduce certain subalgebras of the double Yangian; cf. [20, Chapter 11]. The
Yangian Y(gN ) is defined as the subalgebra of DY(gN) generated by all elements t
(r)
ij ,
where i, j = 1, . . . , N and r ∈ Z. By the Poincare´–Birkhoff–Witt theorem for the double
Yangian [12], Y(gN ) is isomorphic to the associative algebra over C[[h]] generated by the
elements t
(r)
ij , where i, j = 1, . . . , N and r ∈ Z, subject to defining relations (1.20) and
T (u)T (u+ hκ)′ = 1.
The dual Yangian Y+(gN) is defined as the h-adically completed subalgebra of DY(gN )
generated by all elements t
(−r)
ij , where i, j = 1, . . . , N and r ∈ Z. Define the extended
dual Yangian X+(gN) as the associative algebra over C[[h]] generated by the elements
t
(−r)
ij , where i, j = 1, . . . , N and r = 1, 2, . . ., subject to defining relations (1.21). By the
Poincare´–Birkhoff–Witt theorem for the double Yangian [12], Y+(gN ) is isomorphic to the
quotient of the h-adically completed extended dual Yangian X+(gN)[[h]] by the relation
T+(u)T+(u+ hκ)′ = 1. (1.24)
For any c ∈ C define the double Yangian DYc(gN) at the level c as the quotient of
DY(gN ) by the ideal generated by C − c. The vacuum module Vc(gN) at the level c is
defined as the h-adic completion of the quotient DYc(gN )/I, where I denotes the h-adically
completed left ideal in DYc(gN) generated by the elements t
(r)
ij with i, j = 1, . . . , N and
6
r > 1. By the Poincare´–Birkhoff–Witt theorem for the double Yangian [12], Vc(gN) and
Y+(gN) are isomorphic as C[[h]]-modules. Moreover, one can easily verify that the vacuum
module Vc(gN) is topologically free.
As in [12] and [20, Section 11.2], set
deg 1 = 0 and deg t
(−r)
ij = −r for all i, j = 1, . . . , N, r > 1 (1.25)
and denote by Y(−r) the C[[h]]-span of the elements of Y+(gN ) whose degrees do not
exceed −r. We have the ascending filtration
. . . ⊂ Y(−r−1) ⊂ Y(−r) ⊂ . . . ⊂ Y(−2) ⊂ Y(−1) ⊂ Y(0) = Y+(gN ). (1.26)
Consider the associated graded algebra
grY+(gN) =
⊕
r>0
Y(−r)/Y(−r−1).
Observe that the C[[h]]-algebra grY+(gN) is no longer h-adically complete.
By employing the notation
t(u) = h−1 (T (u)− 1) and t+(u) = h−1
(
1− T+(u)
)
we express defining relation (1.21) for the dual Yangian Y+(gN ) as
t+1 (u)t
+
2 (v)− t
+
2 (v)t
+
1 (u) =
1
u− v
((
t+1 (u) + t
+
2 (v)
)
P − P
(
t+1 (u) + t
+
2 (v)
))
−
1
u− v − hκ
((
t+1 (u) + t
+
2 (v)
)
Q−Q
(
t+1 (u) + t
+
2 (v)
))
+
h
u− v
(
P t+1 (u)t
+
2 (v)− t
+
2 (v)t
+
1 (u)P
)
−
h
u− v − hκ
(
Qt+1 (u)t
+
2 (v)− t
+
2 (v)t
+
1 (u)Q
)
. (1.27)
Furthermore, defining relation (1.24) can be written as
t+(u) + t+(u+ hκ)′ = ht+(u)t+(u+ hκ)′. (1.28)
Clearly, the relations obtained by taking the highest degree terms in (1.27) and (1.28),
with respect to degree operator (1.25), coincide with relations (1.8) and (1.9) respectively.
Moreover, from defining relations (1.22) we derive the following formula for the action of
the Yangian generators on t+(v)1∈ Vc(gN )[[v]]:
t1(u)t
+
2 (v)1=
1
u− v
(
(P −Q)t+2 (u)1−t
+
2 (u)1(P −Q)
)
+
σc
(u− v)2
(P −Q) + . . . , (1.29)
where the ellipsis represents the summands of lower degree with respect to (1.25). The
relations obtained by taking the highest degree terms in (1.29), with respect to (1.25),
coincide with relations obtained by applying (1.7) to the vacuum vector 1∈ Vc(gN).
Denote by t
(−r)
ij the image of the element t
(−r)
ij in the (−r)-th component of grY
+(gN ).
The next proposition is required in the proof of Theorem 2.8. It is a consequence of the
Poincare´–Birkhoff–Witt theorem for the double Yangians of type B, C and D; see [12].
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Proposition 1.2. (a) The assignments
t
(−r)
ij 7→ fij ⊗ t
−r (1.30)
with r > 1 and i, j = 1, . . . , N define an isomorphism of C[[h]]-algebras
grY+(gN ) ∼= U(t
−1gN [t
−1])⊗C C[[h]].
(b) For any c ∈ C and integer n > 1 the image of
t0(u)
(
t+1 (v1) . . . t
+
n (vn)
)
∈ (EndCN)⊗(n+1) ⊗ Vc(gN)[[u
−1, v1, . . . , vn]] (1.31)
with respect to map (1.30) is equal to
F−0 (u)
(
F+1 (v1) . . . F
+
n (vn)
)
∈ (EndCN)⊗(n+1) ⊗ U(t−1gN [t
−1])[[u−1, v1, . . . , vn]].
Remark 1.3. It is worth noting that defining relation (1.22) differs from the corre-
sponding relation in [12] because we use the normalized R-matrix R(u) instead of R(u).
However, this does not affect the action of map (1.30) on elements (1.31). More specif-
ically, due to the form of the normalizing function (1.15), this produces only additional
terms of the lower degree with respect to (1.25), which are annihilated by map (1.30).
Let m > 1 be an arbitrary integer, v = (v1, . . . , vm) an m-tuple of variables and z a
single variable. Label the tensor factors of (EndCN)⊗(n+m) as follows,
1︷ ︸︸ ︷
(EndCN)⊗n⊗
2︷ ︸︸ ︷
(EndCN)⊗m . (1.32)
Introduce the functions with values in (1.32) by
R
12
nm(u|v|z) =
−→∏
i=1,...,n
←−∏
j=n+1,...,n+m
Rij(z + ui − vj−n), (1.33)
~R
12
nm(u|v|z) =
←−∏
i=1,...,n
−→∏
j=n+1,...,n+m
Rij(z + ui − vj−n). (1.34)
In (1.33) and (1.34), the superscripts 1 and 2 indicate the tensor factors in (1.32) while
the arrows indicate the order of the factors. For example, if n = 3, m = 2 and Rij =
Rij(z + ui − vj−n) we have
R
12
32(u|v|z) = R15R14R25R24R35R34 and
~R
12
32(u|v|z) = R34R35R24R25R14R15. (1.35)
Observe that, due to the expansion convention introduced in Section 1.1, the expressions
of the form (z + ui − vj−n)
r with r < 0 are expanded in negative powers of the variable
z, so that (1.33) and (1.34) contain only nonnegative powers of the variables u1, . . . , un
and v1, . . . , vm. In order to simplify the notation, we write
R
12
nm(u|v) = R
12
nm(u|v|0) and
~R
12
nm(u|v) =
~R
12
nm(u|v|0), (1.36)
where, due to the aforementioned expansion convention, expressions of the form (ui −
vj−n)
r with r < 0 are expanded in negative powers of the variable ui, so that they contain
only nonnegative powers of v1, . . . , vm. The functions R
12
nm(u|v|z), ~R
12
nm(u|v|z), R
12
nm(u|v)
and ~R
12
nm(u|v) corresponding to R-matrix (1.10) can be defined analogously.
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We will often combine the ordered product notation, as introduced in Section 1.2, with
the products of the form as in (1.33) and (1.34). For example, in the expressions such as
R
12
nm(u|v|z) ·
LR
X, where X ∈ (EndCN)⊗(n+m),
the tensor factors 1, . . . , n of R
12
nm(u|v|z) are applied from the left while the tensor factors
n+ 1, . . . , n+m are applied from the right, e.g., for n = 3 and m = 2 we have
R
12
32(u|v|z) ·
LR
X = R35 ·
LR
(
R34 ·
LR
(
R25 ·
LR
(
R24 ·
LR
(
R15 ·
LR
(
R14 ·
LR
X
)))))
.
For any integer n > 1, the variables u = (u1, . . . , un) and the single variable z define
T[n](u|z) = T1(z+u1) . . . Tn(z+un) and T
+
[n](u|z) = T
+
1 (z+u1) . . . T
+
n (z+un). (1.37)
In particular, we write
T[n](u) = T1(u1) . . . Tn(un) and T
+
[n](u) = T
+
1 (u1) . . . T
+
n (un).
We regard the coefficients of the series in (1.37) as operators on the vacuum module
Vc(gN). Hence the series T
+
[n](u|z) belongs to (EndC
N)⊗n ⊗ EndVc(gN )[[u1, . . . , un, z]].
Moreover, due to the expansion convention introduced in Section 1.1 and relations (1.22),
the series T[n](u|z) belongs to (EndC
N)⊗n⊗Hom(Vc(gN),Vc(gN )[z
−1][[u1, . . . , un, h]]). As
before, we use the arrows to indicate the opposite order of factors. For example,
~T [n](u|z) = Tn(z + un) . . . T1(z + u1) and ~T
+
[n](u|z) = T
+
n (z + un) . . . T
+
1 (z + u1).
As in [3], by employing Yang–Baxter equation (1.11) and defining relations (1.20)–(1.22)
one obtains the more general form of the RTT relations.
Proposition 1.4. For any c ∈ C and integers n,m > 1 the equalities
R12nm(u|v|z − w)T
13
[n](u|z)T
23
[m](v|w) = T
23
[m](v|w)T
13
[n](u|z)R
12
nm(u|v|z − w), (1.38)
R12nm(u|v|z − w)T
+13
[n] (u|z)T
+23
[m] (v|w) = T
+23
[m] (v|w)T
+13
[n] (u|z)R
12
nm(u|v|z − w), (1.39)
R
12
nm(u|v|z − w + hσc/2)T
13
[n](u|z)T
+23
[m] (v|w)
= T+23[m] (v|w)T
13
[n](u|z)R
12
nm(u|v|z − w − hσc/2) (1.40)
hold for operators on (EndCN)⊗n ⊗ (EndCN)⊗m ⊗ Vc(gN ).
2. h-adic quantum vertex algebras in types B, C and D
2.1. Vacuum module as an h-adic quantum vertex algebra. The following notion
of h-adic quantum vertex algebra was introduced by Li in [17]. As explained therein, it
presents a slight generalization of the notion of quantum VOA, which was introduced
by Etingof and Kazhdan in [3]. From now on, the tensor products are understood as
h-adically completed.
Definition 2.1. An h-adic quantum vertex algebra is a quadruple (V, Y,1,S) which sat-
isfies the following axioms:
(1) V is a topologically free C[[h]]-module.
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(2) Y is the vertex operator map, a C[[h]]-module map
Y : V ⊗ V → V ((z))[[h]]
u⊗ v 7→ Y (z)(u ⊗ v) = Y (u, z)v =
∑
r∈Z
urvz
−r−1
which satisfies the weak associativity: for any u, v, w ∈ V and n ∈ Z>0 there exists
r ∈ Z>0 such that
(z0 + z2)
rY (u, z0 + z2)Y (v, z2)w − (z0 + z2)
rY
(
Y (u, z0)v, z2
)
w ∈ hnV [[z±10 , z
±1
2 ]]. (2.1)
(3) 1 is the vacuum vector, an element of V which satisfies
Y (1, z)v = v for all v ∈ V, (2.2)
and for any v ∈ V the series Y (v, z) 1 is a Taylor series in z with the property
lim
z→0
Y (v, z) 1= v. (2.3)
(4) S = S(z) is a C[[h]]-module map V ⊗ V → V ⊗ V ⊗ C((z)) which satisfies the shift
condition
[D ⊗ 1,S(z)] = −
d
dz
S(z) for D ∈ EndV defined by Dv = v−21, (2.4)
the Yang–Baxter equation
S12(z1)S13(z1 + z2)S23(z2) = S23(z2)S13(z1 + z2)S12(z1), (2.5)
the unitarity condition
S21(z) = S
−1(−z), (2.6)
the S-locality: for any u, v ∈ V and n ∈ Z>0 there exists r ∈ Z>0 such that
(z1 − z2)
rY (z1)
(
1⊗ Y (z2)
)(
S(z1 − z2)(u⊗ v)⊗ w
)
− (z1 − z2)
rY (z2)
(
1⊗ Y (z1)
)
(v ⊗ u⊗ w) ∈ hnV [[z±11 , z
±1
2 ]] for all w ∈ V, (2.7)
and the hexagon identity:
S(z1) (Y (z2)⊗ 1) = (Y (z2)⊗ 1)S23(z1)S13(z1 + z2). (2.8)
Denote by1 the image of the unit 1 ∈ DYc(gN) in the vacuum module Vc(gN). The next
theorem is a generalization of the Etingof–Kazhdan’s construction of quantum VOAs in
type A; see [3, Theorem 2.3].
Theorem 2.2. For any c ∈ C there exists a unique structure of h-adic quantum vertex
algebra on Vc(gN), where gN = oN , spN , such that the vacuum vector is 1 ∈ Vc(gN), the
vertex operator map is defined by
Y
(
T+[n](u)1, z
)
= T+[n](u|z)T[n](u|z + hσc/2)
−1 (2.9)
and the map S(z) is defined by
S(z)
(
R
12
nm(u|v|z)
−1T+24[m] (v)R
12
nm(u|v|z − hσc)T
+13
[n] (u)(1⊗1)
)
= T+13[n] (u)R
12
nm(u|v|z + hσc)
−1T+24[m] (v)R
12
nm(u|v|z)(1⊗1) (2.10)
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for operators on (EndCN)⊗n ⊗ (EndCN)⊗m ⊗ Vc(gN )⊗ Vc(gN ).
Proof. Recall that the C[[h]]-module Vc(gN ) is topologically free. Let us prove that the
map Y (z) is well-defined by (2.9). As the coefficients of matrix entries of all T+[n](u)1 span
an h-adically dense subset of Vc(gN ), it is sufficient to show that Y (z) maps the ideal of
defining relations (1.21) and (1.24) for the dual Yangian Y+(gN) to itself. We only verify
this for defining relations (1.24). As for (1.21), this follows by employing Proposition 1.4,
Yang–Baxter equation (1.11) and arguing as in the proof of [3, Lemma 2.1].
For any nonnegative integers n,m and the variables u = (u1, . . . , un), v = (v1, . . . , vm)
and w we apply Y (z) on the expression
a := T+14[n] (u)T
+24
[1] (w)T
+24
[1] (w + hκ)
′T+34[m] (v)1.
The coefficients of a belong to the tensor product
1︷ ︸︸ ︷
(EndCN)⊗n⊗
2︷ ︸︸ ︷
EndCN ⊗
3︷ ︸︸ ︷
(EndCN)⊗m⊗
4︷ ︸︸ ︷
Vc(gN)
and its superscripts indicate the tensor copies as indicated above. Using (2.9) we get
Y (a, z) = T+14[n] (u|z)T
+24
[1] (w|z)AT
14
[n](u|z + hσc/2)
−1, where (2.11)
A = B24 ·
LR
(
T+24[1] (w|z + hκ)
′T+34[m] (v|z)T
34
[m](v|z + hσc/2)
−1
)
, (2.12)
B = T[1](z + w + hσc/2)
−1 ·
LR
(
T[1](z + w + hκ + hσc/2)
−1
)′
.
Note that
B′ = T[1](z + w + hκ + hσc/2)
−1
(
T[1](z + w + hσc/2)
−1
)′
= 1 (2.13)
so, consequently, B = 1. Indeed, the second equality in (2.13) follows directly from
defining relations (1.20). Therefore, by combining (2.11) and (2.12) we find
Y (a, z) = T+14[n] (u|z)T
+24
[1] (w|z)T
+24
[1] (w|z + hκ)
′T+34[m] (v|z)
· T 34[m](v|z + hσc/2)
−1T 14[n](u|z + hσc/2)
−1.
Finally, due to (1.24) we have T+24[1] (w|z)T
+24
[1] (w|z + hκ)
′ = 1, so that
Y (a, z) = T+14[n] (u|z)T
+34
[m] (v|z)T
34
[m](v|z + hσc/2)
−1T 14[n](u|z + hσc/2)
−1.
It is now clear that the expression Y (a, z) coincides with the image of T+14[n] (u)T
+34
[m] (v)1
with respect to (2.9), so we conclude that the map Y (z) is well-defined.
Next, we prove that the map S(z) is well-defined. Due to crossing symmetry property
(1.17), we express (2.10) as
S(z)
(
T+13[n] (u)T
+24
[m] (v)(1⊗1)
)
= ~R′
12
nm(u|v|z − hκ− hσc) ·
LR
(
R
12
nm(u|v|z)T
+13
[n] (u) (2.14)
· R
12
nm(u|v|z + hσc)
−1T+24[m] (v)R
12
nm(u|v|z)(1⊗1)
)
,
where, in consistency with notation introduced in (1.33) and (1.34), we write
R′
12
nm(u|v|z) =
−→∏
i=1,...,n
←−∏
j=n+1,...,n+m
Rij(z + ui − vj−n)
′,
11
~R′
12
nm(u|v|z) =
←−∏
i=1,...,n
−→∏
j=n+1,...,n+m
Rij(z + ui − vj−n)
′.
Therefore, the map S(z) coincides with the composition S(1)(z)◦S(2)(z)◦S(3)(z)◦S(4)(z)
of the following maps:
T+13[n] (u)T
+24
[m] (v)(1⊗1)
S(1)(z)
7−−−−→ T+13[n] (u)R
12
nm(u|v|z + hσc)
−1T+24[m] (v)(1⊗1),
T+13[n] (u)T
+24
[m] (v)(1⊗1)
S(2)(z)
7−−−−→ T+13[n] (u)T
+24
[m] (v)R
12
nm(u|v|z)(1⊗1),
T+13[n] (u)T
+24
[m] (v)(1⊗1)
S(3)(z)
7−−−−→ R
12
nm(u|v|z)T
+13
[n] (u)T
+24
[m] (v)(1⊗1),
T+13[n] (u)T
+24
[m] (v)(1⊗1)
S(4)(z)
7−−−−→ T+24[m] (v)
~R′
12
nm(u|v|z − hκ− hσc)T
+13
[n] (u)(1⊗1).
Hence it is sufficient to check that all S(i)(z) are well-defined maps on Vc(gN), i.e. that
they map the ideal of defining relations (1.21) and (1.24) for the dual Yangian Y+(gN )
to itself. The fact that the given maps preserve relation (1.21) can be proved by using
Yang–Baxter equation (1.11) and arguing as in the proof of [3, Lemma 2.1]. As for relation
(1.24), this follows by employing crossing symmetry properties (1.16) and (1.17).
The weak associativity (2.1), Yang–Baxter equation (2.5), unitarity property (2.6) and
S-locality property (2.7) can be verified by straightforward calculations which rely on the
properties of the R-matrix R(u) provided in Section 1.2 and on Proposition 1.4. They
closely follow the corresponding proofs in type A, as given in [10, Theorem 4.1]. Regarding
the axioms concerning the vacuum vector 1, (2.2) is clear and (2.3) is a consequence of
the identity T (u)1= 1.
Let us prove shift condition (2.4). Let n,m > 0 be arbitrary integers. By applying (2.9)
on 1 and then taking the coefficient of the variable z we obtain
DT+[n](u)1=
(∑n
k=1
∂
∂uk
)
T+[n](u)1 . (2.15)
In particular, note that (2.2) implies D1= 0. Therefore, by applying D⊗ 1 on (2.14) we
find that (D ⊗ 1)S(z)
(
T+13[n] (u)T
+24
[m] (v)(1⊗1)
)
is equal to
~R′
12
nm(u|v|z − hκ− hσc) ·
LR
(
R
12
nm(u|v|z)
((∑n
k=1
∂
∂uk
)
T+13[n] (u)
)
· R
12
nm(u|v|z + hσc)
−1T+24[m] (v)R
12
nm(u|v|z)(1⊗1)
)
. (2.16)
On the other hand, by applying the map S(z) on
(D ⊗ 1)
(
T+13[n] (u)T
+24
[m] (v)(1⊗1)
)
=
((∑n
k=1
∂
∂uk
)
T+13[n] (u)
)
T+24[m] (v)(1⊗1)
we get (∑n
k=1
∂
∂uk
)(
~R′
12
nm(u|v|z − hκ− hσc) ·
LR
(
R
12
nm(u|v|z)T
+13
[n] (u)
· R
12
nm(u|v|z + hσc)
−1T+24[m] (v)R
12
nm(u|v|z)(1⊗1)
))
. (2.17)
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Finally, using the observation ∂
∂uk
R(uk + z) =
∂
∂z
R(uk + z) we see that the difference of
expressions (2.16) and (2.17) coincides with
−
∂
∂z
S(z)
(
T+13[n] (u)T
+24
[m] (v)(1⊗1)
)
,
so that shift condition (2.4) follows.
It remains to verify hexagon identity (2.8). Its proof goes similarly as the proof in type
A; see proof of [7, Theorem 2.3.8]. Let n,m, k be arbitrary nonnegative integers. Label
the tensor copies as follows
1︷ ︸︸ ︷(
EndCN
)⊗n
⊗
2︷ ︸︸ ︷(
EndCN
)⊗m
⊗
3︷ ︸︸ ︷(
EndCN
)⊗k
⊗
4︷ ︸︸ ︷
Vc(gN)⊗
5︷ ︸︸ ︷
Vc(gN)⊗
6︷ ︸︸ ︷
Vc(gN ) . (2.18)
First, we apply the left hand side of hexagon identity (2.8) on the expression
T+14[n] (u)T
+25
[m] (v)T
+36
[k] (w)(1⊗1⊗1), (2.19)
whose coefficients, with respect to the variables u = (u1, . . . , un), v = (v1, . . . , vm) and
w = (w1, . . . , wk), belong to (2.18). By applying Y (z2) ⊗ 1 on (2.19) we obtain the
expression
T+14[n] (u|z2)T
14
[n](u|z2 + hσc/2)
−1T+24[m] (v)T
+35
[k] (w)(1⊗1). (2.20)
By combining relation (1.40) with crossing symmetry properties (1.17) and (1.19) we
rewrite (2.20) as
A ·
RL
(
T+14[n] (u|z2)T
+24
[m] (v)T
+35
[k] (w)B
)
(1⊗1), where (2.21)
A = R
12
nm(u|v|z2 + hσc+ 2hκ) and B = R
12
nm(u|v|z2)
−1.
Due to (2.14), by applying the map S(z1) on (2.21) we get
A ·
RL
(
H ·
LR
(
KT+14[n] (u|z2)T
+24
[m] (v)LT
+35
[k] (w)KB
))
(1⊗1), (2.22)
where
H = H[2]H[1], H[1] =
~R′
13
nk(u|w|z1 + z2 − hσc− hκ), H[2] =
~R′
23
mk(v|w|z1 − hσc− hκ),
K = K[1]K[2], K[1] = R
13
nk(u|w|z1 + z2), K[2] = R
23
mk(v|w|z1),
L = L[2]L[1], L[1] = R
13
nk(u|w|z1 + z2 + hσc)
−1, L[2] = R
23
mk(v|w|z1 + hσc)
−1.
We now apply the right hand side of hexagon identity (2.8) on (2.19) and show that
the result coincides with (2.22). The tensor copies are again labelled as in (2.18). First,
applying the map S46(z1 + z2) on (2.19) we obtain
H[1] ·
LR
(
K[1]T
+14
[n] (u)L[1]T
+25
[m] (v)T
+36
[k] (w)K[1]
)
(1⊗1⊗1). (2.23)
Next, applying the map S56(z1) on (2.23) we get
H[1] ·
LR
(
K[1]T
+14
[n] (u)L[1]
(
H[2] ·
LR
(
K[2]T
+25
[m] (v)L[2]T
+36
[k] (w)K[2]
))
K[1]
)
(1⊗1⊗1)
= H[1] ·
LR
(
H[2] ·
LR
(
K[1]T
+14
[n] (u)L[1]K[2]T
+25
[m] (v)L[2]T
+36
[k] (w)K[2]
)
K[1]
)
(1⊗1⊗1).
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Finally, by applying Y (z2)⊗ 1 we get
H[1] ·
LR
(
H[2] ·
LR
(
K[1]XL[2]T
+35
[k] (w)K[2]
)
K[1]
)
(1⊗1), (2.24)
where
X = T+14[n] (u|z2)T
14
[n](u|z2 + hσc/2)
−1L[1]K[2]T
+24
[m] (v)
= L[1] ·
RL
(
K[2]T
+14
[n] (u|z2)T
14
[n](u|z2 + hσc/2)
−1T+24[m] (v)
)
.
As before, we combine relation (1.40) with crossing symmetry properties (1.17) and (1.19)
to write X as
X = L[1] ·
RL
(
K[2]T
+14
[n] (u|z2)
(
A ·
RL
(
T+24[m] (v)BT
14
[n](u|z2 + hσc/2)
−1
)))
. (2.25)
Identities T (z)1= 1 and (2.25) imply that (2.24) is equal to
H[1] ·
LR
(
H[2] ·
LR
(
K[1]ZL[2]T
+35
[k] (w)K[2]
)
K[1]
)
(1⊗1), (2.26)
where
Z = L[1] ·
RL
(
K[2]T
+14
[n] (u|z2)
(
A ·
RL
(
T+24[m] (v)B
)))
. (2.27)
The following consequences of Yang–Baxter equation (1.11) and crossing symmetry
property (1.19) can be verified by a straightforward calculation:
L[1] ·
RL
(
K[2]A
)
= A ·
RL
(
K[2]L[1]
)
, H[2]AK[1] = K[1]AH[2], (2.28)
BL[1]L[2] = L[2]L[1]B = LB, BK[2]K[1] = K[1]K[2]B = KB. (2.29)
By using the first equality in (2.28) we can write (2.27) as
Z = T+14[n] (u|z2)
(
A ·
RL
(
K[2]T
+24
[m] (v)BL[1]
))
.
Therefore, the original expression in (2.26) is equal to
H[1] ·
LR
(
H[2] ·
LR
(
K[1]T
+14
[n] (u|z2)
(
A ·
RL
(
K[2]T
+24
[m] (v)BL[1]
))
L[2]T
+35
[k] (w)K[2]
)
K[1]
)
(1⊗1).
By moving the element A to the left and using K = K[1]K[2] we obtain
H[1] ·
LR
(
H[2] ·
LR
(
A ·
RL
(
K[1]T
+14
[n] (u|z2)K[2]T
+24
[m] (v)BL[1]L[2]T
+35
[k] (w)K[2]
))
K[1]
)
(1⊗1)
= H[1] ·
LR
(
H[2] ·
LR
(
A ·
RL
(
KT+14[n] (u|z2)T
+24
[m] (v)BL[1]L[2]T
+35
[k] (w)K[2]
))
K[1]
)
(1⊗1).
Next, we employ the second equality in (2.28) and H = H[2]H[1] to write the given
expression as
A ·
RL
(
H[1] ·
LR
(
H[2] ·
LR
(
KT+14[n] (u|z2)T
+24
[m] (v)BL[1]L[2]T
+35
[k] (w)K[2]K[1]
)))
(1⊗1)
= A ·
RL
(
H ·
LR
(
KT+14[n] (u|z2)T
+24
[m] (v)BL[1]L[2]T
+35
[k] (w)K[2]K[1]
))
(1⊗1). (2.30)
Finally, we use both equalities in (2.29) to move the element B in (2.30) to the right, thus
getting (2.22), as required. Therefore, we conclude that hexagon identity (2.8) holds, so
the proof of the theorem is over. 
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2.2. Center of the h-adic quantum vertex algebra at the critical level. In this
section, we consider the h-adic quantum vertex algebra Vcrit(gN) = Vccrit(gN) at the
critical level
ccrit = −
2κ
σ
=
−N + 2, if gN = oN ,−N
2
− 1, if gN = spN .
First, we follow the exposition in [19] to recall a particular case of the fusion procedure
for the Brauer algebra [2]; see also [20, Section 1.2]. Let ω be an indeterminate and let
Bm(ω) be the Brauer algebra over the field C(ω) generated by the elements s1, . . . , sm−1
and ε1, . . . , εm−1 subject to the defining relations as in [19, Section 3]. Its complex sub-
algebra generated by the elements s1, . . . , sm−1 is isomorphic to the group algebra of
the symmetric group Sm, so that the elements si are identified with the transpositions
(i, i + 1). Let sij ∈ Bm(ω), i < j, be the element corresponding to the transposition
(i, j) with respect to that isomorphism. Introduce εij ∈ Bm(ω) by εj−1j = εj−1 and
εij = si j−1εj−1si j−1 for i < j − 1. Let s
(m) ∈ Bm(ω) be the idempotent corresponding
to the one-dimensional representation of the Brauer algebra which maps all sij to the
identity operator and all εij to the zero operator. It satisfies
sijs
(m) = s(m)sij = s
(m) and εijs
(m) = s(m)εij = 0. (2.31)
Consider the expression
R(u1, . . . , um) =
1
m!
∏
16i<j6m
Rij(ui − uj),
where the products are taken in the lexicographical order on the pairs (i, j). Define
u[m] =
(u− (m− 1)h, . . . , u− h, u) for gN = oN and m = 1, . . . , N,(u, u− h, . . . , u− (m− 1)h) for gN = spN and m = 1, . . . , N/2. (2.32)
In the orthogonal case, let S[m] with m = 1, . . . , N denote the action of the idempotent
s(m) ∈ Bm(N) on the tensor product space (C
N)⊗m with respect to the representation
defined by sij 7→ Pij and εij 7→ Qij for i < j. In the symplectic case, let S[m] with
m = 1, . . . , N/2 denote the action of the idempotent s(m) ∈ Bm(−N) on the tensor
product space (CN)⊗m with respect to the representation defined by sij 7→ −Pij and
εij 7→ −Qij for i < j. Due to a particular case of the fusion procedure for the Brauer
algebra Bm(ω), see [8, 9], we have
S[m] = R(u[m]). (2.33)
Consider the tensor product
0︷ ︸︸ ︷
EndCN ⊗
1︷ ︸︸ ︷
(EndCN)⊗m⊗
2︷ ︸︸ ︷
Vcrit(gN) . (2.34)
We use the following consequences of the fusion procedure in the proof of Theorem 2.4.
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Lemma 2.3. For any m = 1, . . . , N in the orthogonal case, m = 1, . . . , N/2 in the
symplectic case and α ∈ C we have
S1[m]R
01
1m(v + hα|u[m]) =
~R
01
1m(v + hα|u[m])S
1
[m], (2.35)
S1[m]T
12
[m](u[m] + hα) =
~T
12
[m](u[m] + hα)S
1
[m], (2.36)
S1[m]T
+12
[m] (u[m]) =
~T
+12
[m] (u[m])S
1
[m], (2.37)
where the superscripts indicate the tensor factors in (2.34).
Proof. Yang–Baxter equation (1.11) implies
R(u1, . . . , um)R
01
1m(v + hα|u) =
~R
01
1m(v + hα|u)R(u1, . . . , um) (2.38)
and defining relations (1.20) and (1.21) imply
R(u1, . . . , um)T
12
[m](u+ hα) =
~T
12
[m](u+ hα)R(u1, . . . , um) (2.39)
R(u1, . . . , um)T
+12
[m] (u) =
~T
+12
[m] (u)R(u1, . . . , um) (2.40)
for the variables u = (u1, . . . , um), where R(u1, . . . , um) is applied on the tensor factor
(EndCN)⊗m of (2.34) and u+ hα = (u1 + hα, . . . , um + hα). By evaluating the variables
u = (u1, . . . , um) at u[m] in equalities (2.38)–(2.40) and then applying fusion procedure
(2.33) we obtain (2.35)–(2.37), as required. 
Let V be an h-adic quantum vertex algebra. As in [10], we define the center of V in
analogy with vertex algebra theory, see, e.g., [6, Chapter 3.3], as a C[[h]]-submodule
z(V ) = {v ∈ V : Y (w, z)v ∈ V [[z]] for all w ∈ V } .
Due to (2.9), the center of Vc(gN) coincides with the Y(gN )-invariants, i.e.
z(Vc(gN)) = {v ∈ Vc(gN ) : tij(u)v = δijv for all i, j = 1, . . . , N} . (2.41)
As in [20, Chapter 11.2], define the series
T
+
m(u) = tr1,...,mS[m]T
+
[m](u[m])1= tr1,...,mS[m]T
+
1 (u1) . . . T
+
m(um)1 (2.42)
in Vcrit(gN )[[u]], where m = 1, . . . , N in the orthogonal case, m = 1, . . . , N/2 in the
symplectic case and the trace is taken over all m copies of EndCN .
Theorem 2.4. All coefficients of T+m(u) belong to the center of the h-adic quantum vertex
algebra Vcrit(gN).
Proof. Recall (2.32). Consider the expressions
A = R
01
1m(v − hκ|u[m])
−1 and B = R
01
1m(v + hκ|u[m]). (2.43)
Their coefficients with respect to the variables v and u belong to tensor product (2.34)
and their superscripts indicate the tensor copies therein. By (2.35) we have
S1[m]A = ~AS
1
[m] and S
1
[m]B = ~BS
1
[m], (2.44)
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where the superscript 1 indicates that the idempotent S[m] acts on the tensor copy
(EndCN)⊗m of (2.34). Crossing symmetry property (1.16) implies
A =
(
R
01
1m(v|u[m])
)′0
= ~R′
01
1m(v|u[m]),
where the transposition ′ in the middle term is applied on the tensor copy EndCN of
(2.34). Therefore, by crossing symmetry property (1.17) we have
A ·
LR
B = 1. (2.45)
In order to prove the theorem, it is sufficient to verify that the coefficients of T+m(u)
belong to the C[[h]]-submodule of Y(gN)-invariants (2.41), i.e.
T (v)T+m(u) = T
+
m(u). (2.46)
By using (2.42) we write the left hand side in (2.46) as
tr1,...,mT
02
[1] (v)S
1
[m]T
+12
[m] (u[m]), (2.47)
where the superscripts indicate the tensor factors in (2.34). Next, by (1.22) and T (v)1= 1
we conclude that (2.47) is equal to
tr1,...,mS
1
[m]AT
+12
[m] (u[m])B. (2.48)
We now combine the cyclic property of the trace and (S[m])
2 = S[m] with equalities (2.37)
and (2.44) to rewrite (2.48) as follows:
tr1,...,mS
1
[m]AT
+12
[m] (u[m])B = tr1,...,m
~AS1[m]T
+12
[m] (u[m])B
= tr1,...,m ~A(S
1
[m])
2T+12[m] (u[m])B = tr1,...,mS
1
[m]A
~T
+12
[m] (u[m])
~BS1[m]
= tr1,...,mA ~T
+12
[m] (u[m])
~B (S1[m])
2 = tr1,...,mA ~T
+12
[m] (u[m])
~BS1[m]
= tr1,...,mAS
1
[m]T
+12
[m] (u[m])B. (2.49)
Finally, by the cyclic property of the trace, expression (2.49) equals
tr1,...,mA ·
LR
(
S1[m]T
+12
[m] (u[m])B
)
= tr1,...,mS
1
[m]T
+12
[m] (u[m])
(
A ·
LR
B
)
.
By (2.45) this is equal to T+m(u), so equality (2.46) follows and the proof is over. 
In the orthogonal case, the series T+m(u) can be also written in the form
T
+
m(u) = tr1,...,m S[m]T
+
1 (u)T
+
2 (u− h) . . . T
+
m(u− (m− 1)h). (2.50)
Indeed, by the first equality in (2.31) we have PijS[m]Pij = S[m] for any i, j = 1, . . . , m.
Hence conjugating the expression under the trace by a suitable element of the symmetric
group Sm we rewrite (2.50) as
tr1,...,m S[m]T
+
m(u)T
+
m−1(u− h) . . . T
+
1 (u− (m− 1)h).
Next, using the cyclic property of the trace we move the idempotent S[m] to the right
thus getting
tr1,...,m T
+
m(u)T
+
m−1(u− h) . . . T
+
1 (u− (m− 1)h)S[m].
Finally, fusion procedure (2.37) implies that this equals T+m(u), as required.
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Theorem 2.5. In Vcrit(gN) we have
S(z)(T+k (u)⊗ T
+
m(v)) = T
+
k (u)⊗ T
+
m(v). (2.51)
Proof. Label the tensor copies as follows:
1︷ ︸︸ ︷
(EndCN)⊗k⊗
2︷ ︸︸ ︷
(EndCN )⊗m⊗
3︷ ︸︸ ︷
Vcrit(gN)⊗
4︷ ︸︸ ︷
Vcrit(gN) . (2.52)
Let
A = ~R′
12
km(u[k]|v[m]|z + hκ), B = R
12
km(u[k]|v[m]|z), C = R
12
km(u[k]|v[m]|z − 2hκ)
−1,
where u[k] = (u1, . . . , uk) and v[m] = (v1, . . . , vm) are defined by (2.32). Using crossing
symmetry properties (1.16), (1.17) and (1.19) we find
BA = 1 and B ·
RL
C = 1. (2.53)
Set
Â =
−→∏
i=1,...,k
−→∏
j=k+1,...,k+m
Rij(z + ui − vj−k + hκ)
′,
B̂ =
←−∏
i=1,...,k
←−∏
j=k+1,...,k+m
Rij(z + ui − vj−k),
Ĉ =
−→∏
i=1,...,k
−→∏
j=k+1,...,k+m
Rij(z + ui − vj−k − 2hκ)
−1.
By using fusion procedure (2.33) and arguing as in the proof of Lemma 2.3 one can prove
S1[k]A = ÂS
1
[k], S
1
[k]B = B̂S
1
[k], and S
1
[k]C = ĈS
1
[k]. (2.54)
Explicit formula (2.14) for the operator S(z) at the critical level implies
S(z)
(
T
+
k (u)⊗ T
+
m(v)
)
= tr1,...,m+kS
1
[k]S
2
[m]A ·
LR
(
BT+13[k] (u[k])CT
+24
[m] (v[m])B (1⊗1)
)
.
Note that S2[m]S
1
[k] = S
1
[k]S
2
[m], so we can use (2.54) to move S
1
[k] to the right, thus getting
tr1,...,m+kS
2
[m]Â ·
LR
(
B̂S1[k]T
+13
[k] (u[k])CT
+24
[m] (v[m])B (1⊗1)
)
.
Since S1[k] = (S
1
[k])
2, this equals
tr1,...,m+kS
2
[m]Â ·
LR
(
B̂ (S1[k])
2T+13[k] (u[k])CT
+24
[m] (v[m])B (1⊗1)
)
.
Using (2.37) and (2.54) we move one copy of S1[k] to the left and another copy to the right:
tr1,...,m+kS
1
[k]S
2
[m]A ·
LR
(
B ~T
+13
[k] (u[k])Ĉ T
+24
[m] (v[m])B̂S
1
[k] (1⊗1)
)
.
By employing the cyclic property of the trace and then (S1[k])
2 = S1[k] we get
tr1,...,m+kS
2
[m]A ·
LR
(
B ~T
+13
[k] (u[k])Ĉ T
+24
[m] (v[m])B̂ (S
1
[k])
2 (1⊗1)
)
= tr1,...,m+kS
2
[m]A ·
LR
(
B ~T
+13
[k] (u[k])Ĉ T
+24
[m] (v[m])B̂S
1
[k] (1⊗1)
)
.
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Next, we use equalities (2.37) and (2.54) to move S1[k] to the left:
tr1,...,m+kS
2
[m]A ·
LR
(
BS1[k]T
+13
[k] (u[k])CT
+24
[m] (v[m])B (1⊗1)
)
.
Note that the tensor copies 1, . . . , k of A commute with S2[m], so this is equal to
tr1,...,m+kA ·
LR
(
S2[m]BS
1
[k]T
+13
[k] (u[k])CT
+24
[m] (v[m])B (1⊗1)
)
.
By using the cyclic property of the trace and then the first equality in (2.53) we get
tr1,...,m+kS
2
[m]BS
1
[k]T
+13
[k] (u[k])CT
+24
[m] (v[m])BA(1⊗1)
= tr1,...,m+kS
2
[m]BS
1
[k]T
+13
[k] (u[k])CT
+24
[m] (v[m])(1⊗1).
Again, by the cyclic property of the trace, this equals
tr1,...,m+kS
2
[m]S
1
[k]T
+13
[k] (u[k])
(
B ·
RL
C
)
T+24[m] (v[m])(1⊗1).
Finally, as S2[m]S
1
[k] = S
1
[k]S
2
[m], by employing the second equality in (2.53) we obtain
tr1,...,m+kS
1
[k]T
+13
[k] (u[k])S
2
[m]T
+24
[m] (v[m])(1⊗1) = T
+
k (u)⊗ T
+
m(v),
as required. 
Let us consider the classical limit of the series T+m(u). Recall (1.25) and define deg u = 1
and deg ∂u = −1. Clearly, this extends (1.26) to the ascending filtration of the algebra
Y+(gN)[[u, ∂u]]fin which consists of all finite degree elements in Y
+(gN )[[u, ∂u]]. By Propo-
sition 1.2, the corresponding graded algebra is (U(t−1gN [t
−1])⊗C C[[h]]) [[u, ∂u]]fin which
consists of all finite degree elements in (U(t−1gN [t
−1])⊗C C[[h]]) [[u, ∂u]]. Consider the
element
tr1,...,m S[m]
(
1− T+1 (u)e
−h∂u
) (
1− T+2 (u)e
−h∂u
)
. . .
(
1− T+m(u)e
−h∂u
)
. (2.55)
Its degree equals −m, so it belongs to the algebra Y+(gN)[[u, ∂u]]fin. By Proposition 1.2,
its image in the corresponding graded algebra equals
hm tr1,...,m S[m]
(
∂u + F
+
1 (u)
) (
∂u + F
+
2 (u)
)
. . .
(
∂u + F
+
m(u)
)
. (2.56)
On the other hand, by arguing as in [10], we can express (2.55) as follows. First, using
e−h∂uur = (u− h)re−h∂u with r ∈ Z we observe that the given element is equal to
tr1,...,m S[m]
m∑
k=0
∑
16i1<...<ik6m
(−1)kT+i1 (u)T
+
i2
(u− h) . . . T+ik (u− (k − 1)h)e
−kh∂u. (2.57)
Moreover, due to [19, Lemma 4.1], we have
trm S[m] = amS[m−1] for am = ±
(±N +m− 3)(±N + 2m− 2)
m(±N + 2m− 4)
,
where the upper sign corresponds to the orthogonal and the lower sign corresponds to
the symplectic case. Conjugating the summands under the trace by suitable elements of
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the symmetric group Sm and using the first equality in (2.31) and the cyclic property of
the trace we write (2.57) as
m∑
k=0
bk tr1,...,k S[k]T
+
1 (u)T
+
2 (u− h) . . . T
+
k (u− (k − 1)h)e
−kh∂u =
m∑
k=0
bkT
+
k (u)e
−kh∂u,
where bk = (−1)
kak+1 . . . am
(
m
k
)
. In the above equality we used alternative expression
(2.50) for T+k (u) in the orthogonal case, so that our calculation treats both cases simul-
taneously. Introduce the series
Φm(u) =
∑
r>0
Φmru
r = h−m
m∑
k=0
bkT
+
k (u) ∈ Vcrit(gN)[[u]].
Theorem 2.5 implies
Corollary 2.6. All coefficients of Φm(u) belong to the center of the h-adic quantum
vertex algebra Vcrit(gN).
Let D : Vcrit(gN)→ Vcrit(gN ) be the translation operator defined on the universal affine
vertex algebra Vcrit(gN) = Vccrit(gN) at the critical level ccrit by
D1= 0 and [D, fij(−r)] = rfij(−r − 1) for all i, j = 1, . . . N, r > 1,
where 1 is the vacuum vector in Vcrit(gN). By combining explicit formula (2.15) for the
operator D : Vcrit(gN ) → Vcrit(gN ) and Proposition 1.2 one can easily verify that map
(1.30) acts as follows
Vcrit(gN) ∋ D t
(−r1)
i1j1
. . . t
(−rs)
isjs
1 7→ Dfi1j1(−r1) . . . fisjs(−rs)1 ∈ Vcrit(gN) (2.58)
for all i1, . . . , js = 1, . . . , N , r1, . . . , rs > 1 and s > 0, thus justifying our notation.
Denote by z(Vcrit(gN )) the Feigin–Frenkel center [4], i.e. the center of the vertex alge-
bra Vcrit(gN ). The complete sets {φ22, φ44, . . . , φ2n2n} ⊂ z(Vcrit(gN )) of Segal–Sugawara
vectors for Vcrit(gN), where gN = o2n+1, sp2n, o2n, i.e. the sets such that
z(Vcrit(gN)) = C[D
kφ2i2i : i = 1, . . . , n, k > 0] (2.59)
were constructed by Molev in [19]. Extend the affine Lie algebra ĝN with the element τ
so that the following commutation relations hold on ĝN ⊕ Cτ :
[τ, C] = 0 and [τ, fij(−r)] = rfij(−r − 1) for all i, j = 1, . . . N, r ∈ Z.
The Segal–Sugawara vectors φ2i2i ∈ Vcrit(gN ) ≡ U(t
−1gN [t
−1]) for i = 1, 2, . . . , pgN , where
pgN =

n, if gN = o2n+1,
⌊n/2⌋ , if gN = sp2n,
n− 1, if gN = o2n,
are found in [19] as constant terms of the polynomials
tr1,...,mS[m]
(
τ + F+(−1)1
)
. . .
(
τ + F+(−1)m
)
= φm0τ
m + φm1τ
m−1 + . . .+ φmm (2.60)
with m = 2, 4, . . . , 2pgN . We now recover these vectors by taking the classical limit of the
constant terms of the series Φm(u).
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Proposition 2.7. The images of the elements Φ2i0 ∈ z(Vcrit(gN)) with respect to map
(1.30) coincide with the Segal–Sugawara vectors φ2i2i ∈ z(Vcrit(gN)) for all i = 1, . . . , pgN .
In particular, the images of the elements Φ20,Φ40, . . . ,Φ2n0 ∈ z(Vcrit(o2n+1)) form a com-
plete set of Segal–Sugawara vectors for the universal affine vertex algebra Vcrit(o2n+1).
Proof. Recall (2.56). The image of the element Φm0 ∈ z(Vcrit(gN )) with respect to map
(1.30) is found by moving all ∂u in
tr1,...,m S[m]
(
∂u + F
+
1 (u)
) (
∂u + F
+
2 (u)
)
. . .
(
∂u + F
+
m(u)
)
to the right and then taking the constant term with respect to u and ∂u. However, since
[∂u, F
+(u)] =
∑
r>1
rF (−r − 1)ur−1 =
∑
r>1
[τ, F (−r)]ur−1 = [τ, F+(u)],
it is clear from (2.60) that this image coincides with φmm, as required. 
Let V be an h-adic quantum vertex algebra with vacuum vector 1. The product
a · b = a−1b for all a, b ∈ z(V ) (2.61)
defines the structure of an associative algebra with unit 1 on z(V ). Moreover, this algebra
is equipped with a derivation defined as the restriction of the operator D; see [10, Propo-
sition 3.7]. We now explicitly describe the center of the h-adic quantum vertex algebra
Vcrit(o2n+1).
Theorem 2.8. The algebra z(Vcrit(o2n+1)) coincides with the h-adically completed poly-
nomial algebra in infinitely many variables,
z(Vcrit(o2n+1)) = C[D
kΦ2i0 : i = 1, . . . , n, k > 0][[h]]. (2.62)
Proof. First, we note that by Corollary 2.6 and [10, Proposition 3.7] all elements DkΦ2i0
with k > 0 belong to the center. Furthermore, all these elements are algebraically inde-
pendent. Indeed, by Proposition 2.7 and (2.58) their images with respect to map (1.30)
coincide with elements of Vcrit(o2n+1), which are algebraically independent due to [19]. De-
note by P the h-adically completed subalgebra of z(Vcrit(o2n+1)) generated by all D
kΦ2i0.
By [10, Proposition 3.7] we have P ⊆ z(Vcrit(o2n+1)).
The C[[h]]-module Vcrit(o2n+1) is topologically free, so it can be written as V0[[h]] for
some complex vector space V0. Let v be an arbitrary element of the center z(Vcrit(o2n+1)).
We will prove by induction that for every nonnegative integer r there exists an element
p ∈ P such that v − p belongs to hrVcrit(o2n+1).
First, note that the aforementioned statement holds trivially for r = 0. Suppose that
for some integer r > 0 we have
v − p = hrvr + h
r+1vr+1 + . . . for some p ∈ P and vs ∈ V0.
Clearly, both v−p and vr+hvr+1+h
2vr+2+ . . . belong to the center z(Vcrit(o2n+1)). Write
vr as the sum vr = vr,1+ . . .+vr,lr , so that all vr,j are homogeneous with respect to degree
operator (1.25). Set dr = min {deg vr,j : j = 1, . . . , lr}.
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Choose any homogeneous element
w = hs1vs1 + h
s2vs2 + . . . with sj+1 > sj > r for all j
such that deg(v − p − w) < deg(v − p) = degw = deg vsj for all j. By combining (2.41)
and Proposition 1.2 we conclude that the images v¯sj of vsj with respect to map (1.30)
belong to the center of the vertex algebra Vcrit(o2n+1) for all j > 0. Hence, due to (2.59),
there exist polynomials p¯j in the variables D
kφ2i2i such that v¯sj = p¯j for all j. Let pj be
the polynomials obtained from p¯j by replacing the variables D
kφ2i2i with the respective
variables DkΦ2i0. The element v − p−
∑
j h
sjpj belongs to the center z(Vcrit(o2n+1)) and
its degree is strictly less than deg(v − p) = degw.
Let
v − p−
∑
j
hsjpj = h
rv′r + h
r+1v′r+1 + . . . for some v
′
s ∈ V0. (2.63)
Write v′r as a sum v
′
r = v
′
r,1 + . . . + v
′
r,l′r
, so that all elements v′r,j are homogeneous with
respect to degree operator (1.25). Set d′r = min
{
deg v′r,j : j = 1, . . . , l
′
r
}
. Observe that
d′r > dr because lower degree terms, with respect to (1.25), in all elements D
kΦ2i0 come
up multiplied by a positive power of h. We can continue to repeat the same procedure, now
starting with element (2.63), for an appropriate number of times. As we demonstrated,
in each step the degree of the left hand side is reduced while the degree of the lowest
degree term of the coefficient of hr on the right hand side does not decrease. Therefore,
after finitely many steps we end up with the expression of the form
v − p−
∑
j
htjqj = h
r+1v′′r+1 + h
r+2v′′r+2 + . . . for some v
′′
s ∈ V0 and qj ∈ P,
thus finishing the inductive step. Note that the sequence (tj) is strictly increasing, so that
the sum
∑
j h
tjqj is indeed a well-defined element of P. Therefore, we proved that for any
v ∈ z(Vcrit(o2n+1)) and for any integer r > 0 there exists p ∈ P such that v − p belongs
to hrVcrit(o2n+1). This implies P = Vcrit(o2n+1).
It remains to prove that the algebra P is commutative. By [10, Proposition 3.8] the
center of every h-adic quantum vertex algebra is S-commutative, i.e. we have
Y (z1)(1⊗ Y (z2))S(z1 − z2)(a⊗ b) = Y (b, z2)Y (a, z1) for all a, b ∈ z(Vcrit(o2n+1)).
By setting a = Φ2i0, b = Φ2j 0 and using Theorem 2.5 we find
Y (Φ2i0, z1)Y (Φ2j 0, z2) = Y (Φ2j 0, z2)Y (Φ2i0, z1). (2.64)
Due to [17, Lemma 2.13] we have
Y (Dv, z) =
d
dz
Y (v, z) for all v ∈ Vcrit(o2n+1),
so by applying the partial derivatives ∂k/∂zk1 and ∂
m/∂zm1 to (2.64) we get
Y (DkΦ2i0, z1)Y (D
mΦ2j 0, z2) = Y (D
mΦ2j 0, z2)Y (D
kΦ2i0, z1).
By arguing as in the proof of [15, Proposition 3.4] one can prove that this implies
Y (a, z1)Y (b, z2) = Y (b, z2)Y (a, z1) for all a, b ∈ z(Vcrit(o2n+1)).
22
Finally, applying this equality to the vacuum vector 1 and then taking the constant terms
with respect to the variables z1 and z2 we find a · b = b · a, as required. 
It is worth to single out the commutativity property of the restriction of vertex operator
map (2.9) on the center, which was obtained in the proof of Theorem 2.8.
Corollary 2.9. For any a, b ∈ z(Vcrit(o2n+1)) we have
Y (a, z1)Y (b, z2) = Y (b, z2)Y (a, z1).
By arguing as in the proof of Theorem 2.8, one obtains the following partial result on
the quantum center in types C and D.
Corollary 2.10. The algebra z(Vcrit(gN)) with gN = sp2n, o2n contains the h-adically
completed polynomial algebra in infinitely many variables
C[DkΦ2i0 : i = 1, . . . , pgN , k > 0][[h]]. (2.65)
In particular, the commutativity of the restriction of the vertex operator map Y (z) on
(2.65) is established by arguing as in the last part of the proof of Theorem 2.8. Recall
that by (2.41) the center z(Vcrit(gN)) consists of Y(gN )-invariants, so that we have
Y
(
T+[n](u)1, z
)
v = T+[n](u|z)v for all v ∈ z(Vcrit(gN)).
By combining these two observations with Corollaries 2.9 and 2.10 we obtain commutative
subalgebras of the dual Yangian in types B, C andD, as suggested by [20, Remark 11.2.5].
Corollary 2.11. The coefficients of the series T+m(u), where m = 1, . . . , N in the orthog-
onal case and m = 1, ..., N/2 in the symplectic case, generate a commutative subalgebra
of the dual Yangian Y+(gN).
3. Central elements of the completed double Yangian at the critical
level
We now employ (2.42) to obtain explicit formulae for families of central elements of the
appropriately completed double Yangian at the critical level. Introduce the completion
of the double Yangian DYc(gN) at the level c ∈ C as the inverse limit
D˜Yc(gN ) = lim
←−
DYc(gN)/ Ip,
where p > 1 and Ip denotes the h-adically completed left ideal of DYc(gN) generated by
all elements t
(r)
ij with r > p.
From now on, we consider the completed double Yangian D˜Ycrit(gN ) at the critical level
ccrit = −2κ/σ. Introduce the series in D˜Ycrit(gN)[[u
±1]] by
Tm(u) = tr1,...,mS[m]T
+
[m](u[m])T[m](u[m] − hκ)
−1
=tr1,...,mS[m]T
+
1 (u1) . . . T
+
m(um)Tm(um − hκ)
−1 . . . T1(u1 − hκ)
−1, (3.1)
where m = 1, . . . , N in the orthogonal case, m = 1, . . . , N/2 in the symplectic case, the
trace is taken over all m copies of EndCN and u[m] = (u1, . . . , um) is given by (2.32). The
proof of the next theorem is analogous to the proof of [5, Theorem 3.2].
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Theorem 3.1. All coefficients of Tm(u) belong to the center of the completed double
Yangian D˜Ycrit(gN ).
Proof. It is sufficient to verify the equalities
T (v0)Tm(u) = Tm(u)T (v0) and T
+(vm+1)Tm(u) = Tm(u)T
+(vm+1). (3.2)
Let us prove the first equality in (3.2). Label the tensor copies as follows:
0︷ ︸︸ ︷
EndCN ⊗
1︷ ︸︸ ︷
(EndCN)⊗m⊗
2︷ ︸︸ ︷
D˜Ycrit(gN ) .
The elements
A = R
01
1m(v0 − hκ|u[m])
−1 and B = R
01
1m(v0 + hκ|u[m])
satisfy
S1[m]A =
~AS1[m], S
1
[m]B =
~BS1[m] and A ·
LR
B = 1. (3.3)
Indeed, the first two equalities follow from (2.35) while the third equality is a consequence
of crossing symmetry properties (1.16) and (1.17).
By applying T (v0) on Tm(u) and using defining relations (1.20) and (1.22) we find
T (v0)Tm(u) =T
0
[1](v0) tr1,...,mS
1
[m]T
+12
[m] (u[m])T
12
[m](u[m] − hκ)
−1
=tr1,...,mS
1
[m]T
02
[1] (v0)T
+12
[m] (u[m])T
12
[m](u[m] − hκ)
−1
=tr1,...,mS
1
[m]AT
+12
[m] (u[m])T
02
[1] (v0)BT
12
[m](u[m] − hκ)
−1
=tr1,...,mS
1
[m]AT
+12
[m] (u[m])T
12
[m](u[m] − hκ)
−1BT 02[1] (v0).
Therefore, by employing the first equality in (3.3) we obtain
T (v0)Tm(u) = tr1,...,m ~AS
1
[m]T
+12
[m] (u[m])T
12
[m](u[m] − hκ)
−1B T 02[1] (v0). (3.4)
Since S[m] = (S[m])
2 we can write
tr1,...,m ~AS
1
[m]T
+12
[m] (u[m])T
12
[m](u[m] − hκ)
−1B
as
tr1,...,m ~A(S
1
[m])
2T+12[m] (u[m])T
12
[m](u[m] − hκ)
−1B.
We now use (2.36), (2.37) and the first two equalities in (3.3) to move one copy of the
symmetrizer S[m] to the left and another copy to the right, thus getting
tr1,...,mS
1
[m]A
~T
+12
[m] (u[m])
~T
12
[m](u[m] − hκ)
−1 ~BS1[m].
By the cyclic property of the trace and (S[m])
2 = S[m] this equals
tr1,...,mA ~T
+12
[m] (u[m])
~T
12
[m](u[m] − hκ)
−1 ~BS1[m].
Next, we employ (2.36), (2.37) and the second equality in (3.3) to move the symmetrizer
to the left, thus getting
tr1,...,mAS
1
[m]T
+12
[m] (u[m])T
12
[m](u[m] − hκ)
−1B.
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Finally, by the cyclic property of the trace and the third equality in (3.3) this is equal to
tr1,...,mS
1
[m]T
+12
[m] (u[m])T
12
[m](u[m] − hκ)
−1 = Tm(u).
Therefore, we conclude that the right hand side in (3.4) equals Tm(u)T (v0), as required.
Let us prove the second equality in (3.2). Label the tensor copies as follows:
1︷ ︸︸ ︷
(EndCN)⊗m⊗
2︷ ︸︸ ︷
EndCN ⊗
3︷ ︸︸ ︷
D˜Ycrit(gN ) .
The elements
X = R
12
m1(u[m]|vm+1) and Z = R
12
m1(u[m]|vm+1 + 2hκ)
−1.
satisfy
S1[m]X =
~XS1[m], S
1
[m]Z =
~ZS1[m] and X ·
RL
Z = 1. (3.5)
As with (2.35), the first two equalities in (3.5) can be proved by using Yang–Baxter equa-
tion (1.11) and fusion procedure (2.33). The third equality is a consequence of crossing
symmetry properties (1.16) and (1.17).
By applying T+(vm+1) on Tm(u) and using defining relations (1.21) and (1.22) we find
T+(vm+1)Tm(u) = T
+23
[1] (vm+1)tr1,...,mS
1
[m]T
+13
[m] (u[m])T
13
[m](u[m] − hκ)
−1
= tr1,...,mS
1
[m]T
+23
[1] (vm+1)T
+13
[m] (u[m])T
13
[m](u[m] − hκ)
−1
= tr1,...,mS
1
[m]XT
+13
[m] (u[m])T
+23
[1] (vm+1)X
−1T 13[m](u[m] − hκ)
−1
= tr1,...,mS
1
[m]XT
+13
[m] (u[m])T
13
[m](u[m] − hκ)
−1ZT+23[1] (vm+1).
Therefore, by employing the first equality in (3.5) we obtain
T+(vm+1)Tm(u) = tr1,...,m ~XS
1
[m]T
+13
[m] (u[m])T
13
[m](u[m] − hκ)
−1Z T+23[1] (vm+1). (3.6)
Since S[m] = (S[m])
2 we can write
tr1,...,m ~XS
1
[m]T
+13
[m] (u[m])T
13
[m](u[m] − hκ)
−1Z
as
tr1,...,m ~X (S
1
[m])
2T+13[m] (u[m])T
13
[m](u[m] − hκ)
−1Z.
We now use (2.36), (2.37) and the first two equalities in (3.5) to move one copy of the
symmetrizer S[m] to the left and another copy to the right, thus getting
tr1,...,mS
1
[m]X ~T
+13
[m] (u[m]) ~T
13
[m](u[m] − hκ)
−1 ~ZS1[m].
By the cyclic property of the trace and (S[m])
2 = S[m] this equals
tr1,...,mX ~T
+13
[m] (u[m])
~T
13
[m](u[m] − hκ)
−1 ~ZS1[m].
Next, we employ (2.36), (2.37) and the second equality in (3.5) to move the symmetrizer
to the left, thus getting
tr1,...,mXS
1
[m]T
+13
[m] (u[m])T
13
[m](u[m] − hκ)
−1Z.
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Finally, by the cyclic property of the trace and the third equality in (3.5) this is equal to
tr1,...,mS
1
[m]T
+13
[m] (u[m])T
13
[m](u[m] − hκ)
−1 = Tm(u).
This implies that the right hand side in (3.6) is equal to Tm(u)T
+(vm+1), as required.
Therefore, we proved both equalities in (3.2), so the theorem follows. 
In the end, it is worth noting the following equality
Tm(u) = Y (T
+
m(0)1, u)
for operators on Vcrit(gN), which suggests the form of formulae (3.1), as well as the
close connection between double Yangians and the corresponding h-adic quantum vertex
algebras which is yet to be investigated.
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