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It is widely believed that most galaxies in our Universe have a supermassive black hole in their
center. Black holes play an important role in the evolution of galaxies, and they can offer us a
unique way to observe the Universe through gravitational waves. In this Master’s thesis I have
reviewed the basic properties of black holes and summarized several numerical and computational
methods used in simulating the dynamics of black holes at a very high accuracy. One of these
methods is the post-Newtonian (PN) expansion, which is a way of approximating the effects of
general relativity by adding additional terms to the Newtonian equations of motion, without having
to perform challenging full relativistic simulations.
I have also simulated two different types of scenarios involving supermassive black holes. First, I
have simulated mergers of different black hole binaries to test the effects of the different orders of
PN expansion terms on the evolution and lifetime of the system. Secondly, I have simulated stars
scattering off of a binary black hole via three-body interactions to probe how these interactions
affect the binary and its evolution. Both of these simulated scenarios are important phases during
the lifetime of a binary black hole, and interesting to us due to the effects the binary will have on
its host galaxy, and the emission of gravitational waves during the merging process.
In the PN simulations I studied a binary black hole by varying its initial semimajor axis, eccen-
tricity, and mass ratio. The runs were performed for a total of three times for different PN term
configurations. One of the PN simulations produced almost identical results to the analytic formula
for the decay of a coalescing black hole binary when only 2.5PN terms were taken into account,
showing that the code produces very accurate results to small binary separations. The simulations
also clearly showed the highly non-linear nature of general relativity and the PN expansion scheme,
as including more terms in the simulation produced results that were hard to predict based on
simulations run with lower order terms.
The scattering simulations were done to test the effects the stars had on the energy and angular
momentum of the binary system. A total of 16 different kinds of system were studied by varying
the mass ratio and eccentricity of the black hole binary. The results obtained in this thesis agreed
fairly well with similar simulations found in literature. The differences from the literature results
can be most likely explained with different initial conditions and the smaller number of runs done
in this thesis.
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1. Introduction
1.1 Brief history of black holes
Back in 1784 the English natural philosopher and clergyman John Michell proposed
the idea of a body so massive that even light could not escape from it (Michell,
1784). He assumed a body with the same density as the Sun, but 500 times the
diameter and a surface escape velocity exceeding the speed of light. He also noted
that such a body might be noticeable through its gravitational effects on nearby
bodies. However, the discovery of wave interference of light by Thomas Young
(1804) and the mathematical description of the wavelike nature of light by James
Maxwell (1873) made it clear that light was not a simple particle, and it was unclear
at the time if gravity would have any effect on escaping light waves.
In 1915 Albert Einstein developed his theory of general relativity, and soon
after Karl Schwarzschild (1916) found a solution to the Einstein field equations,
which describes the gravitational field of a spherical point mass. This Schwarzschild
solution describes a stationary, non-rotating, uncharged black hole. Another solution
was found in the following years, for a black hole that could also have electric charge
(Reissner, 1916; Nordström, 1918).
So far these were all theories, and it was unsure whether such phenomena as
black holes could appear in nature. However, in 1931 Subrahmanyan Chandrasekhar
calculated using special relativity that a non-rotating body of electron-degenerate
matter, e.g. a white dwarf, above a certain mass limit has no stable solutions, and
will collapse under its own gravity. However this will not necessarily form a black
hole, as the white dwarf can collapse into a body of neutron-degenerate matter,
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i.e. a neutron star. In 1939 Robert Oppenheimer and others predicted a maximum
mass limit for neutron stars as well, above which they would collapse further, and
concluded that no physical law was likely to stop this collapse into a black hole
(Oppenheimer and Volkoff, 1939).
Neutron stars had never been observed however, so it was not known if they and
by extension black holes could exist in nature. In 1967 Jocelyn Bell and the team she
was working with discovered the first radio pulsars (Hewish et al., 1968), which were
soon shown to be rapidly rotating neutron stars. Since neutron stars were confirmed
to exist, black holes gained strong support for their existence as well. Around this
time new solutions to the Einstein field equations were also found in addition to
the Schwarzschild solution. In 1963 Roy Kerr discovered an exact solution for an
uncharged, rotating black hole, and a few years later it was generalized for a charged
black hole as well (Newman et al., 1965).
The origin for the term “black hole” is not certain (Siegfried, 2013). Initially
black holes were referred to simply as gravitationally completely collapsed objects.
The new term made a famous and popular appearance during a lecture by the
American physicist John Wheeler in 1967. However, the term was already used
several years earlier at the beginning of 1964 by a Science News Letter reporter
Ann Ewing, who wrote a report on a meeting of the American Association for the
Advancement of Science. She did not come up with the term however, and the term
has been traced even further back to physicist Robert Dicke, who in the early 1960s
reportedly compared the astrophysical phenomenon to the Black Hole of Calcutta,
an infamous colonial time prison which only few people ever left alive.
1.2 From theory to reality
As black holes inherently do not emit any electromagnetic radiation, detecting them
has always been a challenge. The best way to observe them has been to observe
the effects the black holes have on their surroundings. In 1972 scientists studying
the X-ray source Cygnus X-1 speculated that the source might be a star accreting
matter onto a black hole, but the evidence was not completely clear (Bolton, 1972;
Webster and Murdin, 1972).
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Since 1995 astronomers have observed and tracked the motions of stars sur-
rounding the central radio source Sagittarius A* in our Milky Way. By 1998 it was
determined that there must be an object with at least 2.6 million solar masses within
a radius of 0.02 light years to explain the orbits of the stars (Ghez et al., 1998). By
2009 this approximation was refined to be around 4.3 million solar masses inside a
radius of less than 0.002 light years (Gillessen et al., 2009). This observation is hard
to explain with anything else than a supermassive black hole.
Figure 1.1: The first ever direct observations of a black hole at high radio frequencies, the
supermassive black hole in the centre of Messier 87 and its shadow. Visible are the emission ring
and the central shadow of the black hole. The brighter lower half is due to the black hole’s rotation
and relativistic beaming. Image by the EHT collaboration (Akiyama et al., 2019).
Another idea to observe black holes was to measure the gravitational waves they
emit as predicted by Einstein’s theory. The Laser Interferometer Gravitational-Wave
Observatory (LIGO) was built for this purpose. In September of 2015 the first ever
direct observation of gravitational waves was made, the signal from the merger of
around 36 and 29 solar mass black holes at a redshift of z = 0.09 (Abbott et al.,
2016). This observation provided the most concrete evidence for the existence of
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black holes to date.
Though the existence of black holes was confirmed, visually there were only
simulated results of what a black hole and its surrounding regions would look like,
until this year. The Event Horizon Telescope (EHT) is an ongoing collaboration
that uses many radio telescopes on Earth for very-long baseline interferometry in
the effort to observe the event horizons of supermassive black holes, especially the
black holes in the center of the Milky Way and Messier 87 (M87). EHT began
observations on the black hole in the center of M87 in 2017, and after 2 years of
data processing, in April of 2019, the first ever direct observations of a black hole
at high radio frequencies was released (Akiyama et al., 2019), shown in figure 1.1,
proving the predictions made over a hundred years ago to be correct.
1.3 Aim of this thesis
Nowadays it is widely accepted that supermassive black holes play an important
role in the evolution of galaxies, especially by affecting their central regions during
galaxy mergers. Supermassive black holes are also behind some of the most energetic
phenomena in the Universe, being the central engines for active galactic nuclei. In
addition gravitational waves emitted by merging black holes can give us a good way
of observing the far reaches of the Universe, since measuring the gravitational waves
from a merger makes the accurate determination of its distance possible. Studying
how supermassive black holes form and evolve is crucial for understanding these
mechanisms.
In this thesis I will describe the basic properties of black holes and how different
types of black holes are formed. I will also go through the methods needed to
accurately simulate black holes at small separations, and I will describe some of
the simulation tools used for this at the Theoretical Extragalactic Research Group
at the University of Helsinki. The aim of this thesis is to study the effects of
post-Newtonian corrections for simulating black hole mergers, and to study how
three-body interactions with stars affect the evolution of a supermassive black hole
binary.
1.3. AIM OF THIS THESIS 5
This thesis is structured as follows. In Chapter 2 I will review the properties
of black holes, how black holes of different masses are believed to form, and how
a black hole binary evolves during a galaxy merger. I will also go through the
regularization and post-Newtonian approximation methods used in the dynamical
simulation code used for this thesis. In Chapter 3 I will explain the algorithmic
regularization chain, or AR-CHAIN, method used for my simulations. In Chapter 4
I will show the simulations I have run and discuss the results. Chapter 5 contains a
summary and concluding remarks for this thesis.
2. Dynamical modelling of black
holes
2.1 Black hole properties
A black hole (BH) is defined as a region of spacetime in which the gravitational
field is so strong that no objects or signals that carry information can escape from
it. Black holes have the interesting property that they are completely determined
by the their mass M, angular momentum J, and electric charge Q. This is known
as the black hole uniqueness theorem or no-hair theorem, which states that all
physical black hole solutions are completely characterized by the above-mentioned
three parameters, and must satisfy the condition
M2 −
(
J
M
)2
−Q2 ≥ 0 , (2.1)
where we set G = c = 1 (Mazur, 2001). Thus only by changing these variables can
the properties of the black hole change. The physical reasoning for this uniqueness
theorem is that the matter beyond the event horizon of a black hole cannot directly
affect anything outside of it. Thus only the globally conserved characteristics, such
as mass and angular momentum, survive and can be measured from the outside.
The electric charge of black holes that appear in nature is most likely very near
zero, since having a non-zero charge would require a very large imbalance in the
amounts of protons and electrons that enter into the black hole, which is not a
realistic scenario with normal matter.
Black holes can be divided into four distinct types based on these properties.
Every black hole has mass, but the angular momentum and electric charge are not
6
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necessary.
Table 2.1: Different types of black holes
Non-rotating (J = 0) Rotating (J 6= 0)
Uncharged (Q = 0) Schwarzschild Kerr
Charged (Q 6= 0) Reissner–Nordström Kerr–Newman
The simplest type of black hole is created when an object of mass M becomes
smaller than the radius
rS =
2GM
c2
. (2.2)
A black hole can be born in nature when massive a star dies and explodes in a
supernova. As will be discussed in more detail in section 2.2.1, massive stars can
fuse matter up to iron, and an iron core is formed in the center of the star near the
end of its lifetime. Once this core is massive enough that the degeneracy pressure of
electrons can no longer support its gravity, it will collapse into a neutron star. If the
neutron star grows until the degeneracy pressure of neutrons cannot support it, it will
collapse until it reaches the aforementioned radius, where it will form a black hole.
The radius is called the Schwarzschild radius, so named after the German astronomer
Karl Schwarzschild, who found an exact solution for the Einstein field equations
(Schwarzschild, 1916). Einstein field equations are a set of 10 equations in Albert
Einstein’s general theory of relativity that describe the fundamental interaction
between spacetime curvature and mass and energy (Einstein, 1915). The surface at
this radius is called the event horizon. Event horizons are mathematical surfaces,
and they do not form any sort of physical barrier. An observer can fall inside the
event horizon without any problem. The event horizon simply marks the limit at
which not even light can escape the gravitational pull of the black hole.
Solutions that do not satisfy the condition given by equation (2.1) do exist, but
these solutions are not stationary, i.e. they evolve with time to a Kerr solution. In
a stationary field the geometry does not change over time, but it can rotate, e.g.
the Kerr solution. As will be discussed soon, these non-stationary solutions are not
really physical. This gives an upper limit to the angular momentum that a physical
uncharged black hole can have. This limit can be expressed as the specific angular
momentum
a = J
Mc
(2.3)
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or as the dimensionless spin parameter
a∗ =
Jc
GM2
. (2.4)
The parameter can range from 0, meaning that the hole does not spin, to almost 1,
meaning that it spins as fast as possible for a given mass (Middleton, 2016).
If a black hole would have a larger angular momentum than allowed by these
constraints, i.e. a > 1, it would mean that it actually would not be a black hole
at all, since the event horizon would disappear due to the extreme rotation. This
would cause what is known as a naked singularity, meaning that a singularity that is
normally contained within a black hole would be visible to an outside observer. The
possible existence of such singularities in nature is uncertain but extremely unlikely.
If they were to exist, they might cause fundamental problems for physics as we know
it. We would be able to see matter condensed to infinite density, and we have no
theories that can predict how spacetime works near such abnormalities. Normally
this is not a problem, since they cannot be observed inside event horizons. However
the cosmic censorship hypothesis suggests that naked singularities cannot be formed
in nature from realistic initial conditions, which would avoid the problem altogether
(Wald, 1997). An extremely rapid spin could prevent the collapse into a black hole
thanks to the centrifugal forces. The object would have to lose enough of its angular
momentum before it could collapse.
Astrophysical black holes that appear in nature are assumed to be most likely
Kerr black holes. The normal matter that creates and feeds black holes contains
roughly equal amounts of protons and electrons, so the overall electric charge is
mostly neutral. But stars do spin around themselves, thus possessing angular mo-
mentum. Because of the conservation of angular momentum, the stellar remnant
will spin around itself as well. Black holes can also gain angular momentum through
accreting matter falling into them. Gas coming close to a black hole will form an
accretion disk around it. For the matter to be able to reach the black hole and fall
into it, it must somehow lose some of its angular momentum. The total angular
momentum of the disk must be conserved however, so the momentum has to move
outwards in the disk. The main source for this is believed to be magneto-rotational
instability. The matter in an accretion disk can be considered a magnetized, rotat-
ing, and perfectly conducting fluid. In this kind of environment magnetic forces can
cause torques on the matter, decreasing the angular momentum of matter closer to
the black hole and increasing it in the matter farther away. These instabilities will
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effectively drive angular momentum outwards in the disk. Eventually the matter will
fall within the event horizon, conferring its mass and remaining angular momentum
to the black hole, speeding up the rotation of the black hole (Frolov and Zelnikov,
2011). Black holes are also capable of losing their angular momentum. One way for
this to happen is through the emission of jets. Jets are beams of ionized matter that
are emitted from near black holes and they can be accelerated close to the speed of
light. One suggested method for the formation of jets is through magnetic fields in
the accretion disk being dragged and twisted by the spinning black hole.
2.1.1 The structure of a rotating black hole
While Schwarzschild black holes have only the one event horizon and a point-like
singularity in the middle, spinning black holes are far more complicated. In general
relativity gravity is a consequence of the curvature of spacetime, and this curvature
causes an effect that is known as de Sitter precession or the geodetic effect. The
curvature of spacetime causes the orbits of objects around a mass to precess slightly.
This is true for all masses. In addition to this, spinning masses cause an additional
effect called Lense-Thirring precession or frame-dragging. The massive object drags
the surrounding spacetime with it as it spins, causing nearby particles and photons
to rotate around the massive object as well, even if they did not have any angular
momentum of their own to begin with. Both of these effects have been experimen-
tally confirmed, for example by the Gravity Probe B mission. It measured the slight
changes in the spin of gyroscopes aboard a satellite orbiting Earth, and confirmed
that precession does indeed occur from both sources. The geodetic effect near Earth
is around 170 times larger than the frame-dragging, so it can be measured more
accurately (Everitt et al., 2009).
Thus the frame-dragging effect is significant only around very massive objects,
like black holes that are rotating rapidly. At certain point this effect becomes so
strong that any object, including light, must spin along the rotation of the black hole.
This limit is known as the stationary limit surface, and it is described in equation
(2.6). The area inside this limit is called the ergosphere, so named after the Greek
word for work. The ergosphere differs from the insides of an event horizon because
particles that fall into it can still escape from this region. If a particle escapes from
the ergosphere, it converts some of the black hole’s rotational energy into its own
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momentum (Hobson et al., 2006). This lowers the angular momentum of the black
hole, and the process could theoretically over time cause a rotating black hole to
spin arbitrarily slow.
The Kerr metric is often presented in Boyer-Lindquist coordinates (t, r, θ, φ)
which are similar to spherical polar coordinates and are related to the Cartesian
x,y,z-coordinates via the following transformation:
x =
√
r2 + a2sinθcosφ
y =
√
r2 + a2sinθsinφ
z = rcosθ
The variable a is the same specific angular momentum as in the equation (2.3). The
only true singularity (i.e. a singularity that exists no matter what coordinate system
we choose) in the Kerr metric occurs when r = 0 and θ = pi/2 (Hobson et al., 2006).
It is easy to see that in Cartesian coordinates this corresponds to a flat ring in the
equatorial plane with the radius of a. So rotating black holes do not have a point
singularity, but a ring singularity instead.
In addition there exists coordinate singularities (i.e. singularities we can get rid
of if we choose our coordinates differently) as well. These singularities occur on the
surfaces
r± = µ±
√
µ2 − a2 (2.5)
which describe the event horizons of the black hole, and on the surfaces
rS± = µ±
√
µ2 − a2cos2θ (2.6)
which describe the stationary limit surfaces of the black hole. Here µ = GM
c2 .
In figure 2.1 one can see the different surfaces of a spinning black hole and their
approximate shapes as seen in the Boyer-Lindquist coordinates. The surfaces mostly
resemble axisymmetric ellipsoids, flattened along the rotation axis. Although the
outer limit of the ergosphere changes its shape as the spinning gets faster, resembling
a pumpkin-shape at nearly maximal spins. It however always touches the outer event
horizon at the poles. The inner horizon and stationary limit surface also touch at
the poles. On the equatorial plane the inner stationary limit surface also coincides
with the ring singularity.
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Figure 2.1: Diagram showing the structure of a Kerr black hole. It shows the inner and outer
ergospheres and event horizons, and the ring singularity in the middle. This kind of black hole
has non-zero spin. If the spin was 0 we would have a Schwarzschild black hole instead. (Figure
adapted from Hobson et al. 2006)
2.2 Different types of black holes
Mass is the only quantity that all black holes have for certain, so it makes sense
to classify them by their mass. The black holes are usually put into three different
categories. The reason for this kind of distinction is that the different mass black
holes are found in very different kinds of environments and have different forma-
tion mechanisms. The black holes are also detected through the different kinds of
phenomena that they cause. The mass limits for the categories are not exact, but
typically stellar mass black holes (SBH) are below 102 M, intermediate mass black
holes (IMBH) are between 102 and 105 M, and supermassive black holes (SMBH)
are above 105 M (Frolov and Zelnikov, 2011).
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2.2.1 Stellar mass black holes
Stellar mass black holes are born from collapsing massive stars. During their active
life, stars are in hydrostatic equilibrium due to the gravitational pull of the matter
making up the star, and the outward thermal pressure caused by the nuclear re-
actions in the star’s core. At the end of a massive star’s lifespan, the hydrogen in
the core will have fused into helium. This leads to hydrogen forming a shell around
the helium core, and hydrogen fusion will continue there, which is known as shell
burning. The helium formed in the shell will accrete into the core, causing the core
to grow hotter and denser. Once the core is has grown enough, the helium will start
to fuse as well. This same process will happen for heavier elements as well, until the
star will have several shells of different elements, as illustrated in figure 2.2.
Iron and nickel have the highest binding energies of all the elements, meaning
that lighter elements release energy through fusion, but reactions producing heavier
elements require additional energy. After forming an iron core, the star cannot
fuse any more matter in its core, and thus the supporting radiation pressure drops,
causing the star to implode under its own gravity. Iron being the final product in
stars causes what is known as the iron peak in the abundance of chemical elements.
Iron is one of the most common metals in the Universe, as seen in figure 2.3. One
can also see that certain other elements such as carbon, oxygen, neon, etc. are
more abundant than other elements near their mass. This too is the result of stellar
nucleosynthesis, where these elements are created through fusion with helium nuclei,
which are known as alpha particles. Due to this, all of these so called alpha elements
have a mass number that is a multiple of four.
What happens next depends on the mass of the star. For the star to be able to
even reach the iron core stage, it needs to be initially over around 8 solar masses.
Otherwise it does not have enough mass to fuse the heavier elements, and it will
gradually expand its atmosphere into a planetary nebula, leaving behind a white
dwarf, composed of electron-degenerate matter. In more massive stars, the iron core
will exceed the Chandrasekhar limit of around 1.4 solar masses, which describes the
upper limit for the mass of a stable white dwarf. Stars above this ∼8 solar mass
threshold but below ∼20 solar masses explode in supernovae and leave behind neu-
tron stars. If the initial mass of the star is higher than ∼20 solar masses, the stellar
core is too massive to not collapse into a black hole (Woosley et al., 2002). The
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Figure 2.2: A simplified cross-section of a massive, evolved star. As the star starts fusing heavier
and heavier elements, new shells will form around the previous ones, until the core becomes iron,
which cannot go through fusion without losing energy. (© User:Rursus / Wikimedia Commons /
CC-BY-SA-3.0)
actual mass limit is the Tolman–Oppenheimer–Volkoff limit, which gives the upper
bound for a cold, non-rotating neutron star, and is about 2.2 solar masses (Margalit
and Metzger, 2017). These limits have to do with the properties of the degenerate
matter that dense stellar remnants are made of. While main sequence stars stay in
hydrostatic equilibrium thanks to thermal pressure, stellar remnants resist collapse
through degeneracy pressure. White dwarfs and neutrons stars can be modelled as
a Fermi gas, which is the quantum mechanical equivalent of an ideal gas. The Pauli
exclusion principle states that identical fermions cannot occupy the same quantum
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Figure 2.3: Diagram illustrating the abundancies of different elements in our solar system. Iron
is the final product of fusion in stars, causing it to be very abundant in the Universe thanks to its
production in stars before they explode. The abundant alpha elements are also clearly noticeable.
(© User:MHz`as / Wikimedia Commons / CC-BY-SA-3.0)
state within a quantum system simultaneously. Thus there exists a sort of interac-
tion or pressure between the particles in a Fermi gas that keeps them separate, even
at absolute zero temperature. This manifests as a degeneracy pressure that resists
further gravitational collapse. In white dwarfs the electron degeneracy pressure is
what keeps the object in an equilibrium. Past the Chandrasekhar limit the electrons
will combine with protons to form neutrons, forming a remnant made of degener-
ate neutron matter. Neutron stars are then supported by the degenerate neutron
pressure. For stellar remnants more massive than the Tolman–Oppenheimer–Volkoff
limit, the gravitational pull will exceed even the degenerate pressure, causing the
remnant to collapse into a black hole. This also gives a lower limit for the mass of
new black holes that form through stellar collapse.
One way stellar mass black holes have been observed is in X-ray binaries. These
kinds of binaries were discovered through the detection of highly energetic X-ray
sources, having luminosities with the same magnitude as the theoretical maximum
luminosity from matter accreting onto a black hole, assuming simple spherical ac-
cretion. This is called the Eddington limit, and it will be discussed more later on.
This combined with their low timescale variability (down to milliseconds) lent sup-
port for a model where the X-rays are produced by matter from a star accreting
onto a compact object. A way that black holes can be observed without accretion
2.2. DIFFERENT TYPES OF BLACK HOLES 15
is through the dynamics of nearby stars. If we can detect a star on a short orbit
around some invisible point in space, there must be some compact mass that the
star is orbiting around.
The mass of a compact object Mx can be estimated by measuring the orbital
period P , radial velocity amplitude K, and the mass of a companion star Mc, and
the inclination angle i of the star’s orbit. Inclination is important because of the
mass-inclination degeneracy. Measuring the true orbital velocity of a star depends
on its inclination, and thus measuring the mass of the star also depends on it.
The inclination can be constrained for example by tracking and modelling how the
brightness of the star varies along the orbit (van Kerkwijk et al., 2011). These are
used in the mass function equation
f(Mx) =
K3P
2piG =
M3xsin3i
(Mx +Mc)2
(2.7)
which tells the lower limit for Mx (Casares, 2007). The key factor in the equation
is Mc which can have a lot of uncertainty. The reason that the mass of the central
object is interesting is that both neutron stars and black holes are very compact
massive objects and they both can produce X-ray radiation. Matter accreting onto
the objects heats up in the accretion disc due to the particles colliding with each
other. The matter can reach temperatures of millions of degrees and radiates away
its potential energy as X-rays. With neutron stars, infalling matter can also actually
hit the surface of the object, heating up upon impact to emit X-rays. If the mass
can be measured to be well above the aforementioned Tolman–Oppenheimer–Volkoff
limit, other objects than black holes can be quite safely ruled out.
2.2.2 Intermediate mass black holes
Intermediate mass black holes are much more elusive compared to both their more
massive and lighter companions. We have only very few good candidates and their
formation is not fully understood. Learning more about both the birth and evolution
of intermediate mass black holes is an important topic, as it allows us to learn more
about how lighter black holes gain mass and form supermassive black holes, which
in turn is a key element in understanding the formation and evolution of galaxies.
One way for black holes to grow in mass is through the accretion of gas. Matter
2.2. DIFFERENT TYPES OF BLACK HOLES 16
that accretes onto a black hole forms a disk and will eventually fall into the black
hole. The matter particles can collide with each other, creating heat. The heat is
radiated away, dominantly in the range of X-rays. This process creates radiation
pressure that resists more matter falling into the black hole. The radiation increases
as more matter accretes onto the hole, and the limit where the outward radiation
force and the inward gravitational force are balanced is called the Eddington lu-
minosity or Eddington limit. This limit, assuming spherical accretion, is given by
LEdd =
4picGMmp
σT
' 3.2× 104
(
M
M
)
L , (2.8)
where c is the speed of light, G is the gravitational constant, M is the mass of
the black hole, L is the luminosity of the Sun, mp is the proton mass, and σT is
the Thomson scattering cross-section for an electron. The Thomson cross-section
describes the effective area for photon interactions for a free charged particle. As-
suming there are no other effects which affect the accretion rate, this limit gives the
maximum rate at which black holes can grow solely through spherical accretion.
A so called “seed” black hole with a mass around 106M would require over 0.5
Gyr to grow into a 109M supermassive black hole, even if it constantly grows at
Eddington rate. Due to this fact, the observed existence of supermassive black holes
of 109M when the Universe was around 1 Gyr old implies that these seed black
holes must have formed at redshifts larger than 10. In such a young Universe there
are several ways that intermediate mass black holes could form (Mezcua, 2017).
These methods are illustrated in figure 2.4.
One way for these kinds of black holes to form could be through massive Popu-
lation III stars. These stars formed early in the Universe and thus they had very low
metallicities since heavy elements had not yet formed. Low metallicity allowed these
stars to grow very large, which can be explained with how metallicity affects the
cooling of gas clouds. The most relevant cooling processes in this case are two-body
radiative cooling processes. At temperatures of over 106 Kelvin where the matter is
almost completely ionized, the most significant process is bremsstrahlung or braking
radiation, where emissions happen due to acceleration of electrons when they en-
counter atomic nuclei. At lower temperatures other processes come into play as well.
In recombination an electron recombines with an ion to emit a photon. In collisional
ionization an electron collides with an atom or ion and ionizes it, removing from the
gas an amount of kinetic energy equal to the ionization threshold. And finally in
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Figure 2.4: Different methods of birth for seed intermediate mass black holes. These include
collapse of Pop III stars, mergers in dense stellar clusters, and direct collapse of gas in protogalaxies.
Some black holes will grow to be supermassive, but some will stay in their intermediate state to
this day. (Figure adapted from Mezcua 2017)
collisional excitation atoms are excited via collisions, and they emit photons as they
decay back to the ground state. Metals have more possible energy states, so more
metals means that these processes can happen more often, thus allowing for more
efficient cooling. Conversely if there are little to no metals, these processes happen
more slowly.
As stars form from collapsing gas clouds, the mass of the cloud also determines
the maximum mass of the star. Jeans mass gives the limit for the size of a sym-
metrical, non-rotating gas cloud before it will collapse under its own gravity. The
limit comes from when the cloud’s thermal energy and gravitational potential are
in equilibrium. The mass can be calculated by
MJ =
(
5kT
Gµm
)3/2 ( 3
4piρ
)1/2
, (2.9)
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where k is the Boltzmann’s constant, G the gravitational constant, T the tempera-
ture of the gas, ρ the density of the gas, µ the mean molecular weight, and m the
mass of a particle comprising the gas. So the hotter and thinner the gas cloud is,
the more massive it has to be for it to collapse.
At the start of the contraction, the cloud undergoes isothermal collapse. Mean-
ing that the density increases but the temperature can stay approximately constant
thanks to cooling. This can allow the cloud to fragment, as isothermal collapse
causes the Jeans mass to decrease, allowing the cloud to start collapsing around
small internal density inhomogeneities. As the density increases, the cloud becomes
more optically thick and the temperature will start to rise as well. This adiabatic
collapse will cause the cloud to start heating up into a protostar. If cooling is in-
efficient to begin with, like in metal-poor clouds made of molecular hydrogen, the
isothermal phase can be quite short, decreasing fragmentation, allowing the stars to
become very big, and Pop III stars can exceed 200 solar masses.
These stars can also retain their mass as they exhibit weaker stellar winds
compared to more metal-rich stars. This is because radiation pressure on many
spectral lines is the main mechanism behind winds in massive stars. Hydrogen
and helium have only few relevant lines, so metal lines are the major reason for
strong stellar winds (Vink et al., 2001). When these stars collapse in a similar
manner to lower mass stars, they could then form black holes with masses of several
hundred M. These kinds of black holes would still be relatively light, requiring
super-Eddington accretion rates to reach the observed masses at around redshift 6.
To circumvent this problem, the seed black holes would need to be more massive
from the start. Black holes could also form inside the first protogalaxies by direct
collapse of gas. The formation of these black holes would require a rapid inflow of
dense gas. The gas must have minimal angular momentum so that it does not form
a disk structure to support itself. In addition, to prevent fragmentation, atomic
hydrogen, not molecular hydrogen, must dominate the cooling process, making it
extremely inefficient. In this kind of environment the gas could form supermassive
stars with masses of 105M, which could collapse into black holes of 104 − 105M.
Another prediction for the formation of intermediate mass black holes is through
multiple mergers in dense stellar clusters. In a dense region of stars, multiple stellar
mergers can cause the formation of supermassive stars that can collapse into black
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holes of 102 − 104M (Mezcua, 2017).
To figure out whether intermediate mass black holes exist or not, we need to
measure the mass of candidate black holes. The most accurate way to probe the
mass is through stellar or gas dynamics, i.e. observing the movements of objects
around the black hole, and measuring the mass of the central object based on their
orbits. Although with our current instruments this method only works for relatively
nearby objects. A black hole of 105M has a sphere of influence of about 0.5 pc,
and cannot be resolved beyond a megaparsec. Sphere of influence describes the area
around a black hole where its gravitational potential dominates the potential of the
surrounding galaxy. It is defined with the equation
rh =
GMBH
σ2
, (2.10)
where G is the gravitational constant, MBH the mass of the black hole, and σ the
velocity dispersion of the stars in the surrounding bulge. In addition to kinematics,
radiation signatures such as X-ray and radio emissions can be used to ascertain
whether an object is a black hole and what its mass is, since the mass and type of the
compact object determines how matter accretes onto it, which in turn affects what
kind of radiation the accreting matter emits. One of the best current candidates
for an intermediate mass black hole is the central object in the globular cluster
G1. Both X-ray and radio emissions have been detected there, and photometric
and kinematic observations have given an estimate for a black hole with a mass of
around 1.8×104M (Gebhardt et al., 2005). One can obtain the mass through these
measurements by calculating the full line-of-sight velocity distribution (LOSVD),
and using this velocity to estimate the central mass.
2.2.3 Supermassive black holes
Supermassive black holes are the sources of some of the most energetic phenomena
in the known Universe, thus we have been able to detect their presence despite
their relative scarcity and distance. They are found in the centers of galaxies,
and it is nowadays generally accepted that supermassive black holes are present in
practically every massive galaxy with a bulge component (Kormendy and Ho, 2013).
What would eventually become the first candidates for supermassive black holes were
discovered when very luminous radio sources were observed in the 1960s (Greenstein
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and Schmidt, 1964). First thought to be stars, their luminosities, redshifts, and short
timescale variabilities made it quite clear that they were something else, hence they
were dubbed quasi-stellar objects, or quasars. It was later proposed that matter
falling onto a massive compact object could explain the phenomenon.
On top of spectroscopic measurements, the high resolution of the Hubble Space
Telescope (HST) has enabled us to do dynamical measurements of galaxies and their
massive black holes, meaning that we can track the movements of stars in these
distant galaxies. In addition to HST, thanks to advances in adaptive optics, ground
based observations have given us the best proof for a supermassive black hole at the
center of our own galaxy. The galactic center is only around 8.1 kpc away (Abuter
et al., 2018), so individual stars can be resolved and their orbits determined. In
figure 2.5 orbits of 6 stars orbiting around the galactic center are visualized. Based
on the orbit of the star S2, there must be a mass of around 4× 106M at the center
of the galaxy, and it must be located inside the radius of around 120 AU, otherwise
the star would collide with the central mass (Kormendy and Ho, 2013). This rules
out the possibility of the central mass being a large group of smaller masses, and
makes a singular, massive central object the most likely scenario.
Supermassive black holes are believed to play an important role in the forma-
tion and evolution of galaxies. The mass of the central black hole correlates with
the properties of the host galaxy and central bulge that contains it. The first of
these correlations to be observed was the MBH −Lbulge correlation. The correlation
between the black hole mass and the luminosity of the bulge has been tested on
many galaxies, and it seems to be very consistent. The luminosity of the bulge is
dependent on the mass of the bulge, but the correlation between the explicitly mea-
sured mass of the bulge and the black hole mass has also been tested and observed.
This MBH −Mbulge relation is expressed by
log(MBH/M) = 1.12 log(Mbulge/1011M) + 8.2 , (2.11)
and it has been found to be accurate for many galaxies (Häring and Rix, 2004).
One way to measure the mass of the bulge is by calculating its virial mass. The
virial theorem relates the kinetic energy of a stable to system with its potential
energy. In astrophysics the common use of this relation is to relate the gravitational
potential energy of a system with its kinetic energy. The virial mass of a bulge can
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Figure 2.5: Illustration of the well-determined orbits of 6 stars around Sagittarius A* in the
galactic centre of our Milky Way. The star S2 has an orbital period of about 16 years, and
has given us the most accurate estimate for the black hole mass to date. The data is based on
Eisenhauer et al. (2005). (© User:Cmglee / Wikimedia Commons / CC-BY-SA-3.0)
be calculated with the equation
Mbulge =
kreσ
2
e
G
, (2.12)
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where k is a scaling factor, re is the effective radius, σe is the velocity dispersion inside
the effective radius, and G is the gravitational constant (Marconi and Hunt, 2003).
The velocity dispersion of the galaxy has been used in these previous correlations,
but there seems to be a correlation between the black hole mass and the velocity
dispersion itself. This MBH − σ relation is given by
log(MBH/M) = 4.24 log(σ/200 km s−1) + 8.12 , (2.13)
and it has been found to be highly accurate for many galaxies (Gültekin et al.,
2009). A tight MBH − σ correlation is important on a practical level since it allows
for good estimates of the black hole mass from relatively easy measurements, and it
also implies a link between the growth of the black hole and formation of the bulge
(Kormendy and Ho, 2013).
2.3 Newtonian dynamics
2.3.1 Two-body problem
Analytically solving the Newtonian two-body problem, i.e. determining the motions
of two particles interacting only with each other through gravity, is extremely useful.
It allows solving the behaviour of two essentially isolated objects, such as a binary
star system. It for example also enables us to calculate the masses of two objects
that are observed to be interacting with each other if their orbits are known.
Let us assume we have a mass m1 situated at position vector r1, and a mass
m2 at position vector r2. If the first mass exerts a force f21 on the second mass, by
Newton’s third law the second object exerts an equal and opposite force, f12 = −f21,
on the first object. The masses and their positions are illustrated in figure 2.6. If
these two objects are the only objects in the system, their equations of motion are
m1r¨1 = −f (2.14)
m2r¨2 = f , (2.15)
where f = f21.
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Figure 2.6: The position vectors r1 and r2 point to the masses m1 and m2 respectively.
r = r2 − r1 is their relative displacement vector, and R is the position vector of the center of
mass of the system.
We can first get an equation describing the motion of the center of mass of the
system by adding the equations (2.14) and (2.15) together. The position vector of
the center of mass is
R = m1r1 +m2r2
m1 +m2
(2.16)
and by performing the addition we get
m1r¨1 +m2r¨2 = (m1 +m2)R¨ = f − f = 0 . (2.17)
This gives us that
R¨ = 0 , (2.18)
which shows that the velocity of the center of mass is constant. So the position
of the center of mass can be determined at all times from the initial positions and
velocities. We can denote the relative displacement vector of the two masses with
r = r2 − r1. Together with this and the center of mass vector, we can write
r1 = R − m2
m1 +m2
r (2.19)
r2 = R +
m1
m1 +m2
r (2.20)
Substituting these equations into (2.14) and (2.15), we can see that both yield
µr¨ = f , (2.21)
where
µ = m1m2
m1 +m2
(2.22)
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is called the reduced mass. Thus we have effectively converted the two-body problem
of massesm1 andm2 into a one-body problem of the reduced mass µ. The situation is
now simpler since we do not have to inspect the movement of two separate particles,
but only the movement of one particle with respect to the other particle.
In the case of celestial objects, the force affecting the masses is gravity. The
Newtonian gravitational force that the first object exerts on the second object is
given by
f = −Gm1m2
r3
r (2.23)
where r is the aforementioned displacement vector and G is the gravitational con-
stant. Substituting this into equation (2.21) gives us
m1m2
m1 +m2
r¨ = −Gm1m2
r3
r (2.24)
which gives us the equation of motion
r¨ = −GM
r3
r (2.25)
where M = m1 +m2 is the total mass of the system.
2.3.2 Equation of the orbit
The derivation for the Keplerian equation of orbit is done following Binney and
Tremaine (2008). We set up spherical coordinates (r, θ, φ) as position of m1. The
position vector can then be expressed as
r = reˆr , (2.26)
where eˆr is the radial direction vector. The gravitational field in the equation of
motion can be expressed as
g(r) = −GM
r2
, (2.27)
so the equation of motion becomes
d2r
dt2 = g(r)eˆr . (2.28)
Since the cross product of a vector with itself is zero, we can see that
d
dt
(
r× drdt
)
= drdt ×
dr
dt + r×
d2r
dt2 = 0 + reˆr × g(r)eˆr = 0 , (2.29)
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thus r× r˙ is some constant vector and always orthogonal to both r and r˙, which we
can denote with for example L. This is simply the angular momentum per unit mass.
It is a constant vector, and therefore the movement of the orbiting objects must take
place in a plane. Limiting the movement to two dimensions simplifies the situation,
and we can use plane polar coordinates (r, θ) where the center of attraction is at
r = 0 and θ is the azimuthal angle in the plane. We can now find the equations
of motions for the system in these coordinates by forming the Lagrangian per unit
mass, which is
L = K − V = 12v
2 − Φ(r) = 12
[
r˙2 + (rθ˙)2
]
− Φ(r) , (2.30)
where Φ is the gravitational potential and g(r) = −dΦ/dr. Writing out the Lagrange
equations gives us the equations of motion, which are
d
dt
(
∂L
∂r˙
)
− ∂L
∂r
= r¨ − rθ˙2 + dΦdr = 0 (2.31)
d
dt
(
∂L
∂θ˙
)
− ∂L
∂θ
= ddt(r
2θ˙) = 0 . (2.32)
Equation (2.32) implies that r2θ˙ is a constant, which we can denote with L. And
this is actually equal to the norm of the L vector. So this equation is a restatement
of the conservation of angular momentum. We can use it to replace time with angle
as the independent variable in equation (2.31). Equation (2.32) implies that
d
dt =
L
r2
d
dθ , (2.33)
so equation (2.31) becomes
L2
r2
d
dθ
(
1
r2
dr
dθ
)
− L
2
r3
= −dΦdr . (2.34)
Expanding the first term gives us
L2
r2
d
dθ
(
1
r2
dr
dθ
)
= −2L
2
r5
(
dr
dθ
)2
+ L
2
r4
d2r
dθ2 . (2.35)
Making the substitution u ≡ 1
r
allows us to simplify the equation. Since
d2u
dθ2 =
2
r2
(
dr
dθ
)2
− 1
r2
d2r
dθ2 , (2.36)
we can rearrange the terms so that equation (2.34) becomes
d2u
dθ2 + u =
1
L2u2
d
drΦ(r) . (2.37)
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Further using the relation
dΦ
dr = −u
2 dΦ
du (2.38)
this simplifies into
d2u
dθ2 + u = −
1
L2
d
drΦ(1/u) . (2.39)
Because our gravitational potential is of the form Φ = −GMu, equation (2.39)
simply becomes
d2u
dθ2 + u =
GM
L2
. (2.40)
We can immediately see that this is the equation for a forced harmonic oscillator.
So we know that its general solution is
u(θ) = Ccos(θ − θ0) + GM
L2
, (2.41)
where C > 0 and θ0 are arbitrary constants. We set θ0 = 0. By defining the orbit’s
eccentricity, i.e. how much the shape of the orbit differs from a perfect circle, by
e ≡ CL
2
GM
(2.42)
and its semimajor axis, i.e. half of the longest axis of an ellipse, by
a ≡ L
2
GM(1− e2) , (2.43)
equation (2.41) can be rewritten as
r(θ) = a(1− e
2)
1 + e cos θ . (2.44)
This is the equation of the orbit for Keplerian orbits, and it is also the equation
for a conic section, since all Keplerian orbits are conic sections. The parameter θ is
called the true anomaly, and it is defined as the angle from the periapsis, as seen
from the main focus of the ellipse. Figure 2.7 illustrates these different parameters.
The analytic solution of the two-body problem works quite accurately for ex-
ample in our solar system, even though there are more than just two objects. This
is because the mass of the Sun dominates all of the interactions and the planets
are far away from each other, so each planet can to the first order be examined
on its own. However in more extreme environments, the approximation faces some
limitations. The singularity in the equation of motion as r approaches 0 is trouble-
some when running simulations with close encounters, so it is very useful to rewrite
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Figure 2.7: The different parameters of an elliptic orbit. C is the center of the ellipse, F1 and
F2 are the foci of the ellipse, a is the semimajor axis, b is the semiminor axis, f is the distance
between the center and a focus of the ellipse, r points to the current position of the orbiting body,
and θ is the true anomaly of the object. Eccentricity e can be expressed as the ratio between f
and a.
the equations so that the singularity does not appear. This is called regularization.
The equation of motion also works only for classical Newtonian systems, but fails to
give correct results when relativistic effects become prominent. Thus the equation
must be altered, for example with post-Newtonian terms, to make it applicable in a
relativistic setting. The next two chapters tackle these two problems, respectively.
2.4 Regularization
Because of the 1/r2 term in the equation of motion (equation (2.25)), the two-body
problem becomes singular when the distance between two objects approaches zero.
It is because of these singularities that simulations of the two-body problem become
very arduous when collisions or close approaches occur. Integrators may attempt
to handle the singularity by taking increasingly smaller time-steps as the separation
between the particles decreases, which slows down the entire simulation drastically.
The problem can be avoided by transforming to a coordinate system which does not
exhibit any singularities, and this procedure is known as regularization (Binney and
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Tremaine, 2008).
2.4.1 One-dimensional regularization
The one-dimensional case is simple, but gives a good basis for understanding the
methods used in the higher-dimensional cases as well. The Hamiltonian for the
relative motion in a one-dimensional two-body problem is
H(q, p, t) = K + V = p
2
2µ −
GµM
|q| , (2.45)
where q and p are the position and momentum respectively, µ is the reduced mass,
M is the total mass, and G is the gravitational constant. To regularize the equation
of motion we must do both a coordinate transformation and a time transformation.
Starting with the coordinate transformation, we do a transformation to some new
coordinate system (Q,P ). We can perform a canonical point transformation, i.e.
a transformation that preserves the form of the Hamilton’s equations, where the
old coordinates are changed to new ones through q = Q2. A generating function
S is defined as a function whose partial derivatives give us the Hamiltonian in the
new coordinate system. We can now get the new momentum through a generating
function of the form
S(p,Q) = pq(Q) = pQ2 (2.46)
by calculating its partial derivatives
P = ∂S
∂Q
= 2pQ , (2.47)
from which we get that
p = P2Q . (2.48)
By plugging in the new definitions for q and p into equation (2.45) the new Hamil-
tonian is then
H(Q,P, t) = P
2
8Q2µ −
GµM
Q2
. (2.49)
Next we want to do a time transformation as well. We may choose a function
t = t(s), where s is the new time variable, often also called fictitious or regularized
time. In a more general sense we may choose a time transformation function g(q, p)
so that dt = g ds (Mikkola, 2016). For the transformation to remain canonical,
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our new Hamiltonian must be obtained through the Poincaré time transformation
(Mikkola, 2008). In the Poincaré transformation one takes time to be a canonical
coordinate (t = q0) and the corresponding momentum of time is the binding energy
of the system, p0 = −E. The new Hamiltonian obtained through this transformation
is then
Γ(q, p, s) = g(q, p)(H(q, p, q0) + p0) . (2.50)
By choosing g = r = |q| = Q2, where r is simply the particle separation, the
transformation gives us
Γ(Q,P, s) = Q2
(
P 2
8Q2µ −
GµM
Q2
− E
)
= P
2
8µ − EQ
2 −GµM . (2.51)
The time evolution of a system is uniquely defined by the normal Hamilton equations
dq
dt =
∂H
∂p
(2.52)
dp
dt = −
∂H
∂q
. (2.53)
Since the time transformation preserves the form of the Hamilton equations, they
are now simply
dQ
ds =
∂Γ
∂P
= P4µ (2.54)
dP
ds = −
∂Γ
∂Q
= 2EQ . (2.55)
Taking a second time derivative of equation (2.54), we get
d2Q
ds2 =
1
4µ
dP
ds (2.56)
and we can insert the result from equation (2.55) to get the final equation of motion
in these new coordinates
d2Q
ds2 =
E
2µQ . (2.57)
The singularity at r = 0 has now been removed. In a bound system E < 0, so the
solution to the equation of motion is a simple harmonic oscillator.
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2.4.2 Levi-Civita transformation
Regularization of the two-dimensional case is quite similar to the one-dimensional
case, but now our positions and momentums are two dimensional vectors. It has
been named the Levi-Civita transformation, after the Italian mathematician who
first used this method (Levi-Civita, 1920). The Hamiltonian is now
H(r,p, t) = p
2
2µ −
GµM
r
. (2.58)
The transformation to the new coordinates is given via complex numbers. The new
coordinates are Q1, Q2 so that Q = Q1 + iQ2 and r = x + iy = Q2 = (Q1 + iQ2)2.
From this we get x = Q21−Q22 and y = 2Q1Q2. By again choosing g = r = Q2 as in
the previous section, the Poincaré transform gives us
Γ = r
(
p2
2µ −
GµM
r
− E
)
= Q2
(
p2
2µ −
GµM
Q2 − E
)
= 2
2Q2 · p2
8µ − EQ
2 −GµM
= P
2
8µ − EQ
2 −GµM , (2.59)
where the new momenta are P = 2 |Q|·p. Similarly to the one-dimensional case, this
is the Hamiltonian of a simple harmonic oscillator, except in this case our harmonic
oscillator is two-dimensional. The singularity has thus once again been removed.
The transformation r = Q2 can also be expressed in vector notation as
r = L(Q)Q , (2.60)
where L(Q) is the Levi-Civita matrix
L(Q) =
Q1 −Q2
Q2 Q1
 . (2.61)
This sort of matrix has properties that are useful when formulating transformations
also in higher dimensional cases.
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2.4.3 Kustaanheimo-Stiefel method
While the two-body problem is limited to two dimensions in theory, in practice there
are usually perturbations which perturb the orbit into the third dimension, thus a
three-dimensional generalization is desirable. A problem with this arises from the
fact that it is not possible to do the generalization directly in three dimensions. The
Levi-Civita matrix is a good starting point, and it has several useful properties. All
of its elements are linear homogeneous functions of Qi, and the mapping defined
by the matrix is conformal, i.e. angle-preserving. A matrix with such properties
cannot exist in three dimensions, and the next suitable step from a two-dimensional
matrix is a four-dimensional matrix (Karl, 2007). The Kustaanheimo-Stiefel (KS)
method involves doing the transformation into three-dimensional space through four
dimensions.
The old and new coordinates and momenta are defined as
r = (r1, r2, r3, r4)T
p = (p1, p2, p3, p4)T
Q = (Q1, Q2, Q3, Q4)T
P = (P1, P2, P3, P4)T ,
(2.62)
where T simply means the transpose of the matrix, and the KS matrix is defined as
L(Q) =

Q1 −Q2 −Q3 Q4
Q2 Q1 −Q4 −Q3
Q3 Q4 Q1 Q2
Q4 −Q3 Q2 −Q1
 . (2.63)
The transformation is given by the following relations (Mikkola, 2016):
r = LQ (2.64)
and
p2 = P
2
4Q2 . (2.65)
By again using the time transform function g = r = |r| = Q2 we get
Γ = r
(
p2
2µ −
GµM
r
− E
)
= Q2
(
P2
8Q2µ −
GµM
Q2 − E
)
= P
2
8µ − EQ
2 −GµM , (2.66)
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which once again is the Hamiltonian of a harmonic oscillator, this time in four
dimensions. The coordinate singularity has again disappeared similarly to the pre-
vious cases. However there is still an extra dimension, so we need to find a mapping
to convert between the three dimensional physical space and the four dimensional
space.
Calculating r from equation (2.64) we get
r =

r1
r2
r3
r4
 = LQ =

Q1 −Q2 −Q3 Q4
Q2 Q1 −Q4 −Q3
Q3 Q4 Q1 Q2
Q4 −Q3 Q2 −Q1


Q1
Q2
Q3
Q4

=

Q21 −Q22 −Q23 +Q24
2(Q1Q2 −Q3Q4)
2(Q1Q3 +Q2Q4)
0
 . (2.67)
Having the fourth component of r set to zero makes sense since in physical space we
have motion only in three dimensions. We can still freely choose one of the extra
components of Q, so there are many different ways to change between the physical
variables and the KS transformed variables. One way is by setting Q4 = 0 and
solving the equation (2.67) for the Qi, which gives us the following relations
Q1 =
(1
2(|r|+ |r1|)
)1/2
Q2 =
1
2
r2
Q1
(2.68)
Q3 =
1
2
r3
Q1
and the mapping
Q =
(Q1, Q2, Q3, 0)
T , if r1 ≥ 0
(Q1, Q2, 0, Q3)T , if r1 < 0 .
(2.69)
With these mappings we can convert the coordinates between the different dimen-
sional spaces (Karl, 2007; Mikkola, 2016).
Regularized computational methods are very precise, but they are typically more
computationally expensive and it is difficult to regularize many particles at the same
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time, so there would be benefits for an accurate method that does not need this kind
of regularization. Fortunately there exists another method which involves only time
transformation but no coordinate transformation, named algorithmic regularization
(AR) (Karl, 2007). These kinds of regularization methods do not actually remove
the Newtonian collision singularities from the equations of motion, but the equa-
tions can be evaluated in a way that they behave regularly regardless. Algorithmic
regularization will be discussed in more detail in chapter 3.
2.5 Post-Newtonian dynamics
2.5.1 Approximating general relativity
While Newtonian dynamics is a perfectly valid approximation in everyday life, it
stops giving correct results for very massive compact objects or objects moving at a
significant fraction of the speed of light. In these situations we need to use general
relativity (GR), which describes gravity as a geometric property of spacetime. This
theory is described by the Einstein field equations, which are a set of 10 coupled,
non-linear partial differential equations that describe the fundamental interaction
of gravitation as a result of spacetime being curved by mass and energy. The field
equations are usually expressed as
Rµν − 12Rgµν + Λgµν =
8piG
c4
Tµν , (2.70)
where Rµν is the Ricci curvature tensor and R is the scalar curvature which both are
used to describe how the geometry of curved space differs from the geometry of flat
Euclidean space. They are functions of the variable gµν which is the metric tensor
which describes the geometric and causal structure of spacetime in our Universe.
The parameter Λ is the cosmological constant which describes the energy density
of the vacuum, and the variable Tµν is the stress-energy tensor which describes
mass and energy as the source of gravity in the Universe. Finally G and c are the
gravitational constant and the speed of light respectively.
These equations are very hard to solve exactly due to their non-linear nature,
and doing fully general relativistic simulations is computationally very expensive,
so more wieldy methods are required for large-scale simulations. This is where
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post-Newtonian (PN) expansions come in. Post-Newtonian expansions in general
relativity are used for finding an approximate solution of the Einstein field equations
in the weak field approximation. In other words, the post-Newtonian theory is an
approximate version of general relativity that applies when the gravitational field is
relatively weak, and the motion of the matter is relatively slow, v/c ∼ 0.01. The
theory successfully describes the gravitational field of our solar system for example,
but it can also be applied to situations involving compact bodies, such as neutron
stars or black holes. The approximations are expanded in terms of a small parameter
ε ∼ v/c, which expresses orders of deviation from Newton’s laws of gravity. A
correction of order (v/c)n to a Newtonian expression is said to be of (n/2)PN order.
So for example the correction 3.5PN would contain terms up to the order (v/c)7
(Will, 2006).
The post-Newtonian corrections are known for a general N-body system only
up to the first order, 1.0PN. These corrections are described by the Einstein-Infeld-
Hoffman (EIH) equations (Einstein et al., 1938), and the equations of motion are
given by
aNewton,i + a1.0PN,i =
∑
j 6=i
Gmjnji
r2ij
+ 1
c2
∑
j 6=i
v2i + 2v2j − 4(vi · vj)
− 32(nij · vj)
2 − 4∑
k 6=i
Gmk
rik
−∑
k 6=j
Gmk
rjk
+ 12(rji · aj)

+ 1
c2
∑
j 6=i
Gmj
r2ij
[nji · (4vi − 3vj)] (vi − vj)
+ 72c2
∑
j 6=i
Gmjaj
rij
+O
(
v
c
)4
. (2.71)
Here nij = rij/rij is the unit vector pointing from i to j, and the big O notation
indicates terms of the order (v/c)4 and higher. One can see that the acceleration of
a particular body depends on the accelerations of all the other bodies in the system,
a new relativistic feature which does not appear in purely Newtonian systems. And
since the accelerations that are being calculated also appear on the right hand
side of the equation, the equations must be solved iteratively if exact solutions
are required. However using the usual Newtonian accelerations on the right hand
side of the equation in place of the PN corrected accelerations works as a good first
approximation.
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2.5.2 Gravitational waves
While the EIH equations (Eq. 2.71) give accurate results for example in our solar
system, it is important to get more accurate approximations also for more extreme
systems. General equations of PN corrections for a three-body system are known up
to order 2.0PN (Poisson and Will, 2014). However, if we consider only a two-body
system, PN corrections are known up to order of 3.5PN due to the relative simplicity
of the situation. An extremely interesting effect arises from these later terms. The
first three integer terms 1.0PN, 2.0PN, and 3.0PN are conservative, and we can find
expressions for the total energy and angular momentum of the system. However the
2.5PN and 3.5PN corrections contain dissipative terms, and when these are taken
into account the total energy and angular momentum of the system is not conserved.
This is called the radiation reaction effect, and these losses are due to the emission
of gravitational waves (GW) (Maggiore, 2008). After 3.5PN corrections, even the
integer terms start contributing to the radiation reaction. Gravitational waves are
generated by accelerating masses, and can be considered wave like disturbances in
the curvature of spacetime. This effect causes the orbit in the two-body problem
to shrink and circularize as energy is radiated away from the system. Gravitational
waves play a major role for example in the final phases of a black hole binary merger.
The 2.5PN term contains the most dominant radiation reaction terms, and its
effects on the system can be calculated by formulas derived by Peters and Mathews
(1963), which give the amount of energy and angular momentum the system loses,
averaged over a single orbital period:〈
dE
dt
〉
= −325
G4µ2M3
c5a5
1 + 7324e
2 + 3796e
4
(1− e2)7/2 (2.72)〈
dLz
dt
〉
= −325
G7/2µ2M3/2
c5a7/2
1 + 78e
2
(1− e2)2 . (2.73)
Here a and e are simply the Keplerian semimajor axis and orbital eccentricity of the
system, and µ and M are the reduced and total mass of the two bodies. It should
be noted that these formulas consider only the effects of the 2.5PN term, and not
any of the other terms. Peters (1964) also derived equations for the changes in the
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semimajor axis and eccentricity of the orbit as a result of these GW losses:〈
da
dt
〉
= −645
G3µM2
c5a3
1 + 7324e
2 + 3796e
4
(1− e2)7/2 (2.74)〈
de
dt
〉
= −30415 e
G3µM2
c5a4
1 + 121304e
2
(1− e2)5/2 . (2.75)
Since the terms are negative, the emission of gravitational waves shrinks and cir-
cularizes the orbit. One can also see that when the eccentricity is near 1 or as the
semimajor axis approaches 0, these effects strongly increase. This makes sense, as
in both of these cases the orbiting body passes close to the other massive body in
deep plunging orbits, entering very deep into the gravitational well and having high
orbital velocity.
These correction terms which are higher than 1.0PN cause important effects
and allow us to examine more extreme systems without using full GR. Thus it is
important to include them in large-scale simulations. One method is to use what
is known as the two-body formulation, where we calculate the PN corrections for
each particle pair separately, where at least one of the particles is a black hole. PN
corrections are not expected to be of major significance for interactions between
stellar, gas, or dark matter particles. Another method is the cross-term formulation
(Will, 2014), which is an approximation of the EIH equations (Eq. 2.71) for the case
when a single large mass dominates the system. This is computationally expensive,
so it only works in situations where there are at most hundreds of particles.
2.5.3 The first application of PN corrections
The first use of a PN expansion (to the first order) was made by Einstein himself in
calculating the perihelion precession of the orbit of Mercury. Mercury’s perihelion
precesses (rotates) around the Sun. This is mainly due to perturbations caused
by the presence of the other planets. Another much less significant factor is the
oblateness of the Sun. In the 1800s it was noticed that the orbit deviates from
the precession predicted by these Newtonian effects by about 43 arc seconds per
one tropical century. Several different reasons for this deviation were proposed,
and perhaps the most prevalent of these was Vulcan. Vulcan was believed to be
a small hypothetical planet that was supposed to orbit the Sun inside the orbit
of Mercury. The perturbations caused by this planet could have explained the
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anomalous precession of Mercury. There were attempts to confirm the existence of
the planet, but in 1915 the hypothetical planet was quite firmly put to rest when
Einstein explained the excess precession through his theory of relativity. General
relativity gives the equation for the advance of the perihelion of a planet in our solar
system in radians per a single orbit:
〈ω˙〉 = 6piGM
c2a(1− e2) . (2.76)
Here M is the total mass of the system, a is the semimajor axis of the orbit of the
planet, and e is the orbital eccentricity (Will, 1993).
The reason why the same extra precession that affects all of the planets had
been observed only in Mercury is that the magnitude of the differences from simple
Newtonian theory diminishes rapidly as one gets farther from the Sun. As can
be seen from equation (2.76), the rate of the precession increases as eccentricity
approaches 1 and as the semimajor axis gets shorter. While Mercury’s orbit is
more eccentric than for example the orbits of Venus and Earth, this difference in
eccentricity is not a major cause in the different precession rates since the value for
eccentricity is squared in equation (2.76), diminishing its effect. Mercury being close
to the Sun is the main reason for the noticeable perihelion shift. This was the first
case of solving the general relativistic two-body problem, which is the most common
use of the PN expansion nowadays.
There are some systems that cannot be properly described by a post-Newtonian
approximation because of their extreme conditions. Some examples of such systems
include the final phases of a compact object merger, the cores of supernovae, and
the structure of rapidly rotating neutron stars. These must be analysed using dif-
ferent methods, for example the full solution of Einstein’s equations using numerical
methods (Will, 2006).
2.6 Black hole mergers
Galaxy formation is believed to be a hierarchical or “bottom-up” process, where
smaller systems interact and merge multiple times, forming ever larger systems
(Binney and Tremaine, 2008). This hierarchical model will also logically result in
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the central supermassive black holes that most galaxies host interacting with other
black holes during the merger events. The black holes will first form binaries and
then eventually merge with each other.
There are three main phases that the black holes go through before their eventual
merging. At first, when the galaxies start merging, the black holes start to sink into
the center of the combined galaxy system due to dynamical friction. They will
eventually form a gravitationally bound binary system. The semimajor axis of the
bound system depends on the masses of the black holes. For black holes with masses
of ∼ 109M, the semimajor axis will be ∼ 100 pc (Rantala et al., 2018). Next the
semimajor axis of the binary will shrink, also known as hardening, due to stars
interacting with the binary. In this process stars are ejected, carrying away angular
momentum and energy from the system. Finally, once the binary is close enough
together, it will start to noticeably lose energy due to the emission of gravitational
waves, until their eventual coalescence. This will start happening at a semimajor
axis of ∼ 0.1 pc for the aforementioned masses (Rantala et al., 2018). These different
regimes will be discussed in the next sections.
2.6.1 Dynamical friction
When galaxies merge, the interactions between their stars cause the stars to transfer
momentum and kinetic energy from their relative orbital motion to random motion
in the galaxy, which is known as violent relaxation. This leads to the orbital decay
of the stars and causes the stellar matter to sink into the system. This process,
known as dynamical friction, applies to large clusters of stars or even a single mas-
sive particle, like a black hole, moving through a larger host system (Binney and
Tremaine, 2008). It is important to note that dynamical friction is not caused by
actual collisions, only by gravitational interactions between the particles.
An intuitive way of understanding the process is to think of a body of mass M
travelling through a population of particles of massma, wherema M . We call the
massM the subject body and the smaller particles of massma field stars. We assume
that the field stars are members of a large host with a total mass much greater than
M , so that it can be approximated as a nearly infinite and homogeneous system.
Thus when the subject body moves through the sea of field particles, it attracts
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the smaller particles through gravity, and leaves behind a so called gravitational
wake. This higher concentration of mass behind the particle compared to the mass
in front of the particle causes a drag force that slows down the subject body. This
is illustrated in figure 2.8.
Figure 2.8: A simplified image showing the basic mechanism behind dynamical friction. The
subject bodyM attracts the field particles towards itself as it travels, which creates a concentration
of mass behind it. This creates a dynamical friction force Fdf which slows down the subject body.
Chandrasekhar (1943) derived a formula for the resulting force on the subject
body by this effect. This force is expressed as
Fdf = M
dvM
dt = −16pi
2G2M2malnΛ
[∫ vM
0
v2mf(vm)dvm
] vM
v3M
(2.77)
and is called Chandrasekhar’s dynamical friction formula. Here f(vm) is the distri-
bution function of the field particles. A distribution function gives the number of
particles per phase space volume having approximately the specified velocity near
a certain position. Chandrasekhar’s formula assumes that the field stars have an
isotropic velocity distribution, and thus position does not affect the distribution
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function. The function is normalized so that integrating it over all the velocities
gives the number density of particles near the subject body. The dynamical drag
force always opposes the motion of the subject body, similarly to ordinary frictional
drag.
The logarithm lnΛ is known as the Coulomb logarithm, and if we approximate
that the particles are point masses, it is defined as
lnΛ ≈ ln
(
bmax
b90
)
. (2.78)
Here b means the impact parameter of a two-body encounter, defined as the shortest
distance between the two particles if they passed each other without any interaction.
The parameter bmax is the maximum impact parameter considered, and b90 is the
impact parameter at which the direction of the orbit of the passing particle will be
deflected by 90◦. This latter parameter can be expressed as
b90 =
G(M +ma)
v2typ
, (2.79)
where vtyp is the typical encounter speed between the particles. Since we assumed
that M  ma, we can approximate that M + ma ≈ M . This gives the Coulomb
logarithm in the form of
lnΛ ≈ ln
(
bmaxv
2
typ
GM
)
. (2.80)
This logarithm basically describes the cut-off of the friction effect at the maximum
impact parameter (Mo et al., 2010).
If the subject mass moves slowly, so that we can assume that vM is small, the
field star distribution function can be approximately replaced with f(0). In this
case the integral is easy to evaluate, as we can take the function out of the integral
and we are left with
∫ vM
0 v
2
mdvm = v3M/3. From this we get the following form for
equation (2.77):
Fdf = −16pi
2
3 G
2M2ma lnΛ f(0)vM . (2.81)
Very interestingly, if instead the subject body moves at a high velocity, so that vM 
vm, this behaviour changes. We can assume that the subject body moves at a higher
velocity than all the surrounding field particles, so we are effectively integrating over
all the velocities of the field particles. If we move 4pi inside the integral, we have∫ vM
0 4piv2mf(vm)dvm, where 4piv2m is a shell in velocity space. Since vM is large we
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are integrating over the whole velocity volume, and as it was mentioned earlier the
distribution function is normalized to give the number density n of particles near
the subject body. So from the equation (2.77) we get
Fdf = −4piG2M2man lnΛ vM
v3M
. (2.82)
Here the mass density man can be replaced with ρ(< vM), the overall density of the
field particles moving slower than the subject body (Binney and Tremaine, 2008).
From equations (2.81) and (2.82) we can see that unlike with hydrodynamic
friction, where the drag always increases as the velocity increases, the situation here
is more complicated. At sufficiently slow velocities dynamical friction is relative to
the velocity of the subject body, Fdf ∝ vM . This is similar to ordinary drag where
the force increases with velocity. But at larger velocities the frictional force begins
to fall off, Fdf ∝ v−2M . And as the mass density of the field stars can be replaced
with the overall density, the force is independent of the individual masses of the field
particles, so the formula is also valid for a field with distributed particle masses.
Chandrasekhar’s formula makes several unrealistic assumptions when applied to
a real astrophysical system. It assumes that all of the particles are point masses, it
does not take into account the self-gravity of the wake left by the subject body, and
it assumes a homogeneous and infinite distribution of the field particles, meaning
that the choice of bmax and vtyp are a bit arbitrary in real scenarios. Despite these
assumptions, Chandrasekhar’s formula gives good approximations for the drag effect
on a supermassive black hole moving through a field of stars. Taking these effects
into account leads to an orbital decay time that is roughly twice as long compared
to the estimate from Chandrasekhar’s formula (Weinberg, 1989).
The point mass approximation can be corrected by using the half-mass radius
rh, which is the radius of the subject body that contains half of its total mass, in
place of b90 in equation (2.78) (Binney and Tremaine, 2008). If the closest approach
of a field star to the center of the subject body is . rh, the orbit of the star will be
less affected and thus its contribution to the drag force will be smaller than if the
subject body was a point mass. Conversely the total drag force is largely unaffected
if rh . b90. Thus using the half-mass radius gives a good estimate for the dynamical
friction in case the subject body is not considered to be a point mass.
The fact that the exact values for the parameters in the Coulomb logarithm are
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hard to determine does not cause as much error as one might imagine. The ratio
between bmax and b90 is typically quite large. However we take the logarithm, so the
end result is much smaller and not very sensitive to changes of order unity in the
parameters.
Finally, if we want take self-gravitation of the system into account as well, we
need to use a more rigorous method such as linear response theory. Instead of
considering only independent two-body interactions, the subject body is considered
to be a moving external potential which causes a response density in the host system.
In turn, the gravitational effect of this response density causes a drag effect on the
original potential. This drag force is dynamical friction (Mo et al., 2010).
2.6.2 Three-body scattering
As the black holes sink close to the center of the newly merged galaxy system, they
will eventually reach a point where they form a gravitationally bound binary. The
distance where this happens is dependent on the masses of the black holes, but
for black holes of masses ∼ 109M, the semimajor axis of the system is ∼ 100 pc
(Rantala et al., 2018), and the black hole orbital velocities exceed the local stellar
velocity dispersion. At this point the dynamical friction formula is no longer valid,
and instead the evolution of the binary is mainly determined by its interactions with
the surrounding stellar population. The binary hardens, i.e. its separation shrinks,
by losing kinetic energy to stars that pass close to it through complex three-body
interactions, similar to the gravitational slingshot mechanisms used to accelerate
spacecraft in our solar system. This hardening happens at a nearly constant rate of
d
dt
(1
a
)
∝ Gρ
σ
, (2.83)
if we assume a constant stellar density ρ and velocity dispersion σ (Quinlan, 1996).
Here a is the semimajor axis of the bound system. These stars can be ejected
from the system at high velocities, spreading the central stars to wider orbits. The
velocity of the ejected bodies is typically comparable to the circular orbital velocity
of the binary
v? ∼ Vbin =
√
2GM•
a
, (2.84)
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where a is the semimajor axis of the binary and M• is the mass of the binary.
The range of ejection velocities is broad, and some stars can even be ejected at
high enough velocities to escape the potential of the galaxy, over 1000 km/s for
a ∼ 109M binary (Rantala et al., 2018). These are so-called high velocity stars
(HVS).
This analysis fails however if the stellar population surrounding the binary is
not actually constant. For a star to be able to get close enough to interact strongly
with the binary, it has to have angular momentum of L .
√
G(M1 +M2)a, where
M1 and M2 are the masses of the black holes, and a is the semimajor axis (Binney
and Tremaine, 2008). The region of stars with low enough angular momentum is
called the loss cone. As the stars that interact with the binary are ejected out of
the system, the loss cone is slowly drained of stars. If the loss cone is completely
emptied, the binary cannot harden any more, and thus its evolution is halted. This
is the so called final-parsec problem, and there must be some mechanisms to refill
the loss cone if black hole mergers do happen.
One clear candidate for this is two-body relaxations between stars which cause
them to end up inside the loss cone (Milosavljević and Merritt, 2003). In non-
spherical galaxies torques could drive gas to the central region of the galaxy, which
would also help the hardening process (Mayer et al., 2007). Thus the final parsec
problem is more problematic in spherical galaxies where the mass inside the loss
cone is the smallest due to stars not being able to be on as varied orbits as in
non-spherical galaxies, and there are no torques to drive gas inwards. In triaxial
and axisymmetric galaxies however the asymmetric perturbations are able to cause
stars to end up on centrophilic orbits that would refill the loss cone. If the host of
the binary were to undergo another merger while the black holes are in the process
of merging, the perturbations caused by this could break the symmetry of galactic
potentials, and efficiently refill the loss cone.
N-body simulations of non-spherical systems suggest that the final parsec prob-
lem is not as severe as one might think. The problems has been found to not hamper
the hardening of binaries in triaxial (Berczik et al., 2006) and axisymmetric galaxies
(Khan et al., 2013). The simulations however are not completely accurate. Ap-
proximating a galaxy with N & 109 stars by a model consisting of only around
N . 106 particles leads to enhanced two-body relaxation timescales. Thus the loss
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cone is much less depleted than in real galaxies (Milosavljević and Merritt, 2003).
This problem could be alleviated with simulations capable of handling a much larger
amount of particles. Simulations with N ∼ 107 − 108 particles could reproduce a
more realistic, diffusive behaviour of a galaxy.
2.6.3 Gravitational waves
If the black hole binary overcomes the final-parsec problem and reaches a sufficiently
small distance, it will lose enough energy through the emission of gravitational waves
to eventually coalesce in less than the Hubble time (Milosavljević and Merritt, 2003).
This separation is ∼ 0.1 pc for a binary with a mass of ∼ 109M (Rantala et al.,
2018). Hubble time is the time it would take for the Universe to expand to its current
state if it expanded at a constant Hubble rate. The rate at which the semimajor
axis shrinks due to the radiation reaction effect can be estimated with the Peters
and Mathews equation (2.74). The evolution of the semimajor axis a˙ ∝ −a−3, and
if we assume a constant eccentricity we can approximate the coalescence timescale
with (Binney and Tremaine, 2008)
tc ∼ − a4a˙ . (2.85)
The longest evolutionary phase for a black hole binary is when the radius of the
bound system is below that at which it becomes hard, but still above the radius at
which gravitational waves become prominent (Begelman et al., 1980). This is known
as the bottleneck radius, and it marks the area where binary black holes are most
likely observed. The decay time at this bottleneck radius is uncertain, and depends
on both the population of the loss cone and how much gas affects the evolution
of the binary (Binney and Tremaine, 2008). If the coalescence time is very long,
over 10 Gyr, we would expect to be able to observe these binaries at the centers of
most galaxies. If the timescale is shorter, we could observe the coalescence events
happening.
Current observational evidence suggests that long-lived supermassive black hole
binaries might be quite rare. Though there are many implied candidates based on
periodic variability, no concrete observations of a supermassive black hole binary
have been made. If both of the supermassive black holes of a binary are quasars and
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they are very close to each other, it is difficult to tell them apart from a singular
active galactic nuclei (Roedig et al., 2014). In the future observations made by the
LISA gravitational wave detector might give concrete proof of the merging and thus
existence of supermassive black hole binaries, and we might be able to even make
interferometric direct observations of a binary black hole. LISA, or Laser Inter-
ferometer Space Antenna, is a planned project to accurately measure gravitational
waves, consisting of three spacecraft arranged in an equilateral triangle flying on
an Earth-like heliocentric orbit. The satellites will very accurately measure their
relative distances from each other to detect gravitational waves. Being in space will
allow LISA to measure gravitational waves much more accurately than detectors on
the ground, since there is less interference and it can be better dealt with.
3. AR-CHAIN
One of the most widely used software packages for galaxy simulations is the smoothed
particle hydrodynamics simulation code GADGET-3 (Springel, 2005). It can be used
for effectively simulating the global dynamics of galaxies in galaxy mergers and cos-
mological simulations. Because the number of particles that is feasible to simulate
on these scales is orders of magnitude smaller than the number of real particles,
e.g. stars, there is a need to account for the fact that these simulated particles are
not real individual objects but rather represent large clumps of the real particles.
Because of this limitation these objects need to be “softened”: the Newtonian po-
tential of a point particle, −GM/r, is replaced with some non-point potential, for
example the Plummer potential
φ = − GM(r2 + 2)1/2 , (3.1)
where  is the chosen softening length. The force associated with this potential is
F(r) = − GMmr(r2 + 2)3/2 . (3.2)
This softening essentially makes the particles non-point masses (Zhang et al., 2019).
One limitation of GADGET-3 is that due to the use of softening, it cannot resolve
very small-scale effects below the softening scale.
To this end Rantala et al. (2017) developed a new code, which is an extension
of GADGET-3 called KETJU. The code implements algorithmically regularized
regions around supermassive black holes to allow for solving the detailed dynam-
ics of these systems, while still being able to simulate the rest of the galaxy with
GADGET-3. Algorithmic regularization means that the difficult close encounters
and collisions of point masses in a dynamical simulation are treated via a time trans-
formation, while not actually removing the collisional singularity from the equations
of motion.
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KETJU utilizes the algorithmic regularization chain, or AR-CHAIN, method
(Mikkola and Aarseth, 2002; Mikkola and Merritt, 2006, 2008), which combines al-
gorithmic regularization with an older Kustaanheimo-Stiefel chain method (Mikkola
and Aarseth, 1993). Since close encounters of point masses are not a problem due
to algorithmic regularization, no softening is used in AR-CHAIN.
The AR-CHAIN method is comprised of three important parts: algorithmic
regularization, the use of a chained coordinate system to reduce round-off errors, and
the Gragg-Bulirsch-Stoer extrapolation method for attaining a very high numerical
integration accuracy. These three parts will next be discussed separately in more
detail. Lastly there will be an overview of the actual implementation of this method.
3.1 Algorithmic regularization
The main goal of the algorithmic regularization method is to be able to deal with
close encounters of particles in dynamical systems without having to resort to
more computationally expensive regularization methods, such as the Kustaanheimo-
Stiefel regularization. This can be achieved via two slightly different time transfor-
mations.
The first approach is called the Logarithmic Hamiltonian (LogH) method, which
was discovered by Mikkola and Tanikawa (1999) and Preto and Tremaine (1999).
To guarantee simulation accuracy, it is desirable to be able to use a symplectic
integration method, i.e. a method which constrains the allowed motions in phase
space strongly enough so that the usual tendency of numerical orbit integrations to
drift in invariants, such as energy or angular momentum, is absent. In practice a
symplectic integrator conserves the energy of the system. The leapfrog integrator is
one of the most commonly used symplectic integrators.
3.1.1 Leapfrog
A leapfrog can be used for numerically integrating second order differential equations
of the form d2x/dt2 = F (x), equivalently dx/dt = v, dv/dt = F (x). It has acquired
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its name from the way it updates the positions and velocities of the system at
interleaved time points, so that they “leapfrog” over each other. This is illustrated
in figure 3.1. The leapfrog can also be turned into a synchronized form where both
Figure 3.1: An illustration of the leapfrog method. Positions and velocities are updated at
alternating time points so they leapfrog over each other.
the position and velocity are obtained at integer steps. In this form the integration
can be performed in two different ways, depending on whether we first update the
position, which is known as drifting, or the velocity, which is known as kicking. If
we update the position first it is called the “Drift-Kick-Drift” (DKD) version, and
conversely if we update the velocity first it is called the “Kick-Drift-Kick” (KDK)
version. The equations for a DKD version are
xi+1/2 = xi + vi
∆t
2
vi+1 = vi + F (xi+1/2)∆t
xi+1 = xi+1/2 + vi+1
∆t
2 ,
(3.3)
where xi and vi are the values at step i, and ∆t is the timestep. In a dynamical
system the function F (x) is simply the acceleration. First the position is updated
by half a timestep, then the velocity is updated based on this half step value, and
finally the position is updated again so that the whole system has advanced by one
timestep. In addition to its symplectic nature, the leapfrog method is also time
reversible, meaning that we can accurately integrate the system backwards in time.
However the symplectic nature is only preserved when we use fixed timesteps,
and using varying timesteps causes the leapfrog to no longer be symplectic (Binney
and Tremaine, 2008). The use of a fixed timestep is not feasible in most simulations
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since very different densities are resolved, requiring very different timesteps to allow
the simulation to be completed in a reasonable time. This can be circumvented for
example with time transformations, so that the time variable changes during close
encounters, and we do not actually need to change the timestep itself. Another
example is to use extremely accurate extrapolation methods to keep the errors very
small, so the loss of symplecticity does not matter as much.
3.1.2 Logarithmic Hamiltonian
To be able to use an explicit symplectic method such as the leapfrog, we need to
have a Hamiltonian that is separable, i.e. where the different parts contain only one
type of canonical coordinates. For an N-body system such a Hamiltonian is given
by
H =
N∑
i
1
2miv
2
i −
N∑
i
N∑
j>i
Gmimj
rij
= T − U , (3.4)
where T is the kinetic energy and U is the so-called force function, which is the
negative of the potential energy. The binding energy B of the system is thus
B = −H = U − T . If we apply the time transformation
ds = Udt , (3.5)
where s is the new fictitious time variable, we can get a new Hamiltonian through
the Poincaré time transform discussed in section 2.4.2:
Γ = g(H +B) , (3.6)
where B is the binding energy and g is the time transform function that is derived
from dt = gds. Thus the time transformed Hamiltonian is
Γ = T − U +B
U
. (3.7)
This Hamiltonian is not yet separable. However, because along the correct orbit
Γ = 0 since the Hamiltonian equals the energy of the system, we can use
Γ˜ = log(1 + Γ) (3.8)
as the new Hamiltonian (Mikkola and Tanikawa, 1999). The equations of motion
are equivalent for this new Hamiltonian. We can turn equation (3.7) into the form
1 + Γ = T +B
U
, (3.9)
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take the logarithm of both sides, and combine it with (3.8) which gives us
Γ˜ = log(T +B)− log(U) (3.10)
which is in a separable form. Thus we have managed to form a time transformed
Hamiltonian that is separable, and thus usable for an explicit symplectic integrator.
3.1.3 Time Transformed Leapfrog
The second approach is called Time Transformed Leapfrog (TTL) method, devel-
oped by Mikkola and Aarseth (2002). This method relies on a time transformation
ds = Ωdt , (3.11)
where Ω is an arbitrary positive function of the coordinates, i.e. Ω = Ω(r). In order
to be able to write the equations of motion in a way that allows for the construction
of a leapfrog algorithm, we also introduce an auxiliary variable ω whose value is
equal to Ω at the start and is supposed to have the same numerical values as Ω, but
its new values are obtained from the differential equation
dω
dt = v ·
∂Ω
∂r
. (3.12)
This allows us to formulate new time transformed equations of motion with these
new variables.
These variables Ω and ω can be chosen so that their use ensures that the least
massive particles in the system have a non-negligible effect on the time transforma-
tion, even if their contribution to the potential energy might be small. Based on
Mikkola and Merritt (2008), one good definition for Ω in an N-body system is
Ω =
N∑
i
N∑
j>i
Ωij
rij
Ωij =
m˜
2, if mimj < Ωm˜
0 otherwise
m˜ =
N∑
i
N∑
j>i
2mimj
N(N − 1) .
(3.13)
Here m˜ is the mean mass product of the system, and the mean mass epsilon Ω
is defined by the user, and a typical value is of the order ∼ 10−3. This way only
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particles with low enough mass affect the value of Ω, so calculating the value for the
time transform function in this manner guarantees the proper treatment for even
the smaller bodies in the system, as they will not be overshadowed by the more
massive particles.
The LogH and TTL methods can be combined into a single time transform
function defined as
ds = [αU + βΩ + γ]dt = [α(T +B) + βω + γ]dt . (3.14)
The two definitions are identical for the exact solution. Here α, β, and γ are
user-defined parameters which determine which kind of regularization will be used.
One can also easily see that if we define Ω = U , the logarithmic Hamiltonian and
the time transformed leapfrog methods are mathematically equivalent (Mikkola and
Merritt, 2008). Numerically they are not the same however, due to round-off errors
in updating the value of Ω.
Choosing (α, β, γ) = (1, 0, 0) gives us the logarithmic Hamiltonian method,
(α, β, γ) = (0, 1, 0) gives the time transformed leapfrog, and (α, β, γ) = (0, 0, 1)
includes no time transformation at all, and thus it corresponds to the regular
leapfrog method. Mikkola and Merritt (2006) suggest a possible choice of (α, β, γ) =
(1, small, 0), which corresponds to a mix of LogH and TTL. This would be desirable
for systems with very large particle mass ratios, since this way the value of Ω would
also affect the time transformation, so the smallest masses are not ignored when
choosing the timestep.
The time transformed equations of motion of an N-body system can now be
written for both the coordinates
dt
ds = [α(T +B) + βω + γ]
−1 ≡ t′
dri
ds = t
′vi
(3.15)
and the velocities
dt
ds = [αU + βΩ + γ]
−1 ≡ t′
dvi
ds = t
′
 N∑
i 6=j
Gmjrij
r3ij
+ f i

dω
ds = t
′
N∑
i
∂Ω
∂ri
· vi .
(3.16)
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Here f i are any possible external perturbing accelerations that might affect the sys-
tem. The time transformations are both denoted with t′ since as seen in equation
(3.1.3) they are both identical for the exact solution. However in practice computa-
tional round-off errors cause them to differ slightly. They are calculated in different
ways so that new positions are obtained by using only velocities, and vice versa.
Mikkola and Merritt (2008) concluded that using the choice of (α, β, γ) =
(1, 0, 0), i.e. pure logarithmic Hamiltonian method, gives the most accurate re-
sults for the integration. Despite this the time transformed leapfrog method and
the variables Ω and ω are not useless, since monitoring these variables can help
identify encounters of light particles, and provides the integrator a way to forcibly
lower the timestep if needed.
By using a time transformation we do not experience any catastrophic errors in
the case of close-by two-body encounters since the integration with the leapfrog is
exact even on collision orbits, as long as the system is not evaluated exactly during
the collisions (Mikkola and Tanikawa, 1999). The algorithm conserves energy down
to numerical precision, and the only error is a phase error for time, which scales
proportionally to O(∆t3). This is a spectacular result for a method where the
collisional singularity is not actually removed.
3.2 Chain coordinate system
Computers use floating-point arithmetic to represent real numbers, so rounding
errors are inevitable when doing calculations with such numbers. Rounding errors
are especially prevalent when subtracting two very large numbers whose values are
very close to each other, for example a close encounter of a pair of particles if their
coordinates are measured from a distant origin. Reducing this round-off error as
much as possible is important in order to ensure that the calculations and thus the
simulations are correct. Reducing this error can be achieved via introducing a new
chained coordinate system, where the position of a particle is defined by its relative
position to a previous particle in the chain.
This method is similar to the Kustaanheimo-Stiefel chain regularization method
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(Mikkola and Aarseth, 1993) described in section 2.4.3, where the system is not
globally KS regularized. Instead we do the KS transform only for the shortest
interparticle vectors in the system. The difference is that in AR-CHAIN we do not
perform a KS transformation, instead we only link all the particles together in a
chain. Mikkola and Tanikawa (1999) pointed out that without using this kind of
chain structure, the numerical round-off when calculating the forces is too large
for satisfactory results. Thanks to this structure, the separations of particles that
are near each other can be derived from the chain, so we do not need to calculate
them by doing the error-prone long-range subtraction. The chain structure can be
directly used with the transformations discussed in the previous section, since the
chain affects only the positions r and velocities v in equations (3.15) and (3.16), not
the time transformation itself.
Before constructing the chained system we need to move the system into a center
of mass (CoM) frame. The position and velocity of the CoM of the dynamical system
are defined as
rcm =
∑N
i miri∑
mi
vcm =
∑N
i mivi∑
mi
.
(3.17)
The construction of the chain is quite straightforward, and it starts by first
calculating all the interparticle distances in the CoM frame. These are pairwise
symmetric, so if we have N particles, we only need to calculate N(N − 1)/2 vectors
instead of N2. We pick the shortest interparticle distance, and the two particles are
defined as the “head” and “tail” of the chain. The chain is extended by adding to it
the particle that is closest to either the head or tail of the chain, if it is not already
a member of the chain. This added particle then becomes the new head or tail of
the chain. This procedure is continued until no suitable particles remain outside of
the chain. In figure 3.2 one can see an example of a chained system consisting of 11
particles.
A system of N particles will contain N − 1 chained interparticle vectors. These
chain coordinates Xk can be collected into the vector X so that
Xk = rjk − rik
X = (X1,X2, . . . ,XN−1) .
(3.18)
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Figure 3.2: An illustration of a chained coordinate system demonstrating the 10 interparticle
position vectors between 10 stars and a supermassive black hole. As the closest interparticle
distance in this system is between the black hole and the nearby star, the construction of the chain
starts from there and then extends from both the head and tail until complete. The dashed line
shows the shortest path between the two stars in the CoM frame, which is very different compared
to the path when following the chain.
Similarly for velocities
V k = vjk − vik
V = (V 1,V 2, . . . ,V N−1)
(3.19)
and accelerations
Ak = ajk − aik
A = (A1,A2, . . . ,AN−1) .
(3.20)
Here the vector labelling starts from the head of the chain. These chain vectors are
used in the force calculations to compute the separations rij for particles that are
near each other in the chain. For particles that are far away from each other in the
chain structure, the separation is actually more accurately calculated by using for
example the CoM frame, due to the accumulating error of summing many separation
vectors. The separation is calculated using the chain if the difference in the chain
indexes is not greater than the arbitrarily chosen limit Nd. If we have chain indexes
i and j, and we assume that j > i, the separations in the AR-CHAIN algorithm are
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calculated with
rij =
rj − ri if j − i > Nd∑j
k=iXk if j − i ≤ Nd .
(3.21)
According to Mikkola and Merritt (2008) a good value for this limit is Nd = 2. This
method of selecting the way the spatial separations of given particles is calculated
is one of the most important features of this algorithm.
Finally we can write down the suitable leapfrog equations of motion for the
chained system (Mikkola and Merritt, 2008). For the coordinates the equations are
dt
ds = [α(T +B) + βω + γ]
−1 ≡ t′
dX i
ds = t
′V i ,
(3.22)
and for the velocities
dt
ds = [αU + βΩ + γ]
−1 ≡ t′
dV i
ds = t
′[Ai({X i}) + f i]
dω
ds = t
′
N∑
i
∂Ω
∂X i
· V i .
(3.23)
The f i means any possible external perturbing accelerations that might affect the
system, for example from particles that are nearby the chain structure but are not
part of the chain itself.
3.3 Gragg–Bulirsch–Stoer algorithm
The use of a leapfrog alone is usually not accurate enough in dynamical simulations,
so we want to include some extrapolation method for enhancing the accuracy and
providing a way for error control. Gragg-Bulirsch-Stoer (GBS) extrapolation is a
powerful method for solving differential equations with relatively little computa-
tional effort (Gragg, 1965; Bulirsch and Stoer, 1966). The basic idea of the GBS
extrapolation algorithm is to solve a differential equation with multiple different
integrator substep amounts n, and then extrapolate the results for n→∞, i.e. ex-
trapolate the result for a timestep of 0. Next we will go through the different parts
of the GBS algorithm and how it is used in AR-CHAIN. This mainly follows the
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articles by Gragg (1965) and Bulirsch and Stoer (1966), and also the textbook by
Press et al. (2007).
A first-order ordinary differential equation (ODE) with a known initial value
can be written as
dy
dx
= f(y), y(x0) = y0 . (3.24)
Similarly a second-order ODE with an initial value can be written as
d2y
dx2
= f(y), y(x0) = y0, y′(x0) = z0 , (3.25)
where y′ signifies a derivative with respect to x. This can also be split into a coupled
pair of first order equations:
dy
dx
= z
dz
dx
= f(y)
y(x0) = y0, z(x0) = z0 . (3.26)
The equations of motion of a classical Newtonian system are a good example of this
kind of second-order ODEs.
If we want to simulate a dynamical system forwards in time by an interval H,
we must solve this pair of equations. The results we will get are y(x0 + H) and
z(x0 +H). This long interval can also be split into n substeps of length h:
h = H
n
. (3.27)
The GBS algorithm uses the Richardson extrapolation method (Richardson,
1911; Richardson and Gaunt, 1927). The idea is to consider the final answer of a
numerical calculation as being an analytic function of some adjustable parameter,
like the stepsize h. This analytic function can then be examined by performing
calculations with various values of h, and once enough points have been calculated
try to fit the function to these points. We can then evaluate the function at h = 0,
as if we had used an infinitely small timestep (Press et al., 2007). This idea is
illustrated in figure 3.3.
The choice for the type of fitting function is also important. Bulirsch and Stoer
(1966) recognized that rational functions
R(x) = p0 + p1x+ . . .+ pµx
µ
q0 + q1x+ . . .+ pνxν
(3.28)
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Figure 3.3: A visualization of Richardson extrapolation that is used in the GBS algorithm. A
large time interval H is split into sequences of smaller amounts of substeps, and their results are
extrapolated to estimate an infinite number of substeps. (Adapted from Press et al. 2007)
offer an improvement over simple polynomial functions
P (x) = p0 + p1x+ . . .+ pµxµ (3.29)
since rational functions are able to approximate functions with poles better than
polynomial functions. Rational function fits also remain good approximations even
with very large values of h. Despite this, it has been found that in problems with
smooth functions polynomial extrapolation is more efficient and accurate than ra-
tional extrapolation (Press et al., 2007). Thus polynomial functions are used in
AR-CHAIN.
We want to use an integrator whose error, when expressed as a power series in
h, contains only even powers of h
|yn − y(x0 +H)| =
∞∑
k=1
akh
2k . (3.30)
This was discovered by Gragg (1965). The importance of an even power series is
that when combining the different substep amounts, the accuracy increases by two
orders at a time. Fortunately the leapfrog integrator is applicable for this, since it
has this kind of error behaviour.
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It is important to choose an optimal sequence of the number of substeps n to
be used in the GBS algorithm. Bulirsch and Stoer (1966) originally proposed the
sequence of nk = 2nk−2 for k > 2:
n = 2, 4, 6, 8, 8, 12, 16, 24, 32, 64, . . . . (3.31)
However Press et al. (2007) suggest that a Deuflhard sequence of nk = 2k
n = 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, . . . (3.32)
is more efficient and has better convergence behaviour than the original GBS se-
quence.
The GBS algorithm starts by solving the differential equations with the leapfrog
for the different substep amounts. After each calculation the extrapolation is per-
formed to obtain an estimate of the results Tk = (yextk , zextk ). The algorithm checks
for convergence with the criterion∣∣∣∣Tk+1 − TkTk
∣∣∣∣ ≤ ηGBS , (3.33)
where ηGBS is the user-defined GBS error tolerance parameter. Thus the timesteps
are shortened until this criterion is met. This is one of the key elements for the
algorithm resulting in such high accuracy results. We also set an upper limit for
the value of n, beyond which it is deemed non-optimal to continue increasing the
substep amount, since precision can be lost with too high substep numbers (Press
et al., 2007). A good choice for the maximum amount of substep divisions is 8, which
corresponds to n = 16 when using the Deuflhard sequence (3.32) (Press et al., 2007).
If this limit is reached without sufficient convergence, we deem the large timestep
H to be too long and its value is reduced, and the integration then starts over with
the new smaller H.
The leapfrog used in AR-CHAIN is a DKD variant, and the the time evolution
operator with n timesteps used for the GBS algorithm can be written as
Un(H) = D
(
H
2n
) [
K
(
H
n
)
D
(
H
n
)]n−1
K
(
H
n
)
D
(
H
2n
)
. (3.34)
So for example if n = 2, we first drift for a quarter of the total long interval H,
then we kick and drift for half of the total time, and then finally kick for the other
half and drift for the last quarter. Thus the whole system has been advanced by the
time interval H.
3.3. GRAGG–BULIRSCH–STOER ALGORITHM 59
3.3.1 Implementing post-Newtonian corrections in AR-CHAIN
If we include post-Newtonian corrections gi(v) in the chained equations of motion
(3.23), the equation for velocity becomes
dV i
ds = t
′[Ai({X i}) + f i + gi(v)] . (3.35)
We can see that in this case the accelerations on the right-hand depend on the veloc-
ities that we are using on the left-hand side, so we cannot use the standard leapfrog
for this kind of equations as leapfrog depends on having separable coordinates. The
equations could be solved with implicit methods over each timestep, but this kind of
iterative process would be computationally costly if we want to reach high accuracy.
Thankfully more efficient explicit methods have been developed, relying on fur-
ther extensions of the phase-space of the dynamical system (Hellström and Mikkola,
2010; Pihajoki, 2015). We can introduce so-called auxiliary velocities wi and corre-
sponding chained auxiliary velocities Wi. These auxiliary variables are set equal to
the physical ones at the start of each timestep. Velocities are only used in the kick-
ing phase of the leapfrog, so we can define the auxiliary and physical kick operators
Kaux and Kphys as
Kaux(∆t) =
Vi → ViWi →Wi + ∆t[Ai({X i}) + f i + gi(v)] (3.36)
Kphys(∆t) =
Wi →WiVi → Vi + ∆t[Ai({X i}) + f i + gi(w)] (3.37)
During the physical kick the physical velocities are updated using the auxiliary
velocities in the post-Newtonian corrections gi(w), and conversely for the auxiliary
kick. The complete kick operator usable in the leapfrog becomes
K(∆t) = Kaux(∆t/2)Kphys(∆t)Kaux(∆t/2) . (3.38)
This can be inserted into the time evolution operator defined in equation (3.34),
which gives us a leapfrog sequence that is usable in the GBS algorithm and works
even for velocity-dependent accelerations.
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3.4 AR-CHAIN code overview
Now that we have all the pieces of the AR-CHAIN algorithm we can discuss the
standalone implementation used for the simulations in this thesis. A flowchart of
the main steps of the program can be seen in figure 3.4.
The AR-CHAIN code first prepares the test scenario we want to examine. In
addition to creating the initial conditions, we can determine what kind of PN cor-
rections we want to use. We can set the maximum PN order, and whether PN
corrections should be taken into account only for BH-BH interactions, or also for
BH-star interactions. If the star particles are set to be much more massive than
physical stars actually are, this could lead to unphysical results. We can also set the
desired error tolerance for the GBS algorithm.
After this the chain is initialized and built. All the particles are moved to CoM
frame, and we use the chain algorithm described in section 3.2 to construct the chain
structure. All the chain members are assigned an index number, which is used for
all the calculations between the members. In addition we calculate the variables
of the chain structure, such as its binding energy, and the accelerations of all the
member particles.
After all this preparatory work is done, we can start propagating the chain. The
system will be propagated for a given time, and it will print out all the particle data
after every given printing interval. The initial integration timestep for the whole
system is determined from the starting parameters. Appropriate timesteps for all
particle pairs in the system are calculated, and the smallest of these is chosen as the
starting timestep for the whole system.
Next we get to the main loop of the code. The system is integrated until the
target time is met. This starts with printing the data into a file if the output interval
has elapsed. After that we check for potential mergers between all the particles in
the chain. For a merger to happen at least one of the particles must be a black hole,
so stars cannot collide with each other. The collisions are checked simply by looking
through all the pairwise distances and merging particles that are close enough to
each other. This distance criterion is 6 times the Schwarzschild radius of the total
mass of the two particles. The merging preserves momentum and spin. If mergers
3.4. AR-CHAIN CODE OVERVIEW 61
Prepare test scenario
Initialize and
construct the chain
Propagate the chain until
target time has been reached
Output the state of
the system
Check for mergers, if
a merger happens
reconstruct the chain
Take a GBS step:
Use leapfrog to integrate with the
given number of substeps
Extrapolate the result at h=0 and
calculate the error
Start
Increase the substep
amount
Integration was a success,
reconstruct the chain if
necessary and integrate the
next time interval
Integration is
ﬁnished, output the
ﬁnal state of the
system
End
Yes
NoHas the target time
been reached?
Is the error smaller
than the tolerance
limit?
No
Yes
Figure 3.4: A simplified flowchart of how the standalone AR-CHAIN code progresses.
do happen, the chain needs to be reconstructed.
The actual propagation is done via the GBS algorithm. The amount of substeps
always starts at 2, and is incremented by 2 should the division not be sufficient. We
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start taking GBS substeps using leapfrog. The unpropagated chain is copied, and
this copy is then propagated. Since we do not at first know how many times we
need to do the propagation, this way we are able to do the propagations but still
have the original chain once we have sufficiently accurate propagation results. The
leapfrog uses the drift-kick-drift ordering described in equation (3.34)
After taking a step with leapfrog we do the extrapolation. The extrapolation
algorithm calculates values for the particles in the system assuming infinitely small
substeps, and also the error of these newly integrated values. The errors are com-
pared to the GBS tolerance, and if the error is small enough the integration has
been successful. If the error is deemed too large, we increase the number of substeps
and repeat the whole process of leapfrog and extrapolation again. If the maximum
number of substeps is reached and the error is still too big, then the total timestep
itself is reduced, and the same procedure of taking incrementally more substeps is
repeated. This is repeated until the error is small enough to satisfy the tolerance
level.
After the integration is done, we check if the chain structure needs to be updated.
The chain is stored in the order of indexing, so we want to keep the physically nearby
particles close to each other in the chain structure as well. We must check if there
are any pairwise distances in the system that are smaller than the smallest chained
distance. If that is the case, the chain structure needs to be reconstructed.
Finally, after the system has been integrated for the target time, the final state
of the system is outputted and the program is finished.
4. AR-CHAIN results
Two different kinds of simulations were run using the AR-CHAIN code to probe
different phases of the evolution of a binary black hole. First, a simple system
consisting only of a binary black hole was simulated to test the effects of the post-
Newtonian corrections on the lifetime of the binary system. Second, the evolution of
the binary affected by three-body interactions with stars was simulated to test how
these interactions shrink the semimajor axis of the binary and alter its eccentricity.
4.1 PN effects in a binary BH system
4.1.1 Binary setup
The initial conditions of the test binary were motivated by the blazar OJ 287, which
is considered to be a good candidate for a supermassive black hole binary (Lehto
and Valtonen, 1996; Dey et al., 2019). The basic setup for the test binary consisted
of black holes with masses of M1 = 1.4 × 1010M and M2 = 1.8 × 108M. The
initial semimajor axis of the binary was set to a = 11500 AU, its eccentricity was
set to e = 0.6, and the primary black hole was set to have a spin of s = 0.28 towards
the positive z-axis of the system. The secondary black hole was set to have no spin.
The inclination of the orbit of the secondary black hole was set to 45 degrees in the
xz-plane.
The simulations were run with three different PN term configurations. One
run had only the 2.5PN terms included, ignoring the lower and higher order terms.
Another run had all the terms up to 2.5PN included, and in the last run all the terms
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were included up to 3.5PN term accuracy. In addition, the effects of the spin were
taken into account in all of the integrations. The simulations were always allowed
to run until the eventual black hole merger.
The simulated results were compared against the theoretical lifetime of a binary
system shrinking due to the emission of gravitational waves. Based on equations
(2.74) and (2.75) that describe how the semimajor axis and eccentricity of the binary
change over time due to GW emissions, Peters (1964) derived an equation relating
a and e during the decay for a general case where e 6= 0:〈
da
de
〉
= 1219
a
e
[1 + (73/24)e2 + (37/96)e4]
(1− e2) [1 + (121/304)e2] . (4.1)
This differential equation can then be integrated to obtain an expression for the
semimajor axis as a function of the eccentricity:
a(e) = c0e
12/19
(1− e2)
[
1 + 121304e
2
]870/2299
, (4.2)
where c0 is determined by the initial condition a = a0 when e = e0.
Combining equations (4.2) and (2.75) gives us an equation for the time decay
of an eccentric system exactly:〈
de
dt
〉
= −1912
β
c40
e−29/19(1− e2)3/2
[1 + (121/304)e2]1181/2299
, (4.3)
where
β = 645
G3µM2
c5
. (4.4)
Equation (4.3) can then be integrated to give us an equation for the total lifetime
of the system as a function of the initial semimajor axis and eccentricity:
T (a0, e0) =
12
19
c40
β
∫ e0
0
e29/19[1 + (121/304)e2]1181/2299
(1− e2)3/2 de . (4.5)
For an arbitrary semimajor axis and eccentricity equation (4.5) needs to be
integrated numerically. It is of note that these equations take into account only the
2.5PN terms, so the simulations with different PN terms are expected to differ from
these analytical results.
The aforementioned initial conditions of the binary were altered in three ways
to test how they affect the time it takes for the black holes to merge. The other
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parameters were always kept fixed when changing one of the variables. Table 4.1
contains information on the number and run time of the simulations. First, the
initial semimajor axis of the binary was varied from 8000 AU to 14000 AU in 50 AU
steps, and these results are shown in figure 4.1. Second, the initial eccentricity of
the system was varied from 0.3 to 0.8 with 0.01 steps, and these results are shown
in figure 4.2.
Finally, the mass ratio of the black holes was varied from 0.0063 to 1 with 100
logarithmically equally spaced points, and these results can be seen in figure 4.3.
A logarithmic scale is used because the lifetime of the system drops rapidly as the
mass ratio approaches unity. The total mass of the system M = 1.418 × 1010M
was kept constant throughout. As reference, the default mass ratio of the system is
M2/M1 ≈ 0.013.
Variable Limits Numberof runs
Default setup
run time
Shortest
run time
Longest
run time
a
From 8000 AU
to 14000 AU 121
31 min
12 min 46 min
e From 0.3 to 0.8 51 3 min 75 min
q From 0.0063 to 1 100 1 sec 33 min
Table 4.1: The limits for the altered variables, number of runs done for each variable, the
approximate amount of computation time the default setup took to run as reference, and the
approximate amount of time the shortest and the longest of each type of run took. All of these
times are for the 3.5PN term case. The runs were repeated for all 3 of the different PN term
configurations. The computational time required correlates with the lifetime of the system, so the
only 2.5PN and up to 2.5PN term cases were overall slightly faster. All of these simulations were
run as serial code on a Linux server provided by the University of Helsinki.
4.1.2 Evolution of the binary
All of the results behave as expected. Based on equations (2.74) and (2.75) we
know that the emission of GWs increases strongly as the semimajor axis of the
binary system gets smaller and when the eccentricity is high. Thus the lifetime of
the binary decreases as well, since energy is transmitted away from the system at a
higher rate. In both of these equations the value of the reduced mass depends on the
mass ratio of the black holes. The larger the mass difference, the smaller the value.
Thus the change in the semimajor axis is smaller and the system decays slower when
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Figure 4.1: The physical time in years it takes for a black hole binary to merge as a function of
the initial semimajor axis of the system. These runs correspond to the setup on the first row of
table 4.1.
the masses of the black holes differ greatly. The physical reasoning for this is that
if one of the black holes is comparatively very light, the more massive black hole
causes most of the distortion in the surrounding spacetime, so the situation is more
akin to a test mass orbiting a black hole, instead of gravitational fields of two equally
massive black holes interacting with each other very strongly. As can be seen from
the results, the slope of the lifetime of the system decreases as the semimajor axis
gets smaller, eccentricity gets higher, and as the mass ratio approaches unity. This
too follows from equations (2.74) and (2.75). Since, for example, when the initial
semimajor axis gets smaller, the difference in the initial change gets smaller as well
due to the 1/a3 term.
The analytical results accurately match the simulated results where only the
2.5PN terms were used, showing that the simulation code does indeed accurately
model a black hole binary system at these scales. The simulations with up to 2.5PN
and 3.5PN terms differ from the analytical results as expected. In the 2.5PN case
the lifetime of the system is consistently much shorter than in any of the other cases,
and conversely in the 3.5PN case the lifetime is consistently longer. This may at first
seem counterintuitive, since the later PN terms include more dissipative terms, so
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one could imagine that the lifetime would decrease. However, the ways the different
terms interact with each other affect the system more intricately. The corrections
to the dissipation might directly decrease its efficiency instead of increasing it, if the
additional terms are anti-dissipative.
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Figure 4.2: The physical time in years it takes for a black hole binary to merge as a function
of the initial eccentricity of the system. These runs correspond to the setup on the middle row of
table 4.1.
While the PN terms before 2.5 do not directly affect the magnitude of the
secular changes in semimajor axis and eccentricity, they do change the dynamics of
the entire system (Merritt, 2013). For example, as mentioned in section 2.5.3, the
1PN terms cause precession in the periapsis of the system, which also invariably leads
to slightly altered orbital velocities. As all of the PN terms have factors that depend
on the velocity, a small change can cause a large effect to the overall behaviour of
the system. Berentzen et al. (2009) found similar results in their simulations. Using
all PN terms up to 2.5 resulted in much faster coalescence compared to using only
the 2.5 terms. Similarly Mannerkoski et al. (2019) noted that the analytical models
for the binary decay noticeably differ from simulated experiments with 3.5PN terms.
The 3.5PN terms are dissipative like the 2.5 terms, meaning that they directly
affect the amount of energy radiated away from the system. The combined effects
of the additional terms however cause the system to decay much slower than the
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Figure 4.3: The physical time in years it takes for a black hole binary to merge as a function of
the mass ratio of the system. These runs correspond to the setup on the final row of table 4.1.
up to 2.5PN case. On average the lifetime of the system is slightly longer than the
analytical only 2.5PN case, a stark difference compared to the up to 2.5PN case.
This exemplifies the fact that the PN expansion is highly non-linear, and the results
are very different for different terms. For example, when compared to a Taylor ex-
pansion, where additional terms generally cause the results to be more accurate and
approach the analytical solution, different PN terms can for example have different
signs, causing the additional terms to affect the results in a hard to predict manner.
The situation becomes ever more complex if more PN terms are taken into account.
At 4PN term level the so called memory effect becomes relevant, which implies a
permanent change in spacetime as a gravitational wave passes through it, e.g. test
masses of a GW detector experience a permanent relative displacement after the
passage of a gravitational wave (Blanchet, 2014). Fully calculating the effects of
this effect would require the knowledge of the whole history of a binary system,
since all the changes in the past affect the state of the system in the future. Thus
using 4PN terms is not feasible in practice.
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4.2 Scattering experiments on a binary BH
Next we perform scattering experiments where individual stars are launched towards
a binary black hole, and we measure the effects of the three-body interactions on
the binary. These experiments mostly follow the description laid out in Sesana et al.
(2006).
4.2.1 Scattering setup
We start by considering a binary with mass M = M1 + M2, where M2 ≤ M1. The
binary has a reduced mass of µ = M1M2/M , mass ratio of q = M2/M1, eccentricity
e, and semimajor axis a. The binary orbits in the xy-plane, and the stars that will
interact with the binary have a mass of m∗. If the stars are light (m∗  M2), the
problem can be simplified by setting the resting center of mass of the binary at the
origin of the coordinate system. For single binary-star interactions we can define an
approximated dimensionless energy exchange parameter for the star C and angular
momentum change parameter B (Hills, 1983):
C = M2m∗
∆E
E
, (4.6)
and
B = −M
m∗
∆Lz
Lz
, (4.7)
where ∆E/E is the increase (or decrease if negative) in the orbital binding energy
E = −GM/(2a), and ∆Lz/Lz is the change in the orbital specific angular momen-
tum Lz =
√
GMa(1− e2). The conservation of total energy and angular momentum
gives us an expression for the change of the eccentricity of the system
∆e = (1− e
2)
2e
2m∗
M
(B − C) . (4.8)
Thus the parameter C tells us how the energy of the binary changes during three-
body interactions with stars, i.e. if C is positive the star takes energy away from
the system and the binary shrinks. Similarly the parameter B − C can be used to
calculate how the eccentricity of the system changes due to the three-body scattering.
If B−C is positive, the eccentricity of the binary increases, and if it is negative the
binary becomes more circular.
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The approach of the star is always randomized, and for that we need several
variables. These different variables and their ranges are summarized in table 4.2.
A significant exchange of energy (C > 1) occurs only when v/Vc < (M2/M)1/2,
where v is the initial speed of the star and Vc = (GM/a)1/2 is the binary orbital
speed, which is the relative speed of the black holes if the binary is circular (Sesana
et al., 2006). The initial speed of the star is randomly selected in the range of
3× 10−3(M2/M)1/2 < v/Vc < 30(M2/M)1/2 from 80 logarithmically equally spaced
points.
Variable Range Linear orlogarithmic
v
Between 3× 10−3(M2/M)1/2Vc
and 30(M2/M)1/2Vc
Log
rp
Between 2× 10−3a
and 2a Log
θ Between 0 and pi Lin
φ Between 0 and 2pi Lin
ψ Between 0 and 2pi Lin
Table 4.2: List of the random variables for each scattering event, the ranges they were chosen
from, and whether the selection was linearly or logarithmically uniform.
The pericenter distance rp of the incoming star is related to its impact parameter
b via
b2 = r2p
(
1 + 2GM
rpv2
)
. (4.9)
We are interested in probing the most energetic interactions, i.e. those where the
star passes close by to the binary, thus the star pericenter distance is randomly
sampled from a logarithmically equal distribution in the range between 2 × 10−3a
and 2a, and the impact parameter is calculated with this value and the selected
velocity.
Finally, three different angles are needed to determine the direction and orien-
tation of the orbit of the star. The angles θ and φ define the initial position of the
star as seen from the center of mass of the binary system, and thus they determine
the direction of the orbit. The angles are randomly selected from the ranges [0, pi]
and [0, 2pi] respectively. The angle ψ as seen from the star tells which way around
the center of the system the star will approach, thus giving the orientation of the
orbit. It is randomly selected from the range [0, 2pi].
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With these five variables it is possible to fully determine the orbit of the star.
The starting velocity for each star is determined at infinity, i.e. extremely far
away from the binary. The star is then analytically moved to a distance of ri =
(107µ/M)1/4a along a hyperbolic orbit, with the center of mass of the binary used
as a point mass. At this distance the quadrupole moment of the binary is still
around 10 orders of magnitude smaller when compared to the total force acting on
the star when it is only one semimajor axis away from the binary (Sesana et al.,
2006). It is at this point that the actual integration starts.
Not all of the simulated stars are ejected from the system, thus there needs to
be a few different end conditions for the simulation to ensure that stars that end up
on bound orbits are not simulated ad infinitum. The integration is stopped once one
of the following conditions is met: (a) the star escapes the sphere of radius ri with
positive total energy; (b) the integration reaches 106 time steps; or (c) the physical
integration time exceeds ∼ 1.5 × 107 years. Only stars that are ejected from the
system within the time limits are taken into account in the results. Table 4.3 shows
that condition (c) was never actually met, as all the runs hit the time step limit
before the physical time of the system reached its limit. It also shows how much
physical time it took for the simulation to end if the star ended up on bound orbit.
Mass
ratio
Number
of
scattering
runs
Amount
of
bound
stars
Run time
for
escaped
stars
Run time
for
bound
stars
Bound
end
physical
time
1 105 1.5% 2.1 s 40 s 4.7× 105 yr
1/3 105 2.2% 2.2 s 41 s 4.8× 105 yr
1/9 105 3.2% 2.6 s 46 s 8.6× 105 yr
1/27 105 6.5% 3.7 s 50 s 1.7× 106 yr
Table 4.3: The number of runs, the average amount of these runs that ended on bound orbits
and thus did not escape, the average run times of single scattering events for stars that did and
did not escape, and the average end physical time of the system if the star did not escape (i.e. the
simulation was run for 106 time steps), all for the different mass ratios that were used. Each mass
ratio was run with four different eccentricites (e = 0.01, e = 0.3, e = 0.6, and e = 0.9) for a total
of 16 different configurations, but the change in eccentricity did not have a major impact on the
amount of stars that ended up on bound orbits, or on the run time of the system. Just like the
PN term simulations, all of these simulations were run as serial code on a Linux server provided
by the University of Helsinki.
In addition to the randomized variables, the system has several predefined pa-
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rameters. The total mass of the black holes M was selected to be 2 × 107 M, i.e.
each of the black holes is 107 M if they are of equal mass. The mass of the star
m∗ was chosen to be a realistic 1 M. The semimajor axis of the binary was set
to 0.1 parsec, small enough that the binary can be safely said to be hard, i.e. the
semimajor axis of the binary is below the limit ah ≡ Gµ4σ , where σ is the velocity
dispersion of the surrounding stars (Merritt, 2013).
4.2.2 Scattering results
A total of 16 different scattering experiment runs were performed on a binary with
mass ratios q = 1, 1/3, 1/9, and 1/27, and eccentricities e = 0.01, 0.3, 0.6, and 0.9.
Each run involves 105 stars. The state of the system was outputted at the start and
end of each scattering event, and the values of C and B−C were calculated for each
event. The state of the binary was reset after each event, so the overall evolution of
the system was not measured. Table 4.3 shows run times for the different scattering
runs. It is of note that there was not much difference in run times for the runs
where only the eccentricity was changed. Only changing the mass ratio caused a
noticeable difference.
The data was plotted against a rescaled dimensionless impact parameter x as
defined in Quinlan (1996):
x ≡ b/b0 , b20 = 2GMa/v2 , (4.10)
where b0 is approximately the impact parameter corresponding to rp = a if gravita-
tional focusing is important, i.e. if the second term in the equation for the impact
parameter (4.9) dominates over the r2p term. The data was binned to 30 logarithmi-
cally equal bins, and the results were averaged over these bins to obtain the averaged
energy exchange 〈C〉 and eccentricity change 〈B − C〉.
4.2.3 Equal mass binary
In figure 4.4 we show 〈C〉 and 〈B − C〉 for the different eccentricities e = 0.01, 0.3,
0.6, and 0.9 for an equal mass binary, i.e. q = 1. Figure 4.5 has the same results
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but with one standard deviation error limits included. The deviations are of the
similar size for all of the mass ratios and their size makes it difficult to distinguish
the average values, so they are left out from the other plots for clarity. The broad
distribution can be explained with the stellar population that the test stars were
drawn from. The wide range of initial speeds and angles of approach mean that
some of the stars were able to interact with the binary much more energetically
than happens on average, causing a wide spread in the results. Figures 4.6, 4.7, and
4.8 show the values for 〈C〉 and 〈B − C〉 for binaries with q = 1/3, 1/9, and 1/27
respectively.
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Figure 4.4: The averaged energy exchange <C> and eccentricity change <B-C> as functions of
the rescaled dimensionless impact parameter x ≡ b/b0 for equal mass black holes (q=1).
As can be seen from the upper part of figure 4.4, for a circular equal mass
binary 〈C〉 has a peak around x ≈ 0.5, which is the distance at which each of the
binary members orbit the center of mass, which then tapers off to around 0.5 at
very small impact parameters. As the eccentricity gets higher the peak becomes less
sharp while 〈C〉 rises at smaller values of x. At e = 0.9 〈C〉 is almost monotonic
at small impact parameters, since stars that approach close to the center of mass
of the binary interact with it at their pericenter which is when their speed is at a
maximum, resulting in a large energy exchange. At all eccentricities 〈C〉 goes quickly
towards 0 as x becomes larger than 1, since the farther away from the binary the
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star passes, the less strongly it interacts with the system.
−2
0
2
4
<
C
>
e = 0.01
e = 0.3
e = 0.6
e = 0.9
0.10 1.00
x
−7.5
−5.0
−2.5
0.0
2.5
5.0
7.5
10.0
<
B
-C
>
Figure 4.5: Same as figure 4.4 but with one standard deviation limits included as coloured
contours.
In the lower half of figure 4.4 we see that the eccentricity change 〈B − C〉 for
circular binaries is zero independent of impact parameter, meaning that a circular
binary always remains circular. For larger eccentricities there is a positive peak in
〈B − C〉 near the impact parameter that corresponds to the distance at which the
black holes are orbiting the center of mass. This peak increases with eccentricity.
Conversely, as the impact parameter gets smaller the stars cause a slight decrease
in eccentricity whose effect also grows with eccentricity. So the more eccentric
the binary is to begin with, the larger effect the stars have on the eccentricity.
This can be explained with the equation for the orbital specific angular momentum
Lz =
√
GMa(1− e2) =
√
GMa(1 + e)(1− e). Since Lz ≈ 0 when e ≈ 1, at high
eccentricities any change will have a proportionally larger effect on the angular
momentum.
For an equal mass binary the results for 〈C〉 agree well with those of Sesana
et al. The shapes of the lines for different eccentricities are very similar. The
absolute values of the averages are slightly higher in their study, but taking into
account the error limits in figure 4.5, the differences are insignificant. Similarly, for
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the eccentricity change 〈B − C〉 the results agree with the results of Sesana et al.
Circular binaries do not experience any change in eccentricity, and the more eccentric
the binary is, the larger of an effect the scattering events have on the binary.
4.2.4 Unequal mass binaries
From the upper halves of figures 4.6, 4.7, and 4.8 we see that for circular binaries
of unequal mass, the peak in 〈C〉 that already appeared for an equal mass binary is
more pronounced as 〈C〉 becomes almost constant quickly at smaller impact param-
eters. As the difference in the masses of the binaries gets bigger, the peak also moves
towards larger x, as the less massive binary orbits the more massive central body at
farther distance compared to an equal mass system. A stark difference to the equal
mass binary is that for other mass ratios, the values of 〈C〉 at smaller values of x
become much more uniform for all eccentricities. In addition, the absolute values of
the averages are higher than in the equal mass case.
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Figure 4.6: The averaged energy exchange <C> and eccentricity change <B-C> as functions of
the rescaled dimensionless impact parameter x for black holes with a mass ratio q = 1/3.
We can see from the lower parts of figures 4.6, 4.7, and 4.8 that just like for
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an equal mass binary, the eccentricity change 〈B − C〉 for circular binaries is zero
independent impact parameter for all mass ratios, so even with unequal mass black
holes a circular binary will remain circular.
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Figure 4.7: The averaged energy exchange <C> and eccentricity change <B-C> as functions of
the rescaled dimensionless impact parameter x for black holes with a mass ratio q = 1/9.
Similarly to the equal mass case, for larger mass differences there is a peak in
〈B − C〉 at the impact parameter that matches the distance of the smaller black
hole. The magnitude of the peak grows with eccentricity. However, with larger mass
differences 〈B−C〉 at smaller impact parameters is not always negative. Encounters
at small impact parameters can even slightly increase the eccentricity. Though with
high eccentricity 〈B − C〉 tends to still be negative at small impact parameters.
Aside from circular binaries, there is a slight decrease in eccentricity for all mass
ratios and eccentricities, before 〈B − C〉 tends towards 0 as the impact parameter
gets larger.
As with the equal mass binary, the results for different mass ratios agree quite
well with the results of Sesana et al. The rough shapes of the plots and how the
lines for different eccentricities compare to each other match their results. They also
noted the effect that unequal mass binaries with larger than zero but not too high
eccentricity could experience a slight gain in eccentricity from scattering events with
4.2. SCATTERING EXPERIMENTS ON A BINARY BH 77
0.0
0.5
1.0
1.5
<
C
>
e = 0.01
e = 0.3
e = 0.6
e = 0.9
0.10 1.00
x
−2
−1
0
1
2
3
<
B
-C
>
Figure 4.8: The averaged energy exchange <C> and eccentricity change <B-C> as functions of
the rescaled dimensionless impact parameter x for black holes with a mass ratio q = 1/27.
stars that had small impact parameters. Though it should be noted that Sesana
et al. only included the 〈B −C〉 results for mass ratios 1 and 1/9, so the other two
mass ratios cannot be directly compared. Like with the equal mass binary, Sesana
et al. found the absolute values of 〈B − C〉 to be slightly farther away from 0 than
compared to figures 4.6, 4.7, and 4.8.
One noticeably different result however is that for the 1/9 mass ratio binary,
Sesana et al. show a much more spread out peak near x = 1 compared to the one
visible in 4.7. This and the previously mentioned differences in the absolute values of
the averages can most likely be explained with slightly different starting parameters
for the system, which were not explicitly specified in Sesana et al. Their runs also
had 4 × 106 stars each, compared to the 105 runs used for the figures shown here,
allowing for much greater accuracy in probing the different initial star speeds and
orbit orientations. The larger number of runs also explains their much smoother
and higher resolution curves.
5. Conclusions
In this thesis I have reviewed the basic properties of black holes and several numerical
and computational methods that are used to be able to simulate black holes and
their surrounding areas to a very high accuracy. I ran a total of 816 simulation
runs of a coalescing black hole binary with different starting conditions, including
PN terms, to determine how these factors affect the dynamics and thus the lifetime
of a binary system. I also ran a total of 1.6 × 106 simulations of a star scattering
from a binary black hole via three-body interactions, to test how these interactions
affect the binary system. Such interactions play an important role in the evolution
of black hole binaries on their way to coalescence. The mass ratio and eccentricity
of the binary were varied to test the effects on different kinds of binaries.
The simulations were all run using the algorithmic regularization chain, or
AR-CHAIN, method. This method combines algorithmic regularization, which is
used to circumvent the troublesome collisional singularities present in the Newto-
nian equations of motion, with the chaining of simulated particles, which allows for
more precise numerical calculations by minimizing the round-off errors caused by
calculating with floating point numbers.
The simulations of binary black holes to test PN terms included several different
configurations. These were only 2.5PN terms, up to 2.5PN terms, and up to 3.5PN
terms. These were also compared to an analytical formula for only 2.5PN term
effects. The only 2.5PN term simulation results agree almost identically with the
analytical results, showing that the simulation code provides an accurate method
for simulating black holes to very small separations. The up to 2.5PN and up to
3.5PN term simulations exemplify the highly non-linear nature of the PN expansion
scheme, as these results noticeably differ both from the only 2.5PN term analytical
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result and from each other. In the up to 2.5PN term case the inclusion of lower order
non-dissipative terms causes the higher order dissipative terms to behave differently
than when they are only used by themselves. In the 3.5PN term case the inclusion
of more dissipative higher order terms causes the system to decay much slower
compared to the up to 2.5PN term case where only lower order terms are used.
As fully general relativistic methods are very computationally difficult and ex-
pensive, approximations such as the PN expansion are very useful tools in large-scale
galaxy simulations. The situations simulated in this thesis are very simplistic how-
ever, containing only black holes and nothing else. It would be essential to be able
to simulate a more realistic system, for example by including gas that could accrete
onto the black holes to form accretion disks. To this end there are efforts at the
Theoretical Extragalactic Research Group at the University of Helsinki to modify
the simulation code to allow for gas runs, which will make the code even more useful
in the future.
The scattering simulations were mostly done by following the example set by
Sesana et al. (2006) in their study. The results in this thesis agree well with the
results of Sesana et al. The shapes of the plots for the energy change and angu-
lar momentum change were all similar to those in Sesana et al. Some differences
were apparent however. The absolute values of the energy and angular momentum
changes in my simulations were consistently slightly closer to zero, so the interactions
were not as energetic as in Sesana et al., and in their study the angular momentum
change had much more spread out peaks for unequal mass binaries. These differ-
ences most likely originate from differing initial conditions for the system, and from
the lower amount of runs in this thesis. With more time it would have been useful
to run a larger number of simulations to better probe the chosen stellar population
and its effects on the binary.
Three-body interactions play a major role in the evolution of black hole bi-
naries, and studying how exactly this evolution happens is useful in developing
semi-analytical models for this phase in the lifetime of the black holes. The stellar
population used for the simulations in this thesis was quite arbitrary, e.g. all the
stars had the same mass. For more realistic results on how a black hole binary
might evolve in an actual galaxy, it would be ideal to have more information on the
surrounding stellar population: the masses of the stars, and at what velocities the
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stars generally approach the binary and from which angle.
Both types of simulations done in this thesis are very useful tools for probing and
studying the different phases in the evolution of a black hole binary. In the future
more realistic and accurate results can be achieved by using improved simulation
tools and better initial conditions for both the black holes and their surroundings.
The more accurately the dynamics of supermassive black holes can be simulated and
determined, the better we can study their effects on galaxies, and the better we can
understand their formation and evolution in the Universe.
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