The responses of adjacent neurons in inferior temporal (IT) cortex carry signals that are to a large degree independent (Gawne and Richmond, 1993). Adjacent primary visual cortical neurons have similar orientation tuning Wiesel, 1962,1968), suggesting that their responses might be more redundant than those in IT. We recorded the responses of 26 pairs of adjacent complex cells in the primary visual cortex of two awake monkeys while using both a set of 16 bar-like stimuli, and a more complex set of 128 two-dimensional patterns. Linear regression showed that 40% of the signal variance of one neuron was related to that of the other when the responses to the bar-like stimuli were considered. However, when the responses to the twodimensional stimuli were included in the analysis, only 19% of the signal variance of one neuron was related to that of the adjacent one, almost exactly the same results as found in IT. An information theoretic analysis gave similar results. We hypothesize that this trend toward independence of information processing by adjacent cortical neurons is a general organizational strategy used to maximize the amount of information carried in local groups.
A previous study in IT cortex (Gawne and Richmond, 1993) showed that adjacent neurons shared only about 20% of their information. However, the organizational principles in IT cortex are not well understood, so this did not seem surprising. In contrast, the organization of primary visual cortex is well known. Adjacent neurons there have strong responses to bars or edges of similar orientation Wiesel, 1962,1968 ). Thus, it seems possible, perhaps even likely, that the relationship of adjacent neurons in primary visual cortex is fundamentally different from that which we found in IT.
The experiments presented here were designed to compare the results from IT cortex with those found in primary visual cortex, and to simultaneously compare the responses obtained with Walsh patterns to the classical orientation tuning results obtained with oriented bars. As expected, the responses of adjacent neurons to the bar-like stimuli had peak responses to stimuli with small orientation differences, as described by Wiesel (1962, 1968) . However, when using the richer set of the Walsh patterns, we found that adjacent neurons in primary visual cortex shared nearly the same amount of information as found in IT cortex. Therefore, while undoubtedly true that IT cortex is performing functions that are very different from those in striate cortex, in a fundamental sense the same organizational principles must apply to both.
Materials and Methods
Under surgical anesthesia, using standard sterile surgical techniques, two rhesus monkeys were prepared for chronic single-unit recording, with a plastic recording chamber implanted on top of the head immediately over the superior portion of striate cortex. A coil of Tefloncoated stainless steel wire was implanted under Tenon's capsule of one eye, which allowed eye position to be continuously and accurately monitored via the magnetic field/search coil technique (Robinson, 1963; Judge et al., 1980) . The monkeys were trained to fixate on a spot of light, and were given juice rewards for keeping their eyes within ± 0.5° of the fixation point. The monkeys initiated trials by moving their eye position into the region. After 250 msec, the fixation point was extinguished and the stimulus was presented for a duration of 267 msec. Following the presentation of the stimulus, there was a 500 msec delay period during which the fixation point reappeared. The receptive fields of the complex cells we recorded were 5-7° eccentric from the fixation spot, and roughly 1.5 X 2° in extent. The receptive fields were mapped by manually moving black and white bars on the video screen, and the optimal position and orientation were determined. A neuron was classified as complex if its responses to black and white bars were roughly equal and relatively constant across the receptive field (Hubel and Wiesel, 1962) .
The stimuli were 2 X 2°, centered on the receptive field of each neuron. The visual stimulus set contained two classes of black and white patterns formed in an 8 X 8 grid: (1) bar-like stimuli that spanned eight orientations, and (2) two-dimensional stimuli based on Walsh functions (Fig. 1) . The luminance was 0.86 cd/m 2 for the black, 9.54 cd/m 2 for the white, and 3.28 cd/m 2 for the gray background. Thus, the contrast was 48% for the white bars, 58% for the black, and 83% between the black and white pans of the walsh patterns. The stimulus set was shuffled after each cycle of presentation, and then presented again in the new order. Each stimulus was presented at least 10 times.
Multiunit Separation
The action potentials from neuronal pairs were separated from a single microelectrode using principal component decomposition (Abeles and Goldstein, 1977; Gawne and Richmond, 1993) . The signal from the microelectrode was filtered to pass only frequencies in the range of 500 to 10,000 Hz, and then sampled with a digital signal processing system (Communications, Automation, and Control DSP32C with type 5339 A/D converter, Allentown, PA). The analog voltage was sampled at 30 kHz. The spike sorting was activated when the sampled voltage crossed a threshold; 30 data points were then acquired, including the 8 that immediately preceded the threshold. The data for the first 40 threshold-crossing signals were saved and the principal components were extracted. Thereafter, signals crossing the threshold were decomposed into their principal components, and the coefficients of the first and second principal components were plotted against each other. When the shapes of the action potential waveforms from two such signals were sufficiently different, the plots showed clearly defined clusters of points. We placed boxes around these clusters, and spikes with a decomposition that resulted in points lying in these boxes were counted as coming from one neuron. Spike times were recorded to an accuracy of 1 msec. Only results from well-separated pairs of neurons were used in this study. If there were no clearly distinct clusters, the electrode was slowly advanced until there were.
Response Quantification
We wished to quantify both the strength and variation over time of the neuronal responses. Using the actual times of spike occurrence would have resulted in too many degrees of freedom for the amount of data that we could acquire with our experimental paradigm. Therefore, the same basic technique of principal components analysis that we used to analyze spike shapes was used to quantify the response of a neuron to a visual stimulus. Principal components were used because these are an efficient means of representing both the total number of action potentials (spike count) and their variation over time . In practice, the data were first converted to a spike density waveform by convolving each spike with a gaussian pulse of CT = 6 msec, an optimal width for striate cortex (Heller et al., 1995) . This yields a low-pass filtered estimate of the probability of spike occurrence over time, 3 dB cutoff 20 Hz (Ahmed and Rao, 1975; Silverman, 1986) . A 256 msec interval starting 30 msec after the stimulus appearance was then resampled into 64 evenly spaced samples, for instance, every 4 msec, and the principal components were extracted. Because the shortest latency that we observed with these stimuli was slightly more than 30 msec, and because the off responses were similarly delayed, the off responses did not fall within the analysis window and thus were not represented in our measures. We used the first five principal components in our analyses. These accounted for 0.76 ± 0.01 (SE) of the total variance of the low-pass filtered responses. The coefficient of the first principal component was strongly correlated with the spike count as determined from the same interval of time, r = 0.92 ± 0.01 (SE); in this article we will use the first principal component as a measure of the response strength. The coefficients of the principal components are guaranteed to be uncorrelated, and so the other principal components measure primarily parts of the response over time that are not a function of the response strength.
Signal and Noise
To determine how the responses carried by adjacent neurons were related, we first separated the responses of a neuron into signal and noise. We denned the signal carried by a neuron to be the average response to each stimulus, and the noise to be the residual difference between the signal (i.e., the average response) and the response to each individual trial. Of course, what we define as "noise" may prove to have an important function in some other context; nevertheless, it is a part of the neuronal response that cannot as yet be related to the stimulus; thus, in the context of this study it is noise.
The relationship between the signals carried in the responses of adjacent neurons can be quantified by linear regression. As a separate operation, the relationship between the noise in the responses of adjacent neurons can also be quantified by linear regression. We first determined how well the first principal component of the response of one neuron (essentially the response strength) could predict the first principal component of the adjacent one. We also determined how well the first five principal components of the responses of one neuron (the response strength and variation over time) could predict the first principal component of the adjacent one.
For the bar-like stimuli we were not able use the first five principal components of one neuron's responses to predict the first principal component of the adjacent one, because there were not enough stimuli to make this comparison meaningful. There were only 16 of these stimuli; and for many neurons the responses to the black and white bars were similar. Indeed, if we are interested in orientation alone, there were only eight of them. When using the coefficients of the first five principal components of one neuron to predict the responses of the adjacent neuron to such a limited number of conditions, high correlations can be achieved regardless of the underlying relationships. For example, if there were only five stimuli, then five coefficients could exactly fit the data regardless of whether there was any real underlying relationship.
The relationship between the noise in the response of one neuron and that in the response of an adjacent one can be explored with a limited stimulus set. However, determining the relationship of the signals carried in the responses of adjacent neurons requires a more extensive set of stimuli. If only two stimuli are used, regression of the signal carried by one neuron with the signal carried by its neighbor will always be perfect, because two points exactly determine a straight line. It is only with a large number of different stimuli that it is possible to determine whether two neurons carry similar or different signals.
Information Theory
We also carried out an information theoretic analysis, which is based only on the probabilistic relation between the responses of the neurons and thus can detect nonlinear relations that linear regression cannot. Information theory quantifies how well a set R of responses r allows us to discriminate among a set of stimuli 5, given by
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where S is the set of stimuli s and R is the set of responses r. The brackets represent an average over the response distribution. P(s) is the a priori probability of stimulus s, and P(s\f) is the conditional probability of stimulus s given that response r occurred. While the calculation of information is in principle quite simple, in practice, difficulties in accurately estimating the conditional probabilities can • result in a significant bias. Therefore, we estimated the transmitted information using a neural network-based technique that tests for bias using cross-validation (Kjaer et al., 1994) . We used this information theoretic measure to investigate the relationship of the responses of adjacent neurons by calculating the information from the responses of each neurons separately, and then from both considered together, that is, jointly. We denned a measure where /,, and I B are the information about the stimulus set carried by neurons A and B, and I AB is the information carried by both neurons jointly. In calculating the joint information, for each trial the response of one neuron is appended to the response of the other one, creating a new response vector with twice as many dimensions as for a single neuron.
If two neurons are independent, the information carried by the neurons considered jointly will be equal to the sum of the amounts of information carried by each one considered alone, and J will be 1. If the amount of information carried by the two considered toCerebral Cortex May/dun 1996, V 6 N 3 483 Figure 2 . Responses of one pair of adjacent neurons, A and B, to the black and white bars. Shown are the raster plots, where each horizontal row of dots represents the times of spike occurrence for one stimulus presentation. Immediately above each raster plot is a spike density plot of the same data, where each spike has been convolved with a Gaussian pulse and then averaged into a smooth waveform. While the two adjacent neurons yield maximal responses to bars of similar orientations, the tuning curves are not identical.
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gether is less than the sum of the information carried by each one considered alone, then there is redundant information. In this case,/ will be less than 1, equaling 1/2 if the responses of the two neurons carry identical information. If the information carried by the two considered together is greater than the sum of the amounts of information carried by each neuron considered alone, a joint code, then/ is greater than 1.
The neuronal responses were not separated into signal and noise for the information theoretic analysis because information theory makes direct use of all of the responses to determine the probability that a particular stimulus was presented given any individual response. It has been previously verified that this method is sensitive enough to distinguish between these different possibilities with data of the number of trials and variability that we see here CGawne and Richmond, 1993).
It is important to ensure that the amount of information calculated from each neuron is significantly below the total amount of information that is available in the stimulus set. For example, if there are only rwo stimuli, there is only one bit of information available. If under these conditions the responses of one neuron carry close to a bit, then no more may be carried no matter how many more neurons are examined, because there is nothing left to learn about the stimulus set. For this experiment there were 144 equiprobable stimuli, and thus 7.17 bits of information would be required to exactly specify them. On average, each neuron transmitted 0.38 ± 0.04 (SE) bits of information using both the magnitude and the temporal modulation of the response. Therefore, the results of this study were not biased by a stimulus set so limited that it exerted a ceiling effect upon the data.
Cross-correlation
We also calculated the cross-correlation of the spikes in the responses of our pairs of neurons within a range of ± 50 msec (Perkel et al., 1967; Gawne and Richmond, 1993). We calculated a control cross-correlogram by shuffling the neuronal responses for each stimulus before performing the calculations. We applied the Wilcoxon signed rank test to these data over the same ± 50 msec interval for all 26 pairs of neurons.
Results
When the bar-like stimuli were presented, the two neurons of each of the 26 pairs that we recorded were tuned to similar, although not always the same, orientation (Fig. 2) . As seen before, we found differences in orientation tuning between stimuli of opposite contrast for a single neuron, Figure 3 ( Richmond et al., 1990) . On average, the difference in peak tuning between two adjacent neurons was 15.6 ± 0.3 (SE) degrees for the white bars, and 15.4 ± 0.4 degrees for the black bars. The difference in peak orientation between black and white bars for the same neuron was 19.1 -0.6 degrees.
When the more complex two-dimensional patterns were used, we could not see any clear relationship between responses of adjacent neurons, as shown for one neuron in Figure 4 . Sometimes both neurons respond strongly, sometimes both respond weakly, but just as often one responds strongly while the other one responds weakly. This can be more clearly seen in Figure 5 , where the coefficient of the first principal component of one neuron is plotted against that for the adjacent one. For the set of bars there is a tendency for the responses of the two neurons to covary. When the richer set of two-dimensional patterns is included, the relationship between them is much weaker.
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Linear Regression
When only the bars were used, the response strength (the first principal component) of one neuron accounted for an average of 40% of the variance of the response strength of the adjacent one (Fig. 6 ). When the full stimulus set was used, only 19% of the signal response strength of one neuron could be accounted for by the strength of the adjacent one. In contrast, on average only 5% of the noise variance of one neuron could be accounted for from the noise of the adjacent one, regardless of •which stimulus set was used. In other words, if for one particular trial a neuron gave a response that was larger than usual for that particular stimulus, this knowledge would have been only marginally useful for predicting whether the adjacent neuron would show a larger or smaller response than usual. Using the coefficients of the first five principal components (magnitude plus temporal variation) of one neuron to predict the coefficient of the first principal component of the adjacent neuron did not change the results, as shown in Figure 6 . The neuronal responses had a large degree of variability. The ratio of the variance of the signal to the variance of the noise (i.e., the signal/noise ratio) for each neuron was on average 0.55 ± 0.16 (SE). Thus, on average, the noise term had slightly less than twice as much variance as the signal. We could have recorded from two neurons with similar response properties, but the combination of the variability of the responses and a limited sample size could have misled us into believing that the neurons really had quite different properties. Alternatively, the neurons could have had completely different response properties, but chance and a limited sample size could have made us conclude that there was in feet some relationship.
To control for these two possibilities, we first resampled the data with replacement twice for each neuron, thereby producing two sets of data. When the number of trials is large enough (and that will depend upon many factors, including the amount of variability, the number of stimuli, etc.) all of the variance of the signal from one data set will be predictable from the signal in the other. For our resampled data a mean of 81 ± 3% of the variance of the signal in one data set could be predicted from the other, compared to the 19% we found with the data from the actual pairs of neurons. Thus, the weak relationship of the signals carried by adjacent neurons that we found in our study is not due to a combination of random variability and a limited sample size obscuring an amount of correlation that is really much greater.
For the other control, we shuffled the responses of both pairs of neurons separately, breaking the relationship between the two neurons, and performed linear regression. In this case only 2.0 ± 0.9% of the signal variance in one neuron could be accounted for by the signal in the adjacent one. Although this result is greater than zero, it is much less than the 19% that we actually found; thus, the degree of correlation that we found could not have been caused by neurons that were really uncorrelated but appeared to be correlated because of our limited sample size.
Information Theory
When we calculated the percentage of the joint information accounted for by the sum of the transmitted information calculated for each neuron separately we found that, on average, the amount of information carried by the pair taken together was 89% of the amount that would have been found if the neurons were independent (Fig. 7) . This means that just over 20% of the information was redundant (the total amount of information will be 0.8 + 0.8 + 0.2 = 1.8, which is 90% of 2.0). This result is therefore qualitatively similar to that found with linear regression. We did not find any evidence for strongly cooperative codes. These results are nearly identical to those that we found previously in inferior temporal cortex (Gawne and Richmond, 1993 The heavy line shows the data obtained in the present study, and the shaded gray areas shows data from a previous study in inferior temporal |/7) cortex (Gawne and Richmond, 1933) .
Cross-correlation
Fourteen of the 26 pairs of neurons had response cross-correlograms that were significantly different from the shift-predictor control (where the cross-correlogram was performed with the trials shuffled into random order), a fraction similar to that found previously using identical techniques in inferior temporal cortex (17 out of 28 pairs of IT neurons had significant cross-correlograms, Gawne and Richmond, 1993) . We did not find a relationship between the cross-correlograms and the correlation of the response strengths between two adjacent neurons (Fig. 8) .
Discussion
Previously we found that adjacent inferior temporal neurons shared a relatively small amount of stimulus-related information, and their responses carried even less correlated noise. Fujita et al. (1992) found that inferior temporal cortical neurons in local groups respond to the same general class of visual stimuli. They explicitly related this grouping to the orientation columns in striate cortex Wiesel, 1962, 1968) . Nevertheless, Fujita et al. also found that different neurons in a local area are sensitive to different subclasses of the stimulus set. We believe that this result is consistent with our previous findings, that while adjacent neurons in IT cortex are usually responsive to the same class of stimuli, they nevertheless carry only a small amount of information in common. Another recent experiment on striate cortical simple cells and lateral geniculate neurons found that the amounts of overlap of the information carried by adjacent neurons (15%) was nearly identical to the overlap found both here and in our previous inferior temporal cortical data (Ghose et al., 1993) . A recent study in the striate cortex of the anesthetized cat (Maldonado and Gray, 1994) found that the receptive field profiles of adjacent neurons had a high degree of heterogeneity, a result that is descriptively similar to ours. The corre- The dashed line shows a control where the order of the trials is shuffled randomly. In A the cross-correlogram does not deviate from the control, and therefore the cross-correlogram was judged not significant In B, however, there was a significant deviation, and this cross-correlogram was judged significant (p < 0.05). Using linear regression, 25% of the variance of the response strength of one cell could be predicted from the response strength of the adjacent cell in A for B, the figure was 21%. Thus, even though the two neurons of each pair had very different relationships at the millisecond level, their relationship at a longer time scale (i.e., the magnitude of the response over a 256 msec interval) was similar.
lation of the noise in adjacent neurons is also low in cat visual cortex, and monkey areas TE and MT (van Kan et al., 1985; Gawne and Richmond, 1993; Zohary et al., 1994) . We find that adjacent neurons at both ends'of the cortical visual system appear to share only about 20% of their information, and have even less correlated noise, results that are consistent with these other recent findings.
Previous work in this laboratory has shown that stimulusrelated information is carried in a multidimensional code, that is, a significant proportion of stimulus-dependent information is present in the temporal structure of a neuronal response in both the first and last stages of visual processing (Richmond and Optican, 1990; Optican and Richmond, 1987; Heller et al., 1995) . However, it is not yet known what, if any, role this temporal modulation might play in the function of the nervous system. The results of this article do not directly address the issue of what role the temporal modulation might play. However, because the temporal modulation is a strong part of a neuronal response, completeness demands that the analysis be performed on it as well. Our results here and in IT cortex show that the relationship between adjacent neurons is roughly similar whether or not one includes the temporal modulation along with the response strength. Therefore, the rules governing the relationship between adjacent neurons are apparently the same for the time-variation of the response as for the response magnitude.
Bar-Like Stimuli versus Walsh Patterns
It is widely known that closely spaced neurons in primary visual cortex give strong responses to bars of similar orientation. However, under normal physiological conditions the parts of the visual world that fall within the receptive field of a striate cortical neuron are far richer than a simple set of oriented bars. We used a set of stimuli that included both low resolution bar-like stimuli, and more complex one-and twodimensional patterns to add richness to the stimulus set, and to move closer to the physiological conditions of vision than those approximated by bars alone. We do not claim that the set of Walsh patterns is the optimal set for studying the visual system. They were used because they vary in more than one parameter and are therefore a richer set than the bars.
The set of oriented bars are limited only because they vary in just one parameter, not because we do not use enough of them. We could have chosen a set of bars that covered the range of orientations in increments of only a degree or two. However, because the tuning curves for these neurons are generally broad and vary smoothly, the orientation-to-response relationship can be established reasonably well from these results. Thus, the degree of correlation between adjacent neurons would not have been significantly affected by denser sampling.
Obviously, our bar-like stimuli are jagged when viewed at high resolution. How well do they reproduce the responses elicited by smoother bars? The orientation tuning curves produced using these stimuli look similar to those produced by others. When making tangential penetrations of striate cortex, Hubel and Wiesel (1968) found that peak orientation sensitivity shifted by about 15° in sequentially recorded neurons. Our results show essentially the same shift (16°). What differences are there? We again find that the peak orientation is often different for black versus white bars (Richmond et al., 1990 ). Hubel and Wiesel did not explicitly test this, but they did find that the responses for a contrast edge of one sign were often different from those with the opposite sign. Thus, our results are not inconsistent with theirs. Given the similarities, we find in the shapes of the orientation tuning curves and the shift in orientation tuning seen across adjacent neurons, we have no reason to believe that smoother bars would have changed the results reported in this article.
The set of bars were spaced by only 22.5°, a relatively coarse resolution that clearly limits our ability to judge the precise difference in orientation tuning for any given pair of neurons. However, the mean value across our population should be an unbiased estimate of the true population mean.
Finally, even though we were careful to identify the position, orientation, and size bar-like stimulus that elicited the biggest response, the maximum response of most neurons was to one or more of the Walsh patterns. The internal stimulus contrast was higher for the Walsh patterns than for the black and white bars, which might account for this. However, the responses of striate cortical cells are typically not greatly changed in magnitude over this range of contrasts (Albrecht and Hamilton, 1982) . It was not the case that the responses to the Walsh patterns were so much weaker than the responses to the bars that they were in a qualitatively different range. Walsh patterns elicit responses that cover a similar range to that covered by bars, and the response differences can not be attributed to these stimuli failing to excite a similar range of responses as the bars.
Summary and Conclusions
If many of the neurons in a local group had nearly identical functions, it is easy to see how the nervous system could interpret the activity in such a population. It would only be necessary to average the responses, and it is simple to see how neurons could perform averaging. However, it is also possible that sensory systems are organized to reduce the redundancy between elements, in order to maximize the amount of information (Barlow, 1972; Atick and Redlich, 1990) . Minimizing redundancy would also be useful because averaging the signals from multiple correlated neurons rapidly reaches a condition of diminishing returns, where adding more neurons results in negligible additions of information (Britten et al., 1992; Gawne and Richmond, 1993) . There is no a priori method of determining which of these two possible schemes is actually used by the nervous system; it must be determined experimentally. Our experimental results show that neurons in a local group do not have identical functions. It has been hypothesized that the degree of redundancy between neurons is actively maintained by local Hebb-like learning rules (linsker, 1988) . In this case we might expect the degree to which adjacent neurons share information to be very similar, even in regions of cortex that are performing very different functions. It could also be true that, while the nervous system could be organized so that adjacent neurons frequently had different response properties, the degree to which neurons shared information could vary widely from one area to another, suggesting that the degree of mutual redundancy in a local population of neurons is not actively maintained per se, and we would have to look elsewhere for general organizing principles. The finding in this article, that the degree of independence between adjacent neurons is essentially the same to that found previously in inferior temporal cortex, supports the hypothesis that maintaining a low degree of correlation between the elements of a population of neurons is a general principle of organization. Thus, although perceptions and behaviors are obviously the result of the coordinated action of large populations of neurons, the evidence suggests that this coordination does not proceed by the simple replication of a single message across many neurons.
