Abstract MATLAB Simulink is one of the leading tools for model-based software development in the automotive industry. One extension to Simulink is Stateflow, which allows the user to embed Statecharts as components in a Simulink model. These state machines contain nested states, an action language that describes events, guards, conditions, actions, and complex transitions. As Stateflow has become increasingly important in Simulink models for the automotive sector, we extend previous work on clone detection of Simulink models to Stateflow components. While Stateflow models are stored in the same file as the Simulink models that host them, the representations differ. Our approach incorporates a pretransformation that converts the Stateflow models into a form that allows us to use the SIMONE model clone detector to identify candidates and cluster them into classes. In addition, we push the results of the Stateflow clone detection back into the Simulink models, improving the accuracy of the clones found in the host Simulink models. We validated our approach on the MATLAB Simulink/Stateflow demo set. Our approach showed promising results on the identification of Stateflow clones in isolation, as well as integrated components of the Simulink models that are hosting them.
Introduction
Model-Driven Engineering (MDE) has become popular in industry as a way to build and maintain complex modern software. It is increasingly common to develop software using model-based methodology in embedded software, particularly in areas where risk to life or property is an issue such as the automotive sector. Simulink 1 is a modeling language that has been widely used in the development of automotive embedded systems. One component of Simulink is Stateflow 2 , an environment for modeling and simulating combinatorial and sequential decision logic based on hierarchical state machines [i.e., state charts (Harel 1987) ] and flow charts. Developers use MathWorks Simulink/Stateflow and modelbased design to develop system models, verify designs using stimulation, and generate production codes in industry.
In code-based software development, the simple reuse of code segments by copy and paste can cause code clones. (Koschke 2006) detailed the root causes of code clones, and (Roy and Cordy 2007) classified these reasons into four categories: development strategy, maintenance benefits, overcoming underlying limitations, and cloning by accident.
Similarly, in model-driven development environments, developers copy parts of existing models and reuse them in new models resulting in model clones, as has been observed in Simulink model development (Cordy 2013) . The potential impact of identifying redundancy at the higher levels of abstraction provided by models makes clone detection in models important since it can help in testing design consistency and completeness before implementation. In this paper, we describe extensions to SIMONE (Alalfi et al. 2012a ) to detect near-miss clones in Stateflow components.
This work is part of model pattern engineering project, one of Network on Engineering Complex Software-Intensive Systems for Automotive System (NECSIS) 3 projects, the purpose of which is discovery of submodel patterns in automotive models. Our approach is to use clone detection to provide an initial approximation to the pattern set. This paper describes the initial work in clone detection in Stateflow. We do not attempt to evaluate the use of these clones for patterns. Our work is in phase one of the larger projects, and the larger goal is to discover and identify common submodel patterns in a lager example model set obtained from our industrial partners at General Motors. This is an extended version of a paper presented at the International Workshop on Software Clones 2014 (Chen et al. 2014) . In addition to the description of clone detection in Stateflow models, this paper extends our previous paper in several ways. We refine and present a definition of model clones for Stateflow similar to the previous definition we used for Simulink in SIMONE. We evaluate the Stateflow clone detection on a model set from our industrial partner as well as the MATLAB demo set.
A key new contribution that was not presented in our workshop paper is a method to use the results of Stateflow clone detection to improve the detection of clones in the host Simulink models. Stateflow is used to specify the behavior of some blocks in Simulink. Thus, the similarity between two Simulink models that contain Stateflow blocks depends in part on the similarity of the Stateflow models that are referred to by the blocks. Existing research on model clone detection does not handle these combined models. Our approach to contextualization is validated using the MATLAB demo set.
Background
This section gives an overview of some of the background needed to understand our work. We begin by discussing MATLAB/Stateflow models followed by an overview of SIMONE, a near-miss model clone detector used in our research; then, we present our definition of model clones in Stateflow.
Stateflow models

MATLAB
4 is an interactive computing environment and high-level programming language. Simulink is an extension to MATLAB that provides a block diagram environment for designing, modeling, and simulating reactive systems. Stateflow is an extension to Simulink that provides an environment for modeling and simulating combinatorial and sequential decision logic based on hierarchical state machines (i.e., state charts (Harel 1987) ) and flow charts. Figure 1 shows a simple example of Simulink model that consists of a Sine Wave block, a Scope block, and a single Stateflow block. The Sine Wave block generates a signal that is interpreted by the state machine inside the Stateflow block, and the events of the state machine are interpreted by the Simulink model as signals which are displayed by the Scope block.
Each Stateflow block in a Simulink Model refers to a Stateflow chart in a Stateflow model. A Stateflow chart is a single hierarchical state machine, and a Stateflow model may contain multiple charts. Each Stateflow chart contains states, transitions, junctions, events, data, instances, targets, and other elements. Figure 2 shows a simple Stateflow chart. The elements in this example do not have an explicit purpose; they only present the structure in a typical Stateflow chart. A chart can use a hierarchy to express more complex state machines. The example in Fig. 2 shows three levels of hierarchy. State A is an outer state(or superstate); state B is a substate(or child). State A is the parent of the state B, C, and D. Every superstate has a decomposition, which can be exclusive(state D1 and D2) or parallel(state C1 and C2). When state C is active, then both states C1 and C2 are active. If state D is active, then either state D1 or D2 is active. We use the term Stateflow chart when referring to a specific machine, and Stateflow model when referring to Stateflow machines in general.
In MATLAB, all Simulink and Stateflow models are stored in model files with the .mdl extension. A model file is a structured text file that contains blocks of text nested in braces with key-value pairs that describe the properties of the model. The file starts with the Simulink model where all elements are combined into a single Model section and stored in hierarchical order. Figure 3 shows an example of MDL file textual representation. The Model section includes all the Simulink model elements and the model parameters, configuration set, and configurations references. The BlockDefaults section includes the default settings for all blocks in the model. The AnnotationDefaults section includes default settings for annotations in the model. The System section includes parameters that describe each system and subsystem in the model. The hierarchical nature of Simulink models is represented by the nesting of subsystem within parent systems, similar to data structures in procedural languages. Each system section contains blocks, lines, and annotations. Each Stateflow chart is represented as a single block in the Simulink model textual representation.
The Stateflow model is stored at the end of the same file, and all Stateflow elements form a single Stateflow block with a linear structure. That is, the description of substates is not nested within the description of superstates. Instead, the hierarchical structure of the state machines is represented using attributes that represent pointers between elements of the state machine. Figure 4 shows an excerpt of the textual representation of a Stateflow model, which in turn is embedded in a Simulink model file.
SIMONE
SIMONE (Alalfi et al. 2012a ) is a model clone detector designed for detecting near-miss submodel clones in Simulink models. SIMONE extends the code-based clone detector NiCad (Cordy and Roy 2011) . NiCad is a text comparison software clone detection system with a plugin architecture that uses TXL (Cordy 2006) . NiCad has been successfully used for finding cloned codes in a range of languages, including C, Java, Python, C#, and WSDL (Martin and Cordy 2010) . SIMONE extends the NiCad code clone detector engine to analyze the internal textual representation of Simulink MDL files.
SIMONE extracts all potential clones at a specified level of granularity from the Simulink MDL files as clone candidates. Then, SIMONE normalizes the clone candidates by filtering out some attributes such as layout, canonically sorting blocks, and renaming attribute values to eliminate any unwanted differences to make the comparison process more precise and accurate. Last, SIMONE compares the clone candidates line-by-line using the Longest Common Subsequence algorithm (Hirschberg 1977) . Then, SIMONE computes a percentage of unique items for each potential clone and uses the number of unique lines in each as a measure of similarity. If the percentage of unique items in both line sequences of potential clones is below a given threshold, the pair is considered to be clones. 
Stateflow TXL grammar
In order to use the existing clone detection tool SIMONE, the first step is to build a Stateflow TXL grammar allowing TXL to parse Stateflow models. We derive a TXL grammar from a large set of Stateflow model examples in the public domain by using iterative grammar techniques observed elements of the Stateflow models, including charts, states, transitions, junctions, events, data, instances, targets, and other elements.
Clones in Stateflow models
Software clones are segments of code that are similar according to some definition of similarity (Koschke 2006) . Model clones can be defined similarly as the way code clones are defined. Model clones are similar or identical fragments of software models. However, this is a rather vague definition, because of the many ways in which fragments can be identified in models. Generally speaking, models are typically represented by graphs. Model clones are similar subgraphs of these graphs (Alalfi et al. 2012a ).
We adapt the definition of clones we used in Simulink clone detection (Alalfi et al. 2012a) Figure 7 shows an example of Type 3 near-miss model clone. These also represent complex substates of a state model; however, in addition to changes in labels, the second element of the clone class has fewer substates and transitions than the first.
3 Approach overview Figure 8 shows the three stages of our approach. The first stage transforms the Stateflow textual representation into a hierarchical textual structure as the initial input. This stage is described in Sect. 4. The second stage, implemented as a plugin, normalizes the initial input to remove irrelevant elements and rename irrelevant naming differences to make the process of clone identification more accurate. This stage is described in Sect. 5. The final stage identifies potential clone candidates and clusters them into classes. After Stateflow clone identification, we add a contextualization step in order to improve the accuracy of Simulink clone detection by using the Stateflow clone results to determine the similarity of the Simulink blocks that refer to the Stateflow charts. Our approach to contextualization is described in Sect. 7.
Representation transformation
In the previous section, we gave an overview of the Stateflow model representation at the text level, and all states, junctions, transitions, and other elements are sequentially stored in the Simulink model file linked into a tree structure by attribute values. This linear text representation of each object is the first challenge for Stateflow model clone detection. In Simulink and in procedural languages, subelements of a language element are textually nested making line-by-line comparison simple and effective. For example, the statements that comprise a function are nested within the function, and thus, the similarity of the two functions can be determined by a line-by line comparison.
Stateflow is logically a nested model. States are nested within charts, and entire machines (states, transitions and junctions) may be nested within states. Since these nested machines may be clones (even if the outer machines are not), extracting a nested machine from a model is much simpler when the textual representation is nested. A nested representation also makes comparison of two hierarchical models easier.
One of the other issues in the native Stateflow representation is that the action language for each state and attribute is represented as a single string attribute. Thus, any difference in any part of the action language will render the entire language for that state or attribute different. When applying the clone detector to conventional programming languages, the clone candidates are pretty-printed in a way that makes the line-based clone detection more efficient. For example, a for loop in the C language may be spit over three lines (one for each component of the loop condition). Similarly, splitting the action language into multiple lines will also improve clone detection. Thus, we split the action attributes into multiple string attributes.
In this section, we discuss two simple transforms that convert the liner representation of the model into a hierarchical version and that separate the actions of a state to represent each as separate attributes.
Structure folding
We restructure the textual representation of Stateflow to explicitly show the Stateflow hierarchy (The MathWorks Inc 2014), which folds each object to its parent object to form a nested textual presentation, called Folding. The purpose of folding phase is to bring all the elements referenced by the attributes into a self-contained unit so that all related elements can be extracted as one potential clone fragment by the extractor. This step is similar to Martin and Cordy (2011) and Antony et al. (2013) . Martin et al. presented the technique for extracting the elements of each operation in WSDL(Web service Description Language) and consolidating them into a self-contained unit. Antony et al. applied this technique to the XMI text representation to reveal the hidden hierarchical structure of the model and granularize behavioral interactions into conversational units. Figure 9 shows an example from the MATLAB demo set. The treeNode and linkNode attributes are used to preserve the hierarchical structure of Stateflow models (Dominguez Software Qual J (2016) 24:917-946 925 2012). These attributes contain references to other Stateflow elements, and the treeNode element is used to represent the tree structure of components that can contain other components(i.e., charts and states), while the linkNode attribute represents primitive elements such as transitions and junctions. We create a straightforward transformation to move each child object into its parent object. The program moves the textual block of any Stateflow objects such as substates, junctions, and transitions and puts them in their parent block. At the same time, the nested elements are sorted by type: first states, then transitions, and finally junctions. Figure 10 shows a simplified version of the new representation. In the figure, every Stateflow object has been folded into its parent object properly, and it clearly shows the nested structure. This structure is equivalent in meaning to the original representation. It is simply a translation from a pointer representation to a nested representation.
Label splitting
The labelString is an important attribute for states and transitions. Some of Stateflow properties such as state names, actions, and transition conditions are encoded as a single string of labelString attribute. The labelString in a state has a general format shown in Listing 1. The first line is the name of a state, and the following lines are a set of actions after each keyword: entry, during, and exit. These actions are executed at the different phase of a state, i.e., entry actions are at the activation of a state; during actions are at the simulation phase; and the exit actions are executed when a state is going to be deactivated. The labelString of transition has different syntax and semantics. Listing 2 shows a general format of transition label. Transition labels contain event triggers, conditions, condition actions, and transition actions.
Our model clone detection tool is based on comparing line as a whole. So a difference in a single part of a state or transition label renders the entire line different. We separate the single lableString into multiple lines to improve the precision of our model clone detection. We introduce new attributes and split the state labels into several new attributes and its own value. The state name, if present, is encoded using a new textlabel attribute. The entry, during and exit actions, when present, are encoded using separate attributes of similar names (entrylabel, duringlabel, and exitlabel).
Transition label has different components with the state labels, so we introduce four new attributes to the textual presentation. We separate each of the components of the transition labels into separate attributes. These components are identified by the new attributes eventlabel, conditionlabel, condition action, and actionlabel. This provides us with finer-grained control over the comparisons used for clone detection. For example, we can distinguish between a change in an event label from a change to both an event label and the code given by the action of the transition.
Extraction and normalization
Generally, clone detection tools are hunting for fragments of codes or models to compare as clone candidates, which are extracted from their representation. To extract Stateflow model fragments, we add a new extractor to SIMONE. After the extraction, the extracted fragments can be normalized to improve the precision and recall of the clone detection phase. In this section, we discuss the transformations that provide the initial results of our model clone detection.
Extraction
Identifying and extracting the potential clones is the first stage of clone detection. We could use the entire Stateflow section of the file, but that would not provide comparison of model fragments at the state level. Two similar states might be ignored, and only the highest level state machines are compared. To achieve a finer level of comparison fragment, we need to define the granularity for Stateflow. We provide two granularities of clone candidates for Stateflow. The first, chart granularity extracts each of the Stateflow charts as clone candidates. Charts in Stateflow represent entire machines. A Simulink model may have more than one chart, each of which may be instantiated multiple times as blocks in the Simulink Model. The second level of granularity, state granularity, extracts all states in all charts as clone candidates. This allows us to identify cloned state machines that are nested within states.
Normalization
In this phase, three new transforms are implemented in TXL for both states and charts to normalize the result of the model files from the previous extraction step. The three transforms are filtering, renaming, and sorting.
Filtering
Listing 3 shows an example of the extracted textual representation for Stateflow with all the elements in the chart: states, transitions, and junctions. There exist a number of elements (windowPosition, viewLimits, position, fontSize) related to layout and formatting, which have no meaning from the model cloning point of view. Even a small change in an element such as font or position can make identical model fragments look very different when compared in the textual representation level and prevent SIMONE from finding them as clones.
In order to avoid irrelevant differences overwhelming the similarities in fragments of models, we designed a filtering plugin to identify and remove irrelevant elements from extracted fragment potential clones. Due to the lack of definitive documentation for the text form of Stateflow model files, we gradually tune our filters to remove irrelevant attributes as they are discovered. In the end, our filtering transformation removes ten elements at the state level and seventeen elements at the charts level to reduce the representation of model.
Renaming
Filtering improves the similarity of the clones, but SIMONE was not able to find all exact and near-miss state clones in the example model set. In order to identify the missing model clones, we must also remove naming differences.
We use a fixed value ''x'' to rename the values of attributes, such as MATLAB functions, truth tables, transition labels, and state names. This reduces the clone matching to strict element matching. Agile parsing is used during the parsing phase to grammatically distinguish the attributes that need to be renamed from those that should not be renamed.
Sorting
While renaming improves clone detection, we found that the order of objects in two identical models may be different from each other. SIMONE compares potential clones line by line. Thus, the order of graphical objects in textual representation of a model does not change its graphical meaning, but it will affect the identification of clones. We developed a sorting plugin, which sorts the states in a chart or substate by the number of nested elements. That is, complex states that contain nested machines are listed earlier than singleton states.
Experiment
We have conducted two main experiments using our new Stateflow analysis approach and tool. The first experiment evaluates our tool on publicly available Simulink models, specifically the demonstration systems distributed with Simulink. The second experiment evaluates our tool on the models from our industrial partner.
MATLAB demo set
There are a total of 269 model files that contain Stateflow models in the demo set 5 . In the demo set, there are an average of 5.57 states per model, and an average of 1.6 charts per model.
Our initial clone detection uses only the candidates extracted at both levels of granularities (chart and state) without any normalization. Using a threshold of 30 % difference (i.e., at least 70 % of the lines are the same) and a minimal clone size of 100 lines, we were able to extract 1499 states and 339 charts and find several clones in the demo set. A clone class is the equivalence class induced by the clone pair relationship. If a and b are clone pairs, and b and c are clone pairs, then a, b, and c form a clone class. Manual examination of the results of the initial clone detection revealed that all of the clones detected are, in fact, similar. There are no cases of nonsimilar models that are misclassified as clones. However, there are clones that are identical in the graphical view that do not have one hundred percent similarity (but still greater than 70 % similarity). As with our previous experience with Simulink models, the differences are in layout attributes such as the position on the screen and the scale of the display. Table 1 shows the total number of clone pairs and classes detected by each of the normalization options described in 5.2. Because some of the lines have been removed, some of the previous clone pairs dropped below the threshold of 100 lines for clone pairs. The similarity of some of the remaining clone pairs that were identified by using only the extractor is increased when using the filtering module, since the nonessential attributes are removed. Figure 11 shows an example at chart level from two different Stateflow demo models, sldemo_auto_climatecontrol and sldemo_auto_climate_elec, which include the identical temperature control chart. The position of the three smaller parallel nested state machines has different vertical positions, which is reflected in differences in the position attributes in the textual form. Again, all clone pairs that were manually evaluated were similar systems.
Renaming increased the number of clones detected by allowing different labels to match which results in a closer match for the elements of the system. This increases recall, but the renaming of attributes such as embedded MATLAB functions and truth tables introduces some false positives. The number of false positives in this case was approximately 7.25 %. We found 281 state clone pairs clustered in 44 clone classes, and 728 chart clone pairs clustered in 27 clone classes. New type 2 and type 3 clones were identified, and the following examples are some of these cases. Figure 12 shows an example type 2 clone of four different states in one chart in the powerwindow model of the Simulink example set. As you can see from the figure, the structure of each state is exactly the same, but the names and labels have been changed, replacing the string ''passengerDown'' with the string ''passengerUp,'' ''driverDown,'' and ''driverUp.'' Figure 13 shows another type 3 clone between Bang-Bang Controller/heater state of sf_boiler model and Bang-Bang Controller/heater state of sldemo_boiler model of the Stateflow demo set. The red circles show the difference between the two states.
Sorting improved the quality resulting in slightly fewer clone pairs, but a few more clone classes. In this case, the number of false positives was about 5.5 %. Our tests included systems with models of over 100,000 source lines, which are parsed and processed in under a minute, and we continue to test larger systems for scalability.
Industrial set
Our second experiment evaluates our tool on models obtained from our industrial partner (Tables 2, 3 ). These models are grouped into nine sets called rings. The model set has ten versions with a total of 426 models that include Stateflow charts. Eleven of these model files are testing libraries. There were 409 model files, which contain 10,655 charts and 22,904 states in total. There are 276 lines in a chart on average, and an average of 13 lines in a state. We found that the states in this sample of models do not contain nested states. Thus, we only conducted our analysis on the chart level of granularity.
Our evaluation is done in two ways. The first is to run clone detection on each of the ten versions separately across all of the rings (i.e., the same version of the model files in each ring). The other was to examine run clone detection on all versions of each ring separately. The presence of clones across versions of a particular ring is not surprising as the same chart is present in each of the versions.
What is more interesting is that there are ten classes of clones in each version that are used in multiple rings. Some of these are very simple charts, while others are a bit more complex. Once filtered, the ten classes merge to six classes of clones, which remains consistent even after renaming and sorting. The main reason is that many of these charts were very similar, so the renaming and sorting did not remove any differences that were not already above the threshold.
In the cases that we observed, the names of the states were identical, as were the structure of the states and transitions. The only differences between these charts were the events and actions on the transitions. Discussions with our industrial partner indicate that they use Stateflow in these cases for simple tasks and reuse proven solutions from one system in another. These classes appear to be a good basis for a set of automotive specific patterns in Stateflow. Table 3 shows our results along with the CPU time needed to compute classes for unfiltered and filtered results on a multi-core 2800-MHz AMD-based Linux server with 120 GB of RAM. For reasons of space and the fact that renaming and sorting provided minimal improvement, we do not include those times. The times range from a low of \1 min to a high of a bit more than 36 min. 
Contextualization
In the previous sections, we discussed how we extended SIMONE to detect clones in Stateflow models. However, clones in Simulink models and Stateflow models are detected separately when we apply SIMONE to the Simulink models. Since the Simulink blocks that link to the Stateflow models do so with a single attribute, similarity of the referenced Stateflow charts is ignored when computing Simulink clones.
In this section, we discuss how we can use the results of the Stateflow clone detection to improve the accuracy of the Simulink clones that use the Stateflow charts. We call this process contextualization, a process of putting the Stateflow chart in the context of the Simulink model. Figure 14 shows the steps of contextualization.
The first stage embeds information about the Stateflow clones into the Simulink model to form the contextualized model files. The second stage uses SIMONE to identify clones in the modified Simulink files and clusters the clones into classes
The link between the Simulink and Stateflow models is encoded in two attributes. There is a chartFileNumber attribute in each separate Stateflow chart in the Stateflow model that acts as a unique identifier. Each block in the Simulink model that refers to a Stateflow chart uses the Tag attribute to identify the Stateflow chart. This is a one-to-many relationship that allows a single Stateflow chart to be used in multiple places in a Simulink model. The format of the Tag attribute starts with the characters ''Stateflow S-Function,'' a model file name, and the chart identification number (Table 4) . We use the chart number to propagate information about the similarity between charts back to the Simulink blocks that reference them. The contextualization is similar to the work done by Grant et al. (2011) in identifying contextual clones in WSDL documents. We investigate three different ways in which we can contextualize the models: full lines, one line, and weighted lines.
Contextualization via full lines
In this approach, we nest the entire Stateflow chart within the block, similar to the way called functions can be inlined in procedural code. SIMONE will then compare the Simulink blocks, including the textual representation of the chart, and those Simulink blocks that refer to similar charts will be considered similar in the Simulink model. The chart text we used for full lines is the chart textual representation after normalization (folding, line splitting, renaming, etc.). Listing 4 shows the snippet of the contextualized textual representation of the MATLAB power window demo. The System block has an ''SFunction'' block which contains the control chart. In our experiment, we picked only models from the MATLAB demo set that contained both Stateflow and chart blocks that we could examine for the contextualization. The normalization plugins of SIMONE conformed with Stateflow, so we used filtering, blind renaming, and sorting plugins, and a threshold of 30 % at the system level of granularity. We were expecting a more accurate result when using SIMONE on the combined models using the above parameter settings. Column two in Table 5 shows the result of the full lines experiment. SIMONE can detect more clone pairs and clone classes after the contextualization.
Listing 4 Example snippet of the contextualized fragment of ''power window control system'' system in powerwindowlibsa.mdl (MATLAB demo set).
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1. Simulink clones that remained clones (no change). 2. Simulink clones that are no longer considered clones. 3. Simulink clones that were not clones prior to Stateflow contextualization.
SIMONE is a line-based clone detector, so the number of lines of a chart embedded in a system potential clone candidate affects the result of the contextualized clone detection. If the number of lines in embedded Stateflow models overwhelms the number of lines in the original Simulink host system, then the similarity of the Stateflow chart will dominate the clone detection result. In our test set, the average number of lines in a system is 216 and the average number of lines in a chart is 342. We can see the effect from the following three categories.
Category one
System clones had the same or similar charts in the cloned Simulink models. In our test set, there were several versions of the ''powerwindow'' model with a similar system ''power_window_control_system'' and all of them contained an identical Stateflow chart ''control.'' SIMONE identifies the ''power_window_control_system'' system clones both before and after contextualization as the identical chart. In this case, the contextualization of the Stateflow clone results into the Simulink model did not change the Simulink clone detection results.
Category two
System clones contained different charts, and the size of the chart overwhelmed the hosting Simulink subsystem. For example, SIMONE reported that system ''fp_verify_current/detect_obstacle'' in powerwindowlibsa.mdl, and system ''Mixing & Combustion'' in sldemo_fuelsys.mdl are cloned at 82 % similarity. The size of both systems is 162 lines. However, the size of the ''delay_detection'' Stateflow chart is 175 lines, and the size of the ''EGO Sensor'' Stateflow chart is 89. In the first case, the number of lines in the Stateflow chart is greater than the number of lines in the Simulink model. In the second, it is more than half. Thus, the differences in the charts overwhelm the similarities in the structure of the Simulink models.
Category three
Category three was the detection of new cloned pairs. The original Simulink models were \70 % similar, but contained the same or similar charts. If the size of the chart clones is large enough to lead to the clone detection result. Two demo systems were reported based on a comparison of 1214 lines, and the chart took about 810 lines. So the similarity of the chart contributed to this clone detection result. The difficulty with full line contextualization is that the size of the embedded Stateflow models can overwhelm the size of the host Simulink graph. A primitive block (i.e., a block that does not represent a nested system) in Simulink is only about 10 lines long (depending on the number of value attributes). Including the entire textual representation of the chart resulted in very large Simulink blocks.
Contextualization via one line
In this approach, we add a single line to the Simulink block. First, we perform a Stateflow clone analysis, in which SIMONE reports clone classes by clustering similar charts into groups and assigning each cluster a unique id. We invent a new Simulink attribute, classid which we insert into the Simulink blocks, the value of which is the clone class id from the Stateflow clone analysis. Those Stateflow charts that did not belong to a clone class (i.e., not similar to any other Stateflow chart) are assigned unique class ids distinct from the detected clone classes. Listing 5 is an embedded one-line version of the previous example.
Column three in Table 5 shows the result of the one-line experiment.
The one-line contextualization clone detection result still falls in the same three categories. The clone pairs in category one, system clones were still clones, take the majority of the result. There are 4038 clone pairs belonging to category one in 4100 total clone pairs, and most of them have the same similarity percentage as before, some of them are within AE1 % range. Sixty-two systems were 71 % similar before contextualization, and the single-line contextualization took them below the threshold. Several other clone pairs were created when the extra lines pushed the similarity just over the threshold. So the one-line changes have a small effect on the contextualization.
Contextualization via weighted lines
We found that the entire chart was aggressive, and the single attribute had marginal results. A middle ground was found by replicating the single attribute multiple identical lines (the Listing 5 Example snippet of the one line contextualized fragment of ''power_window_control_system'' system in powerwindowlibsa.mdl (MATLAB demo set).
Software Qual J (2016) 24:917-946 939 classid attribute) to increase the weight of the Stateflow results in the Simulink clone detection. Based on our experience, the average number of lines in a primitive (i.e., nonsystem) Simulink block is about ten lines. Thus, repeating the classid attribute ten times results giving Simulink blocks that represent Stateflow charts a similar weight to other primitive Simulink blocks. Listing 6 is an embedded weighted lines version of the previous example. Column three in Table 5 shows the result of the weighted lines experiment. The result of weighted lines is similar to the previous one-line experiment. There are 3603 clone pairs belonging to category one and still taking the majority part of the result. The variation in the level of similarity is ranging from À4 to ?7 %, and most of the changes are within AE2 %. Some small-size clones like 126-line clones can get 7 % change, and some larger clones do not change at all. There are 497 clone pairs in category two. The similarity is ranging from 71 to 89 % with most of them having 71,72 and 73 % similarity.
Contextualization discussion
From the above experiments, we can see each approach has its own merits. Contextualization via full lines can obtain the best result of the combination clone detection, if the goal of the model clone detection is to identify the duplication of Simulink models that contain identical or similar Stateflow models. The comparison of clone detection will take into account every line of both Simulink and Stateflow models in the full lines approach, and we can examine model clones from a larger perspective. If the goal of model clone detection is more focus on the Simulink models, then the contextualization via one-line Listing 6 Example snippet of the weighted lines contextualized fragment of ''power_window_control_sys-tem'' system in powerwindowlibsa.mdl (MATLAB demo set).
approach would be better. In this approach, the Stateflow model is just represented as one single line in its parent Simulink model, so it will not affect the comparison of Simulink too much. Meanwhile, we still have the Stateflow information inside the Simulink model. Contextualization via weighted lines presents a more flexible way to detect the duplication of combining two type of models. It can avoid the Stateflow model, overwhelm the Simulink model, and also remain enough Stateflow model information during the comparison.
Related work
While code clone detection has been extensively researched (Roy et al. 2009 ), research on model clones identification has received less attention (Deissenboeck et al. 2010) . Thus far, a few researchers have tried to find the clones in UML behavioral models and MATLAB/Simulink models. Liu et al. (2006) proposed a suffix-tree-based algorithm to identify duplications in UML sequence diagrams. They converted the two-dimensional sequence diagram to a onedimensional array and constructed a suffix tree from the one-dimensional array. Their approach identified the common prefixes in the suffix tree and ensured that the duplications detected are extractable and reusable sequence diagram as refactoring candidates. Antony et al. (2013) proposed an approach for identifying near-miss interaction clones in reverse-engineered UML behavioral models. They used a text-based technique and worked on the level of XMI. Their approach transformed the XMI sequence diagram serialization into a contextualized form and extracted the self-contained units of behavioral interaction as clone candidates. A standard code clone detector is applied to identify cloned behavioral interactions from the large set of contextualized textual representation. Störrle (2013) proposed an approach to identify clones in UML models, specifically class, activity, and use case diagrams. The approach is based on model matching and model querying (Störrle 2009 ). He implemented the MQ lone tool to evaluate this algorithm. The tool transforms XMI files, which are generated from UML domain models by using contemporary UML case tools as input, into Prolog files. Using model-matching technique to generate the output from the input model in the query, Störrle uses a different definition of model clones. His definition requires that the structure of the models is the same and that the labels on each of the model elements are similar. Thus, his approach identifies Type 1 and Type 2 clones, but not Type 3 near-miss clones. He also claims the approach is extendable to Simulink and Stateflow models. However, the approach has not been demonstrated on StateFlow.
The majority of mode clone detection approaches have been tailored for Simulink models (Deissenboeck et al. 2010; Alalfi et al. 2012a; Deissenboeck et al. 2008; Alalfi et al. 2012b; Stephan et al. 2012; Pham et al. 2009) , and these techniques either use graphbased comparison or text-based techniques to do clone detection on Simulink models. None of them has been applied to Stateflow models. Deissenboeck et al. (2008) present one of the first methods to detect the duplication in Simulink models especially in automotive domain. The approach is based on graph theory and can detect model clones in Simulink and other graph-based data-flow models. In their approach, models are presented as a flattened multigraph where each block and linear connections are normalized by assigning a value. The duplications are checked by performing a depth first search to find matching paragraphs. They implemented their algorithm as a part of the quality analysis framework ConQAT (Deissenboeck et al. 2005) which is publicly available as open-source software 6 . Juergens et al. (2009) adapted this algorithm to form a clone detection tool chain CloneDetective, which is designed as an open-source ''workbench for clone detection research'' and based on the open-source tool ConQAT. Our comparison with ConQAT was conducted on Simulink models and reported on in a previous publication (Alalfi et al. 2012a ). Our near-miss approach finds all of the clones detected by ConQAT, including all the groups of blocks that ConQAT identifies at the block level. ConQAT works with Type 1 and Type 2 clones, and SIMONE also detects near-miss Type 3 clones. Pham et al. (2009) proposed another graph-based clone detection tool for MATLAB/ Simulink models called ModelCD, which consists of two algorithms, eScan and aScan. In their approach, the model is represented as a parsed, labeled directed graph and larger clones are identified by adding edges to smaller, initial clones. The eScan algorithm was designed to detect exact clones achieved by an advanced canonical labeling technique, and the aScan algorithm was designed to exact and approximate clones by computing a vectorbased approximation of the structure with a subgraph. The ConQAT and ModelCD algorithms were compared (Deissenboeck et al. 2010) . They found that there were scalability issues with ModelCD, but it still represents an improvement in accuracy. Elements of the algorithm have been incorporated into ConQAT. ModelCD represents hierarchical graphs by adding the subgraph to parent graph as a disconnected subgraph, linked by the name of the subsystem. In this way, clones in the main graph match as well as clones in the subgraphs. This approach can be used to match Simulink and Stateflow by representing the state flow graph as disconnected subgraph. This approach is similar to our contextualization via full lines. As demonstrated, the size of the Stateflow models may overwhelm the comparison of the Simulink models. Al-Batran et al. (2011) noted that these approaches only consider syntactic clones, so they extended these approaches to cover semantic clones that may have similar behavior but different structure by using the pattern-based normal-form approach, which normalized model graphs using the models' semantic information. Hummel et al. (2011) present an index-based algorithm for model clone detection, that is, incremental and distributable. In their approach, a Simulink/MATLAB model was represented as a directed multigraph and the normalization assigned labels to relevant edges and blocks. The canonical label was computed for each subgraph in a clone index, which is a list of all subgraphs having the same size. The clone retrieval process merged clone pairs with same size.
Threats to validity
There are several possible threats to the validity of our results. The first is that we have used the Stateflow models from the MATLAB demo set as the publicly accessible source of our experimental validation. The extent to which the demo models are representative of actual practice will affect the applicability of the results. We have run the clone detection on a set of industrial models available from our industrial partner, but we are unable to provide detailed results. We will be validating our results as more industrial models become available.
The second threat is the use of the textual representation of the model as a basis of model comparison. The most recent version of MATLAB has moved from the .mdl format to an xml-based format. Our initial explorations into the new format show that while the representation has been migrated to XML, the structure of the representation is very similar. One difference is that the new file is an archive containing multiple files and that some attributes such as layout attributes have been separated from the semantic attributes that define the meaning of the model. This may actually make our process simpler since the filtering step will be simpler. It is also the case that MATLAB retains the ability to save a model in the older format, which can be used to migrate the newer format to the older format for analysis. Our group has also applied this method of clone detection to UML models in XMI format (Antony et al. 2013) .
10 Conclusions and future work SIMONE has been successfully used in finding near-miss subsystem clones in Simulink models (Alalfi et al. 2012a ). It adapted a text-based code clone detector NiCad to enable the identification of graphical model clones. In this work, we present an extension for SIMONE to perform clone detection in Stateflow models. We define two levels of granularity charts and states in SIMONE to identify model clones for Stateflow models. Charts in Stateflow represent entire state machines. States can contain other Stateflow objects to form a multilevel complex state in a hierarchical structure. State granularity extracts the states from the Stateflow model files as clone candidates. The extension was evaluated against those MATLAB example models that contain Stateflow models and some models from our industrial partner.
Besides identifying Stateflow model clones, we also demonstrate explicating the state machines into the parent Simulink model, using the similarity of state machines to improve the accuracy of Simulink clones. We import all the state charts referenced by the Simulink blocks into the self-contained unit in the textual representation level by using three different ways: full lines, one line, and weighted lines.
The capabilities of SIMONE could be further improved in several ways. The initial clone detection results from the MATLAB example set are similar machines with variations in labels(i.e., state and transition names) and other attributes such as position. We still need to evaluate our approach on more Stateflow models, as well as to refine our SIMONE plugin to improve clone detection. We also found some clone classes that appear to be embedded MATLAB code for use by state and transition labels. Improving our approach to better deal with embedded code is also a line of future research.
The other next step in our research is to select the clone classes that are appropriate as patterns. Several charts or subsystems that are similar do not necessarily represent a pattern. The selected clone classes can be formalized into model patterns, so that we can better assist and understand model reuse in the model development environment.
