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Hydro-Pneumatic Pulse Forming Networks
Joaqu´ın M. Campos, Ph.D.
The University of Texas at Austin, 2017
Supervisor: Raul G. Longoria
A novel method that combines energy storage and power condition-
ing for renewable energy systems is presented. This method utilizes hydro-
pneumatic energy storage elements, also known as hydraulic accumulators,
as mechanical capacitors arranged in such a fashion as to create a hydro-
pneumatic pulse forming network (HPPFN) in a manner similar to sequen-
tially fired pulsed formed networks (SFPFNs) used for electromagnetic railgun
launch. This pulse forming network has the ability to create a power output of
nearly constant amplitude for short durations, which is particularly well-suited
for supplying power to constant amplitude, duty-cycle-type loads.
The foundational principles are established herein for how HPPFN sys-
tems can be modeled and synthesized, so that systems can be designed and
scaled for practical applications. This foundation was established incremen-
tally in three parts. First, a working experimental test-bed system was con-
structed to prove the feasibility of operating a sequentially-fired pulse forming
network using hydro-pneumatic energy storage elements in a manner analogous
to electromagnetic sequentially-fired PFNs. Next, a modeling framework was
viii
developed for hydro-pneumatic pulse forming network synthesis. Finally, the
model-based synthesis approach was experimentally validated using the test-
bed to demonstrate that sizing and practical construction of HPPFN systems
can be accomplished. Suggestions for future work to extend these methods
and the applications of HPPFNs are provided.
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Chapter 1
Introduction
Pulse forming networks (PFNs) were first developed in the early 1940’s
by Guillemin et. al [10] as a means of providing extremely short duration
(microseconds) constant amplitude pulses of very high power for microwave
applications typically associated with radar. Although radar applications have
continued to be the primary use for PFNs a more recent application has been
in the area of electromagnetic railgun systems, where they are employed as a
technique for providing an efficient motive force during ballistic launch [16, 18].
Even though the general concept of firing multiple capacitors or inductors
to form a square-shaped power output is at the core of both applications,
the means by which the PFN is synthesized in the two cases are significantly
different due to the non-linear nature of the railgun load [7]. It is this synthesis
technique for a non-linear system that has application to the novel system to
be studied herein. Indeed, it was the intimate knowledge and experience the
author had with the operation and design of modern railguns that led in part to
the inspiration to extrapolate across energy domains, and extend the concept
to a larger family of practical applications.
The core motivation that led to this effort can be attributed to the
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author’s experience while conducting combat and humanitarian aid and as-
sistance operations in Afghanistan with the U.S. Army in 2006. A need was
observed for remote cold storage of agricultural products to aid local farmers
in preserving produce for longer periods of time, increasing crop value, and in-
creasing produce-to-market availability. A concept was conceived for a mobile
cool storage platform capable of remote operation with little or no mainte-
nance. This platform needed to be powered almost exclusively by sustainable
sources, such as solar panels and micro scale wind turbines, and had to be
maintainable using locally-sourced labor and materials. The concept initially
entailed the use of chemical energy storage (deep cycle lead acid batteries) as
the primary means of energy storage, and power electronic based charge con-
trollers to charge the batteries. It was noted by local aid agencies that other
solar systems that had been installed for previous projects in the area had been
unsuccessful primarily due to the lack of maintenance on the battery systems.
This presented a need for a more robust energy storage system. It wasn’t until
the author returned to active academic research in 2007, and after discussions
with Dr. Raul Longoria (Univ. of Texas Dept. of Mechanical Engineering)
and Dr. Mark Crawford (Institute for Advanced Technology, Univ. of Texas),
that an alternative solution was conceived that would have potential to be a
more robust energy storage solution.
Recognizing that loads for refrigeration have constant amplitude duty
cycles, it was hypothesized that a power output similar to that used to power
the railgun could be used, if it could be made to match the required time
2
scale and power amplitudes for the intended remote applications, where time
scales are typically on the order of minutes. After studying a number of
simple and robust forms of energy storage, it was determined that compressed
air energy storage devices, such as hydro-pneumatic accumulators, would be
viable storage analogs to the electrical capacitors used in railgun systems. This
led to an effort to test this hypothesis through modeling studies combined with
a table-top demonstration of a sequentially-fired, pulsed forming network using
hydro-pneumatic accumulators.
A hydro-pneumatic pulse forming network (HPPFN) utilizes the energy
storage and release capabilities of Compressed Air Energy Storage (CAES) to
create a pulse forming network (PFN). This design, as illustrated in Figure1.1,
is meant to convert the non-deterministic or stochastic inputs usually associ-
ated with renewable power sources into relatively constant amplitude pulsed
output power. This power conditioning would be ideal for constant amplitude
cyclic loads, such as refrigeration and communications equipment. The envi-
sioned system would cycle in a manner that it be charged by the stochastic
inputs and then would discharge into the constant amplitude duty cycle load
as needed. It is theoretically possible so long as discharge is not impeded that
the system could be charging at the same time that it is discharging.
The CAES has a well-established track-record, and thus can provide the
robust, long-term energy storage solution, combined with simplicity of opera-
tion and maintenance needed for standalone, remote, and off-grid applications.
Due to the nature of the physical construction of these types of systems, they
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are also inherently environmentally benign. These attributes make the pro-
posed design a particularly attractive alternative to the conventional chemical
battery - controller systems commonly used in sustainable energy systems at
the present.
Figure 1.1: HPPFN system overview
Figure 1.2 shows a simple comparison between a typical renewable en-
ergy system with conventional batteries and a system that implements the
HPPFN. There are two central challenges to the integration of renewable en-
ergy capture devices with a micropower system: 1) the power quality of the
output, and 2) dealing with the stochastic nature of the power input. The pro-
posed HPPFN design attempts to address both by combining energy storage
4
and power conditioning in a system that is less complex and more physically
and operationally robust than conventional power electronic controlled chemi-
cal energy storage systems. This research effort investigates the second of the
two issues in order to demonstrate the power pulse forming viability of the
proposed technique.
Figure 1.2: System comparison
Theoretically, this pulse forming network has the potential to deliver
power in the form required. Refinement and evaluation of the design requires
5
models that can properly capture the non-linear behavior inherent to this
system. These models support a pulse synthesis technique that specifies how to
form power pulses of a desired magnitude and duration. In the HPPFN, a key
requirement of this synthesis method is the specification of discharge timing
of the hydro-pneumatic accumulators that form the pulsed power output.
1.1 Research Objectives
The focus of this research has been to determine the feasibility of syn-
thesizing and operating a sequentially-fired PFN using hydro-pneumatic energy
storage elements, in a manner analogous to an electromagnetic sequentially-
fired PFN. Due to the difference in the system dynamics between electromag-
netic and hydro-mechanically realized PFN, particularly the highly nonlinear
behavior of the latter, it is not a straightforward extrapolation to implement es-
tablished PFN synthesis techniques as presented by Glasoe et al. [8]. In short,
prior to this research effort no methods existed that addressed the design and
synthesis of PFNs outside of the electromagnetic / electromechanical domain.
The next chapter will demonstrate how linear circuit synthesis concepts used
in established methods for PFNs cannot be applied to non-linear systems. An
effort, therefore, will be made to formulate a methodology allowing for the
analytical description and realization of a hydro-mechanical PFN.
The absence of prior art presents a dual-layered challenge; to first iden-
tify an appropriate synthesis technique, and then to provide a suitable model of
the non-linear hydro-mechanical system that appropriately predicts its behav-
6
ior. This model will form the basis for pulse synthesis techniques. Collectively,
the modeling and synthesis technique will enable the design, scaling, and de-
ployment of effective HPPFN systems. A more in-depth description of these
methods will be presented in the next chapter.
The objectives of this dissertation are first and foremost to fill the void
where no prior art existed for an entire class of systems described here as
hydro-pneumatic pulse forming networks, and secondly to deliver a concise
methodology with which future practitioners of the art can model, size, and
build effective HPPFN systems capable of useful work.
1.2 Overview of Methodology
In order to effectively implement the HPPFN apparatus, an approach
is necessary that will facilitate the design, implementation, and tuning of a
PFN with appropriate power output and duration. The effort will follow an
approach centered around a model development of a known physical system.
As is often the case with many ‘one-off’ concept designs, the system presented
here was built and operated before sufficient insight was gained to support
model development. This is indeed fortuitous, since the existence of a pro-
totype system prior to modeling had two distinct advantages. Firstly, since
the exact system components and their specifications are known, a highly ac-
curate representation can be developed. Secondly, having an operable system
capable of producing experimental data allows for incremental verification and
validation as the model progresses.
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Figure 1.3: Single accumulator branch setup
The modeling effort begins with the construction of the simplest op-
erating subsystem, an individual accumulator and its manifold branch. The
manifold branch (Figure 1.3) being the run of line from the accumulator to
the exit at the reservoir. This subsystem model, once tuned and verified ex-
perimentally with the physical system, is intended to be a modular piece in
the formation of a multi-branch, multi-accumulator system. The modeling
of the multi-branch system required both an appropriate numerical technique
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to switch states, and an understanding of the fluid interaction between the
individual branch flows during operation. There are numerous subtleties in
the fluid interaction for the multi-branch system that required investigation
before the theory could be implemented into model form. Each of these at-
tempts to model the interaction in the multi-branch system is compared to the
experimental system until a theory is found that allows the model to produce
outputs with reasonable similarity. At this stage the model is tuned to best
match experimental outputs. In the final stage the tuned model is verified by
varying the initial conditions of the experimental system and ensuring that
results of the model using these same initial conditions are repeatable and
reliable.
1.3 Dissertation Overview
The next chapter presents the underlying concepts and methods used
to design pulse forming networks. A brief overview is given of the history,
purpose, and applications. A brief but concise introduction to pulse forming
networks will follow, as well as an explanation of present modeling meth-
ods and their limitations as it applies to the current system (linear vs. non-
linear). This will provide the animus by which the modeling approach will
be developed. Preliminary results from an HPPFN system, modeled in the
SimHydraulicsR© simulation environment, is then presented that will provide
initial evidence for system viability. Chapter 3 follows by providing a descrip-
tion of the experimental apparatus, including a detailed description of the
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test bed and instrumentation that was developed. The preliminary results of
the experimental system are also presented for the testbed and compared to
known system outputs found in railgun literature. Chapter 4 will then present
a methodical approach to the development of a simple but usable modeling,
and synthesis technique which may be used to design, predict the output of,
characterize, and scale, a sequentially fired hydro-pneumatic pulse forming
network. This is followed by a progressive set of models of increasing com-
plexity culminating in a model of the full system. The model will then be
verified experimentally in Chapter 5 with a series of tests to verify it’s opera-
tional capability as an effective HPPFN design tool. This paper will conclude
with a recap of how the investigation met or failed to meet the research goals
of the effort, and will follow with a discussion on proposed future work. The
chapter will conclude with HPPFN systems’ envisioned implementations and
proposed practical application.
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Chapter 2
Theory
2.1 Pulse Forming Networks
Pulse forming networks have their beginnings in the prolific era of the
MIT Radiation Lab research efforts supporting the D.o.D. during the last
World War. As regards this research, the seminal work was completed by
Guillemin [10] in 1942. Six years later, methods for practical design and appli-
cation of pulse forming networks were developed by Glasoe and Lebacqz [8].
They codified an approach for synthesis by first identifying classes of systems
for which PFNs show applicability, and then by deriving unique methods for
solving the set of system equations for each class, given some exceptions.
The underlying premise of the Glasoe and Lebacqz approach is to match
the PFN impedance to the load impedance. One way to accomplish this is by
solving Fourier series expansions with fitted functions to obtain the PFN circuit
parameters. A total of five distinct network types (circuit topologies) were
identified that could be used in pulse synthesis, as summarized in Figure 2.1.
These were identified by the types A, B, C, D, and E, the latter two being the
most difficult to solve using direct analytical methods. The operation of these
systems relies completely on the natural discharge of the capacitances and/or
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inductors in the ladder networks. There is no control over the individual
energy store discharges other than by the initial circuit switch. In this case,
the natural sequential discharge of the energy stores in the network forms
the pulse by a superposition of their collective outputs. These networks are
usually allowed to stay “on” until all the energy stores of a network have been
discharged into the network’s load.
Figure 2.1: Circuits for A, B, C, D, and E type networks as presented by C.
Rose [22].
The types of systems dealt with in these two seminal works and in the
topical literature to date, are all electromagnetic in nature. Research in this
area primarily deals with the charge and networked discharge of one of two
types of storage devices: the capacitor and the inductor. As mentioned earlier,
the premise of the synthesis approach was first presented by Guillemin [10] and
codified by Glasoe et al. [8], and relies on linear circuit theory, which forms
the basis for PFN design.
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Figure 2.2: Overlay of 5 SPICE simulation PFN outputs, one each for type A,
B, C, D, and E type networks from C. Rose [22]
The method that Glasoe et al. [8] espouses applies the following steps
to the PFN synthesis problem:
1. Determine the system energy required for the application
2. Determine capacitance of available storage devices or desired storage
device.
3. Divide total energy storage required by capacitor storage device individ-
ual storage capabilities and attain number of sections.
4. Use table (Table 6.2, page 202) in ”Pulse Generators”[8] to find the
design parameters.
These techniques are proven to work exceptionally well for ladder net-
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works used in electromagnetic transmission and radar applications. Addition-
ally, these systems are linear, assuming both linear source and load.
Given this well-established theory for linear PFN design, the question
here remains to what extent these methods would apply to systems with non-
linearities, such as for pulsed networks formed by other types of energetic
components. Would it be worthwhile to even linearize such systems so that
similar methods could be used? The next section incrementally deals with this
question, beginning with the detailed differences between the hydro-pneumatic
pulsed fluid network (HPPFN) and the (electrical) ladder network PFN. A
synthesis technique will then be presented for electromagnetic launch in rail
guns which has a linear source and a non-linear load. A discussion will ensue
about whether this approach has potential to apply to the hydro-mechanical
domain. This will logically be followed by a synthesis technique for a type of
system that has a time varying source – that could be linear or non-linear in
nature – and non-linear load, directly addressing the type of hydro-pneumatic
systems that are of interest.
2.2 Pulse synthesis techniques
As was alluded to in the previous section, we look to the railgun PFN
system to find clues as to how it’s synthesis techniques might be applicable
to the analogous problem in developing an HPPFN system. This assessment
draws on past work reported on railgun PFN design, as well as on the author’s
past practical experience in this area.
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There are four ways in which a railgun PFN design differs substantially
from the systems first examined by Guillemin. First, load impedance is not the
basis for the circuit / system design; i.e., the load impedance is not matched to
the PFN impedance. Secondly, and most importantly, the non-linearity of the
load and the changing load circuit length during launch precludes a closed form
analytical solution. Consequently, timing of the energy store discharges that
will produce a desired pulse shape is difficult if not impossible to be analytically
determined. This problem has led to the development of a derivative PFN
system known as a sequentially-fired PFN (or SFPFN). This class of PFN is
of particular interest since it is much more controllable. Consequently, the
railgun PFN requires an iterative design approach.
The third major difference between railgun and linear ladder network
PFNs is that there is little communication or coupling between the energy-
storing capacitor banks. In the Guillemin type PFN, timing of the discharge
of a capacitive element is initiated by the previous (or neighboring) element’s
discharge, since there are no switches between elements. This produces a
cascading effect completely dependent on the natural resonant characteristics
(effective time constants) of the individual ladder circuits.
The fourth difference, which is closely related to the first, is that
Guillemin’s design technique focuses on finding the correct ladder elements
such that the DC steady state current output closely matches what is desired.
This is primarily based on matching the impedance of the load to that of the
PFN circuit. Of course, it should also be mentioned that the load is a linear
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resistor in the Guillemin method, which is not the case for railguns. Deter-
mining the impedance and knowing the desired pulse width then allows one to
determine the elements of the system. In the case of a railgun PFN synthesis
method used in practice, the elements of the system are not easily changed.
Significant hardware design may have been invested in certain components, so
a different approach must be taken. An example of a railgun PFN used at the
University of Texas at Austin, Institute for Advanced Technology (UT-IAT)
can be seen in Figure 2.3 below.
It is also the case that due to the large number of variables in the
railgun system, including stray capacitances and inductances, as well as the
non-linear nature of the load, it is not feasible to approach the synthesis using
analytical methods. Experience has shown that a design approach using it-
erative nonlinear simulation is especially effective for synthesizing the desired
output pulse. A detailed description of railgun PFN synthesis methods and
techniques can be found in [17], [9], [21], and [6].
The resultant timings and charge values from the iterative synthesis
methods constitute the essence of the SFPFN, a specific system for which
controlled discharge timings enable much more control over the final pulse
shape. An example from [7] of an SFPFN system and output can be seen in
Figures 2.4, 2.5, and 2.6.
The HPPFN embodies, in the very least, three of the attributes of
the railgun system, in that: a) the energy storage elements of the system have
negligible coupling due to controlled bi-directional flow, b) there is a non-linear
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Figure 2.3: IAT Large caliber launcher (LCL) PFN output represented by
output with position and output with time [4]
load (purely resistive in this case), and c) there is a capacity to precisely time
energy store discharges. A significant difference, however, is that the HPPFN
has non-linear energy stores. In the next section, the potential for using a
SFPFN approach for synthesis of HPPFN pulses is examined in more detail.
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Figure 2.4: PFN block diagram of 20 module system from Engle et al. [7]
.
Figure 2.5: PFN module schematic illustrating single PFN module from 2.4
as presented by Engle et al. [7]
.
2.3 Application to hydro-pneumatic domain
The PFN as defined by Glasoe, et al., not only serves as a means for
storing energy but also as a pulse shaping element, a means for conditioning the
power flowing out of the PFN. Although most if not all of the work done using
PFNs has been for sub-millisecond high power electro-magnetic applications,
such as those already mentioned, the intent of this research is to investigate the
extension and application of these methods to the hydro-mechanical domain.
The storage of energy in the fluid-mechanical domain and the corresponding
time scale for its release has many practical possible applications, such as the
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Figure 2.6: SFPFN output of 20 module system from Fig2.4 as presented by
Engle et al. [7]
systems that rely on cyclic, duty-cycle-type operation, as mentioned in the
introduction. While the proposed use seems conceptually appropriate, there
are challenges that need to be overcome.
Although the most basic idea of Guillemin’s original PFN theory is used
to conceptualize the HPPFN, little can be adopted into the hydro-mechanical
energy domain application, due to the highly nonlinear nature of dissipative
effects in fluids and pneumatic energy storage elements. On the other hand,
it has been shown that a SFPFN synthesis technique has been applied to
railgun systems. So, what methods from these SFPFNs can be applied to
hydro-mechanical PFN applications? The basic structure of the apparatus
proposed in Chapter 1 is replicated by direct analog. This analog construction
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has capacitive energy storage elements (hydraulic accumulators) connected in
parallel with each other through a manifold which supplies hydraulic power
to a load by being discharged in a specified sequence, the purpose of which to
create an output power profile of roughly a square or trapezoidal shape as in
the original PFNs.
2.3.1 Compressed-Air Energy Storage
To begin the theoretical application of the SFPFN pulse synthesis tech-
nique, it is essential to understand the heart of the HPPFN system: the hy-
draulic accumulator. Energy storage in the accumulator occurs through com-
pression of a captive compressible fluid such as air by an incompressible fluid.
For the system of interest, compressed-air energy storage (CAES) enables the
PFN to work on time scales of interest for the proposed applications, since
the inherent time scale for energy release of CAES is orders of magnitude
larger than practical-sized electrical capacitors. This much longer discharge
characteristic will make it more suitable as a power supply for loads that
have demands lasting seconds and minutes, rather than the millisecond scale
required for conventional PFN / SFPFN applications.
Assuming isothermal compression of an ideal gas the energy stored in an
accumulator can be derived from the ideal gas law PV = nRT and expressed
as,
Estored = PatmVo ln
Va
Vo
(2.1)
for a vessel with changing volume and constant molar mass of species. Here
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Vo is the pre-charge chamber volume and Va is the final chamber volume.
Unlike the linear capacitive energy storage element in a conventional
PFN, the constitutive relation for CAES is nonlinear, and for assumed adia-
batic expansion is modeled by,
Pa =
Po · Voγ
(Vo − Va)γ (2.2)
where Pa is the pre-charge pressure, Po is the charge pressure, and γ is the
ratio of heat capacities, otherwise known as the isentropic expansion factor.
2.3.2 Preliminary results
Because of the similarities in structure between SFPFN systems and
the envisioned HPPFN system, a logical conclusion would be that the pulse
synthesis method used for SFPFNs may be directly applied to the HPPFN.
To test this hypothesis a numerical simulation was developed early on using
commercially available software tools.
Simulated experiments were conducted using the Matlab/Simulink with
the SimHydraulics module (MathWorks, Inc., Natick, MA). In the preliminary
investigation on the feasibility of this class of system, it was important for the
primary components to be properly characterized so that the simulation mod-
els that would form the foundation of the synthesis method could be verified.
The preliminary work sought to characterize a single fluid-mechanical energy
storage element in a hypothetical PFN comprised only of linear elements. The
linear element was chosen as a spring-type accumulator operating in its linear
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region, as shown in Figure 2.7, which is a block diagram model of the system,
realized using SimHydraulics.
Figure 2.7: Block diagram of in SimHydraulics of a single linear spring accu-
mulator of pre-charge volume Vpc. Enlarged version can be seen in Appendix
A.1.
A model of the non-linear system was then constructed using a gas /
air charged accumulator, Figure 2.8, found in SimHydraulics. By replacing the
linear spring accumulator with a gas-charged accumulator, the resulting output
could provide a basis for comparing the discharge attributes between the two
cases. Results of one such comparison can be seen in Figure 2.9. The aspect of
the system that was being compared was how the output differed while keeping
the pre-charged volume equivalent between the different accumulators. It was
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Figure 2.8: Single gas charged (non-linear) accumulator SimHydraulics model
using the same pre-charge volume (Vpc) as linear accumulator, enlarged version
can be seen in Appendix A.2
not surprising that the compressed air accumulator possessed more stored
energy and produced higher power output, but what was of interest was the
qualitative output.
The motivation for a comparison was to show how similar the output
from the non-linear capacitive element (gas-charged accumulator) would be
to that from the linear capacitive element (linear spring accumulator). This
is the same type of relationship between the linear capacitors and railgun
systems that motivated development of the SFPFN synthesis method for the
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Figure 2.9: Linear accumulator vs. non-linear accumulator output
latter. As expected, the simulation results showed sufficient similarity in the
output characteristics, so it was deemed that a fully non-linear SFPFN using
a hydro-pneumatic model could be assessed in a model HPPFN.
The non-linear model of the gas-charged accumulator system was then
implemented into a system with four such accumulators, and four command
time-actuated valves. These were joined to a common pressure manifold in an
attempt to form a hydraulic version of a SFPFN. The SimHydraulics block
diagram for this system is shown in Figure 2.10. The output of the model was
attached to a centrifugal pump model. Initial conditions for the simulation
were set so that all accumulators had the same pre-charge pressure and charge
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pressure. The only variation between accumulator manifold branches were the
valve timings. The output of the overall system were the torque and rotational
velocity of the pump, and an operation to multiply the two was used to track
the total power output delivered. An iterative simulation method for SFPFN
synthesis was applied, and timings were found that gave the pulsed output
seen in Figure 2.11. Although using a pre-packaged simulation tool, such as
SimHydraulics, provides for a convenient method of constructing prototype
systems, it has significant shortcomings which hinder the users understanding
of the system, and may imply expected results that may not be realizable in
a physical system. The lack of transparency into the derivation of component
hydraulic models keeps the user ignorant of the mechanisms that control it’s
behavior. This is significant when dealing with the highly non-linear behavior
of said components.
2.4 Summary
The resulting output from the model developed using the SimHydraulics
software showed that it may be possible to implement a real HPPFN physical
system. The next step would be to create a bench top system that would prove
out the concept with experimental evidence. The next chapter describes the
approach taken to design, build and test such a system. The results from this
preliminary design study to synthesize a PFN by experiment is used to guide
the steps in formulating a more complete synthesis and design approach for a
SFPFN realized in the hydro-mechanical domain.
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Figure 2.10: SimHydraulics model of SFPFN using four non-linear (gas-
charged) accumulators, enlarged version can be seen in Appendix A.3
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Figure 2.11: SimHydraulics simulation of SFPFN using four non-linear (gas-
charged) accumulators
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Chapter 3
Experimental Setup
3.1 Testbed
A laboratory testbed was constructed to investigate the feasibility of
the HPPFN concept as an energy-storage and power conditioning system.
The testbed was constructed primarily using off-the-shelf components, due to
budget constraints, but primarily to demonstrate the ability to achieve a low-
cost design effectively. All working hydraulic components were low pressure
residential and RV grade plumbing fixtures with the exception of the industrial
grade solenoid valves and relays. The working hydraulic components were used
in conjunction with industrial / scientific grade pressure and flow sensors.
Although the resulting apparatus had discharge time scales on the order of
seconds rather than minutes as required by the desired applications, it was
used to prove out the concept and help develop the framework necessary to
design and scale larger more practically sized systems.
There were three versions of the testbed each using the same work-
ing hydraulic hardware and primary hydraulic circuit layout. The differences
between the versions are presented in the table below:
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Testbed version Hydraulic Instrumentation DAQ
V1 Flow meter position EM flow meter no change
V2 raised reservoir no change no change
V3 accum. needle valve no change cRIO w/ FPGA
Table 3.1: Testbed versions
3.2 Flow circuit components
The HPPFN test bed shown, Figure 3.1, is made up of four identical
branches. Each branch has a single air bladder accumulator (Shureflow, Model
182-200, 620 ml, see Appendix B.1) connected in fluid parallel, an input supply
for filling, and an output branch feeding to a common pressure manifold. The
system is fed from and empties into a reservoir, which acts as both the exhaust
for the output and the source of fluid for the input pump.
All four accumulators are charged by fluid provided by a single di-
aphragm pump (Aquatec, Model 5800, 12 gpm, see Appendix B.2) via an
input manifold. The pump draws water from the reservoir, which is raised
above the average fluid elevation of the system as shown in Figure 3.2. From
the manifold inlet, the input flow is distributed to the accumulators via manu-
ally actuated valves (1/2” NPT brass ball type) located on each input branch.
This gives the ability to control which accumulators are charged and which
are excluded, depending on the desired test. This design enabled the isolation
of individual lines during testing to characterize losses and individual accu-
mulator charge and discharge characteristics. A check valve (1/2” NPT, brass
swing type) is placed just upstream of each ball valve on each input branch.
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Figure 3.1: Bench-top testbed, charge side
The check valve maintains unidirectional flow, while allowing for all branches
to balance pressures so long as their output valves remain closed. The in-
put side manifold is instrumented with only one pressure sensor and one flow
meter, since charging is done on a self balancing fluid network, and so it is
assumed that the resultant charge pressure will be the same for the entire
input manifold once pumping is completed. The input side flow meter allows
for health monitoring of the pump and, when coupled with the pressure sen-
sor, can provide a capability to monitor simulated stochastic inputs for total
system “round trip” efficiency experiments.
Each accumulator was instrumented with an analog dial type pressure
gauge (WIKA, 120 psi range) to aid with setting pre-charge pressure using a
manual air pump, and to determine the charge pressure when pumping the
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Figure 3.2: Benchtop testbed V2 configuration reservoir and Aquatec pump.
accumulator with water. A concerted effort was made during each test to
ensure that initial conditions (charge and pre-charge pressures) were recorded.
In the final testbed configuration, each accumulator also had a needle valve
on the air bladder input (see Figure 3.4) for the purpose of accurately setting
the pre-charge pressure. The intention being to reduce parameter variability.
Each of the parallel lines contain check valves on the input side and output
side of each accumulator facing the direction of the output to eliminate back
flow into any of the accumulators during operation.
Each output branch is constructed as follows: starting at the output of
the accumulator, the flow enters a short section of PEX tubing, a 1/2” brass
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Figure 3.3: Bench-top testbed, discharge side
tee that provides a port for a pressure sensor, a solenoid valve (12V), and
then a check valve of the same type as on input supply side. After the check
valve, fluid flows through a paddle wheel type flow meter, before entering the
manifold. The first branch connects to the manifold via a 1/2” brass 90 degree
elbow, while the others via a 1/2” brass T-junction. The manifold is actually
formed by interconnecting the brass elbow and T-junctions using PEX tubing
(see Figure 3.1). Flow from the manifold then exits into a final paddle wheel
and EM flow meter, and pressure sensor, before exiting the system down the
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Figure 3.4: Accumulator pressure gauge and bladder needle valve
outlet line to the reservoir.
3.3 Controls
The HPPFN system power output profile is controlled by a timed ac-
cumulator discharge sequence, resulting in the superposition of outputs from
each branch into the output manifold. This process effectively creates a
sequentially-fired pulsed forming network (SFPFN). Timing of the sequen-
tial discharges is managed by a programmable micro-controller (Arduino, con-
nected via USB to PC). The micro-controller digital outputs are connected to
an array of DC-powered relays, to control opening of the solenoid valves in
each of the HPPFN output branches.
During the initial phase of the investigation the determination of a
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Figure 3.5: Testbed hydraulic schematic
proper timing sequence was accomplished empirically. This involved chang-
ing the discharge times in an iterative manner experimentally until a desired
output pulse was attained, a process that was rather cumbersome and time
consuming. For conventional SFPFNs designed for railgun technology, timing
protocols are primarily determined through repetitive simulation of a well-
characterized model [7].
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Figure 3.6: Arduino controller, controlled relay switches, and NI USB-6008
DAQ
3.4 Instrumentation and signal processing
The control instrumentation was realized using a low-cost Arduino
micro-controller. The experimental testbed was also equipped with instru-
mentation to monitor HPPFN performance and to aid in conducting model
validation studies. Significant effort was dedicated to qualifying sensors that
could accurately capture the pulsatile output flow and pressure for each ac-
cumulator and for the combined system. The placement and type of sensors
were also chosen to support the modeling efforts needed to develop the sim-
ulation models needed to design the HPPFN timing sequences. Each of the
accumulator output lines are instrumented for both pressure and flow rate at
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locations before the flow enters the output manifold, thus each branch is mon-
itored independently. The manifold output is also instrumented for both flow
and pressure. The data acquisition instrumentation was chosen to capture the
time-varying pressure and flowrate signals from all of the installed sensors.
Data collection was initially conducted by means of a USB-based data
acquisition system (National Instruments, Inc., Model NI USB-6008). Analog
signals were collected from six pressure sensors (WIKA, model A-10, piezo-
resistive type, see Appendix B.5), and digital inputs were used to monitor the
digital outputs from six flow meters (e.g., seedstudio.com, G- 1/2”, paddle-
wheel flow sensors, hall effect type, see Appendix B.4.2). This initial setup was
programmed using a virtual instrument (VI) developed in LabVIEW (National
Instruments, Inc., Austin, TX). Measurements of the analog signals from the
pressure sensors were found to be as expected, and matched with initial model
simulation results. The pressure sensor data was consistent from test-to-test
as well as in repeated calibration.
On the other hand, collecting digital data from the flow sensors was
more problematic. The sensors generated very similar pulsed output profiles
from one sensor to the next, however the pulsatile nature of the flow was not
as effectively captured, see Figure3.7. This was evident by the rather sluggish
output compared to the pressure sensors. An investigation was undertaken to
assess whether the presume error was resulting from the flow meter physical
response characteristics or from a limitation in the measurement and process-
ing of digital signals from the flow sensor being used. This effort explored: a)
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higher frequency response flow meter types, including those capable of analog
rather than digital output, and b) pulse counting and averaging algorithms.
Figure 3.7: Typical output plot for NI, VI for the pressure and flow
The flow sensors that were initially sourced for this project were inten-
tionally chosen due to low-cost and simple construction. To assess whether
there was a physical limitation that prevented ‘good data’, testing was con-
ducted with two additional higher-grade flow sensors that were not based on
interaction with the fluid, such as a paddle-wheel or turbine. First, an elec-
tromagnetic (EM) non-contact flow meter (Omega Engineering, Inc., FMG-90
series, see Appendix B.4.1) was selected. This type of sensor detects inherent
charge in the fluid without any obstruction. A single FMG-90 was installed
on the output of the manifold in-line with one of the paddle-wheel flow sen-
sors. Unlike the digital output from the latter, the EM flow meter uses a
proprietary D-A converter so that the output signal can be measured using
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analog channels. The EM flow meter was placed directly upstream of the
paddle-wheel flow meter so that a correlation between the two outputs could
be observed with as little physical variation in position as possible. In addition
to the EM flow meter, an ultrasonic flow sensor (Transonic Systems, Inc.) was
also used for testing. Both of these non-contact/non-obtrusive type sensors
had the bandwidth to enable tracking the pulse, however the systems avail-
able could not resolve the peak of the pulsed flow generated by the HPPFN
testbed. While these types of sensors may be suitable given a suitable dynamic
range, both the EM flow meter and the ultrasonic flow sensor probe have costs
that are at least two and three orders of magnitude higher, respectively, than
the paddle-wheel sensor. Fortunately, these sensors revealed that there was a
real limitation in the paddle-wheel sensors, and helped focus the investigation
into determining whether there was an inherent dynamic response limitation
in these sensors or if the problem was arising because of the data acquisition
and signal processing that had been initially implemented.
As previously mentioned, the paddle-wheel flow sensors integrated through-
out the HPPFN testbed were chosen because they offer a low-cost monitoring
solution, especially when coupled with digital I/O on a basic USB data acqui-
sition system. These sensors basically provide a pulsed voltage signal from a
hall-effect sensing circuit, where the pulses have a period proportional to the
rotational rate of the paddle wheel. There are two concerns that needed to
be resolved. First, as long as the paddle wheel faithfully tracks the fluid flow
velocity, the dynamic response should be sufficient. There is no manufacturer-
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supplied calibration or testing results, and for the most part it is assumed that
these sensors are used in steady-state flow conditions. Consequently, there was
some concern as to whether the difference between measured flow rates from
these sensors and those predicted could be attributed to poor dynamic re-
sponse. This was reinforced by the fact that the non-contact/non-obtrusive
sensors showed that the flow rates in the HPPFN had very high rates of change,
similar to model-predicted results. The second concern was that the acqui-
sition and processing of the pulsed-signal was effectively ‘low-pass filtering’
the pulsed signals. It is necessary to capture the signals at a sufficiently high
rate, but then several cycles need to be processed to estimate an instantaneous
rate. If these processes are not evaluated fully over the range of operation,
there will be significant error in estimating magnitudes and dynamic response
of the fluid flow rates.
An extensive period of testing and re-programming of the instrumen-
tation control software eventually led to improved flow rate measurements.
This process involved replacing the low-cost USB data acquisition with use
of a real-time control platform (National Instruments, NI-cRIO, with field-
programmable gate array, FPGA module installed). This change enabled a
LabVIEW VI to be developed that improved the capture and counting of
pulses by using the on-board FPGA. All flow meter outputs were re-routed
to the FPGA instead of the NI USB-6008 DAQ. This reconfiguration proved
successful, and was used for the final HPPFN testbed and for subsequent test-
ing for model validation. Results from initial tests are provided in the next
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section.
3.5 Preliminary experimental results
Once the initial setup was complete, a set of initial experiments were
conducted, in the manner discussed above, to see if a reasonable pulse could
be formed and results monitored for use in model validation. At this time and
for this class of system, there is no established metric for the determination
of pulse quality. However, the following criteria were identified and used as a
qualitative basis for evaluation.
1. Evidence of superposition between branch outputs seen at output
2. Depth of gap between discharges seen on system outputs
3. Continuity of flow
4. Qualitative comparison of shape (proportion) with known SFPFN out-
puts
A set of iterative experiments were conducted to empirically identify
a suitable discharge timing sequence capable of forming a reasonable pulse
based on the defined criteria. Tests were also conducted to reveal any trends
and sensitivities of timing parameters and charge pressures. Experiments con-
ducted during this phase were completed with all accumulators charged to the
same pressure and using the first testbed configuration as presented in Table
3.1.
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Experimentation revealed a timing sequence that gave a reasonable
pulse using the following initial conditions and timing:
Pre-charge Charge Discharge ∆t
32 psi 60 psi 280 ms
Table 3.2: System initial conditions
Figure 3.8: Pressure and flow output for 60psi charge pressure with 280us
delta t between accumulator discharges
Based on the first three qualitative evaluation criteria, the experimental
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output in Figure 3.8 shows good evidence that a proper pulse can be created.
Addressing the final qualitative criteria, a comparison was conducted
against demonstrated voltage and current outputs for railgun systems from
literature. The experimental pressure output comparison (Figure 3.9) was
done with a voltage discharge profile from Cravey et al [3] and showed a much
flatter output for an EM system as compared to the experimental HPPFN.
Although not perfect, similarities in the rise time, time at amplitude, and
decay can be observed. The comparison between the EM SFPFN current
output and the HFPFN volumetric flow rate in Figure 3.10(a) is much more
favorable.
Figure 3.9: Pressure and Voltage outputs for qualitative comparison: (a) HF-
PFN pressure output for 60psi charge, 280us timing, and (b) measured voltage
output for a transmission line PFN discharged into a matched load from Cravey
et. al [3]
It should be noted that a subsequent change to the setup helped alle-
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Figure 3.10: Volumetric flow and current outputs for qualitative comparison:
(a) HFPFN flow rate output for 60psi charge, 280us timing, and (b) measured
current output for an EM SFPFN from Liu et al. [15]
viate a modeling issue that will be discussed in the following chapter. This
was done to change the line initial conditions of the output manifold and ex-
haust line from being empty of fluid prior to discharge to completely full at
all times. This ensures that the system elements are in ‘fluid communication’
at all times. This was accomplished simply by raising the vertical position of
the reservoir tank approximately over the exhaust manifold level, as shown in
Figure 3.2.
3.6 Summary
Preliminary experimental results with the experimental HPPFN showed
good qualitative comparison with outputs from SFPFNs configured for rail-
gun systems. The results also suggest there is a need to better understand the
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system dynamics in a manner that a “canned” simulation tool, such as Mat-
lab/SimHydraulics, does not allow. The inability to adjust certain modeled
hydraulic elements in SimHydraulics, the subtleties of the non-linear effects on
the system, and the interaction of the flows and their effects on one another,
gave motivation to the development of a more fundamentally-based physical
system model. The adoption of a bond graph approach enabled development
of a model that would allow for better understanding of significant power flows
and losses in the system. This type of model development, which provides an
ability to experiment with ‘structural’ model changes and to change key pa-
rameters iteratively, is important when developing a new type of system, such
as the HPPFN. Insight is gained into which components and associated phys-
ical variables influence efficiency and power output, for example. As such, a
key goal of this project was enabled through this initial development, that of
being able to create a model with sufficient fidelity to guide design, analysis,
and sizing of a HPPFN system. The next chapter describes the next steps
taken toward this goal.
44
Chapter 4
Modeling and Analysis
Preliminary proof of concept of the HPPFN system was demonstrated
using SimHydraulicsR© in Matlab/SimulinkR©. Since SimHydraulicsR© includes
built-in models for components used to form the HPPFN described in the ap-
paratus section, its use facilitated early-stage modeling of the system. Com-
mercial simulation packages are useful in this way since they allow an engineer
to simply configure a system using component-level models, provided proper
parameterization and initial conditions are specified. Results in Chapter 3
provide reasonable insight, and demonstrated that the HPPFN concept was
at least theoretically valid. With these results in hand, an effort was under-
taken to fabricate and test a bench-top system to validate the initial model
findings. Further, a more fundamental model was deemed essential in order to
study how the HPPFN system could be scaled and/or reconfigured for other
applications. In combination with the model basis, a validation process was
undertaken, beginning with preliminary experiments designed to demonstrate
formation of pulses with desired amplitude and duration.
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4.1 Modeling Approach
The preliminary models formulated using SimHydraulicsR© were found
to be useful and efficient for quickly assessing the HPPFN concept. However,
there are limitations to using these types of off-the-shelf tools. For example,
less insight is gained about the role of key components on the response be-
havior observed experimentally. Also, having less transparency and control
over how the system equations are formulated and solved often translates into
less understanding about how changes in the system relate to desired system
response behavior. For these reasons, a more fundamental approach based
on first principles and on bond graph formulation of state space models was
adopted[1, 13]. The level of detail required to apply this approach helps build
intuition, particularly by using causality to understand component interplay
within systems of this type.
Formulation of the HPPFN models was undertaken using the bond
graph approach with the work by Dransfield[5] providing specific insight into
modeling of hydraulic systems and their control. This was helpful in formu-
lating a model for the logical and sequential operation of the system.
Modeling the HPPFN requires identifying model elements needed to
represent the most significant effects in the system. It is clear that certain
principle components of the experimental system, such as the bladder type
hydraulic accumulator which represents the key energy storage element, must
be included. A challenge with these types of high-performance hydraulic sys-
tems, however, is to identify and parameterize other elements that are not as
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tangible. Various components can introduce inertia and resistive (loss) effects
into this system. These model elements then need to be configured as a system
representing different configurations studied as part of the HPPFN develop-
ment. For example, a single accumulator configuration and output branch was
used for model tuning and validation. Emphasis was placed on the branch fur-
thest from the HPPFN output, with this branched labeled ‘0’. Model studies
focused on determining what ‘model reticulations’ best reflected observed ex-
perimental data for specified operating conditions (i.e., initial accumulator
charge pressure).
The intent of these model studies was to establish a validated ‘branch
module’. This was possible only by tuning key valve characteristics, for ex-
ample, which are generally flow dependent. Given this result, the HPPFN
hydraulic output circuit can then be confidently formulated, using identical
‘tuned branches’. The remainder of this chapter describes this process. It was
found that in order to reliably predict discharge phenomena it was necessary
to understand proper ways to model joining multiple branch outputs. Hence,
manifold junction mass flow theory is discussed, as well as ways to properly
sequence the superposition of manifold flows to accurately predict output dis-
charge. These methods were found useful in constructing a model that can be
used to represent certain operating events central to HPPFN operation. As
such, the model simulation results were found to match key phenomenology
evident in the experimental data. The chapter concludes with a description of
the model tuning used to match experimental output, and a brief discussion
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on the results is presented.
4.2 Simplified branch model
4.2.1 Accumulator model
Accumulators are well-characterized, energy-storage and pressure-conditioning
components. A model implementation using bond graphs and particularly in
a form useful for predicting the behavior exhibited as part of a pulsed-power
network has few references, but a considerable number of non-bond graph
references exist for accumulator power systems models. In the text by Drans-
field[5], the accumulator bond graph is presented in two manners: a) a simple
capacitance model (Figure4.1) and, b) as an RC model (Figure4.1) which
incorporates generalized internal losses represented by a resistance R. This
accumulator model is based on a gas over liquid accumulator.
Assumptions for the simplified model will be that the system operates
under standard temperature and pressure (STP) conditions at all times, all
valves actuate as ideal valves, all hose elements are rigid, the fluid (water) is an
incompressible Newtonian fluid with linear resistive flow models, the system
reservoir is an ideal pressure source, and lastly cavitation never occurs in any
part of the system.
Dransfield proposes a generic compliance represented by the bulk mod-
ulus of the working fluid which was used for the sake of simplicity as the
relation that is presented is linear in nature. However, for the purposes of this
investigation, the accumulator compliance is better represented by an ideal
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Figure 4.1: Accumulator bond graphs from Dransfield [5]
gas pressure-volume relationship since the majority of the energy stored is in
the compression of the air rather than the fluid (water) in the lines or the
accumulator. The basic structure of the model takes the form shown in Figure
4.2. It should be noted that the volume that is being tracked in the current
case is the air volume and thus the sign convention for the volume will be op-
posite that of Dransfield who tracks the fluid volume in his model. The simple
Figure 4.2: Simple hydraulic accumulator BG model
model used Figure 4.2, slightly deviates from the Dransfield representation by
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keeping the common effort (zero) junction at the capacitance of Figure4.1 (a)
on the RC model in (b). This is done in order to keep the port available for
the addition of a flow source SF , to charge the accumulator as needed. Al-
though unnecessary but for the sake of completeness, a transformer T is added
to describe the coupling between the pneumatic and hydraulic fluids. Since
the interface between the air and the water in the current case both share
the same contact area, the transformer modulus would be the ratio of cross
sectional areas, Acs:air / Acs:water = 1.
The Ca element represents the capacitance of the air charged accumu-
lator and is expressed by the non-linear constitutive relation, derived from the
ideal gas law, by:
Ca : Pa(Va) =
Po · Voγ
δV γa
(4.1)
where Vo is the accumulator pre-charge volume and δVa is the differential
change in accumulator volume Va expressed as,
δVa = (Vo − Va). (4.2)
The solenoid valve used for the bench top has a relatively short opera-
tional time constant, on the order of 300 milliseconds. Although it is common
to develop valve models with finite time opening characteristics, especially for
larger systems (e.g., hydro-mechanical power systems, etc.), it was found that
for the HPPFN scale very small variations in opening parameters produced
very large effects on the output during model simulations. This made it very
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difficult to validate the model. It was found that an ideal valve assumption
worked very well for the HPPFN model.
Initial testing with a single accumulator branch indicated that when
the accumulator is allowed to fully discharge, an additional nonlinear effect
is evident that defines two distinct operational modes. When the accumula-
tor has expended all its fluid, there is a ‘brake-like’ phenomena on the flow,
attributed to the rubber bladder. This effect is reflected in the pressure mea-
sured in the discharge flow as shown in Figure4.3. The knee in the pressure
plot indicates when the bladder elasticity begins to take effect, acting against
the momentum of the water evacuating the accumulator. It is postulated that
the momentum of the evacuating water tends to ‘pull’ the bladder away from
its unstressed point, possibly into the accumulator outlet orifice.
The limit-state behavior of the nearly evacuated accumulator bladder
can be modeled by an effective capacitance, Cb. This capacitance will be
represented by the constitutive equation,
Pb = (1/Cb)δVb
Cb = 1/kb
(4.3)
where δVb is the differential change in bladder volume, equivalent to the differ-
ential accumulator volume δVa, and Cb describes the effective capacitance that
engages when the bladder enters its limit-state. The pressure-volume relation
will be assumed to be linear due to the relatively small deflection encountered.
The bond graph shown in Figure 4.4 shows how this element is integrated into
the accumulator model.
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Figure 4.3: Sample experimental data from single branch discharge for pressure
sensor Pps0 of branch 0.
Figure 4.4: Hydraulic accumulator with bladder capacitance BG model
52
As discussed above the action of the bladder does not effect the system
until the accumulator is fully exhausted of water so the bladder capacitance
is essentially dormant until this point in the discharge cycle. Implementation
of this nonlinear effect is addressed later in a discussion on model sequencing.
Care must be taken in introducing this type of effect since it can introduced
computational complexity.
4.2.2 Fluid inertia
Due to the aspect ratio of the line, Lline/IDline, it is necessary to take
into consideration the inertia of the fluid. For a single branch, a single lumped
inertia, If0, is used to represent the sum of I0, for the fluid in the branch up
to the exhaust manifold and Im, the manifold inertia. The inertia, I0,
I0 = ρwater
Lbranch
ACSline
(4.4)
relates the branch output flow and the fluid momentum, γ0, in the constitutive
equation,
I0 : Q0 = γ0
ACSline
ρwater.Lbranch
(4.5)
The second of the two inertias, Im, represents the inertia of the fluid in the
exhaust manifold up to the outlet,
Im = ρwater
Lmanifold
ACSline
(4.6)
As discussed for the purposes of this developmental simplified model,
all fluid inertias are lumped into If0 being represented by:
If0 = ρwater
Lf0
ACSline
(4.7)
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Where Lf0 is the fluid path length from accumulator outlet to the outlet at
the reservoir.
4.2.3 Fluid path resistive effects
For the simple branch model there are resistive effects in the lines that
need to be accounted for in the branch model. One represents the hydraulic
losses from the outlet of the accumulator to the junction of the branch and
the exhaust manifold, and another from this junction to the exhaust manifold
outlet. The overall pressure drop is commonly associated with a total ‘head’
losses, for example,
Htotal =
n∑
1
Hn (4.8)
so that,
PR = HR · ρ · g (4.9)
The flow factors Kn presented here are those corresponding to the laminar
flow regime. Generally, these models for fluid losses should consider whether
the flow is turbulent and change head loss coefficients accordingly. However,
in this case, these losses are not as significant as those due to the valves and
junctions. This head loss form is convenient because it allows additional effects
from other components to now be integrated in a lumped form, by considering
each effect separately. Referencing Figure 4.5, the net branch resistive effects
include head losses due to the following effects:
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Figure 4.5: Bench top system with resistive elements labeled for branch 0
model
1. Accumulator outlet head loss expressed by:
Hra0 =
Kpe ·Q2a0
2g · Aae (4.10)
where, Kpe is the flow factor for an outlet orifice, Qa0 is the flow rate
out of the accumulator and, Aae is the accumulator outlet orifice cross
sectional area.
2. 1/2” brass tee housing pressure sensor head loss expressed by:
Hp0 =
Kp0 ·Q2a0
2g · Apex (4.11)
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where, Kp0 is the flow factor for brass tee, Qa0 is the flow rate out of
the accumulator and, Apex is the inner cross sectional area of the branch
(PEX line).
3. 1/2” brass solenoid control valve head loss expressed by:
Hv0 =
Kv0 ·Q2a0
2g · Apex (4.12)
where, Kv0 is the flow factor for a brass gate valve.
4. 1/2” Gate type check valve head losses expressed by:
Hcv0 =
Kcv0 ·Q2a0
2g · Apex (4.13)
where, Kcv0 is the flow factor for a brass gate type check valve.
5. 1/2” port paddle wheel flow sensor head losses (estimate):
Hfs0 =
Kfs0 ·Q2a0
2g · Apex (4.14)
where, Kfs0 is the flow factor for the paddle wheel flow sensor.
Thus the lumped resistance R0 is comprised of the sum of the headlosses in
the branch given by:
Hr0 = Hra0 +Hp0 +Hv0 +Hcv0 +Hfs0 (4.15)
The pressure drop due to resistive losses can now be expressed as,
R0 : Pr0 = Hr0 · ρ · g (4.16)
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Similarly, the second lumped resistive element Rm represents the fitting,
instrument, line, and exhaust losses of the exhaust manifold. These are all
losses from the end of branch 0 to the outlet of the exhaust manifold and is
based on the sum of the head losses given by the following:
Hrm = He0 +Htm1 +Htm2 +Htm3 +Hpsf +Hef (4.17)
Where He0, Htm1, Htm2, Htm3, Hpsf and, Hef represent the fitting losses for
the tee junctions and elbows on the manifold. Using this equation we can
express the pressure drop due to resistive losses in the exhaust manifold as,
Rm : Prm = Hrm · ρ · g (4.18)
Finally, the last resistance element, is the exit resistance expressed as,
Re : Pre = Hre · ρ · g (4.19)
where Hre is the headloss along the section just downstream of the exhaust
manifold outlet pressure sensor to the outlet orifice in the reservoir and is
represented by:
Hre = Hef +Hem +Hff +Hfe (4.20)
Where Hem, Hff and, Hfe represent the flow meter fitting losses and exit loss
respectively.
4.2.4 Sensor model junctions
To better compare simulation with experimental output, it is useful
to identify ideal junctions at points in the system where sensors are placed.
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For example, two pressure sensors can be modeled ideally by drawing a signal
bond from a common effort junction. Although not necessary, these ‘sensor
junctions’ allow for a much more direct correlation between the model variables
and experimentally measured signals.
The two port variables introduced for the HPPFN include Ps0, the
pressure sensor output for accumulator branch, and Psf , the exhaust manifold
outlet pressure sensor. These two output pressure signals are used in model
verification as well as in tuning flow resistance parameters in a much more
effective manner.
4.2.5 Simple branch Bond graph model
Now that the components of the simplified branch model have been
identified the bond graph for the single branch system takes the form given in
Figure 4.6. Two forms are shown in this figure, the latter indicating the effect
of the bladder for cases where the accumulators are driven to a limit state.
4.2.6 Simple branch model state equations
The state equations are derived following standard bond graph methods
[1, 13]. Beginning with the first bond graph configuration representing the
system without the bladder influence, Figure 4.6(a), we recognize that there
are two states in the system,
x =
[
va0
γf0
]
(4.21)
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Figure 4.6: Bond graph of simple branch model, (a) without bladder capaci-
tance, (b) with bladder compliance
where va0 is the state variable, representing the accumulator’s differential vol-
ume and γf0 is the state variable for the fluid momentum. The resulting state
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equations are,
Ca0 : v˙a0 = Qa0 = Qf0 = γf0 · ρh2o · Apex
Lf0
(4.22)
If0 : γ˙f0 = Pa0 − Pr0 − Prm − Pre − Pse (4.23)
where,
Pa0 = Pc0 · vc0
γ
va0γ
Pr0 = Hr0 · ρh2o · g
Prm = Hrm · ρh2o · g
Pre = Hre · ρh2o · g
(4.24)
In these equations, Lf0 is the path length of the flow from accumulator to
outlet, Pc0 and vc0 are as defined in section 4.2.1, and the head losses Hr0,
Hrm, and Hre are as defined in section 4.2.3. The head losses presented are
inter-related to the momentum state γf0 in so much as increasing the fluid
momentum will also increase the pressure head loss and in turn work against
the momentum. This is evident in the pressure sum given in the state equation
for γf0. The final form of the state equations are:[
v˙a0
γ˙f0
]
=
[
γf0 · ρh2o·ApexLf0
Pc0 · vc0γva0γ + (Hr0 +Hrm +Hre) · ρh2o · g
]
(4.25)
As previously stated, the instant the accumulator has fully discharged,
i.e. when va0 = vc0, the bladder begins to influence the flow and the bond graph
of the system now changes to include the capacitive storage of the bladder as
seen in Figure 4.6b, adding one more storage element to the system, giving
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the following new set of states:
x =
 va0vb0
γf0
 (4.26)
Following the same procedure used to derive the state equations for
bond graph of system (a) gives the following,
Ca0 : v˙a0 = Qa0 = Qf0 = γf0 · ρh2o · Apex
Lf0
(4.27)
Cb0 : v˙b0 = Qa0 = Qf0 = γf0 · ρh2o · Apex
Lf0
(4.28)
If0 : γ˙f0 = Pa0 − Pb0 − Pr0 − Prm − Pre − Pse (4.29)
Pa0 = Pc0 · vc0
γ
va0γ
Pb0 = kb0 · vb0
Pr0 = Hr0 · ρh2o · g
Prm = Hrm · ρh2o · g
Pre = Hre · ρh2o · g
(4.30)
The final form of the state equation for this mode is,
 v˙a0v˙b0
γ˙f0
 =
 γf0 ·
ρh2o·Apex
Lf0
γf0 · ρh2o·ApexLf0
Pc0 · vc0γva0γ + kb0 · vb0 + (Hr0 +Hrm +Hre) · ρh2o · g
 (4.31)
Where the head losses here are once again related to the momentum variable
as described in the previous derivation.
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4.2.7 Simulation with mode change
A simulation code was developed with a ‘mode’ change to capture the
two distinct models in Figure 4.6. An alternative approach is to use a sin-
gle, nonlinear model for the bladder limit-state, however, such a model can
introduced significant computational stiffness. For this reason, an event-based
simulation was developed that switches between models based on predeter-
mined events or triggers. These events are usually state variables that are
tracked as the simulation runs. Once the a condition is satisfied, the simula-
tion is paused and a new model is used in the simulation with specified initial
conditions (passed from the previous model to satisfy energy constraints, for
example). This event-based simulation code was used for model testing and
tuning as described in the following.
4.2.8 Simple model tuning
An arbitrary operating point was chosen that fell within the acceptable
operating parameters of the accumulator. The operating point was chosen
as an accumulator pre-charge pressure of P0 = 35 psi, and an accumulator
charge pressure of Pc0 = 70 psi (gauge). These operating conditions represent
the average operating parameters for several experiments, due to measurement
error during charging of the accumulator. This error was approximately±3 psi.
Using the valves on the input manifold to isolate the chosen branch (branch 0)
allowed only the accumulator of branch 0 to be charged and discharged. Using
this isolated branch, multiple experiments were conducted to get an average
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value output for the operating condition chosen.
The two-stage model was simulated, replicating the experimental op-
erating conditions. A built-in Matlab solver using events options was used
for these simulation studies. A principal goal of these simulation tests was
to determine the unknown bladder compliance Cb and the unknown fluid line
resistance terms. Each resistance value was assigned a scaling parameter to be
tuned. These scaling factors gave an indication as to how much the lumped re-
sistance approximations were off once the model had been tuned. Tuning was
accomplished by iteratively changing one tuning parameter at a time. Chang-
ing one parameter at a time provided insight into its effect and sensitivity on
the system. By focusing on a single branch in this way, it was possible to de-
termine the parameters through successive iterations, without relying on more
complex parameter fitting algorithms. It was hypothesized that the remaining
lines could be parameterized using the same values found for the test branch.
4.2.9 Tuning parameter sensitivities
To investigate the tuning parameter sensitivities an approach was taken
to methodically change only one variable at a time during numerical excur-
sions, while keeping the initial conditions the same. The tuning parameter
that had the greatest sensitivity to changing the shape characteristic of the
system output was the bladder stiffness, Cb. This parameter had the effect
of increasing the negative slope of the second stage output (after the knee)
in the simulated pressure output. The higher the value lower compliance, the
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lower the slope value. This trend agrees with the assumption that the bladder
acts to retard the inertia of the system during the second stage (i.e., when the
bladder engages).
The lumped branch flow resistance parameter, R0, had the effect of
moving the position of the knee with time and amplitude. Increasing the
R0 scaling parameter moves the knee of the discharge to the right (delays)
and decreases the amplitude of the simulated pressure. Decreasing the scaling
parameter has the opposite effect. Additionally, there is an effect of drawing-
in the middle of the first stage output curve in the manner demonstrated in
Figure 4.7. During model tuning this variable proved to be most useful for
coarse tuning the knee position in time and its amplitude.
The lumped manifold flow resistance parameter, Rm, had a similar
effect as R0 on the knee position in time, with increasing scaling parameter.
In contrast this parameter had a much smaller influence on the amplitude at
which the knee occurred than did R0. Of the three resistive tuning parameters,
Rm had the least influence on the output of the simulation corresponding to
the branch pressure as would be measured by its’ pressure sensor port. It did
however have a much greater influence on the exhaust manifold outlet pressure
as seen on the second row of Figure 4.8. Increasing the scaling factor had the
effect of dropping the magnitude of the discharge pressure.
The final of the three resistance parameters, Re, showed negligible effect
on the pressure output corresponding to the position of branch 0 pressure
sensor. The output pressure did show evidence of influence by an increased
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Figure 4.7: Model sensitivity to R0, red trace is simulation and blue is exper-
imental
scaling factor causing an increase in peak pressure, as seen in Figure 4.9. This
later proved to be the tuning parameter that was most useful for fine tuning
the output pressure curve.
4.3 Extended single-branch model
Given a reliable and validated modeling basis for a single branch, it
can be used to model a multi-branch HPPFN system. For the experimental
HPPFN, this is accomplished by adding identical line sections to more ac-
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Figure 4.8: Model sensitivity to Rm, red trace is simulation and blue is exper-
imental
curately represent the other three accumulator branch models. The goal is
to form a composite model with the ability to simulate the key physical ef-
fects and sequence of events that accurately represent the dynamic fluid and
mechanical interactions of the HPPFN system.
The assumptions for the composite model are the same as those used for
the simple model, namely that all valves actuate ideally, each line of fluid (wa-
ter) is assumed to be an incompressible Newtonian fluid flowing in rigid pipes,
the system is operated under STP conditions, and the reservoir is modeled as
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Figure 4.9: Model sensitivity to Re, red trace is simulation and blue is exper-
imental
an ideal effort source.
Using the simple branch model as a basis for branch 0, an exhaust
manifold is now represented explicitly by five sections which correspond to
four exhaust manifold sections and a final fluid line running from the manifold
to the reservoir. As in the simple model, signal ports represent outputs from
testbed pressure sensors used for comparisons with model simulation results.
The composite model also operates in two modes, the first mode being without
the influence of the bladder capacitance, and the second mode with the bladder
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capacitance engaged. The condition for the mode switch is the instant when
the final accumulator is evacuated of all water. It should also be noted that
If0 from the simple model is now split into two distinct fluid inertias, with
fluid inertia associated with the manifold, Im, now in derivative causality in
the composite model. The bond graphs for the first and second modes are as
shown in Figures 4.10 and Figure 4.11, respectively.
Figure 4.10: First mode extended branch 0 bond graph model
Beginning with the first mode and recognizing the storage elements in
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Figure 4.11: Second mode extended branch 0 bond graph model
the system, gives only two states (detailed derivation available in Appendix
C.1),
x =
[
va0
γ0
]
(4.32)
Following standard formulation procedures to find the state equations for each
independent energy storing element,
Ca0 : v˙a0 = Qa0 = Q0 = γ0 · ρh2o · Apex
l0
(4.33)
I0 : γ˙0 = Pa0 − Pr0 − Pm0 − Pm1 − Pm2 − Pm3 − Pre − γ˙m − Pse (4.34)
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where Pa0 and Pse are as previously given, and Pr0, Pm0, Pm1, Pm2, and Pm3
are the pressure drops due to the respective line section resistive elements.
A lumped parameter resistance is used for the final resistance element, Re,
comprising in part the sum of the flow resistance parameter values for the
tee housing, the output pressure sensor, the EM flow sensor, the final flow
sensor, and the outlet. Identifying valid model forms and parameterization
for these loss effects is a key effort in formulating a validated model of the
HPPFN system. The equations representing all these resistive pressure losses
are presented in more detail in Appendix C.1, where a detailed state equation
derivation for this system is also provided.
The derivative causality on the manifold fluid inertia, Im, represents
the fluid in the line from the termination of branch 0 to the outlet of the
system at the reservoir. This dependent inertia is coupled with the branch
inertia by the relation,
γm : γ0/I0 = γm/Im → γm = γ0 · Im/I0 (4.35)
from which follows that the rate of change of the manifold fluid momentum
can be described by,
γ˙m = γ˙0 · Im/I0 (4.36)
The final form of the state equations for the first mode of the model is now
given by,
v˙a0 = γ0 · ρh2o · Apex
l0
γ˙0 = Pa0 − Pr0 − Pm0 − Pm1 − Pm2 − Pm3 − Pre − γ˙m − Pse
(4.37)
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where γ˙m is replaced by the relation in 4.36.
Similarly, as in the single branch model, the second mode adds another
capacitance and thus adds one more state giving the states (detailed derivation
available in Appendix C.2),
x =
 va0vb0
γ0
 (4.38)
Using the same methods to formulate the state equations as in mode 1 for
mode 2 results in the following,
v˙a0 = γ0 · ρh2o · Apex
l0
v˙b0 = γ0 · ρh2o · Apex
l0
γ˙0 = Pa0 − Pb0 − Pr0 − Pm0 − Pm1 − Pm2 − Pm3 − Pre − γ˙m − Pse
(4.39)
The detailed derivation is given in Appendix C2, where as with the extended
model’s first mode, expressions for the resistive pressure drops are presented
in explicit form.
4.3.1 Extended branch model tuning
The experience gained in tuning a single branch model allows for effi-
cient tuning of the extended branch model, since significant insight is gained
into the effect of tuning parameters on system response. The effect of the de-
pendent inertia term, Im, however, can have an effect on the system response.
Using (tuned) parameter values from the single branch model will likely not re-
sult in a predicted output that matches the experimental data, thus requiring
additional iterative tuning of the extended model.
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The iterative process resulted in a new set of tuning parameters that
resulted in the model output presented in Figure 4.12. These plots represent
the results of using the tuning parameter values for the resistive element scal-
ing factors: R0 = 6.5, all Rm’s = 6, and Re = 3.6. With the exception of
an approximately 12% peak amplitude difference near the beginning of the
discharge cycle, the results of the tuning process show favorable comparison
with test data for the majority of the output pressure curve. The branch 0
pressure curve showed more deviation in the simulation with the knee of the
pressure drop occurring approximately 11% sooner, but matched well with the
amplitude of the testbed data.
4.4 Multi-branch model
Given a validated extended single-branch model, the other accumulator
discharge branches can be added to form the full multi-branch HPPFN system
model. Recall that the extended single-branch model was developed with the
intention of “plugging in” the other accumulator branches. The process is a
bit more involved. A sequence of operations must first be introduced that
will properly represent how fluid flow should interact at junctions. Unlike
the majority of electrical PFN ‘nodes’, where ideal power flow junctions are
sufficient to represent the interaction of parallel electrical power paths, this
is not necessarily the case for fluid systems. The following subsection briefly
presents background on the theory of flow interaction in manifolds, which
motivated the approach taken to formulate the logic and event sequencing
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Figure 4.12: Extended branch model output plotted with experimental data
for comparison: red = model, blue = experimental
used in the HPPFN model.
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4.4.1 Manifold flow interaction
There are various ways to represent how flows interact at hydraulic
junctions. In many cases, the fluid flow junctions, such as that shown in Figure
4.13(a), are treated as ideal potential junctions where pressure is common,
p1 = p2 = p3, and continuity for incompressible flow gives, Q1 +Q2 +Q3 = 0,
for the sign convention shown. Breedveld [2] addresses the fact that ideal
junctions are not realistic for many hydraulic junctions by using the gyrator
structure shown in Figures 4.13(b) and (c). Breedveld’s approach reflects the
more fundamental treatment addressed early on for systems applications by
Katz [14].
Figure 4.13: Breedveld’s 3-port gyrator structures for modeling fluid junction
from [2]; a) fluid junction represented by (b) decomposition of junction by flow
causality, and c) decomposition based on effort (pressure).
Figure 4.14 is adapted from [14], and summarizes how ideal flow in-
teractions can incorporate dynamic fluid effects, especially highlighting how
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there can be differences based on whether the flow is separating or mixing at
the junction.
Figure 4.14: Katz’s fluid junction scenarios from [14].
Katz provides a systematic framework with which to address the logic
structure required for a model during simulation, providing a much more di-
rect (and less complex) approach for the general reader than that presented
by Breedveld, although the latter might be preferred by the bond graph spe-
cialist. Willson [24] and Willson and Traver [23], for example, followed the
work of Breedveld in their work on liquid piston engine dynamics modeling
and simulation. In any case, the fundamental methods of Katz were used to
facilitate the simulation model development in this study.
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Consider an adaptation of Katz as an addendum to his theory on flow
mixing. So long as the pressure of the flow from port 3 of the junction, as
shown in Figure 4.14(b), is greater than the incoming flow from port 1, the
flow from port 3 will dominate and cause a vortex boundary to form at 1,
thereby reducing or eliminating most flow contribution from that port and
fully redirecting the flow of port 3 out to port 2. This can be considered
similar to the action of a check valve, without the mechanical valving action.
For this to be functionally to be valid, it must be assumed that back flow is
not possible in any of the junctions. This is the case for the HPPFN testbed
system, since each accumulator-branch includes a check valve upstream to the
respective inlet to the exhaust manifold.
4.4.2 HPPFN system BG
For the first mode, as in the extended model, each branch will consist
of only one C element (accumulator), one lumped R element for the branch
line, and one I element representing the branch fluid inertia. The second
mode will likewise be similar to that used in the extended model, and will
consist of the elements of the first mode plus the addition of the accumulator
bladder capacitance. Each branch will also retain a signal port to represent
the pressure sensor location in the test bed branch.
A full derivation of the state equations for the multi-branch model can
be found in Appendix C3. The bond graphs of Figures 4.15 and 4.16 were used
to derive the state equations for both the first and second modes, respectively.
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Figure 4.15: HPPFN 1st mode bond graph
From the first mode multi-branch bond graph, the system states are,
x =

va0
γo
va1
γ1
va2
γ2
va3
γ3

(4.40)
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In the bond graph for Figure 4.15, we once again find that the manifold inertia
is in derivative causality. This causes a coupling that is expressed similar
to that of the extended single-branch model, except there are now multiple
branches and the coupling extends across more states. To provide a proper
expression for the inertia, a matrix operation must now be performed on the
generalized expression. A detailed derivation of the expression for multi-branch
γ˙m is provided in Appendix C.3.1. Using the bond graph with the standard
equation formulation techniques, the state equations are found for the first
mode model (see Appendix C.3.2 - C.3.5 for a detailed derivation) as,
v˙a0 = Qa0 = Qf0 = γ0 · ρh2o · Apex
l0
γ˙0 = Pa0 − Pr0 − P0
v˙a1 = Qa1 = Qf1 = γ1 · ρh2o · Apex
l0
γ˙1 = Pa1 − Pr1 − P1
v˙a2 = Qa2 = Qf2 = γ2 · ρh2o · Apex
l0
γ˙2 = Pa2 − Pr2 − P2
v˙a3 = Qa3 = Qf3 = γ3 · ρh2o · Apex
l0
γ˙3 = Pa3 − Pr3 − P3
(4.41)
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and the pressure signal equations are,
Pps0 = Prm0 − Pr0
Pps1 = Prm1 − Pr1
Pps2 = Prm2 − Pr2
Pps3 = Prm3 − Pr3
Ppsf = Pre + Im · ((γ˙0/I0) + (γ˙1/I1)+(γ˙2/I2)+(γ˙3/I3)) + PSE
(4.42)
Adding the bladder capacitance in second mode of the model to each
line increases the number of states of the model by four, one for each accumu-
lator branches as seen in Figure 4.16 below.
Recognizing all energy storage elements in second mode multi-branch
bond graph model yields the states (see Appendix C.4 for detailed derivation),
x =

va0
vb0
γo
va1
vb1
γ1
va2
vb2
γ2
va3
vb3
γ3

(4.43)
Again, following the standard procedures to obtain the state equations yields
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Figure 4.16: HPPFN stage 2 bond graph
the state equations for the second mode model as,
v˙a0 = γ0 · ρh2o · Apex
l0
v˙b0 = γ0 · ρh2o · Apex
l0
γ˙0 = Pa0 − Pb0 − Pr0 − P0
(4.44)
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state equations continued as,
v˙a1 = Qa1 = Qf1 = γ1 · ρh2o · Apex
l0
v˙b1 = γ1 · ρh2o · Apex
l1
γ˙1 = Pa1 − Pb1 − Pr1 − P1
v˙a2 = Qa2 = Qf2 = γ2 · ρh2o · Apex
l0
v˙b2 = γ2 · ρh2o · Apex
l2
γ˙2 = Pa2 − Pb2 − Pr2 − P2
v˙a3 = Qa3 = Qf3 = γ3 · ρh2o · Apex
l0
v˙b3 = γ3 · ρh2o · Apex
l3
γ˙3 = Pa3 − Pb3 − Pr3 − P3
(4.45)
and measured pressure signal equations are,
Pps0 = Prm0 − Pr0
Pps1 = Prm1 − Pr1
Pps2 = Prm2 − Pr2
Pps3 = Prm3 − Pr3
Ppsf = Pre + Im · ((γ˙0/I0) + (γ˙1/I1)+(γ˙2/I2)+(γ˙3/I3)) + PSE
(4.46)
It should be noted that while the pressure Ppsf in both modes includes the
terms,
Im · ((γ˙0/I0) + (γ˙1/I1)+(γ˙2/I2)+(γ˙3/I3)) (4.47)
these pressure effects are not physically measurable, and are thus not included
when simulation and testing results are compared. The pressure detected by
81
the sensors can be more faithfully represented by the pressure associated with
the resistive effect, Re.
The state equations sets for the two modes were implemented into
computational code (see Appendix D). The following section describes how
this computational code is formed to properly capture the HPPFN operation.
4.4.3 Branch sequencing logic
It is necessary to include branch sequencing logic to properly simulate
the how the HPPFN testbed system discharges with controlled valve tim-
ing. The sequencing of events is structured with logical switches, however the
theory of fluid interaction at the hydraulic junctions as presented in 4.4.1 is
included. The method used to properly implement discharge timing is also
described.
In HPPFN operation, the accumulator branches are activated with a
proper timing sequence. As the accumulators discharge, and fluid upstream
from the branch discharging is diminished, so the manifold inertia will be incre-
mentally decreased by the length of manifold section between the discharging
accumulator and the upstream accumulator.
One way to model this type of physical phenomena is to build a simu-
lation model with a sequence of events and associated switch logic defined as
follows:
1. Full model is implemented for all lines and branches without bladder
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in model mode 1. The manifold inertia will reflect the full length of
manifold, and accumulators will be fired with a predetermined firing
sequence. All accumulators should initiate discharge during this stage.
2. When the state variable γ0 for branch 0 fluid inertia is made zero, the
branch is functionally eliminated, up until which time the inertia is non-
zero. The manifold inertia will then reflect the length of manifold from
branch 1 to the outlet. This process is repeated for each successive
branch until branch 3 is reached. In theory this results from both the
check valves of the individual branches and the 3-port junction phenom-
ena presented previously.
3. Once the line pressure in branch 3 is reached with the other branches,
flow begins once more out of those branches, starting with the branch
that has been left with the highest residual pressure from the preceding
process. This occurs until a trigger point is reached for branch 3 to begin
the second mode.
4. At this point all branches will be shifted to the second mode branch
model, which includes the bladder capacitances, and the model will run
until the final accumulator branch (branch 3) has fully been evacuated
of all fluid.
There are two key points that should be reiterated as they are critical to
the model’s functionality. First, none of the second mode branch models take
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effect until the final accumulator (branch 3 accumulator), reaches a discharge
volume equal to it’s initial charge volume; i.e., until it is ‘empty’. Second, as
was stated in the theory of operation, a higher pressure flow into a three way
junction should always result in the lower pressure port ceasing to contribute
flow until the pressures at the junction are at least equalized. It was found that
by adhering to these two points, the model simulations were able to reproduce
certain key trends observed in data measured from the HPPFN testbed.
4.5 Model assessment criteria
Model performance will be based on a qualitative assessment derived
roughly from the HPPFN performance parameters discussed in Chapter 2.
Here, specific elements and features of the outputs are qualitatively compared
using the following output pressure and flowrate attributes:
1. Output curve feature position in time
2. Output curve feature amplitude
3. Output curve feature shape
4. Comparison of overall system efficiency
5. Comparison of average system power output
The output curve features that will be used for this assessment are defined in
Figure 4.17.
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Figure 4.17: Output curve features used for similitude analysis
The comparison of the average power output and the discharge effi-
ciency describe overall system performance. These may also be used to pro-
vide insight that can help optimize system performance when the iterative
simulation methods developed are adopted into an automated optimization
tool.
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4.6 Model performance
The given assessment criteria were used to compare the experimental
and the multi-branch model outputs. As in the previous model comparisons,
the same initial conditions were used in both. The tuned model parameters
from the extended-branch model were used with each of the branches in the
multi-branch model. Some minor re-tuning was required to attain the results
presented in Figures 4.18, 4.19, and 4.20. The M-file code used to conduct the
simulation can be found in Appendix D.2.
The tuned flow output had an average difference in pulse peak ampli-
tude of approximately 15% and showed reasonable similarity in feature posi-
tion (in time), resulting in a total length of pulse that is very similar to that
found experimentally. The initial pulse in the model output has a faster rise
time than the experimental, but in contrast the pulse shows good similarity
in pulse decay and drop off. Even though the magnitude of the features in
the experimental data is smaller than the simulation, there is reasonably good
agreement.
The tuned pressure output had an average difference in pulse peak
amplitude of approximately 5% and showed almost identical feature position
and total pulse length and form. The model-predicted pressure pulse is slightly
more abrupt than the experimental. The overall pulse form is almost identical,
providing some confidence in the model assumptions and sequencing.
Efficiency and overall energy expenditure differences are a bit more
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Figure 4.18: Tuned HPPFN model flow output comparison
pronounced. The power output comparison will magnify any model disparities
since it is the product of the pressure and flow outputs. Studying the plots,
the most obvious difference in the two outputs is the abrupt jumps in power
predicted by the simulation. The more gradual jumps in the experimental
data are more a result of the flow component of the power, as was seen in the
flow output plot. The flow output may be lagging due to either measurement
latency of the experimental system or an underestimation in the model’s flow
resistances. Overall combined pulse length and number of features show good
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Figure 4.19: Tuned HPPFN model pressure output
comparison. The efficiency difference is about 9%, with the simulation over
predicting. The total energy gives a larger difference of 30%. This is due to
the difference in a number of features in the simulation having sharper corners
and larger amplitudes. Based on the data, there is an average power out for
the experimental versus the simulated system of 42 W versus 82 W, indicating
a rather large percentage difference of approximately 50%. Output data is
provided in tabular form in Appendix E.2.
In summary, the tuned model shows relatively good agreement with
the experimental data, especially the pressure output. The tuned timing was
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attained using a process that involved bringing the knees of the outputs as
close together in time and amplitude, then matching the peaks and valleys of
the outputs. This was done using the system tuning parameters in an iterative
fashion. The resulting model gave a qualitative comparison with reasonably
good agreement with experimental results in the phenomenology of all three
outputs.
In the next chapter, the model is further evaluated as a design synthesis
tool. Once the model is shown to give valid results, it can be used to deter-
mine the discharge timing for the testbed at the tuned operating condition.
Furthermore, tests can be conducted at the tuned condition and with varying
discharge times to investigate the ability of the model to properly predict the
behavior of the output pressure and flow as compared to testbed data for the
same discharge timing.
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Figure 4.20: HPPFN model and testbed efficiencies
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Chapter 5
Experimental Verification
5.1 Verification approach
This chapter focuses on the verification of model functionality as a
HPPFN synthesis and design tool. The function of the model is evaluated
through three series of tests. The first uses the model as a synthesis tool to
design a viable pulse at a tuned operating condition. In order to properly
conduct this evaluation, a metric is introduced to quantify pulse performance
and used in conjunction with the evaluation methods discussed in Chapter
4. A second series of tests studies the performance of the model when used
at operating points other than the tuned condition. Finally, an evaluation
series investigates how well the model predicts timing excursions at the tuned
operating condition. Each simulation-based evaluation compares to data from
the testbed, with each test using the identical initial conditions and timing
sequences for their respective test series condition. In this way, the ability
to use the model-based simulation as a viable synthesis and design tool is
evaluated.
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5.2 Pulse quality metric
The pulse quality (φq) is the metric that will be applied to the model
output during the pulse synthesis process. It is a measure of flatness of the
output pulse top, for which a half cycle square wave is the theoretical limit
and where the value of φq would be unity. The expression for φq is given as,
φq =
((
n−1∑
0
Pnp
Pnv
)
+
Pnp
Pknee
)
· 1
nbrnch
(5.1)
where Pnp and Pnv are the pressure values at nth peak and valley, respectively,
of the output, the parameter nbrnch is the number of branches discharged in the
simulation, and Pknee is the pressure value of the curves knee during output
final decent. This method can be applied to any of the three (pressure, flow,
or power) multi-branch output curves of the system.
As simulation tests are conducted, an evaluation is made using the
pulse performance metric in order to rank each case. The process is repeated
until the simulation iteration with the ‘best’ acceptable pulse quality score is
reached. This process is intended to yield the corresponding required HPPFN
valve timing sequence for a particular set of initial conditions. Once the timing
values and initial conditions are applied to the testbed, an experimental test
is conducted and the output recorded. This output is then compared with the
model’s predicted output qualitatively based on the trend of the output and
the feature amplitudes.
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5.3 HPPFN synthesis procedure
During the course of familiarization with using the HPPFN model for
pulse synthesis, it was discovered that pulse lengths could be considerably
increased by following the procedure below:
1. Set charge pressure for the first accumulator in the discharge order to
the manufacturer maximum allowed operating pressure.
2. Set initial charge pressure for remaining accumulators to approximately
60% the charge pressure set for the first accumulator. In contrast, the
large majority of tests conducted had charge pressures that were the
same for all accumulators.
3. Initially set discharge ∆t’s to be equivalent between each discharge. The
initial value is fairly arbitrary but a good starting value for the time
difference could be based on the single branch discharge pulse period for
the first accumulator, if this has been previously characterized.
4. Run model simulation using the initial timing sequence.
5. Study output curve to estimate necessary change in first ∆t to make
second discharge peak amplitude similar to the first discharge and im-
plement into simulation timing sequence.
6. Iterate steps 4 & 5 until the first and second peak amplitudes are within
an acceptable margin, for example: ±5% was used in the following test
series.
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7. Repeat steps 4-6 for each branch thereafter until ∆t’s have been attained
for all branches.
8. Apply pulse quality analysis. If pulse quality value is not satisfactory,
repeat entire process until minimal allowed pulse quality value is reached,
or value is as close to unity as manually possible.
This method was used as a guide for the pulse forming experiments conducted
during this investigation, with the exception of the timing excursion series.
5.4 Model synthesis performance
5.4.1 Pulse synthesis results
Using the tuned multi-branch model and the procedure outlined in 5.3,
a pulse was synthesized (Figure 5.1) that had a measured value of pulse quality
of φq = 1.47 for the pressure output, and a φq = 1.22 for the flow output. Five
tests were conducted using the derived timing on the testbed system. The
results from these tests were averaged and prepared as one data set for the
purpose of this comparison, see Appendix A.3 for tabular experimental data.
This first attempt at pulse synthesis using the model showed reasonable
similarity to the experimental output with the initial conditions and derived
timing. Another attempt to tune the model was made to determine if better
results could be attained. This was done by breaking the resistances up for the
manifold and exhaust and changing the values slightly until a better match
was reached, as seen in Figure 5.2.
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Figure 5.1: Tuned model synthesized pulse
The fine-tuned model gave a pulse performance value for the pressure
output of φq = 1.43 and for the flow output φq = 1.23. Even though the pulse
performance values for tuned and the fine-tuned systems were almost identical,
it can be observed on the right hand side plots of Figure 5.2 that the fine-tuned
model simulation had noticeably better agreement with the flow output. This
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Figure 5.2: Re-tuned model synthesized pulse
indicates a more reliable agreement in the power output, which is evident in
total energy discharged (see values on plots) as observed by comparing the left
hand side plots of Figures 5.1 and 5.2.
Also observed is the difference between the outputs for the final pulse.
The simulation’s final pulse produced higher power for a longer duration than
the experimental. This may be due to the preceding pulses having a more
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persistent influence on the final pulse than in the experimental system. This
output difference produced a slightly more than 10% difference in system ef-
ficiency between simulated system output with 37.5% and the testbed with
26.7%.
5.4.2 Excursions from tuned operating point
This series was comprised of tests conducted at six operating conditions.
Three operating conditions were investigated with each roughly following the
developed synthesis procedure to produce a reasonable output pulse. Since
the charge pressure of the first discharged accumulator is greater than the
rest when using the synthesis procedure, the test conditions were identified by
the the first accumulator charge pressure. Each test condition is then further
defined by two pre-charge pressures conditions. Table 5.1 summarizes the
operating point excursion test conditions.
Condition Charge Pc0 Charge Pc1,2,3 Pre-charge Ppc
OC 1a 80 psi 72 psi 30 psi
OC 1b 80 psi 72 psi 40 psi
OC 2a 70 psi 60 psi 30 psi
OC 2b 70 psi 60 psi 40 psi
OC 3a 60 psi 55 psi 30 psi
OC 3b 60 psi 55 psi 40 psi
Table 5.1: Operating condition excursion (OCE) test conditions
The results from the tests show that the model is less capable of pre-
dicting output at conditions further away from the tuned operating condition.
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This trend goes as the capacity of the storage as seen in Figures 5.3, and 5.4.
For instance as the depth of discharge (stroke) decreases in the physical sys-
tem, differences in output between it and the simulation become larger. This
can also be seen to a lesser extent in tracking the peak amplitudes of both the
pressure and the flow as accumulator ‘stroke’ becomes smaller. Experimental
data can be seen in tabular form in Appendix E.4.
A second major observation is that there currently may be a limitation
of the model to capture discharge effectively when the ∆t between discharges
become larger than the characteristic discharge period for individual accumu-
lators. This is evident in the breaks in the pressure pulse, and large drops
in flow amplitude between accumulator discharges that are seen for the large
∆t’s given for the OCE conditions. This phenomena becomes less as the ∆t’s
become smaller and the branch output flows impose more influence on the
following discharges. This is reflected in the ability of the tuned condition to
match reasonably well with experimental data.
Given these results, the model demonstrates degraded performance as
operating initial conditions move away from the tuned. The model does how-
ever maintain the ability to reasonably track peak pressure and flow trends
with the caveat of the inability of capturing the severe drops in both flow
and pressure between discharges at ∆t’s greater than the characteristic time
constant discussed.
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5.5 Timing excursion
To evaluate the model’s ability to predict non-ideal pulsed outputs, an
excursion of timing was applied to the discharge sequence while maintaining
the tuned initial conditions from the multi-branch model in Ch 4.6. There
are three excursions that were investigated, one had a severe, but equidistant
in time, discharge sequence, and the other two had irregular ∆ts between
accumulators in the discharge sequence. See Table 5.2 below for the test
conditions.
Condition ∆t1 ∆t2 ∆t3
TE 1 700 ms 700 ms 700 ms
TE 2 200 ms 400 ms 600 ms
TE 3 600 ms 400 ms 200 ms
Table 5.2: Time excursion (TE) test conditions
The results of this test series (see Appendix E.5 - E.7 for tabular data)
showed reasonable similarity in output trends for both the flow and the pres-
sure curves. The output of the simulation consistently demonstrated the fol-
lowing characteristics in comparison with equivalent experimental data:
1. Under predicted pressure by no more than 16%.
2. Over predicted flow by no more than 16%.
3. Over predicted initial pressure and flow pulse.
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Consistent with the observations in the OCE tests, the model underesti-
mated the drops in pressure between pulses as the discharge ∆t’s are increased.
The results also demonstrate that the model underestimates the pressure as
the ∆t’s becomes smaller, implying a similar trend with increasing accumula-
tor capacity with the previous test series. The results of this test demonstrated
that the model best operates when the discharge timings are closer together,
but yet maintains the ability to reasonably track pressure and flows trends
given large changes in ∆t’s.
5.6 Observed model limitations
Combining the results of the three test series two limitations can be
noted based on the recurring modeling trends and experienced gained while
operating both model and testbed. The first is that as the timing between
discharges is increased such that any discharge pulse begins to fall outside of
the characteristic period of discharge of the preceding pulse, the model’s ability
to track output for that pulse is degraded. The evidence for this is given by
the output comparisons demonstrating the model’s inability to track the large
drops in flow and pressure between pulses at ∆t’s beyond this threshold. This
may in fact not be a result of the model itself but rather the way the model’s
logic is implemented in Matlab, and may possibly be corrected with further
code development. In specific it may be due to the fact that the accumulator
bladders are not sequentially added into the system but rather are put in
by the discussed model switching technique after the last accumulator fully
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empties.
Secondly as observed the further away the operating conditions move
from the tuned, the less reliable the model becomes. This is primarily due
to the assumptions used for the resistive models implemented in the system.
Implementing better models for this may increase fidelity at non-tuned con-
ditions, but effort should be made, as resources permit, to characterize the
components of the system under expected operational conditions.
Lastly a note about the coded model state of development which should
be considered before use. The accumulator discharge sequence must always
be in the order from furthest to nearest branch to outlet, otherwise coded
sequencing will not be valid. This is purely a coding issue. The model should,
however, function with any discharge order or timing ∆t, so long as the coding
that implements the series of model state equations has logic to support this.
This is a topic for future model development and improvement.
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Figure 5.3: Operating condition excursion plots for OCa conditions presented
on Table 5.1. Circle-dash trace is experimental, solid line is simulation.
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Figure 5.4: Operating condition excursion plots for OCb conditions presented
on Table 5.1. Circle-dash trace is experimental, solid line is simulation.
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Figure 5.5: Time excursion plots; circle dash trace is experimental, solid line
is simulation.
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Chapter 6
Conclusions
6.1 HPPFN realization
It has been demonstrated herein that a physical system consisting of
hydro-pneumatic energy storage elements, specifically bladder-type hydraulic
accumulators, connected in fluid parallel can be constructed in conjunction
with timed valving in such a manner as to form an operable sequentially-fired
pulse forming network (SFPFN) [6, 7, 9, 19]. This concept was verified exper-
imentally on a constructed bench-top, closed-loop system. The experimental
system was shown to be capable of forming pulses synthesized in a manner
similar to those demonstrated in SFPFN electromagnetic systems. Prior to
formulation of an HPPFN system model, valve timing for pulse synthesis was
determined by iterative experiments, until a timing was found that produced a
pulse with the desired shape qualities. Once a system model was constructed
and experimentally validated, it became possible to determine the valve timing
for pulse synthesis by model-based, iterative simulation.
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6.2 HPPFN Model
An experimentally-verified state space model was developed using bond
graph modeling techniques that is capable of being used to synthesize an SF-
PFN by iterative simulation. This model currently operates best when tuned
for a specific set of initial conditions, about which it has been verified that
reasonable agreement with experimental measurements can be achieved.
During the process of model tuning, certain system parameters were
found to have significant influence on the output and these were singled out
as key tuning parameters. These parameters were the flow resistances and the
compliance of the accumulator bladders. Tuning of these parameters proved
to be most effective in matching the simulated output shapes (pressure and
flow) to the experimental data for given set of initial conditions.
Development of the validated system state space models required con-
sideration of: a) nuances in how the fluid flows interact when discharged from
sequentially discharged accumulators, b) difficulty in uncertain, and highly-
variable flow resistance factors, and c) the unique characteristics of the bladder-
type hydraulic accumulator, especially when pushed beyond its typical opera-
tional limits. The non-linear nature of the system was effectively handled by
using a multi-mode model that can transition smoothly at the points of max-
imum non-linearity. Specifically, this was accomplished using an event-based
simulation structure coupled with progressively staged components as specific
accumulator branches become active. While there are likely other ways to im-
plement this system model in simulation, this approach was used to explore its
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potential utility in handling more complex systems. Such studies are proposed
as future work.
As expected, it was found during experimental verification that the
model’s ability to predict output begins to diminish the further the operat-
ing condition moves from the tuned condition. Furthermore, it was observed
that the model over-estimates the continuity of flow and pressure pulses for
the system as the difference between discharge timing increases beyond the
characteristic discharge time for the accumulator at the operating condition.
Given the stated range of the model’s functional reliability, the recom-
mended conditions for maximal model performance are:
1. Primary energy store must be a bladder-type accumulator
2. Output manifold must always be liquid-filled
3. Conditions do not approach cavitation
4. Fluid lines are considered non-compliant
5. System operates at tuned condition (charge and pre-charge pressures)
6. Operates at ∆t’s within the characteristic discharge time constant
6.3 Synthesis Technique
A synthesis technique was presented that will determine the accumu-
lator discharge timings using the validated and tuned state space model de-
107
veloped herein. Pulse synthesis – i.e., the discharge timing specification – was
accomplished by iterative simulation, in a manner similar to that for elec-
tromagnetic SFPFNs. The iterative simulation technique allows for a more
efficient search for the HPPFN timing solutions, as opposed to time-intensive
brute force iterative experiments conducted on the bench-top. Furthermore,
excursions from the current bench-top operating point can be facilitated since
operating parameters like charge pressure and pre-charge pressure do not need
to be changed on a physical system. Finally, extended analytical development
with the model form could be explored as a way to solve for the operating
point in analytical form.
In conjunction with the synthesis technique, a metric of pulse flatness
was proposed and applied. This metric along with efficiency allows for a more
direct correlation of performance between pulse shapes, and allows the designer
to determine suitable limits of performance with definitive values.
6.4 Future work
There are a number of improvements that can be made to the model
that will allow for higher fidelity results and ultimately give more confidence as
a reliable design tool. Furthermore, the underlying concept that gave genesis
to this effort can be applied to systems outside the hydraulic domain. The fol-
lowing subsections describe some proposed improvements and investigations to
extrapolate the concept outside of the current energy domain and application
area.
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6.4.1 Resistive models
It was shown that the model loses its ability to properly predict the
output of the system for significant excursions away from proper design op-
erating points, for example with observed differences in peak flow output of
almost 40% and more than 50% for pulse valleys on the pressure output in the
most extreme cases. While the model’s ability to aid in the design of the pulse
(flatness) was not affected, its ability to predict duration and amplitude of
the pulse was degraded. This distinction can be attributed to resistive models
used.
It was evident during the model tuning process that the resistance val-
ues in the system were the most sensitive tuning parameters of the system.
This empirical discovery should be verified by conducting a more formal sen-
sitivity study. In addition, an effort should be undertaken to determine if
the resistive losses can be modeled such that excursions from design operating
points will not degrade model performance. This could be done parameteriz-
ing resistive losses as a function of, flow rate, for example. This would entail
moving away from constant resistance models to higher fidelity descriptions of
key hydraulic components and their flow regime specific loss factors.
6.4.2 Valve model
The current control valve model does not include a typical valve finite-
time opening characteristic, but rather is an ideal valve as discussed. This
lends to the abrupt nature of the simulated output as compared to that seen
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in experimental data. It is proposed that an experimentally-tuned valve model
would allow for a more gradual pressure release to the system thereby reducing
the peak pressure and flow values of the simulated output. This would have
minimal effect on the design utility of the model but would have a reasonably
positive effect on the model’s ability to predict the amplitude, duration, and
flatness of the pulse. Adding a tuned valve model will ultimately give more
reliable efficiency numbers when sizing and designing systems.
6.4.3 Automated pulse synthesis tool
The system model in conjunction with the pulse flatness metric, any
other proposed metrics, and the operating point efficiency values, provide a
basis for an automated optimization tool. This tool could allow for automa-
tion of the iterative simulation technique presented here by being given goal
values for pulse duration, power amplitude, pulse flatness, and optimal system
efficiency. The optimization routine would then iteratively run simulations to
find the discharge timing producing the optimal pulsed output for the given
conditions. It is possible that such an automated process could be run in con-
junction with this system, say as part of a networked system that allows valve
timings to be re-configured based on observed system behavior.
6.5 Summary
In summary, this research effort introduced an entirely new class of
system defined here as a hydro-pneumatic pulse forming network (HPPFN).
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Furthermore, this preliminary research has identified foundational principles
for how HPPFN systems can be modeled and synthesized so that useful sys-
tems can be designed and scaled for practical applications. It is hoped that
with the foundational principles presented here, others will build upon the
work to further the effectiveness and practical application of this new class of
system.
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Appendix A
Simulink / SimHydraulics Models
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A.1 Linear spring accumulator system
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A.2 Gas charged accumulator system
115
A.3 Gas charged accumulator SFPFN system
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Appendix B
Experimental Hardware and Instrumentation
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B.1 Accumulator
http://shurflo.com/
ACCUMULATOR TANK: Model 182 
INSTALLATION MANUAL 
 
The SHURflo Accumulator tank is a bladder type pressure storage vessel and/or pulsation-dampening device designed to 
hold water under pressure. The accumulator tank provides additional water storage to assist the pump in meeting the total 
demands of the system. It extends pressure switch-controlled pump life by reducing pump on-off pulsation.  
NOTE:  This product is not recommended for use with a 4900 or 5900 Series Smart Sensor Pump. 
• See Product label and Specifications section on page 2 for factory pre-charge pressure. Do not exceed    
40 psi [2.7 bar] pressure for long-term storage, shipping, or during system non-use.  
• It is recommended the pre-charge be checked seasonally, or any time the accumulator does not appear to be 
functioning properly. Temperature extremes and changes in altitude can affect accumulator pressure and 
performance.  Use a standard tire pressure gauge to check the pressure. The valve stem cap MUST be tight to 
prevent air leakage.  
• The accumulator may be placed anywhere in the pressurized side of the plumbing. It should be installed after the 
pump and before any filters or check valves that can add backpressure to the pump or system.  The ports are non-
directional in flow and do not have to be plumbed in line (one side can be capped). 
• The accumulator can be mounted in any position. However, for complete sanitizing/winterizing, the recommended 
mounting position is with pre-charge valve stem up. Do not freeze or mount near a high heat source. 
• Threaded fittings (plastic/nylon only) should be torqued approximately 1/2 to 1 turn after hand-tightened. Never 
exceed 6 ft/lbs [88 Nm] of torque on the ports. Plumb the system using high pressure (2x pump rating), braided, 
flexible tubing to minimize vibration/noise. 
 
RV/MARINE APPLICATIONS WITH PRESSURE SWITCH-CONTROLLED PUMPS 
The accumulator contributes to longer pump life, less noise, less amperage draw, and reduced water pulsation. The most 
efficient use of the accumulator occurs with the pre-charge set at the SAME pressure as the pump’s pressure switch “turn 
on” setting. Typically, a 45 psi [3 bar] pump will turn on around 30 psi [2.07 bar]. Therefore, the pre-charge should also be 
30 psi [2.07 bar]. The pre-charge MUST be set in a “static” condition (pump off and at least one water fixture opened). 
 
Depending on pre-charge pressure to the accumulator, in relation to the pump turn on/off pressures, stored liquid is about 
2 to 4 oz. [60-120 ml]. If accumulator tank pre-charge exceeds pump turn on pressure, the liquid volume is reduced. 
 
 
WATER HAMMER APPLICATIONS 
When used as a dampening device/water hammer or noise suppressor, the pre-charge should be set at the operating 
(dynamic) pressure. Place a gauge in the offending plumbing where the accumulator can be mounted. Adjust the valve so 
the noise is generated and read the pressure. Set the pre-charge to the observed pressure, remove the gauge, and install 
the accumulator.  Refer to SHURflo Service Bulletin #1024 for more application information. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
                    
182 Accumulator 
 
Base 
Air 
Valve 
½”-14 
NPSM 
Ports 
911-731-C   08/06   ECN 12681              Page 1 of 2
One tank port 
is capped 
One tank 
port is 
capped
Typical Accumulator Installations
Accumulator installed next to pump
In-line installation:  Screw included fittings on 
tank and cut ½” flex line on outlet side of pump. 
Use hose clamps to tighten hose to fittings. 
 
Tee installation:  Water does not need to go 
through accumulator.  Cap one end of tank and 
install as shown.  Tank still adds pressurized 
volume to system. 
Accumulator installed in-line 
Accumulator installed with tee fitting 
 
Dual swivel included 
in retail pack. 
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ACCUMULATOR TANK: Model 182 
INSTALLATION MANUAL (cont.) 
 
TROUBLESHOOTING 
 
SYMPTOMS     POSSIBLE SOLUTIONS 
 
Does not function; pump cycles rapidly   Check air pressure.  Add or remove air as necessary.   
 
Water leaks from valve     Diaphragm is torn or has a hole. Replace accumulator. 
 
Does not hold air pressure   Screws loose, air valve, torn/hole in diaphragm.  Replace accumulator. 
 
Leaks from fittings or ports   Check fitting connection.  Ports must seal on internal port taper, 
      Ports should not be sealed on threads with NPT fittings 
TESTING AIR PRESSURE 
Check air pressure with pump off and one or more faucets open [no water pressure in the system].  Adjust pressure as 
needed.  If unit leaks water from air valve or does not hold pressure, unit must be replaced. 
 
NOTE:  There are no replacement parts or kits for this accumulator.  If it is not working, it must be removed or 
replaced. 
 
WINTERIZING 
To winterize, drain all water from the system.  Blow system out with low-pressure air, or add potable water anti-freeze.  
Never use automotive anti-freeze.  Death or severe injury can occur. 
 
 
SPECIFICATIONS 
Maximum Working Pressure: 125 psi [25 bar] 
Pre-Charge Pressure: Models 182-100 & 182-200:  30 psi [2.07 bar]              
Models 182-102 & 182-202:  20 psi [1.4   bar] 
Total Volume: (gas/liquid): 21 oz. [620 ml] 
Temperature Range: 34-120° F [1-49°C] 
Diameter: 3 3/4” [95 mm]  
Length: 8 3/4” [22 cm] 
Listings: CSA & NSF listed 
Housing Material: Nylon 
Bladder Material: Butyl 
Ports:  1/2-14NPSM-Male  
Mounting Bracket:  Two 7/32" [5.3 mm] φ holes at 4-1/16" [103 mm] centerline apart 
 
LIMITED WARRANTY 
SHURflo warrants the 182 series accumulator to be free from material and workmanship defects (under normal use and service) for a 
period of one (1) year from the date of manufacture or one (1) year use, with proof of purchase, not to exceed two (2) years in any 
event. 
 
The limited warranty will not apply to accumulators that were improperly installed, misapplied, or are incompatible with components or 
liquid not manufactured by SHURflo. Failure due to foreign debris is not covered under the terms of this limited warranty. SHURflo will 
not warrant any accumulator, which is physically damaged or altered outside the SHURflo factory.  SHURflo’s obligation under this 
warranty policy is limited to the repair or replacement of the accumulator.  SHURflo is not responsible nor will it reimburse for labor 
necessary to remove and reinstall an accumulator if found defective. 
 
This limited warranty covers products distributed within the United States of America. Other world market areas should consult with 
their distributors for any deviation from this document. 
 
                                                                                         
ISO Certified Facility                  ISO Certified Facility 
SHURflo reserves the right to update specifications, prices, or make substitutions. 
SHURflo, LLC  
5900A Katella Ave. 
Cypress, CA 90630 
(562) 795-5200  
(800) 854-3218 
FAX  (562) 795-7564 
 
SHURflo East 
52748 Park Six Court 
Elkhart, IN  46514-5427 
(800) 762-8094 
FAX  (574) 264-2169 
© 2005 All Rights Reserved 
www.shurflo.com 
SHURflo Ltd.  
Unit 5  Sterling Park 
Gatwick Road, Crawley 
West Sussex, RH10 2QT 
United Kingdom 
+44 1293 424000 
FAX  +44 1293 421880 
911-731-C   08/06  ECN 12681               Page 2 of 2
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B.2 Pump
http://www.aquatec.com
PHONE: 949-225-2200  •  FAX: 949-225-2222  •  WEBSITE: www.aquatec.com 5
DEMAND/DELIVERY PUMPS
TRANSFER/DISPENSING PUMPS
These pumps are designed for intermittent duty,
though most models can be run continuously for hours
at a time. They are commonly used either to
pressurize water from an atmospheric tank, to deliver
purified water to a specific point of use, or simply to
increase pressure when required.
These pumps can be controlled by either a pressure
switch (“demand” mode) or an external power control
device (“delivery” mode). When required, an
integrated bypass can be incorporated to help regulate
pressure levels. TYPICAL APPLICATIONS
Water Treatment/RO
Beverage/Foodservice(*)
Distillation Equipment
Agricultural Spraying
General Industrial
Automotive
(*)See sample data sheet at right for
model number 5852-7E12-B584, a
basic demand/delivery pump
5800/7800 SERIES
TECHNICAL SPECIFICATIONS:
POWER: Available motors from 12VDC to 230VAC, energy requirements between 25W-100W
(depending on flow, pressure). Can be used with compatible transformers and/or DC
power supplies, to be ordered separately. Standard terminations are 12”, stripped end
leadwires. Connectors and power cords are also available.
ENVELOPE DIMENSIONS: Approximately 3”x 4”x 7”, weighing 6 lbs.
MOUNTING: All positions. Standard offering is a steel mounting base with four hollow rubber grommets.
CONTROL OPTIONS: Internal Bypass (20-200 psi), Pressure Switch (40-100 psi)
FITTINGS: 5800 Series options include built-in 3/8”, 1/4", or 5/16” John Guest half cartridges. 7800
Series options include 3/8” or 1/2" hose barb, quick connect fittings. For additional infor-
mation on fittings, please refer to page 21.
PRIMING CAPABILITIES:
DIAPHRAGM
PUMPS
FULL RANGE CAPABILITIES FOR
5800/7800 MODELS ARE .2 GPM
TO 2.0 GPM, 150 PSI MAXIMUM.
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B.3 Solenoid Valve
https://www.dultmeier.com/
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https://www.dultmeier.com/
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B.4 Flow sensors
B.4.1 Electromagnetic Flow Sensor
http://www.omega.com/pptst/FMG90.html
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http://www.omega.com/pptst/FMG90.html
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B.4.2 Paddle Wheel Flow Sensor
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B.5 Pressure sensors
http://www.wika.us/a_10_en_us.WIKA
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WIKA data sheet PE 81.60
Electronic  
pressure measurement
Pressure transmitter
For general industrial applications
Model A-10
Data sheets showing similar products:
Pressure transmitter for general applications; model S-10; see data sheet PE 81.01
Pressure transmitter model A-10
Applications
 Ϯ Machine building
 Ϯ Ship building
 Ϯ Measurement and control technology
 Ϯ Hydraulics and pneumatics
 Ϯ Pumps and compressors
Special features
 Ϯ Measuring ranges from 0 … 15 to 0 … 10,000 psi  
(0 … 0.6 to 0 … 1,000 bar)
 Ϯ Non-linearity: 0.25 % or 0.5 %
 Ϯ Output: 4 ... 20 mA, DC 0 ... 10 V, DC 0 ... 5 V and others
 Ϯ Electrical connection: Angular connector form A and C, 
circular connector M12 x 1, cable outlet 2 m
 Ϯ Process connection G ¼ A DIN 3852-E, ¼ NPT and others
Description
The model A-10 pressure transmitter for general industrial 
aÆÆÂ¿¹at¿ÅÄs ÄÅt ÅÄÂÏ has a ¹ÅÃÆa¹t des¿½ÄƑ ¸Ët ¿t aÂsÅ ÅŮeÈs 
excellent quality at an extremely competitive price.
The user can choose between a non-linearity of 0.25 % 
ÅÈ 0.ʼ ̈. A ¼Èee test ¹eÈt¿Ű¹ate ÆÈÅÌ¿des ¿Ä¼ÅÈÃat¿ÅÄ ÅÄ 
the measuring points recorded during the manufacturing 
process.
The model A-10 is set up for worldwide use through the 
¿ÄteÈÄat¿ÅÄaÂ ¹Ës aÄd 
Ɩ ¹eÈt¿Ű¹at¿ÅÄs. he ÌaÈ¿ÅËs 
pressure ranges and process connections required for 
particular operating conditions are available on short notice.
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Measuring ranges
Relative pressure
bar Measuring range 0 ... 0.6 0 ... 1 0 ... 1.6 0 ... 2.5 0 ... 4 0 ... 6 0 ... 10 1) 0 ... 16 1)
Overpressure limit 1.2 2 3.2 5 8 12 20 32
Measuring range 0 ... 25 1) 0 ... 40 0 ... 60 0 ... 100 0 ... 160 0 ... 250 0 ... 400 0 ... 600
Overpressure limit  50 80 120 200 320 500 800 1,200
Measuring range 0 ... 1,000
Overpressure limit 1,500
psi Measuring range 0 ... 15 0 ... 25 0 ... 30 0 ... 50 0 ... 100 0 ... 160 1) 0 ... 200 1) 0 ... 300 1)
Overpressure limit 30 60 60 100 200 290 400 600
Measuring range 0 ... 500 0 ... 1,000 0 ... 1,500 0 ... 2,000 0 ... 3,000 0 ... 5,000 0 ... 10,000
Overpressure limit 1,000 1,740 2,900 4,000 6,000 10,000 17,400
Absolute pressure
bar Measuring range 0 ... 1 0 ... 1.6 0 ... 2.5 0 ... 4 0 ... 6 0 ... 10 0 ... 16 0 ... 25
Overpressure limit 2 3.2 5 8 12 20 32 50
psi Measuring range 0 ... 15 0 ... 25 0 ... 30 0 ... 50 0 ... 100 0 ... 150 0 ... 200 0 ... 300
Overpressure limit 30 60 60 100 200 290 400 600
Vacuum and +/- measuring range
bar Measuring range -1 ... 0 -1 ... +0.6 -1 ... +1.5 -1 ... +3 -1 ... +5
Overpressure limit 2 3.2 5 8 12
Measuring range -1 ... +9 -1 ... +15 -1 ... +24
Overpressure limit 20 32 50
psi Measuring range -30 inHg ... 0 -30 inHg ... +15 -30 inHg ... +30 -30 inHg ... +60 -30 inHg ... +100
Overpressure limit 30 60 60 150 250
Measuring range -30 inHg ... +160 -30 inHg ... +200 -30 inHg ... +300
Overpressure limit 350 450 600
1 ) If the medium water is measured, a higher overpressure limit is recommended.
The given measuring ranges are also available in kg/cm2, MPa and kPa.
Other measuring ranges available on request
Vacuum resistance
Yes
Output signal
Signal type Signal
Current (2-wire) 4 ... 20 mA
Voltage (3-wire) DC 0 ... 10 V
DC 0 ... 5 V
DC 1 ... 5 V
DC 0.5 ... 4.5 V
Ratiometric (3-wire) DC 0.5 ... 4.5 V
Other output signals available on request
Depending on the signal type the following loads apply:
Current (2-wire): ̞ ƺÆÅÍeÈ sËÆÆÂÏ Ɩ 8 ƻ / 0.02 A
Voltage (3-wire): > maximum output signal / 1 mA
Ratiometric (3-wire): > 4.5k
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Voltage supply
Power supply
Output signal Power supply
Standard Option
4 ... 20 mA DC 8 ... 30 V DC 8 ... 35 V 2)
DC 0 ... 10 V DC 14 ... 30 V DC 14 ... 35 V
DC 0 ... 5 V DC 8 ... 30 V DC 8 ... 35 V
DC 1 ... 5 V DC 8 ... 30 V DC 8 ... 35 V
DC 0.5 ... 4.5 V DC 8 ... 30 V DC 8 ... 35 V
DC 0.5 ... 4.5 V ratiometric DC 5 V ± 10 % -
2) Not possible with non-linearity 0.25 % BFSL
The power supply for the pressure transmitter must be made via an energy-limited electrical 
circuit in accordance with section 9.3 of UL/EN/IEC 61010-1, or an LPS to UL/EN/IEC 60950-1, 
or class 2 in accordance with UL1310/UL1585 (NEC or CEC). The power supply must be 
suitable for operation above 2,000 m should the pressure transmitter be used at this altitude.
Total current consumption
Current (2-wire): Signal current, max. 25 mA
Voltage (3-wire): 8 mA
Ratiometric (3-wire): 8 mA
Accuracy
Optionally the model A-10 is available with an improved non-linearity. Depending on the 
selected non-linearity the following values result:
Standard Option
Non-linearity per BFSL 
(IEC 61298-2)
̞ ̌0.ʼ ̈ Å¼ sÆaÄ ̞ ̌0.2ʼ ̈ Å¼ sÆaÄ
Measuring deviation of the zero 
signal
ÏÆ¿¹aÂƓ ̞ ̌0.ʼ̈ Å¼ sÆaÄ
aÎ¿ÃËÃƓ ̞ ̌0.8 ̈ Å¼ sÆaÄ
ÏÆ¿¹aÂƓ ̞ ̌0.1ʼ̈ Å¼ sÆaÄ
aÎ¿ÃËÃƓ ̞ ̌0.ʻ ̈ Å¼ sÆaÄ
Accuracy at room temperature 3) ̞ ̌1 ̈ Å¼ sÆaÄ ̞ ̌0.ʼ ̈ Å¼ sÆaÄ
̞ ̌0.6 ̈ Å¼ sÆaÄ ƺat  0 ... ʼ ƻ
ʺƻ IÄ¹ÂËd¿Ä½ ÄÅÄƖÂ¿ÄeaÈ¿tÏƑ hÏsteÈes¿sƑ ÐeÈÅ ÅŮset aÄd eÄd ÌaÂËe deÌ¿at¿ÅÄ ƺ¹ÅÈÈesÆÅÄds tÅ ÃeasËÈed eÈÈÅÈ ÆeÈ IE 612ˀ8Ɩ2ƻƑ ¹aÂ¿¸Èated ¿Ä 
vertical mounting position with process connection facing downwards
Non-repeatability
̞ 0.1 ̈ Å¼ sÆaÄ
Signal noise
̞ ̌0.ʺ ̈ Å¼ sÆaÄ
Temperature error at 32 ... 176 °F (0 ... 80 °C)
 Ϯ Typical: 1 % of span
 Ϯ Maximum: 2.5 % of span
Long-term drift
̞ ̌0.1 ̈ Å¼ sÆaÄ
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Appendix C
Derivation of State Equations
129
C.1 Extended single branch model: Mode 1
130
C.2 Extended single branch model: Mode 2
131
C.3 Multi-branch model: Mode 1
132
C.3.1 Derivation of coupled fluid inertia Im
133
C.3.2 Multi-branch model, branch 0: Mode 1
134
C.3.3 Multi-branch model, branch 1: Mode 1
135
C.3.4 Multi-branch model, branch 2: Mode 1
136
C.3.5 Multi-branch model, branch 3: Mode 1
137
C.4 Multi-branch model: Mode 2
138
C.4.1 Multi-branch model, branch 0: Mode 2
139
C.4.2 Multi-branch model, branch 1: Mode 2
140
C.4.3 Multi-branch model, branch 2: Mode 2
141
C.4.4 Multi-branch model, branch 3: Mode 2
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Appendix D
Matlab M-file code for HPPFN Models
143
D.1 Run file for extended single branch, branch0 multi.m
144
145
146
147
148
D.1.1 Mode 1 function for branch0 multi.m, f1.m
149
150
D.1.2 Mode 2 function for branch0 multi.m, f2.m
151
152
D.1.3 1st event function for branch0 multi.m, events 1.m
153
D.1.4 2nd event function for branch0 multi.m, events 2.m
154
D.2 Multi-branch model run file Multibranch full tuned00.m
155
156
157
158
159
160
161
162
163
D.2.1 Mode 1 function, f1.m for multi-branch model
164
165
166
167
168
D.2.2 Mode 2 function, f2.m for multi-branch model
169
170
171
172
173
D.2.3 1st event function, events 1.m for multi-branch model
174
D.2.4 2nd event function, events 2.m for multi-branch model
175
Appendix E
Experimental Data
176
E.1 Single branch (branch 0) experimental data
177
E.1.1 Single branch (branch 0) experimental data cont.
178
E.2 Experimental comparison data for tuned model
179
E.3 Tuned condition synthesis (TCS) test data
180
E.3.1 Tuned condition synthesis (TCS) test data cont.
181
E.3.2 Tuned condition synthesis (TCS) test data cont.
182
E.4 Operating condition excursion (OCE) test data
183
E.4.1 Operating condition excursion (OCE) test data cont.
184
E.4.2 Operating condition excursion (OCE) test data cont.
185
E.5 Discharge timing excursion (TE) tests: TE01 cond.
186
E.5.1 TE test data: TE01 condition cont.
187
E.5.2 TE test data: TE01 condition cont.
188
E.6 Discharge timing excursion (TE) tests: TE02 cond.
189
E.6.1 TE test data: TE02 condition cont.
190
E.6.2 TE test data: TE02 condition cont.
191
E.7 Discharge timing excursion (TE) tests: TE03 cond.
192
E.7.1 TE test data: TE03 condition cont.
193
E.7.2 TE test data: TE03 condition cont.
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