This paper presents a new neural architecture suitable for digital signal processing applications. The architecture, based on adaptable multidimensional activation functions, allows to collect information from the previous network layer in aggregate form. In other words the number of network connections (structural complexity) can be very low respect to the problem complexity. This fact, as experimentally demonstrated in the paper, improve the network generalization capabilities and speed up the convergence of the learning process. A specific learning algorithm is derived and experimental results, on channel equalization, demonstrate the effectiveness of the proposed architecture.
INTRODUCTION
The classical feedforward neural architectures with sigmoidal activation functions is able to approximate any continuous function of several variables. Anyway, Vitushkin in [l] proved that not all the functions with a given degree of complexity can be represented in simple way by means of functions with a lower degree of complexity. Recently a new interest in adaptive activation functions has arisen. In [2] the authors have involved polynomial functions, which allow to increase the neuron complexity and reduce the size of the network. This solution implies some drawbacks, principally with the learning phase coefficients adaptation, due to spurious minima and maxima. Later adaptive spline activation function was introduced [3]. With this approach each neuron is characterized by a different activation function whose shape can be modified through some control points. Further works [4], [5] demonstrated that such neuron architecture can improve approximation and generalization abilities of the entire network. In this paper more general activation function is introduced; in particular we first define multidimensional neuron and the related network architecture. Next we implement such activation function using cubic spline interpolation of some control points. Usually the introduction of a too large number of adaptive coefficients leads to a poor generalization capacity. But, this is not true in practical situation when only few control points for each neuron are locally updated to obtain a good approximation and, at the same time, the number of hidden units and connection weights are drastically reduced. The proposed neural architecture is then applied for the digital equalization task to reduce the effects of intersymbol interference (ISI) and nonlinear channel distortions [6]-[ 101. Experimental trials on different channel models and symbol alphabets confirmed the validity of this architecture, fiom the points of view of both the average symbol error and the convergence speed.
MULTIDIMENSIONAL SPLINE ACTIVATION FUNCTIONS
In a feed-forward neural network the output y:') of neuronj in the layer I, is computed by passing the net input through a non-linear activation function @(x) that is generally squashing and sigmoidal. We can think a generalization of this structure, introducing more general activation functions. In particular multi dimensional functions is now considered.
Let a(/) (xI,x2, ... , x M ) a generic M-variables function, following the notation of Referring to the network structure illustrated in Figure 1 , we derive an algorithm to compute the activation of each neuronj during presentation of n-th example. Localization of net input vector into the grid is successively performed by considering control points in each directions which are equally spaced and symmetrically disposed respect to the axis origin. Let Axk and Q, the fixed step between points and the number of points along the k-th dimension respectively, we have: Constraints are necessary to keep the net input within the active volume that encloses the control points. Next step is to separate indices zk,, into integer and fractional part using the floor operator 1.1 :
and ' k . 1 = 'k.1 -' k , ]
The integer parts indicated as nk., are used to address local control points of neuron j , while the fractional parts uk,] are passed as normalized inputs to multidimensional cubic spline function hn.J. After training with N. examples, activation function forj-th neuron can be expressed as:
Ne @, ( wl,,x7.'9 w h f , J x ) = @, (net,,,,",net~,, ) = x k , , (' 1.1 >'2,/ 9""'hf., ) A sequence of 2000 symbols was generated to train the equalizer for each SNR value. Once trained, the equalizer was tested on a sequence of other 100000 symbols. All tests were repeated for 10 different realization, where for each realization neural network parameters were reinitialized. Both experiments conducted with 2-PAM and 4-QAM modulations pointed out the better performances with respect to the others neural architectures. Similar results were obtained also for non-linear channels (Figure 3 ): a non-linearity was introduced at the channel output (F[n] ) . In particular the received sequence x[n] was generated by the formula: 
