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Let V be a set of pairwise coprime integers not containing 1 and
suppose, there is a 0 δ < 1, such that ∑v∈V v−1+δ < ∞ holds.
Let χV (n) = 1 if v  n for all v ∈ V and χV (n) = 0 elsewhere. We
study the behavior of χV in arithmetic progressions uniformly in
the modulus, both individually and in the quadratic mean over
the residue classes. As an application, new bounds for the mean
square error of squarefree numbers in arithmetic progressions are
obtained.
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1. Introduction
Many sequences in number theory arise from a sieving process. In this article we want to inves-
tigate convergent sieves. With applications in mind, we consider the slightly more general situation:
Let V be a set of pairwise coprime positive integers not containing 1 such that
∑
v∈V
1
v
< ∞.
This generates a shifted sequence whose characteristic function is given by
χV (n) :=
{
1, if v  n for all v ∈ V,
0, else.
If V is a set of primes, we shall also use the letter P . If there is a δ  0 such that
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v∈V
1
v1−δ
< ∞,
we say that HV (δ) holds.
One of the most prominent examples of such a convergent sieve sequence is the set of k-free num-
bers, with k ∈ {2,3,4, . . .}. In this case, V = {pk: p prime}, and HV (δ) holds with δ = (k − 1)/k + ε.
For another example, ﬁx an elliptic curve E/Q without complex multiplication, and let f E(z) =∑
n1 a(n)e(nz) be the associated modular form. Then the sequence of those squarefree indices n
with a(n) = 0 is again a convergent sieve sequence (see e.g. [Al]). Indeed, up to ﬁnitely many primes,
V is here the set of primes p such that the reduction of E mod p is supersingular, together with the
squares of the remaining primes; it is known [El] that in this case HV (δ) holds with δ = 1/4− ε.
For an overview over convergent sieves, in particular with respect to binary additive problems,
see [Br]. For example, if P is a set of primes such that ∑p∈P 1/p < ∞, a special case of [Br, Theo-
rem 1.10] states
∑
nX
χP (n) ∼
∏
p∈P
(
1− 1
p
)
X .
The aim of this note is to generalize the asymptotic formula above and to study the behavior of χP in
arithmetic progressions a mod q, uniformly in the modulus q. On the one hand this may be important
for applications, on the other hand even in the most classical cases there are often intrinsic diﬃculties
(like Siegel zeros) connected with sieve sequences in arithmetic progressions.
Theorem 1. Let P be a set of primes satisfying∑p∈P 1/p < ∞. For all a,q ∈ N with (a,q) = 1 and
(logq)(log logq) = o(log X)
one has
∑
nX
n≡a(q)
χP (n) ∼
∏
p∈P
pq
(
1− 1
p
)
X
q
for X → +∞.
In this generality we cannot expect to get an explicit error term. However, it is interesting to note
that the uniformity in q is much larger than in the classical theorem of Siegel–Walﬁsz. We can say
more if we look at mean values. There are several possibilities to do so: One could average over both a
and q, getting a Barban–Davenport–Halberstam-type theorem or one could average only over q as in
the Bombieri–Vinogradov theorem. Here, we shall follow the approach in [Bl] and average over a for
ﬁxed q.
Theorem 2. Let 0 < δ < 1 and V be a set of pairwise coprime positive integers not containing 1 such that
HV (δ) holds. For any integer q X one has
∑
a(q)
∗∣∣∣∣ ∑
nX
n≡a(q)
χV (n) −
∏
v∈V
(v,q)=1
(
1− 1
v
)
X
q
∣∣∣∣
2
	 X + X2−2δ + X
2−δ
q
τ (q).
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∑
a(q)
∗∣∣∣∣ ∑
nX
n≡a(q)
χP (n) −
∏
p∈P
pq
(
1− 1
p
)
X
q
∣∣∣∣
2
	 X + X
2−δ/(2−δ)+ε
q
.
The star over the Σ-sign indicates that the summation is taken only over all 0 < a < q with
(a,q) = 1. The symbol 	 is deﬁned by f 	 g ⇔ f = O (g) for any real functions f and g . The
second part of Theorem 2 can also be proved for more general sets V , but this would require tedious
notation, so we have restricted ourselves to this special case. The main point here is that this result
is nontrivial for any δ > 0. If V = P , the ﬁrst part of Theorem 2 is stronger than the second bound if
q Xδ(3−2δ)/(2−δ) .
As an application, we take V to be the squares of primes. Hence, HV (δ) holds with δ = 1/2 + ε.
Since χV (n) = μ2(n) for all n ∈ N, we can examine the distribution of squarefree integers in arith-
metic progressions. For X > 0 and coprime integers a and q, Prachar [Pr] proved an asymptotic
formula for the number of squarefree integers which are congruent to a modulo q and do not ex-
ceed X . Actually, he showed that the corresponding remainder term
R(X;q,a) :=
∣∣∣∣ ∑
nX
n≡a(q)
μ2(n) − 6
π2
∏
p|q
(
1− 1
p2
)−1 X
q
∣∣∣∣
is O (X1/2q−1/4+ε + q1/2+ε). Hooley [Ho, Theorem 3] improved Prachar’s result by showing
R(X;q,a) = O
((
X
q
)1/2
+ q1/2+ε
)
(1)
for (a,q) = 1. It seems to be diﬃcult to estimate the remainder term for large moduli q, but one could
investigate mean values. For example, Orr [Or] showed
∑
qQ
∑
aq
R2(X;q,a) = O (XQ + X8/5(log X)5)
for 0 < Q  X . As a variation to Orr’s approach, we only want to average over a for ﬁxed q. By
applying for (a,q) = 1 and q√X the individual asymptotic formula of Hooley (1) and the ﬁrst part
of Theorem 2 for q >
√
X , we directly obtain the following result.
Corollary 1. For ε > 0 and q X one has
∑
a(q)
∗∣∣∣∣ ∑
nX
n≡a(q)
μ2(n) − 6
π2
∏
p|q
(
1− 1
p2
)−1 X
q
∣∣∣∣
2
	 X1+ε.
This shows square-root cancellation on average over a mod q uniformly in q  X . The corollary
improves Blomer’s [Bl, Theorem 1.3] recent bound Xε(X +min{X5/3/q,q2}).
It often gives useful information on a sequence an if one can understand the correlations of the
type
∑
anan+h for ﬁxed values of h. With this in mind, we state the following result.
Theorem 3. Let ε > 0, 0 < δ < 1, q ∈ N and P be a set of prime numbers satisfying HP (δ). Let li for
i = 1,2, . . . , r be integers with li  L and q | li . For any p let
u(p) := #{li mod p: i = 1,2, . . . , r}.
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Pq := P ∪ {p prime: p | q}.
For
S(X) :=
∑
nX
(n,q)=1
χP (n+ l1) · · · · · χP (n + lr)
one has
S(X)
∏
p∈Pq
(
1− u(p)
p
)
X + Or
(
(qL)ε X1−δ/(2−δ)+ε
)
and
S(X)
∏
p∈Pq
(
1− u(p)
p
)
X + Or
(
min
{
(qL)ε X1−δ/(3−δ)+ε + LX−1/(3−δ),
(qL)ε X1−δ2+ε + LX−δ
})
.
The O-constants depend upon r but are independent of L.
For every δ > 0 and L 	 X , Theorem 3 is nontrivial. One of the main features here is the uni-
formity in L. The purpose of this theorem is two-fold. On the one hand, it generalizes once again
[Br, Theorem 1.10] since our estimates are uniform in the shifts. On the other hand, it is an impor-
tant ingredient for the proof of the second part of Theorem 2. The proof is inspired by a paper of
Tsang [Ts] who proved a similar result in the special case of squarefree numbers.
2. Preliminary considerations
Throughout this article, all small Roman letters denote positive integers, p denotes a prime num-
ber, all Roman capital letters and all Greek letters are real variables.
Let V be a set of pairwise coprime positive integers not containing 1. We deﬁne
Π(V) :=
{
n =
∏
v∈V ′
v: V ′ is a ﬁnite subset of V
}
and
μV (n) :=
{
(−1)#V ′ , if n ∈ Π(V) with n =∏v∈V ′ v,
0, else,
a variant of the well-know Möbius μ-function. Similarly to μ2(n) =∑d2|n μ(n), the convolution for-
mula
χV (n) =
∑
m∈Π(V)
m|n
μV (m) =
∑
m|n
μV (m) (2)
holds. Let 0 δ < 1. If HV (δ) holds, the inequalities
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m∈Π(P)
1
m1−δ
< ∞,
∑
mY
m∈Π(P)
1	 Y 1−δ,
∑
mY
m∈Π(P)
1
m
	 Y−δ (3)
are valid. If
∑
v∈V 1/v is ﬁnite, one has
∑
m∈Π(V)
μV (m)
m
=
∏
v∈V
(
1− 1
v
)
. (4)
3. Proof of Theorem 1
By using the convolution formula (2) we get
∑
nX
n≡a(q)
χP (n) =
∑
r∈Π(P)
μ(r)
∑
nX/r
nr≡a(q)
1= Σ1 + Σ2,
say, where Σ1 is the contribution of all r with r  X/q and Σ2 is the remaining part. Since the inner
n-sum is empty for (r,q) > 1, we have
Σ1 =
∑
rX/q
r∈Π(P)
(r,q)=1
μ(r)
(
X
qr
+ O (1)
)
=
∑
r∈Π(P)
(r,q)=1
μ(r)
r
X
q
+ O
(
X
q
∑
r>X/q
r∈Π(P)
1
r
+
∑
rX/q
r∈Π(P)
1
)
. (5)
By (4), we see that the main term equals the predicated main term. As
∑
r∈Π(P) 1/r is ﬁnite and
(logq)(log logq) = o(log X), we have
X
q
∑
r>X/q
r∈Π(P)
1
r
= o
(
X
q
)
.
Now, we consider the second sum of the error term in (5). As usual, 	 denotes the von-Mangoldt-
function. Let Y > 0. Using the formula log r = ∑n|r 	(n) and Tchebychev’s upper bound for the
number of primes not exceeding Y /n, one has
∑
rY
r∈Π(P)
log r =
∑
nY
n∈Π(P)
∑
rY /n
rn∈Π(P)
	(r)
∑
nY
n∈Π(P)
∑
pY /n
log p 	
∑
nY
n∈Π(P)
Y
n
	 Y . (6)
We sum by parts the second sum of the error term in (5) and observe that this sum equals
1
log(X/q)
∑
rX/q
r∈Π(P)
log r −
X/q∫
2
∑
rξ
r∈Π(P)
log r
d
dξ
(
1
log ξ
)
dξ.
We apply the bound (6) to the r-sums and infer that the integrand is 	 (log ξ)−2 	 (log ξ)−1. There-
for we can bound the integral and the ﬁrst term by (X/q)/(log(X/q)) = o(X/q). This completes the
analysis of Σ1. It remains to show that Σ2 = o(X/q). The contribution Σ2 is bounded by
∑
n<q
(n,q)=1
∑
rX/n
r≡anˆ(q)
r∈Π(P)
1,
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a result of Shiu [Sh, Theorem 1]. This gives
∑
rX/n
r≡anˆ(q)
r∈Π(P)
1	 X/n
log(X/n)φ(q)
exp
(∑
p∈P
1
p
)
	 X/n
log Xφ(q)
.
Hence
Σ2 	 X
log X
logq
φ(q)
= o
(
X
q
)
due to our assumption (logq)(log logq) = o(log X) and φ(q)  q/(log logq).
4. Proof of Theorem 3
We only give a brief proof. The procedure is very similar to [Ts] and we refer the reader to this
article for more details.
First, we deﬁne a combinatorial sieve. Let d be squarefree with d = p1p2 · · · ps and p1 < p2 <
· · · < ps . Let λd := θdμ(d) and λ′d := θ ′dμ(d) with λd and λ′d being deﬁned by the following combina-
torial sieve. The parameters Z1, Y1, Z2, Y2, . . . will be deﬁned later.
If all inequalities
⎛
⎜⎝
ps  Z1,
ps−2ps−1ps  Z2,
and in general
ps−2t+2ps−2t+3 · · · · · ps  Zt , for 1 t  12 (s − 1)
⎞
⎟⎠ (7)
hold, we deﬁne θd = 1. Otherwise θd = 0. For k ∈ N, let Θ(k) be the set of all squarefree integers that
violates the kth inequality from (7) and fulﬁlls all inequalities before. The following lemma is easy to
prove.
Lemma 1. One has
∑
d∈Π(P)
d|n
μ(d)
∑
d∈Π(P)
d|n
λd
for all n ∈ N.
Let θ ′d = 1, if all inequalities
⎛
⎜⎜⎜⎝
ps  Y0,
ps−1ps  Y1,
ps−3ps−2ps−1ps  Y2,
and in general
ps−2t+1ps−2t+2 · · · · · ps  Yt , for 1 t  12 s
⎞
⎟⎟⎟⎠ (8)
are valid. Otherwise let θ ′d = 0. For k ∈ N, let Θ(k)′ be the set of all squarefree integers that violates
the kth inequality from (8) and fulﬁlls all inequalities before. We deﬁne
N := {n ∈ N: min{p ∈ P: p | n} z0},
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to verify.
Lemma 2. For n ∈ N one has
∑
d∈Π(P)
d|n
μ(d)
∑
d∈Π(P)
d|n
λ′d.
If n /∈ N , then
∑
d∈Π(P)
d|n
λ′d = 1.
Due to the deﬁnition of Pq we have
S(x) =
∑
nX
χPq (n) · · · · · χPq (n+ lr)
and
∑
p∈Pq
1
p1−δ
	 qε,
∑
d∈Π(Pq)
	 qε.
For a positive integer n, let
ξ(n) :=
∏
1ir
(n+ li), u(n) :=
∏
p|n
u(p).
By using Lemma 1 and arguing as in [Ts] we infer on the one hand
S(X) X
∑
dξ(X)
d∈Π(Pq)
μ(d)u(d)
d
︸ ︷︷ ︸
=:S1
+ X
∑
dξ(X)
d∈Π(Pq)
μ(d)u(d)
d
(θd − 1)
︸ ︷︷ ︸
=:S2
+ O
( ∑
dξ(X)
d∈Π(Pq)
θdu(d)
)
︸ ︷︷ ︸
=:S3
. (9)
One the other hand, Lemma 2 implies
S(X)
∑
nX
ξ(n)∈N
∑
d∈Π(Pq)
d|ξ(n)
λ′d.
We remove the condition ξ(n) ∈ N at the cost of an error term
F :=
∑
nX
ξ(n)/∈N
∑
d∈Π(Pq)
d|ξ(n)
λ′d.
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ﬁnds an index i ∈ {1,2, . . . , r} and p ∈ Pq with p > Y0 such that p | n+ li . Thus
F 
∑
ir
∑
nX
∃p>Y0: p|n+li
1	r X + L
Y0
.
Analogously to (9), we infer therefore
S(X) S1 − X
∑
dξ(X)
d∈Π(Pq)
μ(d)u(d)
d
(
1− θ ′d
)
︸ ︷︷ ︸
=:S ′2
+ O
( ∑
dξ(X)
d∈Π(Pq)
θ ′du(d)
)
︸ ︷︷ ︸
=:S ′3
+O
(
X + L
Y0
)
. (10)
At the cost of an additional error term O (qε X1−δ+ε) we complete in (9) and (10) the summation
in S1. The completed sum corresponds to the predicted main term. Let
K := max
dξ(X)
d∈Π(Pq)
{
ν(d)
}
and k  K , where ν(d) denotes the number of unique prime divisors of d. As ξ(X) 	 (X + L)r , we
have K 	r log(X + L)/(log log(X + L)). Next we consider S3 and S ′3. We arrange all d ∈ Π(Pq) with
θd = 1 respectively θ ′d = 1 by the value of ν(d). Thus
S3 	
∑
kK
∑
d∈Π(Pq)
ν(d)∈{2k−1,2k}
θdu(d)
	
∑
kK
( ∑
p1<p2<···<p2k−1∈Pq
p1p2·····p2k−1Zk
u(p1p2 · · · · · p2k−1) +
∑
p1<p2<···<p2k∈Pq
p2p3·····p2kZk
u(p1p2 · · · · · p2k)
)
.
Since p1 < p2, the inequality p2p3 · · · · · p2k  Zk implies p1p2 · · · · · p2k  Z2k/(2k−1)k . The summands
are 	 r2k , thus
S3 	 qε
∑
kK
r2k Z (1−δ)(2k)/(2k−1)k . (11)
To bound S ′3 we have
S ′3 	
∑
p∈Pq
pY0
u(p) +
∑
kK
∑
dξ(X)
d∈Π(Pq)
ν(d)∈{2k,2k+1}
θ ′du(d)
	 qεY 1−δ0 +
∑
kK
( ∑
p1<p2<···<p2k∈Pq
p1p2·····p2kYk
r2k +
∑
p1<p2<···<p2k+1∈Pq
p2p3·····p2k+1Yk
r2k+1
)
	 qεY 1−δ0 + qε
∑
1kK
r2kY (1−δ)(2k+1)/(2k)k . (12)
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of the inequality they ﬁrst violate in (7) respectively (8). Hence
S2 	 X
∑
kK
∑
dξ(X)
d∈Π(Pq)
d∈Θ(k)
u(d)
d
	 X
∑
kK
∑
p1<p2<···<p2k−1∈Pq
p1p2·····p2k−1>Zk
u(p1p2 · · · · · p2k−1)
p1p2 · · · · · p2k−1
∑
γ∈N: p′1,p′2,...,p′γ ∈Pq
p′1<p′2<···<p′γ <p1
u(p′1p′2 · · · · · p′γ )
p′1p′2 · · · · · p′γ
.
Since the inner sum is
∑
d∈Π(Pq)
p|d⇒p<p1
u(d)
d
=
∏
p∈Pq
p<p1
(
1+ u(p)
p
)
 exp
( ∑
p∈Pq
p<p1
r
p
)
	r qε,
we get
S2 	 qε X
∑
kK
r2k−1
∑
d>Zk
d∈Π(P)
1
d
	 qε X
∑
1kK
r2k−1 Z−δk . (13)
Similarly, we have
S ′2 	 X
∑
p>Y0
u(p)
p
+ X
∑
kK
∑
dξ(X)
d∈Π(Pq)
d∈Θ ′(k+1)
u(d)
d
	 qε XY−δ0 + X
∑
p1<p2<···<p2k∈Pq
p1p2·····p2k>Yk
u(p1p2 · · · · · p2k)
p1p2 · · · · · p2k
∑
d∈Π(Pq)
p|d⇒p<p1
u(d)
d
	 qε XY−δ0 + qε X
∑
kK
r2kY−δk . (14)
To prove the upper bound of Theorem 3, we choose Zk = X (2k−1)/(2k−δ) . By (13) and (11) we obtain
S2 + S3 	 qε
∑
1kk
r2k X1−δ(2k−1)/(2k−δ).
We bound the summands by their maxima. As (2k − 1)/(2k − δ) increases monotonely in k, we have
X1−δ(2k−1)/(2k−δ)  X1−δ/(2−δ) . For k K we have
r2k = rO (log(X+L)/ log log(X+L)) 	 (X + L)ε.
Furthermore, K 	 (X + L)ε . Thus, we infer by (9) the predicted upper bound.
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bound
S(X)
∏
p∈P∨p|q
(
1− u(p)
p
)
X + Or
(
(qL)ε X1−δ/(3−δ)+ε + LX−1/(3−δ)).
We need another sieve to complete the proof of the second lower bound. Now we replace (8) by
⎛
⎜⎜⎜⎝
ps  Y0,
p2s−1ps  Y ,
p2s−3ps−2ps−1ps  Y ,
and in general
p2s−2t+1ps−2t+2 · · · · · ps  Y , for 1 t  12 s
⎞
⎟⎟⎟⎠ .
Taking Y0 = Xδ and Y = X2δ , the second lower bound of Theorem 3 can be proved in the same way.
5. Proof of Theorem 2
By (2), (3) and (4), the asymptotic formula
∑
nX
(n,q)=1
χV (n) =
∏
v∈V
(v,q)=1
(
1− 1
v
)
φ(q)
q
X + O (X1−δτ (q))
can easily be veriﬁed. With the aid of this equation, the identity
∑
a(q)
∗∣∣∣∣ ∑
nX
n≡a(q)
χV (n) −
∏
v∈V
(v,q)=1
(
1− 1
v
)
X
q
∣∣∣∣
2
= T −
∏
v∈V
(v,q)=1
(
1− 1
v
)2
φ(q)X2
q2
+ O
(
X + X
2−δ
q
τ (q)
)
, (15)
with
T := 2
∑
1kX/q
∑
nX−kq
(n,q)=1
χV (n)χV (n+ kq)
can be derived by opening the square |∑χV (n)−∏(1− 1/v)X/q|2 and adding up all 0 < a q with
(a,q) = 1. The simple idea of the proof of the ﬁrst part of Theorem 2 is to interchange the order of
summation of T . To prove the second part of Theorem 2, we evaluate the inner n-sum of the term T
by applying Theorem 3. In both cases, we show that the two main terms on the right-hand side
of (15) cancel out each other at the cost of an additional error term.
We start with the proof of the ﬁrst statement of Theorem 2. Applying twice the convolution for-
mula (2), we get
T = 2
∑
dX
d∈Π(V)
(d,q)=1
μV (d)
∑
rX
r∈Π(V)
(r,q)=1
μV (r)
∑
kX/q
∑
n(X−kq)/r
nr≡−kq(d)
(n,q)=1
1. (16)
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∑
kX/q
∑
n(X−kq)/r
nr≡−kq(d)
(n,q)=1
1= φ(q)X
2
2drq2
+ O
(
min
{
τ (q)X
dq
+ X
r
,
τ (q)X
rq
+ X
d
})
. (17)
Using this formula, we are able to evaluate the inner summation over k and n in (16). Hence, we
split T into a main term TM and an error term T E . Due to the symmetry of the error term in (17)
in d and r, we have
T E 	
∑
rX
r∈Π(V)
∑
rdX
d∈Π(V)
(
τ (q)X
rq
+ X
d
)
	 X + X2−2δ + X
2−δ
q
τ (q)
since
∑
rX
r∈Π(V)
∑
rdX
d∈Π(V)
1
r
	 X1−δ
and
∑
rX
r∈Π(V)
∑
rdX
d∈Π(V)
1
d
	
∑
rX
r∈Π(V)
1
rδ
∑
rdX
d∈Π(V)
1
d1−δ
	 X1−2δ + 1.
The number 1 in the last display above results if the case 1/2  δ < 1 occurs. At the cost of an
error term O (X2−δ/q), we complete the summations over d and r in TM . We apply (4) and insert
T = TM + T E into (15). Thus, the main term in (15) vanishes and the ﬁrst part of Theorem 2 is
proved.
Finally, we prove the second part of Theorem 2. Now, we have V = P . For a set P ′ ⊂ P we deﬁne
a multiplicative arithmetic function β by β(1) = 1, β(p) = 1/(p − 2), if p ∈ P ′\{2} and β(n) = 0 if
n /∈ Π(P ′\{2}). Furthermore, let
α(k) =:
∏
p∈P ′
p|k, p =2
(
1− 1
p − 1
)−1
.
The identities
α = 1 ∗ β,
∑
d1
β(d)
d
=
∏
p∈P ′
p =2
(
1− 1
p
)(
1− 1
p − 1
)−1
(18)
are easy to verify. As an application of Theorem 3, we get
∑
nX
(n,q)=1
χP (n)χP (n+ kq) φ(q)q
∏
p∈P
pq
(
1− 1
p
) ∏
p∈P
pkq
(
1− 1
p − 1
)
X + O ((kq) X1−δ/(2−δ)+)
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∏
p|q(1 − 1/p) = π(q)/q. Thus, we are able to evaluate
the inner n-sum of T . Accordingly, the object T equals an error term O (X2−δ/(2−δ)+/q) and a main
term
2
∏
p∈P
pq
(
1− 1
p
)
φ(q)
q
∑
kX/q
∏
p∈P
pkq
(
1− 1
p − 1
)
(X − kq). (19)
Next, we remove the condition p  kq. We observe, that for p = 2, the inner product of (19) vanishes.
We deﬁne
P ′ := {p ∈ P: p  q}
and
q˜ :=
{
2q, if 2 ∈ P ′,
q, if 2 /∈ P ′.
Due to our notation, if 2 ∈ P ′ or if 2 /∈ P ′ , the expression (19) equals
2
∏
p∈P ′
(
1− 1
p
) ∏
p∈P ′
p =2
(
1− 1
p − 1
)
φ(q)
q
∑
kX/q˜
α(k)(X − kq˜), (20)
since
∏
p|q(1− 1/p) = π(q)/q. By (18), we get
∑
kX/q˜
α(k) =
∑
kX/q˜
∑
d|k
β(d)
= X
q˜
∑
d1
β(d)
d
+ O
(
X
q˜
∑
d>X/q˜
β(d)
d
+
∑
dX/q˜
β(d)
)
and
∑
kX/q˜
kα(k) =
∑
dXq˜
dβ(d)
∑
rX/(q˜d)
r
= X
2
2q˜2
∑
d1
β(d)
d
+ O
(
X2
q˜2
∑
d>X/q˜
β(d)
d
+ X
q˜
∑
dX/q˜
β(d)
)
.
We insert these last two formulae into (20) to obtain
T =
∏
p∈P ′
(
1− 1
p
) ∏
p∈P ′
p =2
(
1− 1
p
)
φ(q)
q
X2
q˜
+ O
(
X + X
2
q
∑
d>X/q
β(d)
d
+ X
∑
dX/q
β(d) + X
2−δ/(2−δ)+ε
q
)
. (21)
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X2
q
∑
d>X/q
β(d)
d
	 X
2
q
∑
d>X/q
d∈Π(P)
d−1−δ+ε
d1−δ
	 X .
Hence, the error term of T is = O (X + X2−δ/(2−δ)+ε/q). We insert (21) in (15). In any case, if 2 ∈ P ′
or if 2 /∈ P ′ , the main term in (15) vanishes. This concludes the proof of Theorem 2.
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