In recent years wavelets were shown to be effective data synopses. We are concerned with the problem of finding efficiently wavelet synopses for massive data sets, in situations where information about query workload is available. We present linear time, I/O optimal algorithms for building optimal workload-based wavelet synopses for point queries. The synopses are based on a novel construction of weighted inner-products and use weighted wavelets that are adapted to those products. The synopses are optimal in the sense that the subset of retained coefficients is the best possible for the bases in use with respect to either the mean-squared absolute or relative errors. For the latter, this is the first optimal wavelet synopsis even for the regular, non-workload-based case. Experimental results demonstrate the advantage obtained by the new optimal wavelet synopses, as well as the robustness of the synopses to deviations in the actual query workload.
Introduction
In recent years there has been increasing attention to the development and study of data synopses, as effective means for addressing performance issues in massive data sets. Data synopses are concise representations of data sets, that are meant to effectively support approximate queries to the represented data sets [10] . A primary constraint of a data synopsis is its size. The effectiveness of a data synopsis is measured by the accuracy of the answers it provides, as well as by its response time and its construction time. Several different synopses were introduced and studied, including random samples, sketches, and different types of histograms. Recently, wavelet-based synopses were introduced and shown to be a powerful tool for building effective data synopses for various applications, including selectivity estimation for query optimization in DBMS, approximate query processing in OLAP applications and more (see [16, 20, 21, 2, 6, 9, 8] , and references therein).
The general idea of wavelet-based approximations is to transform a given data vector of size N into a representation with respect to a wavelet basis (this is called a wavelet transform), and approximate it using only M N wavelet basis vectors, by retaining only M coefficients from the linear combination that spans the data vector (coefficients thresholding). The linear combination Optimal wavelet synopses. The main advantage of transforming the data into a representation with respect to a wavelet basis is that for data vectors containing similar values, many wavelet coefficients tend to have very small values. Thus, eliminating such small coefficients introduces only small errors when reconstructing the original data, resulting in a very effective form of lossy data compression.
Generally speaking, we can characterize a wavelet approximation by three attributes: how the approximation error is measured, what wavelet basis is used and how coefficient thresholding is done. Many bases were suggested and used in traditional wavelets literature. Given a basis with respect to which the transform is done, the selection of coefficients that are retained in the wavelet synopsis may have significant impact on the approximation error. The goal is therefore to select a subset of M coefficients that minimizes some approximation-error measure. This subset is called an optimal wavelet synopsis, with respect to the chosen error measure.
While there has been a considerable work on wavelet synopses and their applications [16, 20, 21, 2, 6, 9, 8] , so far there were only a few optimality results. The first one is a linear-time Parsevalbased algorithm, which was used in traditional wavelets literature (e.g [12] ), where the error was measured over the data. This algorithm minimizes the L 2 norm of the error vector, and equivalently it minimizes the mean-squared-absolute error over all possible point queries. No algorithm that minimizes the mean-squared-relative error over all possible point queries was known. The second one, introduced recently [9] , is a polynomial-time (O(N 2 M log M )) algorithm that minimizes the max relative or absolute error over all possible point queries. Another optimality result is a polynomial time dynamic-programming algorithm that obtains an optimal wavelet synopsis over multiple measures [6] . The synopsis is optimal w.r.t. an error metric defined as weighted combination of L 2 norms over the multiple measures (this weighted combination has no relation with the notion of weighted wavelets of this paper).
Workload-based wavelet synopses. In recent years there is increased interest in workloadbased synopses -synopses that are adapted to a given query workload, with the assumption that the workload represents (approximately) a probability distribution from which future queries will be taken. Chaudhuri et al [4] argue that identifying an appropriate precomputed sample that avoids large errors on an arbitrary query is virtually impossible. To minimize the effects of this problem, previous studies have proposed using the workload to guide the process of selecting samples [1, 3, 7] . By picking a sample that is tuned to the given workload, we can reduce the error over frequent (or otherwise "important") queries in the workload.
In [4] , the authors formulate the problem of pre-computing a sample as an optimization problem, whose goal is to pick a sample that minimizes the error for the given workload.
Recently, workload-based wavelet synopses were proposed [14, 18] . Using an adaptive-greedy algorithm, the query-workload information was used during the thresholding process in order to build a wavelet synopsis that decreases the error w.r.t. to the query workload. While these workloadbased wavelet synopses demonstrate significant imporvement with respect to prior synopses, they are not optimal.
In this paper, we address the problem of finding efficiently optimal workload-based wavelet synopses.
Contributions
We introduce efficient algorithms for finding optimal workload-based wavelet synopses using weighted Haar (WH) wavelets, for workloads of point queries. Our main contributions are:
• Linear-time, I/O optimal algorithms that find optimal Workload-based Weighted Wavelet (WWW) synopses: 1 -An optimal synopsis w.r.t. workload-based mean-squared absolute-error (WB-MSE ).
-An optimal synopsis w.r.t. workload-based mean-squared relative-error (WB-MRE ).
Equivalently, the algorithms minimize the expected squared, absolute or relative errors over a point query taken from a given distribution.
• The WB-MRE algorithm, used with uniform workload, is also the first algorithm that minimizes the mean-squared-relative-error over the data values, with respect to a wavelet basis.
• Both WWW synopses are also optimal with respect to enhanced wavelet synopses, which allow changing the values of the synopses coefficients to arbitrary values.
• Experimental results show the advantage of our synopses with respect to existing synopses.
• The synopses are robust to deviation from the pre-defined workload, as demonstrated by our experiments.
The above results were obtained using the following novel techniques.
• We define the problem of finding optimal workload-based wavelet synopses in terms of a weighted norm, a weighted-inner-product and a weighted-inner-product-space. This enables linear time I/O optimal algorithms for building optimal workload-based wavelet synopses.
The approach of using a weighted inner product can also be used to the general case in which each data point is given different priority, representing its significance (an example is shown in Sec. 6). Using these weights, one can find a weighted-wavelet basis, and an optimal weighted wavelet synopsis in linear time, with O(N/B) I/Os.
• We introduce the use of weighted wavelets for data synopses. Using weighted wavelets [5, 11] enables finding optimal workload-based wavelet synopses efficiently. In contrast, it is not known how to obtain optimal workload-based wavelet synopses with respect to the Haar basis efficiently. If we ignore the efficiency of finding a synopsis, the Haar basis is as good as the weighted Haar basis for approximation.
In wavelets literature (e.g [12] ), wavelets are used to approximate a given signal, which is treated as a vector in an inner-product space. Since an inner-product defines an L 2 norm, the approximation error is measured as the L 2 norm of the error vector, which is the difference between the approximated vector and the approximating vector. Many wavelet bases were used for approximation, as different bases are adequate for approximating different collections of data vectors. By using an orthonormal wavelet basis, an optimal coefficient thresholding can be achieved in linear time, based on Parseval's formula. When using non-orthogonal wavelet basis, or measuring the error using other norms (e.g L ∞ ), it is not known whether an optimal coefficient thresholding can be found efficiently, so usually non-optimal greedy algorithms are used in practice.
A WH basis is a generalization of the standard Haar basis, which is typically used for wavelet synopses due to its simplicity.
There are several attributes by which a wavelet basis is characterized, which affects the quality of the approximations achieved using this basis (for full discussion, see [12] ). These attribute are: the set of nested spaces of increasing resolution which the basis spans, the number of vanishing moments of the basis, and its compact support (if exists). Both Haar basis and a WH basis span the same subsets of nested spaces, have one vanishing moment, and a compact support of size 1.
Haar basis is orthonormal for uniform workload of point queries. Hence it is optimal for the M SE error measure. The WH basis is orthonormal with respect to the weighted inner-product defined by the problem of finding optimal workload-based wavelet synopses. As a result, an optimal workload-based synopses with respect to WH basis is achieved efficiently, based on Parseval's formula, while for the Haar basis no efficient optimal thresholding algorithm is known, in cases other than uniform workload.
Paper outline
The rest of the paper is structured as follows. In Sec. 2 we describe the basics of wavelet-based synopses. In Sec. 3 we describe the basic ideas we rely on in our development, including the workload-based error metrics and optimal thresholding in orthonormal bases. In Sec. 4 we define the problem of finding optimal workload-based wavelet synopses in terms of weighted inner product, and solve it using an orthonormal basis. In Sec. 5 we describe the optimal algorithm for minimizing WB-MSE, which is based on the construction of Sec. 4. In Sec. 6 we extend the algorithm to work for the WB-MRE. In Sec. 7 we present experimental results, and in Sec. 8 we draw our conclusions.
Wavelets basics
In this section we will start by presenting the Haar wavelets and continue with presenting wavelet based synopses, obtained by thresholding process, described in Sec. 2.2. The error tree structure will be presented next (Sec. 2.3), along with the description of the reconstruction of original data from the wavelet synopses in Sec. 2.4.
Wavelets are a mathematical tool for the hierarchical decomposition of functions in a spaceefficient manner. Wavelets represent a function in terms of a coarse overall shape, plus details that range from coarse to fine. Regardless of whether the function of interest is an image, a curve, or a surface, wavelets offer an elegant technique for representing the various levels of detail of the function in a space-efficient manner.
One-dimensional Haar wavelets
Haar wavelets are conceptually the simplest wavelet basis functions, and were thus used in previous works of wavelet synopses. They are fastest to compute and easiest to implement. We focus on them for purpose of exposition in this paper. To illustrate how Haar wavelets work, we will start with a simple example borrowed from [16] .
Suppose we have one-dimensional "signal" of N = 8 data items: S = [2, 2, 0, 2, 3, 5, 4, 4]. We will show how the Haar wavelet transform is done over S. We first average the signal values, pairwise, to get a new lower-resolution signal with values [2, 1, 4, 4] . That is, the first two values in the original signal (2 and 2) average to 2, and the second two values 0 and 2 average to 1, and so on. We also store the pairwise differences of the original values (divided by 2) as detail coefficients. In the above example, the four detail coefficients are (2 − 2)/2 = 0, (0 − 2)/2 = −1, (3 − 5)/2 = −1, and (4 − 4)/2 = 0. It is easy to see that the original values can be recovered from the averages and differences.
This was one phase of the Haar wavelet transform. By repeating this process recursively on the averages, we get the Haar wavelet transform ( Table 1 ). We define the wavelet transform (also called wavelet decomposition) of the original eighth-value signal to be the single coefficient representing the overall average of the original signal, followed by the detail coefficients in the order of increasing resolution. Thus, for the one-dimensional Haar basis, the wavelet transform of our signal is given bỹ The individual entries are called the wavelet coefficients. The wavelet decomposition is very efficient computationally, requiring only O(N) CPU time and O(N/B) I/Os to compute for a signal of N values, where B is the disk-block size. No information has been gained or lost by this process. The original signal has eight values, and so does the transform. Given the transform, we can reconstruct the exact signal by recursively adding and subtracting the detail coefficients from the next-lower resolution. In fact we have transformed the signal S into a representation with respect to another basis of R 8 : The Haar wavelet basis. A detailed discussion can be found, for example, in [19] .
Thresholding
Given a limited amount of storage for maintaining a wavelet synopsis of a data array A (or equivalently a vector S), we can only retain a certain number M N of the coefficients stored in the wavelet decomposition of A. The remaining coefficients are implicitly set to 0. The goal of coefficient thresholding is to determine the "best" subset of M coefficients to retain, so that some overall error measure in the approximation is minimized. One advantage of the wavelet transform is that in many cases a large number of the detail coefficients turn out to be very small in magnitude. Truncating these small coefficients from the representation (i.e., replacing each one by 0) introduces only small errors in the reconstructed signal. We can approximate the original signal effectively by keeping only the most significant coefficients. For a given input sequence d 0 , ..., d N −1 , we can measure the error of approximation in several ways. Let the i'th data value be d i . Let q i be the i'th point query, which it's value is d i . Letd i be the estimated result of d i . We use the following error measure for the absolute error over the i'th data value:
Once we have the error measure for representing the errors of individual data values, we would like to measure the norm of the vector of errors e = (e 0 , ..., e N −1 ). The standard way is to use the L 2 norm of e divided by √ N which is called the mean squared error :
We would use the terms MSE and L 2 norm interchangeably during our development since they are completely equivalent, to a positive multiplicative constant. The basic thresholding algorithm, based on Parseval's formula, is as follows: let α 0 , ..., α N −1 be the wavelet coefficients, and for each α i let level(α i ) be the resolution level of α i . The detail coefficients are normalized by dividing each coefficient by √ 2 level(a i ) reflecting the fact that coefficients at the lower resolutions are "less important" than the coefficients at the higher resolutions. This process actually turns the wavelet coefficients into an orthonormal basis coefficients (and is thus called "normalization"). The M largest normalized coefficients are retained. The remaining N − M coefficients are implicitly replaced by zero. This deterministic process provably minimizes the L 2 norm of the vector of errors defined above, based on Parseval's formula (see Sec. 3).
Error tree
The wavelet decomposition procedure followed by any thresholding can be represented by an error tree [16] . Fig. 1 presents the error tree for the above example. Each internal node of the error tree is associated with a wavelet coefficient, and each leaf is associated with an original signal value. Internal nodes and leaves are labelled separately by 0, 1, ..., N − 1. For example, the root is an internal node with label 0 and its node value is 2.75 in Fig. 1 . For convenience, we shall use "node" and "node value" interchangeably. The construction of the error tree exactly mirrors the wavelet transform procedure. It is a bottom-up process. First, leaves are assigned original signal values from left to right. Then wavelet coefficients are computed, level by level, and assigned to internal nodes.
Reconstruction of original data
Given an error tree T and an internal node t of T , t = a 0 , we let lef tleaves(t) (rightleaves(t)) denote the set of leaves (i.e., data) nodes in the subtree rooted at t's left (resp., right) child. Also, given any (internal or leaf) node u, we let path(u) be the set of all (internal) nodes in T that are proper ancestors of u (i.e., the nodes on the path from u to the root of T , including the root but not u) with nonzero coefficients. Finally, for any two leaf nodes d l and d k we denote d(l : h) as the range sum k i=l d i Using the error tree representation T, we can outline the following reconstruction properties of the Haar wavelet decomposition [16] :
The reconstruction of any data value d i depends only on the values of the nodes in path(d i ).
where δ ij = +1 if d i ∈ lef tleaves(α j ) or j = 0, and δ ij = −1 otherwise.
Range sum.
An internal node α j contributes to the range sum
and where lef tleaves(α j , l : h) = lef tleaves(α j )∩{d l , d l+1 , ..., d h } (i.e., the intersection of lef tleaves(α j ) with the summation range) and rightleaves(α j , l : h) is defined similarly. Thus, a reconstruction of a single data values involves the summation of at most log N + 1 coefficients, and reconstructing a range sum involves the summation of at most 2 log N + 1 coefficients, regardless of the width of the range.
3 The basics of our development 3.1 Workload-based error metrics Let D = (d 0 , ..., d N −1 ) be a sequence with N = 2 j values. Denote the set of point queries as Q = (q 0 , ..., q N −1 ), where q i is a query which its answer is d i . Let a workload W = (c 0 , ..., c N −1 ) be a vector of weights that represents the probability distribution from which future point queries are to be generated. Let (u 0 , ..., u N −1 ) be a basis of R N , than D = N i=0 α i u i . We can represent D by a vector of coefficients (α 0 , ..., α N −1 ).
Suppose we want to approximate D using a subset of the coefficients S ⊂ {α 0 , ..., α N −1 } where |S| = M . Then, for any subset S we can define a weighted norm W L 2 with respect to S, that provides a measure for the errors expected for queries drawn from the probability distribution represented by W , when using S as a synopsis. S is then referred to as a workload-based wavelet synopsis.
Denoted i as an approximation of d i using S. There are two standard ways to measure the error over the i'th data value (equivalently, point query):
, where s is a positive bound that prevents small values from dominating the relative error.
While the general (non-workload-based) approach is to reduce the L 2 norm of the vector of errors (e 1 , ..., e N ) (where e i = e a (i) or e i = e r (i)), here we would generalize the L 2 norm to reflect the query workload. Given a workload W that consists of all the queries' probabilities c 1 , ..., c N (where c i is the probability that q i appears), the weighted-L 2 norm of the vector of (absolute or relative) errors e = (e 1 , ..., e N ) would be:
The intuition behind this definition of norm is to give each data value d i (or equivalently each point query q i ) some weight that represents its significance. In the above case the square of the W L 2 norm is the expected squared error for a point query that is drawn from the given distribution. In other words, to minimize that norm of the error is to minimize the expected squared error of an answer to a query.
In general, the weights given to data values need not necessarily represent a probability distribution of point queries, but any other significance measure. For example, in Sec. 6 we use weights to solve the problem of minimizing the mean-squared relative error measured over the data values (the non-workload-based case).
Notice that it is a generalization of the M SE norm: by taking equal weights for each query, meaning c i = 1 N for each i and e i = e a (i), we get the standard M SE norm. We use the term workload-based error for the W L 2 norm of the vector of errors e. When e i are absolute (resp. relative) errors the workload-based error would be called the WB-MSE (resp. WB-MRE ).
Optimal thresholding in orthonormal bases
The construction is based on Parseval's formula, and a known theorem that results from it (Thm. 1).
Parseval's formula.
Let V be a vector space, where v ∈ V is a vector and {u 0 , ..., u N −1 } is an orthonormal basis of V . We can express v as
An M -term approximation is achieved by representing v using a subset of coefficients S ⊂ {α 0 , ..., α N −1 } where |S| = M . The error vector is than e = i / ∈S α i u i . By Parseval's formula, e 2 = i / ∈S α 2 i . This proves the following theorem.
Picking the M largest coefficients to S minimizes the L 2 norm of the error vector, over all possible subsets of M coefficients.
Given an inner-product, based on this theorem one can easily find an optimal synopses by choosing the largest M coefficients.
Optimality over enhanced wavelet synopses
Notice that in the previous section we limited ourselves to picking subsets of coefficients with original values from the linear combination that spans v (as is usually done). In case {u 0 , ..., u N −1 } is a wavelet basis, these are the coefficients that results from the wavelet transform. We next show that the optimal thresholding according to Thm. 1 is optimal even according to an enhanced definition of M -term approximation. We define enhanced wavelet synopses as wavelet synopses that allow arbitrary values to the retained wavelet coefficients, rather than the original values that resulted from the transform. The set of possible standard synopses is a subset of the set of possible enhanced synopses, and therefore an optimal synopsis according to the standard definition is not necessarily optimal according to the enhanced definition.
Theorem 2 When using an orthonormal basis, choosing the largest M coefficients with original values is an optimal enhanced wavelet synopses.
Proof : The proof is based on the fact that the basis is orthonormal. It is enough to show that given some synopsis of M coefficients with original values, any change to the values of some subset of coefficients in the synopsis would only make the approximation error larger: Let u 1 , ..., u N be an orthonormal basis and let v = α 1 u 1 + ... + α N u N be the vector we would like to approximate by keeping only M wavelet coefficients. Without loss of generality, suppose we choose the first M coefficients and have the following approximation for v:ṽ = M i=1 α i u i . According to Parseval's formula e 2 = N i=M +1 α 2 i since the basis is orthonormal. Now suppose we would change the values of some subset of j retained coefficients to new values. Let us see that due to the orthonormality of the basis it would only make the error larger. Without loss of generality we would change the first j coefficients, meaning, we would change α 1 , ..., α j to be α 1 , ..., α j . In this case the approximation would beṽ
It is easy to see that the error of approximation would be:
The workload-based inner product
In this section, we define the problem of finding an optimal workload-based synopses in terms of a weighted-inner-product space, and solve it relying on this construction. Here we deal with the case where e i are the absolute errors (the algorithm minimizes the WB-MSE ). An extension to relative errors (WB-MRE ) is introduced in Sec. 6 Our development is as follows: Based on Thm. 1 and Thm. 2 one can easily find an optimal workload-based wavelet synopses with respect to a weighted Haar wavelet basis.
Transforming the data vector into a piecewise constant function
We assume that our approximated data vector D is of size N = 2 j . As in [19] , we treat sequences (vectors) of 2 j points as piecewise constant functions defined on the half-open interval [0, 1). In order to do so, we will use the concept of a vector space from linear algebra. A sequence of one point is just a function that is constant over the entire interval [0, 1); we'll let V 0 be the space of all these functions. A sequence of 2 points is a function that has two constant parts over the intervals [0, 1 2 ) and [ 1 2 , 1). We'll call the space containing all these functions V 1 . If we continue in this manner, the space V j will include all piecewise constant functions on the interval [0, 1), with the interval divided equally into 2 j different sub-intervals. We can now think of every one-dimensional sequence D of 2 j values as being an element, or vector f , in V j .
Defining a workload-based inner product
The first step is to choose an inner product defined on the vector space V j . Since we want to minimize a workload based error (and not the regular L 2 error), we started by defining a new workload based inner product. The new inner product is a generalization of the standard inner product. It is a sum of N = 2 j weighted standard products; each of them is defined over an interval of size 1 N :
Lemma 1 f, g is an inner product.
Proof : Let us check that it satisfies the conditions of an inner product:
• Bilinear:
• and also f, ag 1 + bg 2 = a f, g 1 + b f, g 2 with a similar proof.
• positive definite:
and f, f = 0 iff f ≡ 0 since c i > 0 for each i
As mentioned before, a coefficient c i represents the probability (or a weight) for the i'th point query (q i ) to appear. Notice that the answer of which is the ith data value, which is function value at the i'th interval. When all coefficients c i are equal to 1 N (a uniform distribution of queries), we get the standard inner product, and therefore this is a generalization of the standard inner product.
Defining a norm based on the inner product
Based on that inner product we define an inner-product-based (IPB) norm:
Lemma 2 The norm f IP B measured over the vector of absolute errors is the weighted L 2 norm of this vector, i.e e 2 IP B = N −1 i=0 c i e 2 i = e 2 w .
Proof : Let f ∈ V j be a function and let f ∈ V j be a function that approximates f . let the error function be e = f − f ∈ V j . Then the norm of the error function is:
where e i is the error on the i'th function value. This is exactly the square of the previously defined weighted L 2 norm.
Notice that when all coefficients are equal to 1 N we get the regular L 2 norm, and therefore this is a generalization of the regular L 2 norm (M SE). Our purpose is to minimize the workload based error which is the W L 2 norm of the vector of errors.
Defining an orthonormal basis
At this stage we would like to use Thm. 1. The next step would thus be finding an orthonormal (with respect to a workload based inner product) wavelet basis for the space V j . The basis is a Weighted Haar Basis. For each workload-based inner product (defined by a given query workload) there is corresponding orthonormal weighted Haar basis, and our algorithm finds this basis in linear time, given the workload of point queries. We describe the bases here, and see how to find a basis based on a given workload of point queries. We will later use this information in the algorithmic part.
In order to build a weighted Haar basis, we take the Haar basis functions and for the k'th basis function we multiply its positive (resp. negative) part by some x k (resp. x k ). We would like to choose such x k and y k so that we get an orthonormal basis with respect to our inner product. Let us illustrate it by drawing. Instead of using Haar basis functions (Fig. 2) , we use functions of the kind illustrated in Fig. 3 , where x k and y k are not necessarily (and probably not) equal, so our basis looks like the one in (Fig. 4) . How do we choose x k and y k ?
Let u k be some Haar basis function as described above. Let [a k 0 , a k 1 ) be the interval over which the basis function is positive and let [a k 1 , a k 2 ) be the interval over which the function is negative. Recall that a k 0 , a k 1 and a k 2 are both multiples of 1 N and therefore the interval precisely contains some number of continuous intervals of the form [ i N , i+1 N ] (also a k 1 = a k 0 +a k 2 2
). Moreover, the size of the interval over which the function is positive (resp. negative) is 1 2 i for some i < j (As we remember, N = 2 j ). Recall that for the i'th interval of size 1 N , meaning [ i N , i+1 N ) there is a Figure 2 : An example for a Haar basis function corresponding weight coefficient c i which is the coefficient that is used in the inner product. Notice that each Haar basis function is positive (negative) over some number of (whole) such intervals. We can therefore associate the sum of coefficients of the intervals "under" the positive (negative) part of the function with the positive (negative) part of the function. Let us denote the sum of weight coefficients (c i 's) corresponding to intervals that are under the positive (resp. negative) as l k (resp. r k ).
Lemma 3 Suppose for each Haar basis function v k
we choose x k and y k such that
and multiply the positive (resp. negative) part of v k by x k (resp. y k ); by doing that we get an orthonormal set of N = 2 j functions, meaning we get an orthonormal basis.
Proof : We first show that when taking x k and y k such that x k r k = y k l k the basis is orthogonal. It is enough to show that the inner product of any v k and a constant function is 0. In order to see why that suffices: 
Now, in order to get an orthonormal basis all we have to do is to normalize those basis functions.
Let us compute the norm of some v k whose positive part is set to x k and its negative part is set to basis: we go over the data, and compute the weighted differences which are the coefficients of the bottom level functions. We keep the weighted averages, which can be represented solely by the rest of the basis functions (the "lower resolution" functions -as in the regular Haar wavelet transform), in another array. We repeat the process over the averages time and time again until we have the overall average, which is added to our array as the coefficient of the constant function (v 0 (x) = const). While computing the transform, in addition to reading the values of the signal, we need to read the proper basis function that is relevant for the current stage (in order to use the x k and y k of the function that is employed in the above formula). This is easy to do, since all the functions are stored in an array F and the index of a function is determined by the iteration number and is identical to the index of the corresponding currently computed coefficient. A pseudo code of the algorithm is can be found in Fig. 15 . As we know, the Haar wavelet transform is a linear algorithm. The steps of our algorithm are identical to the steps of the Haar algorithm, with the addition of reading the data at F [i] (the x k and y k of the function) during the i'th iteration. Therefore the I/O complexity of that phase remains O (N/B) (B is the disk block size) with O (N ) running time.
After having the coefficient of the orthonormal basis we would keep the largest M coefficients, along with their corresponding M functions, and throw the smallest coefficients relying on Thm. 1 We can do it in linear time using the M-approximate quantile algorithm [13] .
Optimal synopsis for mean relative error
We next show a variant of the weighted-wavelets-based algorithm minimizes the weighted L 2 norm of the vector of relative errors, weighted by the query workload, using weighted wavelets. We demonstrate another use of giving weights to data values, used to minimize the mean-squaredrelative-error measured over the data values.
Recall that in order to minimize the weighted L 2 norm of relative errors, we need to minimize
, but the idea is the same). Since D = d 1 , ..., d N is part of the input of the algorithm, it is fixed throughout the algorithm's execution. We can thus divide each c i by d 2 i and get a new vector of weights:
. Relying on our previous results, and using the new vector of weights we minimize N i=1
which is the W L 2 norm of relative errors. Notice that in the case b i = 1 N (the uniform case) the algorithm minimizes the mean-relative-error over all data values. As far as we know, this is the first algorithm that minimizes the mean-relative-error over the data values.
Experiments
In this section we demonstrate the advantage obtained by our workload-based wavelet synopses. All our experiments were done using the τ -synopses [15] system. For our experimental studies we used both synthetic and real-life data sets. The synthetic data-sets are taken from the TPCH data (www.tpc.org), and the real-life data-sets are taken from the Forest CoverType data provided by KDD Data of the University of California (http://kdd.ics.uci.edu). The data-sets are: The sets of queries were generated independently by a Zipf distribution generator. We used queries of different skews, distributed by several Zipf parameter values. We took here the zipf parameters 0.2, 0.5 and 0.8, in order to test the behavior of the synopses under different skews, which range from close-to-uniform to highly skewed. The sets of queries contained 3000-5000 queries over each data set.
In Fig. 7 we compared the standard wavelet synopsis from [16] with our WB-MSE wavelet synopsis. The standard synopsis is depicted in solid line. We measured the WB-MSE as a function of synopsis size, measured as the number of coefficients in the synopsis. For each M = 10, 20, ..., 100 we built synopses of size M using both methods and compared the WB-MSE error, measured with respect to a given workload of queries. The workload contained 5000 Zipf distributed point queries, with a Zipf parameter of 0.5. The data-set was the TPCH1 data. As the synopsis size increases, the error of the workload-based algorithm becomes much smaller than the error of the standard algorithm. The reason for this is that synopses of sizes 10,...,100 are very small with respect to a data of size 150,000. Since the standard algorithm does not take the query workload into account, the results are more or less the same for all synopses sizes in the experiment. However, the workload-based synopsis adapts itself to the query workload, which is of size 5000. All the data values which are not queried by the workload are given very small "importance weights", so the synopsis actually has to be accurate over less than 5000 values. Thus, there is a sharp decrease in the error of the workload-based algorithm as the synopsis size increases.
In Fig. 8 we used a similar experiment, this time with the KDD2048 data. The standard synopsis is again depicted in solid line. As in the previous experiment, we measured the WB-MSE as a function of synopsis size. For each M = 20, 40, ..., 200 we built synopses of size M using both methods and compared the WB-MSE error, measured with respect to a given workload of queries. The workload contained 5000 Zipf distributed point queries, with a Zipf parameter 0.5. The data was the KDD2048 data, of size 2048. We see that for each synopsis size the error of the standard algorithm is approximately twice the error of the workload-based algorithm. The reason for this is that here the query workload is larger than the data-set, in contrast to the previous experiment. Thus, most of the data is queried by the workload, so the "importance weights" given to data values are more uniform than in the previous experiment. Therefore, the error difference is smaller than in the previous experiment, since the advantage of the workload-based algorithm becomes more significant as the workload gets more skewed. However, since the workload-based synopsis adapts itself to the workload, the error is still better than the standard synopsis, which assumes uniform distribution.
In Fig. 9 we compared the standard wavelet synopsis from [16] and the adaptive-greedy workloadbased wavelet synopsis from [14] with our WB-MRE wavelet synopsis. The standard synopsis is depicted in dotted line with "x"s. Since it is hard to distinguish between the other two synopses in this resolution level, we zoom into this figure in Fig. 10 . We measured the WB-MRE as a function of synopsis size, measured as the number of coefficients in the synopsis. For each M = 20, 40, ..., 200 we built synopses of size M using the three methods and compared the WB-MRE error, measured with respect to a given workload of queries. The workload contained 3000 Zipf distributed point queries, with a Zipf parameter of 0.5. The data-set was the KDD2048 data. Since the standard algorithm does not take into account the query-workload and is not adapted for relative errors, its approximation error is more than 30-40 times larger than the approximation errors of the workloadbased algorithms, for each synopsis size.
In Fig. 10 we compare the adaptive-greedy workload-based synopsis from [16] with our WB-MRE synopsis. The adaptive-greedy synopsis is depicted in solid line. We measured the WB-MRE as a function of synopsis size, measured as the number of coefficients in the synopsis. For each M = 20, 40, ..., 200 we built synopses of size M using the two methods and compared the WB-MRE error, measured with respect to a given workload of queries. The workload contained 5000 Zipf distributed point queries, with a Zipf parameter of 0.5. The data-set was the KDD2048 data. For each synopsis size, the approximation error of the adaptive-greedy is 10-20 times larger than the error of our WB-MRE algorithm.
In Fig. 11 we depict the WB-MRE as a function of synopsis size, for three given query workloads, distributed with Zipf parameters 0.2, 0.5 and 0.8. The data-set was the KDD2048 data-set, and the workloads consisted 5000 queries. For each of the given three workloads we build synopses of size M = 50, 100, ..., 500 and depicted the WB-MRE as a function of synopsis size. It can be seen that many wavelet coefficients can be ignored before the error significantly increases. This is a desired feature for any synopsis. For example, for synopses of size 500 the WB-MRE is smaller than 0.05, and for synopses of size 250 the WB-MRE is smaller than 0.1. It can also be seen that the higher the skew, the more accurate the workload-based synopses. The reason is that when the skew gets higher, the synopsis should be accurate over a smaller number of data values.
In Fig. 12 we compare the standard algorithm from [14] with our WB-MRE algorithm in a different way than before. We compare the ratio between the approximation error of the standard algorithm and the approximation error of the WB-MRE algorithm, for different workload skews. The comparison was done for three different query workloads, distributed with different Zipf parameters. The workloads contained 5000 queries, distributed with Zipf parameters 0.2, 0.5 and 0.8 respectively. The data-set was the KDD2048. For each given workload we measured the error ratio between the two synopses, for each synopses size M = 50, 100, ...500. It is clearly seen that the higher the skew of the workload, the higher the ratio between the approximation errors of the synopses. The reason is than as the workload gets far from uniform, the advantage of the workload-based algorithms naturally becomes more significant over the standard synopsis, which assumes uniform workload.
In Fig. 13 we show the robustness of the workload-based wavelet synopses to deviations from predefined workload. The experiment addresses the problem of incorrect future workload estimation. When building our synopsis, we assumed the queries would be distributed as Zipf(0.2). We fixed the synopsis size, and built our synopsis. We then used the synopsis to answer query workloads distributed different than expected, e.g with Zipf parameters 0.3,0.4,... etc. The figure depicts the WB-MRE as a function of the difference between the actual query distribution and our estimated query distribution (estimated as Zipf(0.2)). The skew difference is the difference between the actual Zipf parameter and the estimated Zipf parameter, according to which we assumed the queries are distributed. We show that small errors in the workload estimation introduce only small errors in the quality of the approximation, and that the error grows continuously as the deviation from pre-defined workload increases.
Conclusions
In this paper we introduce the use of weighted wavelets for building optimal workload-based wavelet synopses. We present two time-optimal and I/O-optimal algorithms for workload-based wavelet synopses, which minimize the WB-MSE and and the WB-MRE error measures, with respect to any given query workload. The advantage of optimal workload-based wavelet synopses, as well as their robustness, were demonstrated by experimentations.
Recently, and independently of our work, Muthukrishnan [17] presented an optimal workloadbased wavelet synopsis with respect to the standard Haar basis. The algorithm for building the optimal synopsis is based on dynamic programming and takes O(N 2 M/ log M ) time. As noted above, standard Haar basis is not orthonormal w.r.t. the workload-based error metric, and an optimal synopsis w.r.t. this basis is not necessarily also an optimal enhanced wavelet synopsis. Obtaining optimal enhanced wavelet synopses for the standard Haar wavelets may be an interesting open problem. Also, as quadratic time is too costly for massive data sets, it may be interesting to obtain a time efficient algorithm for such synopses. As far as approximation error is concerned, although in general optimal synopses w.r.t. the standard Haar and a weighted Haar bases are incomparable, both bases have the same characteristics. It would be interesting to compare the actual approximation errors of the two synopses for various data sets. This may indeed be the subject of a future work. 
