Time series analysis techniques (ARIMA models), artificial neural networks (ANNs) and Bayesian dynamic models were used to forecast annual loliginid and ommastrephid landings recorded from the most important fishing ports in the Northern Aegean Sea (1984Sea ( -1999. The techniques were evaluated based on their efficiency to forecast and their ability to utilise auxiliary environmental information. Applying a "stepwise modelling" technique, namely by adding stepwise predictors and comparing the quality of fit, certain inferences concerning the importance of the predictors were made.
Introduction
In fisheries management, as well as in other cases, forecasting strategies are based on the development of either descriptive or explanatory models. The first category, usually a synonym of "black box" models (Haddon, 2001) , is a necessary approach, whenever important information for the construction of explanatory models fails. In fisheries, explanatory models often obey certain assumptions (Fox, 1970; Schaefer, 1984) or are susceptible to the completeness and the quality of the data (Hilborn and Walters, 1992) . Therefore, and due to their parsi-monious character, descriptive models gained in popularity at least for forecasting purposes (Cohen and Stone, 1987) . In addition to the forecasting character, the multivariate descriptive models have the advantage that by "stepwise modelling"-namely by adding stepwise predictors and comparing the quality of fit, certain inferences concerning the importance of the predictors can be made.
Descriptive models used to predict and analyse time series data attempt to decompose up the dependent variable into four main components. Simple time trends, periodic fluctuations, predictors' effect and the error component. A common realisation of this approach is the development of the multivariate ARIMA models (Box and Jenkins, 1976) .
In the present work, three modelling and forecasting techniques were evaluated on the basis of their efficiency to forecast and their ability to utilise auxiliary environmental information: ARIMA models, artificial neural networks (ANNs) and dynamic models (DMs).
ARIMA and ANNs have been fitted to the data using Frequentist techniques (e.g. maximum likelihood technique) while the dynamic models have been fitted using the Bayesian estimation technique.
In particular, neural networks are very sophisticated nonlinear techniques and have been chosen from other non-linear tools, because of their capability to model extremely complex functions.
The models have been applied to the same data set, namely the landings of long-finned squids (Loliginidae) and short-finned squids (Ommastrephidae), recorded in the northern part of the Aegean Sea during the 1984-1999 time period. Previous attempts to model cephalopod landings in Greece (Stergiou, 1987 (Stergiou, , 1989 Stergiou and Christou, 1996; Georgakarakos et al., 2002) showed that sea temperature could be an important environmental predictor. The aim of the present work is to investigate further the environmental impact on such biological resources, like the cephalopods in Greece, where fishing effort and biological data are lacking or limited, rendering the development of stochastic, non-linear and dynamic models more attractive.
Readers interested in the biological and geographic characteristics of the target species may refer to previous contributions; about a general aspect of the invertebrates (Caddy, 1989) , their distribution in the Mediterranean and eastern Atlantic (Roper et al., 1984) or the Aegean Sea (D'onghia et al., 1996; Koutsoubas et al., 1999; Arvanitidis et al., 2002; Moreno et al., 2002) . A comparison of cephalopod landings in the Northeast Atlantic and Mediterranean, over the period 1980-1992, supported the hypothesis of a large-scale climatic influence on the cephalopod abundance (Pierce et al., 1995) . Additionally references for the development of fisheries forecasting models are included in Caddy (1989) . 
Materials and methods

Study area, source of data and pre-processing
More than 50% of the cephalopod production in Greek Seas is concentrated in the North Aegean Sea (Koutsoubas et al., 1999) . The present statistical analysis is based on the monthly landings from the three most important fishing ports of this area, namely from Thessaloniki, Kavala and Alexandroupolis (Fig. 1) . The landing data have been provided by the Fishing Development Corporation in Greece (ETANAL S.A).
Daily satellite images, provided from the National Oceanic and Atmospheric Administration (NOAA), were transformed into Sea Surface Temperature (SST) in Celsius by using GIS tools. The area under study was divided in statistical rectangles (1 • N × 1/3 • E) and in each rectangle the spatially averaged temperature means, minima, maxima, and the spatio-temporal standard deviation in each month were estimated. Finally, the same descriptors were estimated for each landing port, weighted according to the number of valid pixels per image .
All data sets, landings and SST descriptors cover the period between the years 1984 and 1999. The time series were tested for stationarity, evaluating arithmetic mean, variance, and autocorrelation through time. Time series used in the ARIMA models were first differenced until they were stationary in the mean, and log transformed to stabilise the variance. For the development of the other models, the landings were previously log transformed.
The statistical procedures mentioned in the present study were implemented, if not otherwise mentioned, using the SPSS for Windows software, SPSS Trends routines (SPSS Inc., 2002) . Sample autocorrelations (ACF) served also as a measure of the periodicity in the time series and were plotted systematic for both landings and environmental descriptors. Seasonal dependency was proved by comparing the results of the Partial Autocorrelation Function (PACF), which considerably reduces the dependence on the intermediate elements, within the lag, and the results of the ordinary ACF (Box and Jenkins, 1976; see also McDowall et al., 1980) .
Seasonal decomposition procedure
The goal of the seasonal decomposition procedure was to extract a seasonal component and a combined trend-cycle component from the observed signal, assuming the residual as the "error" component. In the present study, the seasonality of the time series was represented by the 12 months periodicity. The following components or combinations of them were estimated by the SPSS Trend routines:
• SAF: seasonal adjustment factor, which contains the seasonality of the time series, • SAS: seasonal adjusted series (the original series minus the seasonality), • STC: de-seasoned trend and cycle (the trend component plus the cycle) and • ERR: the residuals.
The residuals were tested to ensure pure randomness (white noise properties) and that they were not correlated to other potential predictors. The other generated components were further analysed, checking their distributions and their auto-and cross-correlograms. The characteristics of the STCs, which include the trend and the non-seasonal periodicity, were also investigated for autocorrelation, trends, and possible correlation with other parameters. Finally, all these parameters were crosschecked as potential ARIMA predictors.
Development of models
ARIMA models
ARIMA models were developed following the standard three-step procedure described in Box and Jenkins (1976) , namely model identification, parameter estimation and finally the diagnosis of the simulation and its verification (see also, Makridakis, 1990) .
The general form of the model can be summarised by the commonly used three types of parameters: the autoregressive parameters (p), differencing passes (d), and moving average parameters (q). In the standard notation "p-d-q", a model described as (0, 1, 2) means that it contains 0 (zero) autoregressive (p) parameters and 2 moving average (q) parameters which were computed for the series after it was differenced once (d = 1). For the seasonal ARIMA process the required parameters sp, sd and sq are also determined interpreting the results of the corresponding ACF and PACF. The identification of the tentative model starts with the estimation of the seasonal model and afterwards with the analysis of its residuals. This can provide a clearer view of the futures of the non-seasonal model. In a well-identified seasonal model, its residuals show the non-seasonal portion of it.
The parameters of the tentative model were estimated by applying maximum-likelihood techniques. The derived residuals should be without any pattern. Therefore, the residuals of all presented models were tested to be normal distributed and non-autocorrelated (non-significant Box-Ljung Q statistic).
Finally, the following results were summarised: the parameter estimates, standard errors, estimate of residual variance, standard error of the estimate, log likelihood, Akaike's Information Criterion (AIC), and Schwartz's Bayesian Criterion (SBC). The minimising of SBC and AIC were used, taking into account both how well the model fitted the observed series, and the number of parameters used in the fit (SPSS manual, Trends, Release 6.0).
These procedures were applied separately to the landings and the SST time series, in a univariate analytical approach. After the estimation of their parameters, new multivariate ARIMA models were developed, taking as covariates the SST parameters (mean, minimum and maximum values) as well as STC and the residuals of the seasonal decomposition.
Finally, the multivariate model was compared to the univariate one in order to test the significance of the covariate contribution.
A more detailed description of the development procedure can be found in Georgakarakos et al. (2002) included. In all cases, if not mentioned otherwise, the data from 1984 to 1998 were used for evaluating (fitting) the model, while the data of the last 12 months (1998) (1999) were used for testing the forecasting performance of the established models.
Neural network development
Artificial neural networks (ANNs) comprise algorithms for mapping the input vector (predictors) to an output vector (responses), through processing elements called 'neurones', via a training process. The most common type of ANNs is a three-layer backpropagation network, which consists of three basic groups of neurons:
• The input neurons collect the external information and send it to the hidden neurons in the middle layer.
• The hidden neurons accumulate the previous signals, adjusting each input by certain weights and applying certain threshold functions.
• The output neurons accumulate in a second step the input from the hidden neurons, applying again a set of weight parameters and threshold functions.
A three-layer backpropagation network, which includes i input, j hidden and k output neurons, can be represented in mathematics by the following equation (Ripley, 1996) :
where y k is the neural output of the k neuron, f k and f j are activation or threshold functions. The intercepts a k and a j are known as biases and w jk or w ij are weights which multiply the signals travelling from j to k or from i to j correspondingly.
The activation functions are used to introduce nonlinearity at the hidden layer, and are often taken to be
Standard three-layer backpropagation networks were chosen for modelling the monthly landings, due to their good generalisation efficiency. All ANNs were constructed and supervised following the same procedures and initial settings, in order to have comparable results by their application. The networks were developed in the NeuroShell 2 environment, provided by the Ward Systems Group.
The monthly landings of the last year have been selected for building the test set, leaving the remainder as the training set. After each complete learning pass through the training data, the software automatically predicts equivalent values to the test data and estimates the error factor of the prediction. This comparison controls the training process and avoids network overtraining. Once, the computed error factor ceases to improve, the constructed network can be applied to the total data or only to the test data set.
The performance of the ANNs was measured by estimating the R 2 -adjusted coefficient of determination, an indicator usually applied to multiple regression analysis (Zar, 1999) . It compares the accuracy of the model to the accuracy of a trivial benchmark model wherein the prediction is just the mean of all of the samples. It is adjusted for the different degrees of freedom or amounts of replication in the data set. Note that it is different from the squared multiple correlation coefficient. A detailed description of the method is contained in Twomey and Smith (1996) .
Bayesian dynamic system analysis
Forecasting in a Bayesian approach is the quantification of the probability distribution, which describes the nature of the uncertainty, taking into account existing knowledge. The dynamic models (DMs) were based on sequential Bayesian learning and forecasting procedures across the whole time space, according to the well-known relation between prior and posterior information:
Using the standard notation of a linear DM (West and Harrison, 1989 ) the vector of response variables Y is related to the regressor matrix X as:
where θ is the vector of the unknown parameters, which should be estimated and v is the vector of the uncorrelated stochastic errors.
In accordance, for a single observation the above equation is:
where x is a column vector and x is its transpose. Consequently, the univariate linear DM that describes the monthly landings can be written:
where landings t are the observed landings value at time t, F t a vector of known constants (the regression vector), θ t denotes the vector of model state parameters, v t a stochastic error term having a normal distribution with zero mean and variance V t , G t a matrix of known coefficients that defines the systematic evolution of the state vector across time and w t is a stochastic error term having a normal distribution with zero mean and covariance matrix W t . The prior information on the state vector for time t + 1 is represented by a normal distribution with mean = a t + 1 and covariance R t + 1 ,
where D t denotes the state of knowledge at time t.
In order to forecast landings in the next time period (landings t + 1 ) a linear combination of the normally distributed variables θ t+1 |D t and the v t+1 is used. The forecast mean will be equal to:
while the forecast variance will be equal to:
In the previously described equations, it is assumed that the stochastic time series are not autocorrelated or cross-correlated. Data sets providing models with correlated stochastic terms can be transformed in order to remove the correlation (Box and Jenkins, 1976) . Furthermore, we assume that the system under study is invariant and therefore G t , the matrix of known coefficients that defines the systematic evolution of the state vector across time is constant (G t ≡ G).
In addition, both the observation variance and the system covariances are unknown and in the Bayesian approach should be specified as probability distributions, which will be updated with new observations according to the Bayes Theorem. The same is valid for any other prior, as for instance the priors describing the seasonal components. Priors either are specified by the BATS user through intervention, as a pure subjective hypothesis, or are the result from the previous period's posterior. This procedure, which assigns some starting values to the model parameters, is called reference analysis. It calculates one-step-ahead point forecasts, based on the assumed parameter values deemed most appropriate for one-step forecasts.
Finally, the resulted residuals should be tested and especially forecast residuals are tested on-line during monitoring to ensure that they are not autocorrelated.
A detailed description of the method is contained in Box and Tiao (1973) and West and Harrison (1989) . Reference to the applied software for the Bayesian algorithm in DMs can be found in Pole and West (1990) .
Step by step DM development
For the time series of landings, we can split up the response variable into three components: an underlying level independent from the regressor (level t ), a second part determined by the regressor and a third component, that represents the stochastic error. The Observation Equation for the model that describes the landings is written:
where x t is the regressor value at time t, v t is a stochastic error at time t having a normal distribution with zero mean and variance V. The two uncertain parameters level t and β t may be expressed by the two system equations, which have the form of a simple random walk, as:
In standard notation, the above observation and system equations should be written:
where Y t is the time series of the observed monthly landings, F t a vector of known constants (the regression vector), θ t denotes the vector of model state parameters (level, β), v t the observation stochastic error normal distributed with zero mean and variance V, G t a matrix of known coefficients that defines the systematic evolution of the state vector across time and w t is the system stochastic error normal distributed with zero mean and covariance matrix W. All models were started from an initial steady state model, which was developed according to the forms:
This initial model assumes that the mean remains roughly constant over short time periods, shifting by increments obeying given distributions, with the observation variance (V t ) and the system variance (W t ). The starting conditions for the analysis are based on the default value provided by the reference analysis.
In a next step, a series of models was developed by adding certain explanatory environmental variables (SST descriptors) as regressors and testing the performance against the steady state models. The new models include as dynamic parameter certain SST descriptors according to the form:
where
Note that by adding regression components, the level is effectively playing the role of a dynamic regression intercept, while the b t is a varying slope of the regression (Eq. (7)). Bearing this interpretation in mind there is a strong argument for the distribution of the level to be quite close to the regression distribution.
At the end of the development phase all models were expanded by incorporating the monthly seasonality, namely by adding 12 seasonal factors, 1 for each month.
The performance of all models was tested by three tools, by estimating the coefficient of determination R 2 between the predicted versus the observed values, by analysing the statistics of their residuals and finally by cross-validating their predictions with unused, during the modelling procedure, test data. Fig. 3 . Seasonal adjusted factors (SAFs) after the seasonal decomposition of Loliginids (above) and Ommastrephids (below) series, for the three major fishing ports of the northern Aegean Sea.
Results
Analysis based on classical time series models
Monthly loliginid and ommastrephid landings in all fishing ports in Greece oscillate with an annual periodicity, generally showing their minima during the summer time (Fig. 2) . Several temperature spatio-temporal estimates (mean, minimum and maximum of SST) show a strong seasonal periodicity, in step with the landings, which may complicate any approach to deconvolute interactions between the environmental and fishery data. As it was demonstrated in a previous investigation, seasonality did not increase with the level of the landings and additive models can be used successfully for standard Seasonal Decomposition analysis .
Time series of landings by species group and fishing ports were pre-processed calculating the first-order differenced seasonal transformed series, in order to fulfil the stationarity requirements.
Seasonal decomposition
The time series of loliginid and ommastrephid monthly landings of the target areas were decomposed into a seasonal factor, a cycle component, a combined trend and the remaining "error". The estimated adjustment factor (SAF) in Fig. 3 portrays the well-known pattern of the rapidly decreasing landings during the summer time. Loliginid landings showed less variability among the different areas compared to the ommastrephid data. The STC component, which contains the trend component plus the cycle, provided indications for trends longer than 12 months, as it is demonstrated, for example, in the ACF plots of the loliginid landings in Thessaloniki (Fig. 4) .
ARIMA models
The ARIMA models cover the period 1984-1999, while the last 12 months (July 1998 to June 1999) were kept out of fitting and used only for the cross-validation of the forecasting. The model development proceeded by the following steps: The ACF and PACF of the natural log transformed series showed large values at lags 12, 24 and 36. The slowness with which values at those seasonal lags declined confirmed that seasonal differencing was required to achieve a stationary mean.
The seasonal ACFs and PACFs smoothed out the rapid seasonal fluctuations, while the ACFs still showed significant correlation, with a single seasonal spike emerging at lag 12 for loliginids and ommastrephids. The PACFs showed a large spike at lag 12 and a smaller one at lag 24.
The pattern 'one spike in ACF, rapidly declining PACF' was interpreted as a MA(1) (Moving Average of order 1) process, here a seasonal MA(1) process, since the pattern appeared at the seasonal lags. The tentative seasonal model was (0, 1, 1) since the data were from seasonal differenced series. After the coefficients of the seasonal model had been estimated, the ACF and PACF of their residuals were examined. Their ACFs started large and then died out, while their PACFs also died out somewhat more quickly. The non-seasonal model could therefore be ARIMA (1, 0, 1) in all cases except for ommastrephids of Thessaloniki where the non-seasonal model of ARIMA (1, 1, 1) performed best.
The combined tentative models incorporating both nonseasonal and seasonal parameters in the ARIMA(p-d-q) format were ARIMA(1, 0, 1)(0, 1, 1) 12 or ARIMA(1, 1, 1) (0, 1, 1) 12 . The coefficients and the summary statistics of these univariate ARIMA models are given in Table 1 .
In order to test whether the SST descriptors could improve the model performance multivariate ARIMA models were developed, incorporating certain SST parameters (mean, minimum and maximum values as well as STC and the residuals of their seasonal decomposition). The covariate that best improved each of the initial (univariate) ARIMA model in terms of reduction of the standard error and the residual variance is presented in Table 1 . The STC and the SAS of the maximum value of SST gave the best results for loliginids in all fishing ports. For ommastrephids, different parameters of SST (min, max and mean) for each port model gave the best results.
The observed values (transformed with natural logarithm) along with their model fit and confidence intervals were plotted (as an example, the models of the Thessaloniki fishing port are shown in Fig. 5 ). The ACF and PACF of the model residuals (not shown) did not provide any significant pattern; i.e. the residuals had a stochastic character.
The observed values of the forecasting period 1998-1999 fall within the confidence intervals of the ARIMA models.
The predicted values, for both the fit and forecast periods, were compared to the observed ones and the estimated adjusted R 2 varied between 0.96 and 0.99 (Table 1) .
Time series analysis via artificial neural networks
Stepwise modelling the monthly landings by applying environmental predictors
Standard backpropagation ANNs were applied for modelling the monthly landings of the target species using different combinations of regressors. Firstly, simple ANNs incorporating as inputs only the year and the month of the observed landings were developed, in order to absorb any trend and seasonality of the time series, not included in the "environmental variables". The incorporation of a "dummy" variable (e.g. year) was used as a tool to absorb long-term variability. In the next step the ANN models were extended by adding different combinations of the spatio-temporal SST descriptors, such as the average, the minimum, maximum and the spatio-temporal deviation of SST acquired from the same geographic area as the landings data.
All ANNs were based on the same architecture and were trained under the same conditions. The goal of the training was not to achieve the best fit of the trained data set, but to quantify the contribution of the regressors to the prediction performance of the neural model. The performance was measured by comparing the neural output to the observed values and estimating the adjusted coefficient of determination (R 2 ). The estimated coefficients, for the loliginid and ommastrephid species in the main ports of the Northern Aegean Sea are summarised in Table 2 . The R 2 estimates based only on the year and month variables, varied from 0.24 to 0.67 and were used as the reference (R 2 0 ) for testing if the incorporation of the SST descriptors could increase the model predictability. Each adjusted coefficients R 2 j estimated by a new combination of added environmental descriptors were compared to the reference R 2 0 , where the H 0 hypothesis was that both coefficients were equal (R j = R 0 ). The H 0 was rejected by different levels of significance, namely by * p < 0.05, ** p < 0.01 or *** p < 0.001.
The same stepwise modelling procedure was repeated in order to compare the effect of the SST descriptors to those of the previous 12 months. The environmental descriptors were used without (Lag = 0) or with a backward time shift (Lag = 12). In the most analysed cases the addition of the concurrent or shifted SST regressors increased significantly the R 2 values and therefore the H 0 -hypothesis of the R 2 equality was rejected. The ommastrephid landings of Kavala, however, did not provide significant improvements of the coefficient of determination R 2 . Also shifting backwards the SST data by 12 months did not significantly improve the model. The only case with a significant improvement in R 2 after backward shifting was the T min -T max model of the loliginid landings in Kavala (p = 0.011).
The monthly pattern for different SST conditions
The seasonal pattern of the landings, identified by simply plotting the data or by analysing the Seasonal Adjusted factors of the ARIMA models (Fig. 3) , seems to vary by changing the SST descriptors. Moreover, the ANN models have predicted similar patterns and incorporating certain SST regressors were able to demonstrate the effect of temperature on the monthly patterns. In general all models predicted fewer landings by an increase of the minimum observed SST. It is noticeable, that loliginid landings ( Fig. 6a and c) behaved differently from the ommastrephid landings ( Fig. 6b and d) . The former showed a higher sensitivity to the environmental change during the first months of the year (Thessaloniki) or later during the middle months (Kavala). On the contrary, ommastrephid landings showed much less sensitivity to the SST variations, while in the case of the Kavala data set the landings were relatively stable for the different months.
The interpretation of the landing changes in relation to the observed monthly SST, in Fig. 6 , can be facilitated by referring to the monthly minima and maxima of SST summarised in Table 3 . The models are based on trained ANNs. Adjusted coefficients of determination (R 2 ) were used as indicators for the "Goodness of fit" of the predicted vs. observed values. The environmental descriptors used in the models were from the same month (Lag = 0) or from 1 year before (Lag = 12). * p < 0.05. ** p < 0.01. *** p < 0.001. Fig. 6 . Pattern of monthly landings by different T min (minimum observed SST). In general, the increase of the T min (y-axis) coincides with lower landings (z-axis). Significant differences were observed among the patterns of the different areas and species (see details in text). 
Prediction of the monthly landings
Based on the experience of the previous results new backpropagation ANNs were developed in order to predict the landings utilising as regressors the monthly SST values of the previous 12 months. The modelled and predicted landings of the loliginid and ommastrephid species are displayed in Fig. 7 . Summary results of regression statistics between the predicted and the observed landings for the two species are contained in Table 4 . The forecasting performance of the time series of both species was similar (R 2 = 0.84), not however the Relative Contribution Factors, namely the contribution to the model of each monthly mean temperature from the pre- Summary results of the final ANNs taking into account the total data set i.e. both training and testing (forecasting) cases. vious 12 months. It is remarkable that 1 or 3 months before the (mean) SST was relatively important for the loliginid but not for the ommastrephid landings (Fig. 8) .
Prediction of the annual total landings based on monthly SST descriptors
The annual total landings of the target species were modelled by developing new backpropagation ANNs and utilising twelve regressors, namely the monthly SST means for each given year (Fig. 9) . Although loliginid models performed very well, providing high R 2 estimates between predicted and observed values (Table 5 ), ommastrephid models were less successful in the Thessaloniki area (R 2 = 0.87) and did not work in the remaining geographic areas.
The importance of each month for the model prediction varied between species and areas. The Relative Contribution Factors (RCFs) showed in general higher standard errors in the ommastrephid data, confusing their importance. On the contrary, loliginid data showed clearly higher precision and clear differences among the RCFs. For instance, the relative importance of the months January, June-July and September-October was always above the average 8% limit for the loliginids of Thessaloniki.
Bayesian approach in forecasting
Loliginid and ommastrephid monthly landings of Thessaloniki and Kavala were used for developing Bayesian models incorporating among other components monthly SST descriptors as environmental factors.
A steady state model was developed, based on a simple dynamic level according to the equations described in methodology (forms 5 and 6). The starting conditions of the models were based on the default values estimated by the reference analysis. In all models, the incorporation of temperature increased significantly their predictability.
The stepwise development is demonstrated, using as example the case of the loliginid landings of Thessaloniki, as follows. The observed versus the predicted values from the steady state model provided, as expected, low coefficient of determination (R 2 ). By adding in the steady state model an explanatory environmental variable (mean SST) the pre- Summary results of the final ANNs taking into account the total data set i.e. both training and testing (forecasting) cases. dictability increased achieving a coefficient of determination of R 2 = 0.889 (Fig. 10) . Further analysis of the residuals, estimated applying the above dynamic regression model, still showed the existence of seasonal patterns. The residual seasonality (which was not included in the SST covariate) was absorbed after adding 12 seasonal factors, which had a total sum of 1 over a full year. The "full" model achieved a higher R 2 (0.996, Fig. 10 ). The residuals were randomly distributed about the zero mean. The final model was cross-validated with forecasting test data, which had not been used in the analysis. Forecasted values from our example of the loliginid landings in Thessaloniki is showed in Fig. 11 , together with their 90% margin limits. The estimated R 2 between forecasted and observed monthly data was equal to 0.96.
The estimated coefficients of determination of the stepwise dynamic models are summarised in Table 6 . Not all steady state models provided predictions with R 2 more than 0.22. The incorporation of the temperature regressor increased rapidly their performance to R 2 varying from 0.80 to 0.89. The final models, which also incorporated the seasonal periodicity, provided the highest R 2 (0.99). The results of the cross validation procedure showed very good performance for the loliginid model (R 2 = 0.96) and less precise predictions for the others (R 2 = 0.82-0.83). All cases were inside the 90% margin limits. The incorporation of all four SST regressors improved the R 2 of the output of all final models, without changing significantly their margin limits.
Discussion
The physical environmental
The northern part of the Aegean Sea represents the most productive area for cephalopods in Greece and for this reason has been the target of the present investigation. Obviously modelling the fishery landings using environmental parameters is an attractive approach towards a better management of the biological resources. Environmental predictors have been repeatedly used to uncover the role of the environment in the distribution and abundance of several cephalopod species (Cushing, 1981; Stergiou, 1987 Stergiou, , 1989 . Pierce et al. (1995) comparing fishery landings of the Northeast Atlantic and Mediterranean loliginid landings, over the period 1980-1992, suggested the possibility of a large-scale climatic influence on the cephalopod abundance.
The marine environment in the studied area is affected by two water influxes, a significant water flow from a large system of rivers (Balopoulos, 1982) and a cold, less saline, surface water originating from the Black Sea (Georgopoulos, 1984) . The inflow is noticeable by simple scrutinising the NOAA-SST or SeaWiFS satellite images. During the first months of the year, the first water influx dominates especially in the Thermaikos Gulf in Thessaloniki, while the second influx affects mainly the areas near Kavala and Alexandroupolis. The extended use of several SST parameters in the present analysis relies on the hypothesis that SST can provide adequate information concerning the water masses and their environmental status. Since, the target area is mainly enriched in nutrients by the Black Sea surface inflow, a 5-25 m thin surface layer coming out though the Straits of Dardanelles, the satellite information has been considered as adequate.
The modelling approach
The hypothesis that sea temperature may play an important role in the evolution of the landings in the target area and that SST parameters are adequate to describe the environmental impact on this mechanism was tested in the present work by applying stepwise model development.
From the results demonstrated mainly in Tables 2 and 6 it is evident that the incorporation of temperature descriptors can significantly improve the model performance. The estimated very low p-levels (p < 0.001) support the validity of our hypothesis. The results in Table 2 gives the impression that certain descriptors are more effective than others; however such differences are not statistically significant and furthermore their order varied among the different species and places. Replacing the SST descriptors with the shifted ones did not significantly improve the fits, with the exception of the loliginid landings in Kavala, which achieved a significant (p = 0.011) improvement in R 2 after the backward time-shift. It should be recognised however, that due to the strong autocorrelation of the SST data it may be hard to distinguish differences between the raw and the 12-month shifted temperature descriptors.
The same problem was investigated applying ANN models utilising as inputs "scrolled" the 12 previous months in each case. This structure tests not for the importance of certain months but for the effect of the temperature 1, 2, 3, etc. months before a given month. It is the equivalent to a sample cross-correlogram implemented by non-linear functions. The performance of the new models was comparable to those developed in the previous steps (Tables 2 and 3) . As is suggested from Fig. 8 , the estimated relative impact factor of the backward time-shifted mean SST varied significantly. Apart from the 11 and 12 months before, which may be introduced due to the strong autocorrelation of the data, other components (3, 1 and 5 months before) showed higher relative impact factors. The cross-correlation-like graph may be compared to that in Fig. 4 (below) , which also suggested correlations in periods shorter than 12 months. These results may be difficult to be interpreted biologically, but they can improve the predictability of models.
The existence of a strong seasonal pattern in the monthly landings is easily seen in the original data (Fig. 2) or the seasonal adjusted factors (SAFs) displayed in Fig. 3 . Further analysis of the seasonal patterns under various SST conditions confirmed the initial hypothesis that the SST can explain a lot of the landing seasonality, in the same way that SST explained the variability in the time series of the landings. The model outputs portrayed in Fig. 6 suggest that the monthly landings are not equally sensitive to the SST changes all year around. In certain months, a minor SST change coincides with a significant gradient in the model output. Fig. 6 may be better interpreted taking into account the data summarised in Table 3 . For instance, the mean SST observed during June and July in Thessaloniki varied between 18 and 23 • C, a range, which in plot of Fig. 6A , can significantly affect the amount of the loliginid landings. Similar "hot conditions" during September and October (mean SST varied between 20 and 23 • C), can explain order of magnitudes more than four in logarithmic scale. The sensitivity shape portrayed in the 3D-graphs varies among the different species and areas. The graph representing the ommastrephid landings in Kavala may be interpreted with caution due to the very low R 2 provided from this model (0.38). In Kavala the loliginid landings showed their sensitive period during July and August, where the expected mean SST varied between 20 and 24 • C.
The modelling of the annual landings is practically more attractive and seems to be easily interpretable. However, it is obvious that the prediction of annual landings is only a cumulative monthly prediction and in any case should be the final approach. The results of the ANNs developed for investigating this approach are displayed in Fig. 9 and are summarised in Table 5 . The estimated R 2 of the models concerning the loliginid landings varied between 0.91 and 0.99, and was significantly better than the corresponding estimate of ommastrephid, which achieved R 2 > 0.87 in Thessaloniki and failed in Kavala (R 2 < 0.30).
The impact of the monthly SST on the annual prediction varied between species and areas. For instance, the relative importance of the months January, June-July and September-October is always above the average 8% limit for the loliginids of Thessaloniki.
The importance of the observed SST in certain months may be compared to the seasonal patterns portrayed in Fig. 6 .
Despite the fact that they represent different models, namely annual and monthly landings, they showed similarities. The importance of the SST for the loliginid landings during June-July, September-October and July-August in Thessaloniki and Kavala, respectively seems to be in accordance with the modelled sensitivity proposed in the graphs of Fig. 6 . Such results may suggest further research on certain time periods of the life history of the target species and elucidate the relations among the biological and environmental parameters.
Comparison of the final models
It is well known that most statistical models are restricted on a static character. They assume that the quantified relationships and system parameters remain the same across the observation and forecasting time period. Therefore, the ability to apply and test more flexible and sophisticated algorithms in order to achieve better forecasting performance seems to be very promising.
ARIMA models show a relative good performance in case of time series with a strong autoregressive character. However, their generalisation capability, namely the ability to predict well if a strong deviation from the previous pattern occurs, is limited. The univariate ARIMA models provided a relatively high R 2 , which could not be improved significantly by adding any other regressor in the multivariate version. This limitation probably leads to the inability of the ARIMA to show any environmental impact on landings. As a prediction tool, it provides good results, if the time series is stationary with a strong autoregressive character.
The neural models, applied on both monthly and annual time series, investigated the importance of the SST descriptors for the prediction approach as well as for uncovering the sensitivity of the monthly patterns. The estimated R 2 of all monthly ANN models were lower compared to the ARIMA. However, it should be emphasised that the ANNs included exclusively SST variables and no direct seasonal patterns. It is remarkable, that the SST descriptors alone can predict the landings at such high levels of R 2 (0.89). The prediction of the annual landings was possible only by applying neural models, other methods being limited by the limited data set. Again, the annual models did not contain seasonal patterns and the prediction was based exclusively on the temperatures encountered in each month. The high scores encountered in the prediction allow the application of this method for practical purposes.
Species differences were better judged in closed areas like the Thermaikos Gulf near the fishing port of Thessaloniki. The strange behaviour of the ommastrephid models in Kavala could imply that SST could not express adequately the environmental conditions in this area. This should be attributed to the fact that ommastrephids live in deeper pelagic zones than the loliginids (Roper et al., 1984) .
The last category of models was implemented according to the Bayesian approach. The observed monthly mean and the monthly seasonality were the main model components. In the Bayesian models, the parameters, which would be assumed constant in the classical frequentist approach, are allowed to vary slowly over time if there is evidence in the data for such changes. The estimated coefficients of determination were the highest of all other models (0.99), even by utilising only the mean SST descriptor.
The models provided also high performance on the crossvalidation test. The advantage of the Bayesian approach over the structural time series approach is that the applied methods are exact even in the non-linear case and can provide detailed impact factors of each variable in a given moment. The Bayesian model may provide an appropriate tool, combined with the study of the life history of the two target species, for the investigation of possible relationships among the estimated fluctuations of the monthly components and the concurrent environmental changes in the target areas.
