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EXPONENTIAL CONVERGENCE OF 1-GRAPH OF THE SOLUTION
SEMIGROUP OF CONTACT HAMILTON-JACOBI EQUATIONS
LIANG JIN AND LIN WANG
Abstract. Under certain assumptions, we show that for the solution semigroup of evolution-
ary contact Hamilton-Jacobi equations, its 1-graph, as a pseudo Legendrian graph, converges
exponentially to the 1-graph of the viscosity solution of stationary equations in the sense of cer-
tain Hausdorff metrics. This result reveals an essential difference between certain dissipative
systems and conservative systems from weak KAM aspects.
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1. Introduction
Let M be a connected, closed C∞ Riemannian manifold, we consider a Cr(r ≥ 3) function
H : T ∗M × R→ R called a contact Hamiltonian that satisfies
(H1) Positive Definiteness. For every (x, u, p) ∈ T ∗M × R, the second partial derivative
∂2H/∂p2(x, u, p) is positive definite as a quadratic form,
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2 L. JIN AND L. WANG
(H2) Superlinear Growth. For every (x, u) ∈M×R, H(x, u, p) is superlinear with respect
to p, that is
lim
|p|x→∞
H(x, u, p)
|p|x →∞,
where | · |x denotes the norm on T ∗xM induced by the Riemannian metric,
(H3) Moderate increasing. There is constant Λ > 0 such that for every (x, u, p) ∈
T ∗M × R,
0 <
∂H
∂u
(x, u, p) ≤ Λ.
We focus on the following two first order partial differential equations associated to H, namely{
∂tu(t, x) +H(x, u(t, x), ∂xu(t, x)) = 0, (t, x) ∈ [0,+∞)×M,
u(0, x) = ϕ(x),
(1.1)
and
H(x, u(x), dxu(x)) = 0, x ∈M. (1.2)
If ∂H
∂u
≡ 0, (1.1) and (1.2) are reduced to classical Hamilton-Jacobi equations. In this
case, there are a broad class of works on the convergence of viscosity solutions of evolutionary
equation (1.1) to viscosity solutions of stationary equation (1.2) from both dynamical and PDE
approaches, see [9, 11, 12, 13, 14, 18, 21] and references therein. Besides the convergence of the
viscosity solution itself, M. Arnaud found that such convergence can be viewed geometrically
as the convergence of the differential of the Lax-Oleinik semigroup as a pseudo Lagrangian
graph in the sense of Hausdorff metric [1].
If ∂H
∂u
6≡ 0, (1.1) and (1.2) are called contact Hamilton-Jacobi equations. From the view of
physics, these equations (1.1) and (1.2) appear naturally in contact Hamiltonian mechanics
[5], which is the most natural extension of Hamiltonian mechanics [2, 3]. In a recent work
[19], X. Su, L. Wang and J. Yan showed that under the assumptions (H1)-(H3), there exists
an interval CH ⊆ R only depending on H (see Appendix B) such that if 0 ∈ CH , then for
every ϕ(x) ∈ C0(M,R), the unique viscosity solution u(t, x) := Ttϕ(x) of (1.1) converges to a
viscosity solution u−(x) of (1.2) in the C0-norm as t goes to infinity, i.e.,
‖Ttϕ− u−‖C0 → 0 as t→∞, (1.3)
where Tt is referred as a generalized Lax-Oleinik semigroup, named solution semigroup, see
(2.12) below. More recently, a similar convergence result was obtained by X. Li [17] using
generalized dynamical and PDE techniques.
It is well known that assumptions (H1)-(H3) implies for t > 0, Ttϕ and u− are Lipschitz
functions on M . Given a Lipschitz function u : M → R, let Du denotes the set of differentiable
point of u, a compact subset of T ∗M × R called 1-graph of u is defined as
J¯ 1u := {(x, u(x), dxu(x)) : x ∈ Du}. (1.4)
Geometrically, J¯ 1u can be considered as a pseudo Legendrian graph over M . Let us recall
Definition 1.1. Let (X, d) be a metric space and K(X) be the set of non-empty compact subset
of X. The Hausdorff metric dH induced by d is defined by
dH(K1, K2) = max
{
max
x∈K1
d(x,K2),max
x∈K2
d(x,K1)
}
, ∀K1, K2 ∈ K(X). (1.5)
EXPONENTIAL CONVERGENCE OF THE 1-GRAPH 3
In this note, we will study the rate of convergence formed as (1.3) from a more quantitative
and geometrical point of view. The characteristics of (1.1) is formulated as contact Hamilton
equations (see (2.9) below). It follows from (H3) that the energy along the local contact flow is
dissipative. Comparably, regarding the rate of convergence of Lax-Oleinik operators for clas-
sical Hamilton-Jacobi equations, due to the energy conservation, the exponential convergence
of evolutionary solution for classical Hamiltonian requires delicate dynamical conditions, it
could not be achieved even if the Aubry set of the corresponding Lagrangian system consists
of only one hyperbolic periodic orbit, see [20, 22]. By the weak KAM approaches developed
for contact Hamilton-Jacobi equations, we will show that the exponential rate of convergence
can be achieved for both the solution semigroup and its 1-graph under moderate increasing
assumptions proposed on the contact Hamiltonians. More precisely, we obtain
Theorem 1.1. Let H : T ∗M × R → R be a contact Hamiltonian satisfying (H1)-(H3), if
0 ∈ CH , then (1.2) admits a unique viscosity solution u−(x) and for every ϕ(x) ∈ C0(M,R),
there exists λ := λ(H) > 0 such that as t→∞,
‖Ttϕ− u−‖C0 ≤ O(e−λt), (1.6)
dH(J¯ 1Ttϕ, J¯ 1u−) ≤ O(e−
λ
3
t), (1.7)
where dH denotes the Hausdorff metric induced by any Riemannian metric on T
∗M × R.
This result reveals an essential difference between certain dissipative systems and conserva-
tive systems from weak KAM aspects.
From dynamical point of view, we have to consider the second-order derivatives of certain
global minimizing curves γ in order to achieve (1.7). Roughly speaking, λ
3
can be implied by
boundedness of γ¨. Nevertheless, this exponent could be improved if the exponential decay of
γ¨ happens, for instance, we have γ¨ ≡ 0 for the integrable contact Hamiltonian H(x, u, p) :=
λu+ 1
2
|p|2 with nonzero-constant initial values. In this case, both (1.6) and (1.7) have exactly
the same convergence rate O(e−λt).
It is worth mentioning that the convergence result (1.3) can be obtained under (H1)-(H2)
and the assumption that 0 ≤ ∂H
∂u
≤ Λ, under which ∂H
∂u
= 0 could happen on subsets of
T ∗M × R. However, for Theorem 1.1, the assumption ∂H
∂u
> 0 is necessary as the following
example shows.
Example 1.1. Let M = T and the contact Hamiltonian H0 : T ∗T× R→ R is defined as
H0(x, u, p) :=
1
2
(p2 + ρ(u3)), (1.8)
where ρ : R → R is a C∞ increasing function that equals to identity on [−1, 0] and takes
constant values on (−∞,−2] and [1,∞).
It is easy to see that H0 satisfies the assumptions (H1)-(H2) and 0 ≤ ∂H∂u ≤ Λ. In particular,
∂H
∂u
(x, 0, p) = 0. For the initial value ϕ(x) ≡ −1, a direct calculation (see Appendix A) shows
that the function
Ttϕ(x) = −(1 + t)− 12 , ∀x ∈M,
is the unique viscosity solution of (1.1). Note that u−(x) ≡ 0 is a viscosity solution of (1.2),
we have
‖Ttϕ− u−‖C0 ∼ O
(
1
t2
)
, as t→∞.
This note is outlined as follows. In Section 2, we fix some notations and then recall the
necessary results as preliminaries. A key lemma connecting the convergence rate of the solution
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semigroup and the one of its 1-graph is provided in Section 3, from which the proof of Theorem
1.1 is completed in Section 4. Four appendices are included as supplemental materials.
2. Notations and preliminaries
In this section, we shall fix the notations used in this note once and for all, and then present
some results that are necessary for later sections. Some results are collected from previous
works for which the proof is omitted, others results are formulated and proved in detail. We
shall try our best to make the presentation available to almost everyone.
2.1. Generalities. Let M be a connected, closed C∞ Riemannian manifold. We will denote
(x, x˙) a point of the tangent bundle TM with x˙ ∈ TxM , (x, p) a point of the cotangent bundle
T ∗M with p ∈ T ∗xM and for any x ∈ M , 〈·, ·〉 the canonical duality between T ∗xM and TxM .
We will denote z or, in component fashion, (x, u, p) a point in J1(M,R) ∼= T ∗M × R, the
space of 1-jets over M , (x, u, x˙) a point in TM ×R. Let pi1 : T ∗M ×R→M be the projection
(x, u, p) 7→ x and pi : T ∗M × R → T ∗M the projection (x, u, p) 7→ (x, p) which forgets the
u-component.
We now focus on the Riemannian metric g defined on M and its derivatives. We abuse to
denote | · |x the norm on T ∗xM or TxM induced by g since there is no need to clarify them
and dM be the metric on M induced by g. By elementary Riemannian geometry, there is a
canonical Riemannian structure g˜ on TM induced by g, see [10] for details. We denote dTM
the metric on TM induced by g˜ and notice that
• for two tangent vectors x˙, x˙′ ∈ TxM ,
dTM((x, x˙), (x, x˙
′)) = |x˙− x˙′|x. (2.1)
• for (x1, x˙1), (x2, x˙2) ∈ TM ,
dM(x1, x2) ≤ dTM((x1, x˙1), (x2, x˙2)). (2.2)
Let | · | denote the usual norm on R, we define canonical metrics on TM ×R as for (x1, u1, x˙1)
and (x2, u2, x˙2) ∈ TM × R, dTM×R = dTM((x1, x˙1), (x2, x˙2)) + |u1 − u2|.
2.2. Functional setting. Let C0(M,R) be the Banach space of all continuous functions on
M with the usual C0 norm ‖u‖C0 := maxx∈M |u(x)| and C∞(M,R) the space of all smooth
functions on M . For κ > 0, we say a function u : M → R is κ-Lipschitz continuous if for
any x1, x2 ∈ M , |u(x1) − u(x2)| ≤ κdM(x1, x2). We say u is a Lipschitz function if there is
κ > 0 such that u is κ-Lipschitz continuous. The same notations apply to the case when M
is replaced by other C∞ manifolds.
For a Lipschitz function u : M → R, we denote Du ⊆ M the set of differentiable points of
u. A co-vector p ∈ T ∗xM is called a reachable differential of u at x if there exists a sequence
{xk}k∈N ⊂ Du \ {x} with limk→∞ xk = x such that limk→∞ dxu(xk) = p. By Rademacher’s
theorem, Du = M and we define
• D∗u(x) ⊆ T ∗xM the set of all reachable differentials of u at x,
• a compact subset of T ∗M called the graph of differential of u by
G¯u := {(x, dxu(x)) : x ∈ Du}. (2.3)
It follows that for any x ∈ M , D∗u(x) = G¯u ∩ T ∗xM is nonempty and compact and by (1.4),
pi1J¯ 1u = M,piJ¯ 1u = G¯u.
We introduce the notion of locally semiconcavity on a Riemannian manifold and directional
derivative, then present an useful lemma related to them.
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Definition 2.1. Let O be an open subset of a Riemannian manifold M , a function u : O → R
is said to be semiconcave if there exists a nondecreasing, upper semicontinuous function ω :
R+ → R+ such that
(1) ω(r) = o(r) as r → 0+,
(2) for any constant-speed geodesic path γ(t), t ∈ [0, 1], whose image is included in O,
(1− t)u(γ(0)) + tu(γ(1))− u(γ(t)) ≤ t(1− t)ω(dM(γ(0), γ(1))), (2.4)
where d is the induced distance on M .
A function u : M → R is said to be locally semiconcave if for each x ∈ M there is a
neighborhood O of x in M such that (2.4) holds true provided γ(0), γ(1) ∈ O.
The following property shows that locally semiconcave assumption implies much more than
only being locally Lipschitzian, see [6, Theorem 3.2.1; Theorem 3.3.6].
Lemma 2.1. Let u : M → R be a locally semiconcave function, then for any x ∈ M and a
C1 curve γ : [0, σ]→M with γ(0) = x, γ˙(0) = x˙, the directional derivative
∂u(x, x˙) := lim
h→0+
u(γ(h))− u(x)
h
exists and
∂u(x, x˙) = min
p∈D∗u(x)
〈p, x˙〉. (2.5)
Moreover, let η : [a, b]→M be any C1 curve, then
u(γ(b))− u(γ(a)) =
∫ b
a
∂u(γ(s), γ˙(s))ds. (2.6)
Remark 2.1. From [6], it is easy to see that
(1) the directional derivative ∂u(x, x˙) does not depend on the C1 curves representing the
velocity vector (x, x˙).
(2) the viscosity solutions of (1.1) and (1.2) are locally semiconcave.
Let H : T ∗M × R → R be a Cr contact Hamiltonian satisfies (H1)-(H3). As usual, the
Lagrangian L(x, u, x˙) associated to H(x, u, p) is defined by
L(x, u, x˙) := sup
p∈T ∗xM
{〈p, x˙〉 −H(x, u, p)}.
From (H1)-(H3), it follows that the Lagrangian L(x, u, x˙) satisfies
(L1) Positive Definiteness. For every (x, u) ∈ M × R, the second partial derivative
∂2L/∂x˙2(x, u, x˙) is positive definite as a quadratic form;
(L2) Superlinear Growth. For every (x, u) ∈M×R, L(x, u, x˙) is superlinear with respect
to x˙, that is,
lim
|x˙|x→∞
L(x, u, x˙)
|x˙|x →∞,
where ‖ · ‖x denotes the norm on TxM induced by the Riemannian metric,
(L3) Moderate decreasing. There is constant Λ > 0 such that for every (x, u, x˙) ∈
TM × R,
−Λ ≤ ∂L
∂u
(x, u, x˙) < 0.
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From the first two assumptions on H and L, there is a global diffeomorphism L : T ∗M ×R→
TM × R defined as
L(x, u, p) = (x, u, ∂H
∂p
(x, u, p)), (2.7)
and its inverse is
L−1(x, u, x˙) = (x, u, ∂L
∂x˙
(x, u, x˙)), (2.8)
where ∂L
∂x˙
and ∂H
∂p
denote the partial derivative of L and H with respect to their third arguments
respectively. Note that our definition is different from the usual one that reverse roles of L
and L−1. We define the metric dT ∗M×R := L∗dTM×R, since L is a global diffeomorphism, we
notice that by definition, metrics dTM×R and dT ∗M×R are both induced by Riemannian metrics
on their domains.
2.3. Contact Hamilton ODE. Let H : T ∗M × R→ R be a Cr contact Hamiltonian, there
is an ODE system called contact Hamilton equations associated to H, which is defined as
x˙ = ∂H
∂p
,
p˙ = −∂H
∂x
− ∂H
∂u
p,
u˙ = ∂H
∂p
p−H.
(2.9)
We shall denote ΦtH the local flow generated by the above system and call it the contact
Hamilton flow, since it is a generalization of the classical Hamilton flow. Recall that along
an orbit of classical Hamilton flow, the energy function H preserves. Now for the contact
Hamiltonian flow, the variation of energy function along an orbit ΦτHz : [t0, t1]→ T ∗M ×R of
(2.9) takes the form
d
dτ
H(ΦτHz) = −
∂H
∂u
(ΦτHz) ·H(ΦτHz). (2.10)
The above equation and assumption (H3) imply that for t > 0,
e−Λt|H(z)| ≤ |H(ΦtHz)| < |H(z)|. (2.11)
2.4. Contact Hamilton-Jacobi equations. This section is devoted to introducing some
preliminary results on the contact Hamilton-Jacobi equations (1.1) and (1.2) which are useful
for our proof of Theorem 1.1. To use the dynamical method to study equations (1.1) and
(1.2), we carry out the following definition, see also [19, 23, 24].
Definition 2.2. Let L : TM × R → R be a Cr Lagrangian satisfying (L1)-(L3), for each
t ≥ 0, there is a functional operator Tt : C0(M,R) → C0(M,R) associated to L implicitly
defined as
Ttϕ(x) = inf
γ(t)=x
{
ϕ(γ(0)) +
∫ t
0
L(γ(τ), Tτϕ(γ(τ)), γ˙(τ))dτ
}
, (2.12)
where the infimum is taken among continuous and piecewise C1 curves γ : [0, t]→M .
Let us collect some elementary properties of the operator Tt shown by [19, 23].
Proposition 2.1. Let Tt : C
0(M,R)→ C0(M,R) be defined as (2.12), there hold
(i). Monotonicity. For every ϕ, ψ ∈ C0(M,R), if ϕ ≤ ψ, then Ttϕ(x) ≤ Ttψ(x).
(ii). Non-expansiveness. For every ϕ, ψ ∈ C0(M,R), ‖Ttϕ(x) − Ttψ(x)‖C0 ≤ ‖ϕ(x) −
ψ(x)‖C0.
(iii). Variational principle. The infimum in (2.12) can be attained by an absolutely contin-
uous curve γx,t : [0, t]→M with γx,t(t) = x called a minimizer of Ttϕ(x).
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(iv). Semigroup Property. For s, t ≥ 0, T−s+t = T−s ◦ T−t .
The relationship between the operator Tt and contact Hamilton-Jacobi equation is described
in the following
Proposition 2.2. Let Tt : C
0(M,R)→ C0(M,R) be defined as (2.12), there hold
(i). Evolutionary solution. For every ϕ ∈ C0(M,R), u(t, x) = Ttϕ(x) is the unique viscos-
ity solution of the equation (1.1) with the initial condition u(0, x) = ϕ(x). Moreover,
the minimizers γx,t are C
r and if one set
(x(τ), u(τ), p(τ)) = L−1(γx,t(τ), Tτϕ(γx,t(τ)), γ˙x,t(τ)),
then the curve (x(τ), u(τ), p(τ)) is of class Cr−1 and satisfies the contact Hamilton
equations (2.9) on its domain. Thus we call the operator family {T−t }t≥0 the solution
semigroup associated to (1.1).
(ii). Stationary solution. u− ∈ C0(M,R) is a viscosity solution of (1.2) if and only if for
each t ≥ 0, Ttu−(x) = u−(x), which is also equivalent to
(1) for each continuous and piecewise C1 curve γ : [t0, t1]→M , we have
u−(γ(t1))− u−(γ(t0)) ≤
∫ t1
t0
L(γ(τ), u−(γ(τ)), γ˙(τ))dτ ;
(2) for any x ∈M , there exists a Cr curve γx,− : (−∞, 0]→M with γx,−(0) = x such
that for any t0 ≤ t1 ≤ 0, we have
u−(γx,−(t1))− u−(γx,−(t0)) =
∫ t1
t0
L(γx,−(τ), u−(γx,−(τ)), γ˙x,−(τ))dτ
and if one set (x(τ), u(τ), p(τ)) = L−1(γx,−(τ), u−(γx,−(τ)), γ˙x,−(τ)), then the
curve (x(τ), u(τ), p(τ)) is of class Cr−1 and satisfies the contact Hamilton equa-
tions (2.9) on its domain.
Remark 2.2. For any c ∈ R, we could similarly define a functional operator T ct ϕ : C0(M,R)→
C0(M,R) by replacing L in (2.12) with L+ c. All properties listed in Proposition 2.1 and 2.2
hold if one replace Tt, H and L with T
c
t , H − c and L+ c respectively. But for different c, the
asymptotic behavior of T ct ϕ(x) as t → ∞ may be essentially different. This is related to the
notion of admissible value set, see Appendix B.
As mentioned in Remark 2.2, whether 0 belongs to CH has essential effects on the asymptotic
behavior of Tt. Precisely, we have
Proposition 2.3. Under assumptions (H1)-(H3), if 0 ∈ CH , then for a given δ > 0, {Ttϕ(x)}t≥δ
are uniformly bounded and equi-Lipschitz with respect to t. Moreover, Ttϕ(x) converges to a
Lipschitz function u−(x) as t goes to +∞ and u−(x) is a viscosity solution of the stationary
equation (1.2).
Remark 2.3. By [19], for any c ∈ CH , the properties listed in Proposition 2.2 hold if one
replace Tt and H with T
c
t and H−c respectively. Without loss of generality, we always assume
0 ∈ CH and our results also apply to any c ∈ CH .
3. A key lemma
In this section, we shall formulate a lemma which will be useful in our proof of the main
theorem. We would like to mention that it is a complete version of a result obtained in [19,
Lemma 6.5]. Let H : T ∗M × R → R be a Cr, r ≥ 3 Hamiltonian satisfying (H1)-(H3), L is
the Lagrangian associated to H. For a fixed semiconcave function u, we define
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• a C0 Lagrangian lu : TM → R by
lu(x, x˙) := L(x, u(x), x˙)− ∂u(x, x˙) (3.1)
• a homeomorphism Lu : T ∗M → TM by
Lu(x, p) := piL(x, u(x), p) = (x, ∂H
∂p
(x, u(x), p)), (3.2)
and its inverse L−1u (x, x˙) = (x, ∂L∂x˙ (x, u(x), x˙)).
and the following theorem holds:
Lemma 3.1. Given β > 0, there are positive constants α,∆ only depending on L, u and β
such that
• if dTM((x, x˙),LuG¯u) ≤ ∆, then
lu(x, x˙) ≥ α · dTM((x, x˙),LuG¯u)2 − min
p∈D∗u(x)
H(x, u(x), p)
• if dTM((x, x˙),LuG¯u) > ∆, then
lu(x, x˙) ≥ β − min
p∈D∗u(x)
H(x, u(x), p).
Proof. For x ∈ Du, we define
F (x, x˙) := L(x, u(x), x˙)− 〈dxu(x), x˙〉+H(x, u(x), dxu(x)).
By convexity and duality of L and H, F (x, x˙) ≥ 0. By definition, F is smooth on each tangent
space TxM,x ∈ Du and we have
∂F
∂x˙
=
∂L
∂x˙
(x, u(x), x˙)− dxu(x), ∂
2F
∂x˙2
=
∂2L
∂x˙2
(x, u(x), x˙), (3.3)
this implies that F is strictly convex with respect to x˙ and F (x, x˙) = 0 if and only if (x, x˙) =
Lu(x, dxu(x)) or x˙ = ∂H∂p (x, u(x), dxu(x)).
Since u is Lipschitz continuous on M , there exists positive constant B such that if x ∈ Du,
|dxu(x)|x ≤ B0, |H(x, u(x), dxu(x))| ≤ B0.
Thus by the compactness of M and (L2)-(L3), for a given β > 0 and any x ∈ Du, there exists
constant ∆0 := ∆0(L, u, β) > 0 such that
F (x, x˙) ≥ L(x, u(x), x˙)−B(|x˙|x + 1) ≥ β if ‖x˙‖x ≥ ∆0. (3.4)
Since LuG¯u and {(x, x˙) : |x˙|x ≤ ∆0} are compact subsets of TM , we could choose ∆ :=
∆(L, u, β) > 0 large enough such that
{(x, x˙) : |x˙|x ≤ ∆0} ⊆ {(x, x˙) : dTM((x, x˙),LuG¯u) ≤ ∆− 1}.
Thus if x ∈ Du, dTM((x, x˙),LuG¯u) > ∆, we have |x˙|x ≥ ∆0 and by definition,
lu(x, x˙) = F (x, x˙)−H(x, u(x), ∂xu(x)) ≥ β −H(x, u(x), dxu(x)). (3.5)
Again we notice that |∂H
∂p
(x, u(x), dxu(x))|x is bounded above and the set
{(x, x˙) : dTM((x, x˙),LuG¯u) ≤ ∆}
is a compact subset of TM , there exists ∆1 := ∆1(L, u, β) > 0 such that
{(x, x˙) : dTM((x, x˙),LuG¯u) ≤ ∆ + 1} ⊆ S := {(x, x˙) : |x˙− ∂H
∂p
(x, u(x), dxu(x))|x ≤ ∆1}.
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By (L1) and (3.3), for any (x, x˙) ∈ S, there exists α > 0 such that
∂2F
∂x˙2
≥ 2α · Id
with respect to | · |x on each tangent space TxM . Hence by (2.1), it follows that for x ∈ Du
and (x, x˙) ∈ S, there holds
F (x, x˙) ≥α · |x˙− ∂H
∂p
(x, u(x), dxu(x))|2x ≥ α · dTM((x, x˙),LuG¯u)2,
which implies, from the definition of lu,
lu(x, x˙) ≥α · dTM((x, x˙),LuG¯u)2 −H(x, u(x), dxu(x)).
Finally, for any (x, x˙) ∈ TM with dTM((x, x˙),LuG¯u) ≤ ∆, the compactness of D∗u(x)
implies that there exists p0 ∈ D∗u(x) such that
H(x, u(x), p0) = min
p∈D∗u(x)
H(x, u(x), p).
We choose a sequence (xk, x˙k)→ (x, x˙) such that xk ∈ Du and dxu(xk)→ p0, then
lu(x, x˙) = max
p∈D∗u(x)
{L(x, u(x), x˙)− 〈p, x˙〉}
≥L(x, u(x), x˙)− 〈p0, x˙〉
= lim
k→∞
lu(xk, x˙k)
≥ lim
k→∞
α · dTM((xk, x˙k),LuG¯u)2 −H(xk, u(xk), dxu(xk))
=α · dTM((x, x˙),LuG¯u)2 −H(xk, u(xk), p0)
=α · dTM((x, x˙),LuG¯u)2 − min
p∈D∗u(x)
H(x, u(x), p),
where the second inequality holds since for k sufficiently large, (xk, x˙k) ∈ S. For the case with
dTM((x, x˙),LuG¯u) ≥ ∆,
by the same argument above, we have
lu(x, x˙) = lim
k→∞
lu(xk, x˙k) ≥ lim
k→∞
β −H(xk, u(xk), dxu(xk)) = β − min
p∈D∗u(x)
H(x, u(x), p),
where the inequality holds since for k sufficiently large, dTM((xk, x˙k),L−1u G¯u) > ∆ − 1, thus
|x˙k|xk ≥ ∆0. This completes the proof. 
4. Proof of the main theorem
This section is devoted to a proof of Theorem 1.1, we will always assume that H = H(x, u, p)
is a Cr, r ≥ 2 contact Hamiltonian satisfying (H1)-(H3) and L is the Lagrangian associated
to H. We use u− to denote the viscosity solution of (1.2) and the uniqueness of u− is settled
in Appendix A. Thus to prove Theorem 1.1, we only need to show that the inequalities (1.6)
and (1.7) hold.
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4.1. Step I. We shall give definition of λ(H) and make some constructions in this step. Let
I be a compact interval and B > 0, by (H1)-(H3), the set
KI,B := {(x, u, p)|u ∈ I, |H(x, u, p)| ≤ B} (4.1)
is a compact subset of T ∗M ×R. Before getting into the proof, we shall prove a lemma which
is used in the following construction.
Lemma 4.1. There is a compact subset K0 of T
∗M × R only depending on H such that for
any ϕ ∈ C0(M,R), there is t(ϕ) > 0 satisfying
∪t≥t(ϕ) J¯ 1Ttϕ ∪ J¯ 1u− ⊆ K0. (4.2)
Proof. Proposition 2.3 implies that for any ϕ ∈ C0(M,R), there is t(ϕ) > 0 such that for
t ≥ t(ϕ),
‖Ttϕ− u−‖C0 ≤ 1. (4.3)
Thus by uniqueness of u−, for any t ≥ t(ϕ), ‖Ttϕ‖C0 ≤ ‖u−‖C0 + 1 = a := a(H). By the
assumption (L2), there is b := b(H) > 0 such that L(x, a, x˙) ≥ |x˙|x − b. It follows that for
t ≥ t(ϕ) + 1 and any minimizer γx,t,
Ttϕ(γx,t(t))− Tt−1ϕ(γx,t(t− 1))
=
∫ t
t−1
L(γx,t(τ), Tτϕ(γx,t(τ), τ), γ˙x,t(τ))dτ
≥
∫ t
t−1
L(γx,t(τ), a, γ˙x,t(τ))dτ
≥
∫ t
t−1
|γ˙x,t(τ)|γx,t(τ)dτ − b,
where the second inequality is owing to the monotonicity assumption. However, by definition
of t(ϕ), we have
|Ttϕ(γx,t(t))− Tt−1ϕ(γx,t(t− 1))| ≤ 2a.
Hence, one can find t0 ∈ [t − 1, t] such that |γ˙(t0)| ≤ 2a + b, this implies that there is
B := B(H), for z0 = L−1(γx,t(t0), Tt0ϕ(γx,t(t0)), γ˙x,t(t0)), |H(z0)| ≤ B. Thus by (2.11),
|H(x, Ttϕ(x), p)| = |H(Φt−t0H z0)| < |H(z0)| ≤ B. Let I = [−a, a], we deduce that for any
t ≥ t(ϕ) and any minimizer γx,t of Ttϕ(x),
L−1(x, Ttϕ(x), γ˙x,t(t)) ∈ {(x, u, p)|u ∈ I, |H(x, u, p)| ≤ B} := K0(H) (4.4)
is a compact subset of T ∗M × R only depending on H. 
We make the following definitions which are used in the next three steps:
λ(H) := inf{∂H
∂u
(x, u, p)|(x, u, p) ∈ K0} > 0,
H¯(x, u, p) := λ(u− u−(x)) +H(x, u−(x), p),
L¯(x, u, x˙) := λ(u−(x)− u) + L(x, u−(x), x˙).
(4.5)
We denote by Tt, T¯t the solution semigroups associated to L and L¯ respectively.
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4.2. Step II. In this step, we prove (1.6). For a given ϕ ∈ C0(M,R), let
c := max{‖ϕ‖C0 , ‖u−‖C0}.
In this step, we shall regard ±c as constant functions on M and use the notation Tt[±c] to
denote their images under the functional operator Tt. On one hand, by Proposition 2.1 and
2.2, it is clear that
Tt[−c] ≤Ttϕ ≤ Tt[c] (4.6)
Tt[−c] ≤u− ≤ Tt[c]. (4.7)
On the other hand, we have
Lemma 4.2. Let tc = max{t(c), t(−c)} > 0 where t(·) is defined in (4.3), then for t ≥ 0,
T¯t ◦ Ttc [−c] ≤Tt+tc [−c], Tt+tc [c] ≤ T¯t ◦ Ttc [c]. (4.8)
Proof. We shall only prove the first inequality, the proof of second one is the same. We shall
argue by contradiction, let ψ = Ttc [−c] and suppose that there is (x1, t1) ∈M × (0,+∞) such
that
Tt1ψ(x1) < T¯t1ψ(x1). (4.9)
Let γx1,t1 : [0, t1] → M be the Cr curve that achieves the infimum for Tt1ψ(x1). Note that
T0ψ(x) = T¯0ψ(x) = ψ(x) for each x ∈M , there is t0 ∈ [0, t1) such that for τ ∈ [t0, t1],
Tt0ψ(γx1,t1(t0)) = T¯t0ψ(γx1,t1(t0)),
Tτψ(γx1,t1(τ)) < T¯τψ(γx1,t1(τ)).
(4.10)
Since γx1,t1 : [0, t1] → M is part of the minimizer of Tt1+tc [−c](x1), according to Lemma 4.1,
there exists a compact subset LK0 of TM × R such that for τ ∈ [t0, t1],
(γx1,t1(τ), Tτψ(γx1,t1(τ)), γ˙x1,t1(τ)) ⊂ LK0,
(γx1,t1(τ), u−(γx1,t1(τ)), γ˙x1,t1(τ)) ⊂ LK0
(4.11)
By non-expansiveness of the operator T¯t, one can find that for τ ∈ [t0, t1],
‖T¯τψ − u−‖C0 ≤ ‖ψ − u−‖C0 ≤ 1,
thus we have
(γx1,t1(τ), T¯τψ(γx1,t1(τ)), γ˙x1,t1(τ)) ⊂ LK0. (4.12)
By the definition of solution semigroup, we have
Tt1ψ(x1) = Tt0ψ(γx1,t1(t0)) +
∫ t1
t0
L(γx1,t1(τ), Tτψ(γx1,t1(τ)), γ˙x1,t1(τ))dτ,
T¯t1ψ(x1) ≤ T¯t0ψ(γx1,t1(t0)) +
∫ t1
t0
L¯(γx1,t1(τ), T¯τψ(γx1,t1(τ)), γ˙x1,t1(τ))dτ.
From the definition of L¯, it follows that ∂L¯
∂u
≡ −λ and L¯(x, u−(x), x˙) = L(x, u−(x), x˙). So
from the above two equations, we could calculate as
Tt1ψ(x1)− T¯t1ψ(x1)
≥
∫ t1
t0
L(γx1,t1(τ), Tτψ(γx1,t1(τ)), γ˙x1,t1(τ))− L¯(γx1,t1(τ), T¯τψ(γx1,t1(τ)), γ˙x1,t1(τ))dτ
≥
∫ t1
t0
λ
[
T¯τψ(γx1,t1(τ))− u−(γx1,t1(τ))
]
− λ
[
Tτψ(γx1,t1(τ))− u−(γx1,t1(τ))
]
dτ
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=
∫ t1
t0
λ
[
T¯τψ(γx1,t1(τ))− Tτψ(γx1,t1(τ))
]
dτ > 0,
where the second inequality uses the equations (4.11), (4.12) and the last one uses by (4.10).
This contradicts to our assumption (4.9). 
Combining (4.6)-(4.8), we get for t ≥ 0
T¯t ◦ Ttc [−c] ≤ u− ≤ T¯t ◦ Ttc [c],
T¯t ◦ Ttc [−c] ≤ Tt+tcϕ ≤ T¯t ◦ Ttc [c],
(4.13)
which implies that
‖Tt+tcϕ− u−‖C0 ≤ max{‖T¯t ◦ Ttc [c]− u−‖C0 , ‖T¯t ◦ Ttc [−c]− u−‖C0}. (4.14)
From Proposition 2.2, T¯t ◦ Ttc [±c](x) are solutions of the pair of Cauchy problems{
∂tu+ H¯(x, u, ∂xu) = 0, (x, t) ∈M × [0,+∞)
u(0, x) = Ttc [±c].
(4.15)
respectively. Then we apply Lemma D.1 to conclude that for t ≥ 0,
‖T¯t ◦ Ttc [±c]− u−‖C0 ≤ O(e−λt),
Combining this and (4.14), we have proved the inequality (1.6).
4.3. Step III. By applying Lemma 3.1, we show the exponential convergence of the pseudo
graph of Ttϕ. Without loss of generality, let us assume t > tc, by Proposition 2.2 and Lemma
4.1,
L−1(γx,t, Ttϕ(γx,t), γ˙x,t) and L−1(γx,−, u−(γx,−), γ˙x,−)
are Cr−1 orbits of contact Hamilton flow ΦtH which are contained in a compact set LK0 only
depending on H. By the contact Hamilton equations (2.9) and the boundedness of the norm
of dL on K0, there exists A := A(H) > ∆ such that
|(γ˙x,t(τ), γ¨x,t(τ))|(γx,t(τ),γ˙x,t(τ)) ≤ A, τ ∈ [1, t]
|(γ˙x,−(τ), γ¨x,−(τ))|(γx,−(τ),γ˙x,−(τ)) ≤ A, τ ∈ (−∞, 0],
(4.16)
where ∆ is given by Lemma 3.1.
From Section 2 or [6], we know that u− is locally semiconcave on M . Since u− is a solution
to equation (1.2), for any x ∈M and p ∈ D∗u−(x)
H(x, u−(x), p) = 0. (4.17)
An estimate of contact Hamiltonian H on the 1-graph of Ttϕ could also be given by the
following
Lemma 4.3. There exists B˜ := B˜(ϕ,H) > 0 such that for t > tc,
max
p∈D∗Ttϕ(x)
|H(x, Ttϕ(x), p)| ≤ B˜e−λt. (4.18)
Proof. For any x ∈ M and p ∈ D∗Ttϕ(x), there exists a minimizer γx,t of Ttϕ(x) such
that (x, Ttϕ(x), p) = L−1(x, Ttϕ(x), γ˙x,t(t)). By Proposition 2.2, for τ ∈ [0, t], zx,t(τ) :=
L−1(γx,t(τ), Ttϕ(γx,t(τ)), γ˙x,t(τ)) lies on an orbit of the contact Hamiltonian flow ΦtH . By
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Lemma 4.1, we have that zx,t|[tc,t] ∈ K0 and for τ ≥ tc, ∂H∂u (zx,t(τ)) ≥ λ > 0. Then equations
(2.10) and (2.11) imply that
|H(zx,t(t))| ≤ |H(zx,t(tc))|eλ(tc−t) ≤ Beλ(tc−t), (4.19)
where B is defined in the proof of Lemma 4.1. Now we choose B˜(ϕ,H) = eλtcB to complete
the proof. 
We are ready for applying Lemma 3.1 to prove (1.7). Let us first take u = u− and there are
two cases to dealt with, namely,
• dTM((x, γ˙x,t(t)),Lu−G¯u−) ≥ 2A,
• dTM((x, γ˙x,t(t)),Lu−G¯u−) < 2A.
If dTM((x, γ˙x,t(t)),Lu−G¯u−) ≥ 2A, note that A > ∆, we integral lu− along γx,t over the
interval [t− 1, t] and obtain∫ t
t−1
lu−(γx,t(τ), γ˙x,t(τ))dτ + [u−(γx,t(t))− u−(γx,t(t− 1))]
=
∫ t
t−1
L(γx,t(τ), u−(γx,t(τ)), γ˙x,t(τ))dτ
≤
∫ t
t−1
L(γx,t(τ), Tτϕ(γx,t(τ)), γ˙x,t(τ))dτ + Λ
∫ t
t−1
|Tτϕ(γx,t(τ))− u−(γx,t(τ))|dτ
=[Ttϕ(x)− Tt−1ϕ(γx,t(t− 1))] + Λ
∫ t
t−1
|Tτϕ(γx,t(τ))− u−(γx,t(τ))|dτ
≤[Ttϕ(x)− Tt−1ϕ(γx,t(t− 1))] +O(e−λt),
where for the first equality we use the definition of lu and Lemma 2.1, for the last inequality
we use Lemma D.1. Again by Lemma D.1, we have∫ t
t−1
lu−(γx,t(τ), γ˙x,t(τ))dτ ≤ O(e−λt) (4.20)
However, by Lemma 3.1, lu−(γx,t(τ), γ˙x,t(τ)) ≥ β, thus∫ t
t−1
lu−(γx,t(τ), γ˙x,t(τ))dτ ≥ β > 0,
this contradicts to (4.20) as t→∞.
If dTM((x, γ˙x,t(t)),Lu−G¯u−) ≤ 2A, let δ0 := dTM((x, γ˙x,t(t)),Lu−G¯u−). Then we notice that
by (4.16), on the interval [t− δ0
2A
, t],
dTM((γx,t(τ), γ˙x,t(τ)),Lu−G¯u−) ≥
δ0
2
. (4.21)
We integral lu− along γx,t over the interval [t− δ02A , t], by similar calculation as before we obtain∫ t
t− δ0
2A
lu−(γx,t(τ), γ˙x,t(τ))dτ ≤ O(e−λt). (4.22)
Again by Lemma 3.1, we could assume α ≤ β
∆2
and obtain∫ t
t− δ0
2A
lu−(γx,t(τ), γ˙x,t(τ))dτ ≥ min{
βδ0
2A
,
αδ30
8A
}. (4.23)
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By (4.22) and (4.23), dTM((x, γ˙x,t(t)),Lu−G¯u−) = δ0 ≤ O(e−
λ
3
t).
For the other side, we take u = Ttϕ and dealt with also two cases
• dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ) ≥ 2A,
• dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ) < 2A.
If dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ) ≥ 2A, we integral lTtϕ along γx,− over the time interval [−1, 0]
and by similar calculation, we obtain∫ 0
−1
lTtϕ(γx,−(τ), γ˙x,−(τ))dτ ≤ O(e−λt) (4.24)
On the other hand, combining Lemma 3.1 and Lemma 4.3, we have for τ ∈ [−1, 0]
lTtϕ(γx,−(τ)), γ˙x,−(τ)) ≥ β −O(e−λt), (4.25)
so we take integration and obtain∫ 0
−1
lTtϕ(γx,−(τ)), γ˙x,−(τ))dτ ≥ β −O(e−λt), (4.26)
this contradicts to (4.24) as t→∞.
If dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ) ≤ 2A, let δ1 := dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ). Then we notice
that by (4.16), on the interval [− δ1
2A
, 0],
dTM((γx,−(τ), γ˙x,−(τ)),LTtϕG¯Ttϕ) ≥
δ1
2
. (4.27)
We integral lTtϕ along γx,− over the interval [− δ12A , 0], by similar calculation as before we obtain∫ 0
− δ1
2A
lTtϕ(γx,−(τ), γ˙x,−(τ))dτ ≤ O(e−λt). (4.28)
As before, we could assume α ≤ β
∆2
and obtain∫ 0
− δ1
2A
lTtϕ(γx,t(τ), γ˙x,t(τ))dτ ≥ min{
βδ1
2A
,
αδ31
8A
} − δ1 ·O(e−λt). (4.29)
By (4.28),(4.29) and the fact that δ1 ≤ 2A, we obtain dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ) = δ1 ≤
O(e−
λ
3
t).
4.4. Step IV. We complete the proof of (1.7) in this last step. It is clear that
{(x, u−(x), γ˙x,−(0)) : x ∈M,γx,− is a minimizer of u−(x)} = LJ¯ 1u− ,
{(x, Ttϕ(x), γ˙x,t(t)) : x ∈M,γx,t is a minimizer of Ttϕ(x)} = LJ¯ 1Ttϕ,
(4.30)
We act pi on two sides of (4.30) to obtain
{(x, γ˙x,−(0)) : x ∈M,γx,− is a minimizer of u−(x)} = piLJ¯ 1u− = Lu−G¯u− ,
{(x, γ˙x,t(t)) : x ∈M,γx,t is a minimizer of Ttϕ(x)} = piLJ¯ 1Ttϕ = LTtϕG¯Ttϕ,
(4.31)
By the compactness of Lu−G¯u− and the second step, we have for any x ∈M , any minimizer
γx,− of u−(x), there exists x′ ∈M and a minimizer γx′,t of Ttϕ(x′) such that
dTM((x, γ˙x,−(0)), (x′, γ˙x′,t(t))) = dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ) ≤ O(e−
λt
3 ), (4.32)
thus dM(x, x
′) ≤ dTM((x, γ˙x,−(0)), (x′, γ˙x′,t(t))) ≤ O(e−λt3 ). We estimate as
dTM×R((x, u−(x), γ˙x,−(0)),LJ¯ 1Ttϕ)
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≤dTM×R((x, u−(x), γ˙x,−(0)), (x′, Ttϕ(x′), γ˙x′,t(t)))
≤dTM((x, γ˙x,−(0)), (x′, γ˙x′,t(t))) + |u−(x)− Ttϕ(x)|+ |Ttϕ(x)− Ttϕ(x′)|
≤dTM((x, γ˙x,−(0)),LTtϕG¯Ttϕ) +O(e−λt) +O(e−
λt
3 )
≤O(e−λ3 t),
where the second inequality uses the definition of dTM×R and the third one uses the facts that
{Ttϕ}t≥tc is equi-Lipschitzian and dM(x, x′) ≤ O(e−
λt
3 ). In the same way, we have
dTM×R((x, Ttϕ(x), γ˙x,t(t)),LJ¯ 1u−) ≤ O(e−
λ
3
t).
Since ∪t≥tcJ¯ 1Ttϕ∪J¯ 1u− is contained in a compact subset of T ∗M , we could translate the above
two inequalities into T ∗M × R by L, which combining with (4.30) implies
max
z∈J¯ 1u−
dT ∗M×R(z, J¯ 1Ttϕ) ≤ O(e−
λ
3
t),
max
z∈J¯ 1Ttϕ
dT ∗M×R(z, J¯ 1u−) ≤ O(e−
λ
3
t).
(4.33)
Thus by the definition 1.1, we have for the Hausdorff metric dH defined by dT ∗M×R,
dH(J¯ 1Ttϕ, J¯ 1u−) ≤ O(e−
λ
3
t). (4.34)
Note that dT ∗M×R is induced by a Riemannian metric and any two Riemannian metric defined
on a common compact manifold are equivalent, we are done.
Appendix A. On the counterexample
Example (1.1) shows that the milder assumptions (H1)-(H2) and ∂H
∂u
≥ 0 is not sufficient to
guarantee the exponential convergence of the solution semigroup {Tt}t≥0 as in Theorem 1.1.
We shall give a detail deduction here and first we need the following
Lemma A.1. Let u be a Lipschitz function on M and γ : [0, t]→ M a minimizer of Ttu(x),
there holds
∂L
∂v
(γ(0), u(γ(0)), γ˙(0)) ∈ D−u(γ(0)),
where D−u(x) denotes the lower differential of u at x.
Proof. It suffices to prove the lemma for the case when M is an open subset of Rn. Since u is
Lipschitzian, we only need to show for y ∈ Rn
∂L
∂v
(γ(0), u(γ(0)), γ˙(0)) · y ≤ lim inf
h→0+
u(γ(0) + hy)− u(γ(0))
h
. (A.1)
Define γh : [0, ε]→M by γh(τ) = γ(τ) + ε−τε hy. We have
Tεu(γ(ε))− u(γ(0) + hy) ≤
∫ ε
0
L(γh(τ), Tτu(γh(τ)), γ˙h(τ))dτ,
Tεu(γ(ε))− u(γ(0)) =
∫ ε
0
L(γ(τ), Tτu(γ(τ)), γ˙(τ))dτ.
(A.2)
Since Ttu(x) is Lipschitz continuous, there exists κ > 0 such that for τ ∈ [0, ε],
|Tsu(γh(τ))− Tsu(γ(τ))| ≤ κ|γh(τ)− γ(τ)| = κε− τ
ε
h‖y‖. (A.3)
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Combining (A.2),(A.3), we have
lim inf
h→0+
u(γ(0) + hy)− u(γ(0))
h
≥ lim
ε→0+
1
ε
∫ ε
0
[
∂L
∂v
(γ(τ), Tτu(γ(τ)), γ˙(τ)) · y
]
dτ
−|y| lim
ε→0+
∫ ε
0
[
|∂L
∂x
(γ(τ), Tτu(γ(τ)), γ˙(τ))|+ κ|∂L
∂u
(γ(τ), Tτu(γ(τ)), γ˙(τ))|
]
dτ
=
∂L
∂v
(γ(0), u(γ(0)), γ˙(0)) · y,
where for the inequality, we use the fact that | ε−τ
ε
| ≤ 1 and for the equality, we use that
∂L
∂x
, ∂L
∂u
, ∂L
∂v
are C1 thus locally bounded. This proves (A.1). 
We know that for every minimizer γx,t of Ttϕ(x), (x(τ), u(τ), p(τ)) := zx,t(τ) must satisfy
the characteristic equations (2.9). Moreover, Lemma A.1 shows that for every C1 initial data
ϕ, p(0) = Dϕ(γx,t(0)). We choose the initial data ϕ ≡ −1, it immediately follows that for
every (x, t) ∈M×R and the minimizer γx,t : [0, t]→M attaining the infimum in the definition
of Ttϕ(x), p(0) = Dϕ(γx,t(0)) ≡ 0. From the definition of H0 and equation (2.9),{
p˙ = −3
2
ρ′(u3)u2p,
u˙ = 1
2
(p2 − ρ(u3)). (A.4)
By p(0) = 0 and the first equation above, we have p(s) ≡ 0 and the minimizer γx,t of Ttϕ(x)
is the constant curve on x, i.e γx,t(s) = x for any s ∈ [0, t]. Combining p(s) ≡ 0 and
u(0) = ϕ(γ(0)) = −1, the second equation above shows that u(s) is strictly increasing with
respect to s and forever negative, thus u(s) ∈ [−1, 0).
Now the last equation of (A.4) reads
u˙ = −1
2
u3 (A.5)
with the initial data u(0) = ϕ ≡ −1. Solving the above equation, we obtain that u(t) =
−(1 + t)− 12 ∈ [−1, 0] when t ≥ 0. Moreover, we have
u(x, t) = Ttϕ(x) = Ttϕ(γx,t(t)) = u(t) = −(1 + t)− 12 ,
which is independent of x.
Appendix B. Admissible value set
This appendix is devoted to a short introduction of the notion of admissible value set CH . We
recall that a Cr function h : T ∗M → R is called an autonomous classical Tonelli Hamiltonian if
H(x, u, p) = h(x, p) satisfies (H1)-(H2). As in [7, Theorem A], we can associate a real number
c(h) = inf
u∈C∞(M,R)
sup
x∈M
h(x, ∂xu) (B.1)
to the classical Tonelli Hamiltonian h such that the equation h(x, ∂xu) = c has a solution if
and only if c = c(h). From (B.1), it follows that
Proposition B.1. Let h and hi, i = 1, 2 be autonomous classical Tonelli Hamiltonians, then
(1) c(h) is continuous with respect to the C0 norm on the function space C0(T ∗M,R);
(2) For any fixed real number a ∈ R, c(h+ a) = c(h) + a;
(3) If h1 ≤ h2 on T ∗M , then c(h1) ≤ c(h2).
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Now for a contact Hamiltonian H and a given number a ∈ R, set ha : T ∗M → R by
ha(x, p) := H(x, a, p). Assumptions (H1)-(H2) implies that for every a ∈ R, ha is an au-
tonomous classical Tonelli Hamiltonian and
Definition B.1. The admissible value set CH of H is defined by
CH = ∪a∈R c(ha). (B.2)
As a direct consequence of Definition B.1, we deduce some topological properties of the
admissible value set CH .
Proposition B.2. Let H be a contact Hamiltonian satisfying (H1)-(H3), then CH ⊆ R is an
open interval. Moreover, if ∂H
∂u
has a positive lower bound, then CH = R.
Proof. By definition B.1, CH is a non-empty subset of R. It follows from the assumption (H3)
that the map j : R → C0(T ∗M,R); j(a) := ha is continuous with respect to the C0-norm on
C0(T ∗M,R). Thus CH = c ◦ j(R) is an interval by (1) of Proposition B.1. By the fact that
∂H
∂u
≥ 0 and (3) of Proposition B.1, the map c ◦ j is also monotone increasing.
Assume ∂H
∂u
> 0 everywhere, we show that c ◦ j : R → R is strictly increasing, this implies
CH is open. Fix two real numbers a < a′, let I := [a, a′], B := c ◦ j(a′) + 1, by (H1)-(H3) the
set
KI,B = {(x, u, p) ∈ T ∗M × R|u ∈ I, |H(x, u, p)| ≤ B}
is compact. Let λ = infKI,B
∂H
∂u
> 0, we have that for 0 <  < min{1, λ(a′ − a)}, there exists
ua′ ∈ C∞(M,R) such that
sup
x∈M
H(x, a′, dxua′(x)) < c ◦ j(a′) + .
Thus by definition of KI,B, for any x ∈M,u ∈ I, (x, u, dxua′(x)) ∈ KI,B and
c ◦ j(a) ≤ sup
x∈M
H(x, a, dxua′) ≤ sup
x∈M
H(x, a′, dxua′)− λ(a′ − a) < c ◦ j(a′).
Assume λ = infT ∗M×R ∂H∂u > 0, we show that c(h
a) → ±∞ as a → ±∞ respectively. This
fact and the monotone increasing property of c ◦ j implies CH = R. By the assumption we
have
• for a ≥ 0, ha ≥ h0 + λa,
• for a < 0, ha ≤ h0 + λa.
According to (ii) and (iii) of Proposition B.1, we have
• c(ha) ≥ c(h0 + λa) = c(h0) + λa→ +∞ as a→ +∞,
• c(ha) ≤ c(h0 + λa) = c(h0) + λa→ −∞ as a→ −∞.
This completes the proof. 
Appendix C. Uniqueness of the stationary solution
This section is devoted to a dynamical proof of the uniqueness of the solution of (1.2) under
the assumption (H1)-(H3) and 0 ∈ CH . See [4] for a proof from PDE aspects.
Proof. By Proposition 2.2, stationary solutions are fixed points of Tt, thus it suffices to show
that for any t > 0 and any two distinct ϕ, ψ ∈ C0(M,R),
‖Ttϕ− Ttψ‖C0 < ‖ϕ− ψ‖C0 . (C.1)
Set a = ‖ϕ− ψ‖C0 , (C.1) is equivalent to
Ttψ − a < Ttϕ < Ttψ + a. (C.2)
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Set ψ± = ψ ± a, it is clear that
ψ− ≤ ϕ ≤ ψ+,
ψ− < ψ < ψ+.
(C.3)
By Proposition 2.1 (i), we have
Ttψ− ≤ Ttϕ ≤ Ttψ+,
Ttψ− ≤ Ttψ ≤ Ttψ+. (C.4)
By (C.3) and the continuity of Tt with respect to t, there exists δ > 0 such that for 0 ≤ t ≤ δ,
Ttψ− < Ttψ < Ttψ+. (C.5)
We choose a minimizer γx,t of Ttψ(x), then (C.4), (C.5) and the assumption (L3) implies∫ δ
0
L(γx,t(τ), Tτψ+(γx,t(τ)), γ˙x,t(τ))dτ <
∫ δ
0
L(γx,t(τ), Tτψ(γx,t(τ)), γ˙x,t(τ))dτ∫ t
δ
L(γx,t(τ), Tτψ+(γx,t(τ)), γ˙x,t(τ))dτ ≤
∫ t
δ
L(γx,t(τ), Tτψ(γx,t(τ)), γ˙x,t(τ))dτ.
(C.6)
Inequalities (C.6) lead to
Ttψ+(x) ≤ ψ+(γx,t(0)) +
∫ t
0
L(γx,t(τ), Tτψ+(γx,t(τ)), γ˙x,t(τ))dτ
<ψ(γx,t(0)) + a+
∫ t
0
L(γx,t(τ), Tτψ(γx,t(τ)), γ˙x,t(τ))dτ = Ttψ(x) + a,
where the first and last inequalities use Definition 2.2. Combining (C.4), we have Ttϕ ≤
Ttψ+ < Ttψ + a. Similarly, Ttψ − a < Ttψ− ≤ Ttϕ and this completes the proof. 
Appendix D. Convergence of discounted solutions
In terms of (4.5), we consider the discounted Hamiltonian H(x, u, p) formed as H(x, u, p) =
λu + h(x, p), where h(x, p) := −λu−(x) + H(x, u−(x), p) and λ is a positive real number.
From the assumptions (H1)-(H3) on H, it follows that h is an autonomous classical Tonelli
Hamiltonian. We can refer [8, 15, 16] for the detailed analysis of this kind Hamiltonians.
Note that u− is the viscosity solution of (1.2) with the discounted Hamiltonian H(x, u, p) =
λu+ h(x, p). Moreover, there holds
Proposition D.1. Let H(x, u, p) = λu+h(x, p) be the discounted Hamiltonian and u(t, x), u−(x)
be the solutions of the equations (1.1) and (1.2) respectively, then
u(t, x) = inf
γ(0)=x
{
e−λtϕ(γ(−t)) +
∫ 0
−t
eλτ l(γ(τ), γ˙(τ))dτ
}
,
u−(x) = inf
γ(0)=x
{∫ 0
−∞
eλτ l(γ(τ), γ˙(τ))dτ
}
.
(D.1)
where
l(x, x˙) = sup
p∈T ∗xM
{〈p, x˙〉 − h(x, p)}
is the convex dual of h and both infimums in the above formula are taken among absolutely
continuous curves.
An immediate corollary of the above representation is
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Lemma D.1. Let u(t, x), u−(x) be the solutions of the equations (1.1) and (1.2) with the
discounted Hamiltonian H(x, u, p) = λu+ h(x, p) respectively, then for t ≥ 0,
|u(t, x)− u−(x)| ≤ O(e−λt). (D.2)
Proof. By Proposition (D.1), there is an absolutely continuous curve γx,− : (−∞, 0]→M with
γx,−(0) = x that achieves the infimum in the formula (D.1) for u−, then for t ≥ 0,
u(t, x)− u−(x)
≤e−λtϕ(γx,−(−t))−
∫ −t
−∞
eλτ l(γx,−(τ), γ˙x,−(τ))dτ
≤e−λtϕ(γx,−(−t))−min
TM
l(x, x˙)
∫ −t
−∞
eλτdτ
≤e−λt
(
‖ϕ‖C0 − minTM l(x, x˙)
λ
)
≤e−λt
(
‖ϕ‖C0 + |minTM l(x, x˙)|
λ
)
.
By Proposition (D.1), there is an absolutely continuous curve γx,t : [−t, 0] → M with
γx,t(0) = x that achieves the infimum in the formula (D.1) for u(t, x), define ξ : (−∞, 0]→M
by ξ(τ) = γx,t(τ), τ ∈ [−t, 0] and ξ(τ) ≡ γx,t(−t), τ ≤ −t, it follows that ξ is an absolutely
continuous curve with ξ(0) = x and
u−(x)− u(t, x)
≤e−λt|ϕ(ξ(−t))|+
∫ −t
−∞
eλτ l(ξ(τ), ξ˙(τ))dτ
≤e−λt|ϕ(γx,t(−t))|+ e−λt l(γx,t(−t), 0)
λ
≤e−λt
(
‖ϕ‖C0 + ‖l(·, 0)‖C0
λ
)
.
This completes the proof. 
Acknowledgement Both authors would like to thank Prof. Jun Yan for his deep insight on
this topic. L. Wang was partially under the support of National Natural Science Foundation
of China (Grant 11631006), L. Jin was supported by the National Natural Science Foundation
of China (Grants 11571166).
References
[1] M-C. Arnaud Convergence of the semi-group of Lax-Oleinik: a geometric point of view. Nonlin-
earity 18 (2005) 1835-1840.
[2] V. Arnold, Mathematical methods of classical mechanics, Translated from the 1974 Russian
original by K. Vogtmann and A. Weinstein. Corrected reprint of the second (1989) edition.
Graduate Texts in Mathematics, 60. Springer-Verlag, New York.
[3] V. Arnold. Lectures on partial differential equations. Translated from the second Russian edition
by Roger Cooke. Universitext. Springer-Verlag, Berlin; Publishing House PHASIS, Moscow, 2004.
[4] G. Barles, Solutions de viscosite´ des e´quations de Hamilton-Jacobi. (French) [Viscosity solutions
of Hamilton-Jacobi equations] Mathmatiques & Applications (Berlin) [Mathematics & Applica-
tions], 17. Springer-Verlag, Paris, 1994. x+194 pp.
20 L. JIN AND L. WANG
[5] A. Bravetti, H. Cruz, D. Tapias. Contact Hamiltonian mechanics. Annals of Physics 376 (2017),
17-39.
[6] P. Cannarsa and C. Sinestrari. Semiconcave functions, Hamilton-Jacobi equations, and optimal
control. Vol. 58. Springer, 2004.
[7] G. Contreras, R. Iturriaga, G. P. Paternain and M. Paternain. Lagrangian graphs, minimizing
measures and Man˜e´’s critical values. Geom. Funct. Anal. 8 (1998), 788-809.
[8] A. Davini, A. Fathi, R. Iturriaga and M. Zavidovique. Convergence of the solutions of the dis-
counted Hamilton-Jacobi equation. Invent. math. 105(8):1-27, 2016.
[9] A. Davini and A. Siconolfi. A generalized dynamical approach to the large time behavior of
solutions of Hamilton- Jacobi equations. SIAM J. Math. Anal., 38(2):478-502, 2006.
[10] M. do Carmo. Riemannian geometry. Translated from the second Portuguese edition by Francis
Flaherty. Mathematics: Theory and Applications. Birkhauser Boston, Inc., Boston, MA, 1992.
xiv+300 pp.
[11] A. Fathi. Sur la convergence du semi-groupe de Lax-Oleinik. C. R. Acad. Sci. Paris Se´r. I Math.,
327(3):267-270, 1998.
[12] A. Fathi. Weak KAM Theorem in Lagrangian Dynamics. Preliminary Version Number 10, 2008.
[13] A. Fathi and J. N. Mather. Failure of convergence of the Lax-Oleinik semi-group in the time-
periodic case. Bull. Soc. Math. France. 128 (2000), 473-483.
[14] N.Ichihara and Hitoshi Ishii. Long-time behavior of solutions of Hamilton-Jacobi equations with
convex and coercive Hamiltonians. Arch. Ration. Mech. Anal., 194:383-419, 2009.
[15] H. Ishii, H. Mitake, H. Tran. The vanishing discount problem and viscosity Mather measures.
Part 1: The problem on a torus. J. Math. Pures Appl. (9) 108 (2017), 125-149.
[16] H. Ishii, H. Mitake, H. Tran. The vanishing discount problem and viscosity Mather measures.
Part 2: Boundary value problems. J. Math. Pures Appl. (9) 108 (2017), 261-305.
[17] X. Li. Long-time asymptotic solutions of convex Hamilton-Jacobi equations depending on un-
known functions. Discrete and Continuous Dynamical Systems-A, 37(10): 5151-5162, 2017.
[18] G. Namah and J.-M. Roquejoffre. Remarks on the long time behavior of the solutions of
Hamilton-Jacobi equations. Commun. Partial Differ. Equ., 24:883-893, 1999.
[19] X. Su, L. Wang and J. Yan. Weak KAM theory for Hamilton-Jacobi equations depending on
unkown functions. Discrete and Continuous Dynamical Systems-A, 36(11): 6487-6522, 2016.
[20] K. Wang and J. Yan. The rate of convergence of the Lax-Oleinik semigroup-degenerate fixed point
case. J. Sci. China Math., 54(3):545-554, 2011.
[21] K. Wang and J. Yan. A new kind of Lax-Oleinik type operator with parameters for time-periodic
positive definite Lagrangian systems. Comm. Math. Phys., 309(3):663-691, 2012.
[22] K. Wang and J. Yan. The rate of convergence of new Lax-Oleinik type operators for time-periodic
positive definite Lagrangian systems. Nonlinearity, 25(7):2039-2057, 2012.
[23] K. Wang, L. Wang and J. Yan. Implicit variational principle for contact Hamiltonian systems.
Nonlinearity 30 (2017), 492-515.
[24] K. Wang, L. Wang and J. Yan, Variational principle for contact Hamiltonian systems and its
applications, Journal Mathematiques Pures Appliquees, to appear.
(L. Jin) Academy of Mathematics and Systems Science, CAS, Beijing 100190, China
E-mail address: jinliang@amss.ac.cn
(L. Wang) Yau Mathematical Sciences Center, Tsinghua University, Beijing 100084, China
E-mail address: lwang@math.tsinghua.edu.cn
