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1. INTRODUCTION 
Let C ~ be the n-dimensional space of complex column vectors. Let I " [ denote any norm of a 
vector or the associated induced norm of a square matrix. 
Consider the system of nonlinear ordinary differential equations 
dx 
d-~ = f ( t ,x ) ,  (1) 
where f : [0, oc) × C n --~ C n is a continuous function. 
DEFINITION. (See [1, Definition 15.1.1].) Let v be a solution of (1) defined on the hall-line 
0 < t < oz. The solution v is said to be exponentially stable if  and only if  there exist constants 
5 > 0, K > 0, and a > 0 such that every (noncontinuable) solution u of (1) which satisfies the 
inequality ]u(s) - v(s)[ <_ 5 for some s >_ 0 is defined for all t >_ s and satisfies 
lu(t) - v(t)l _< Ke  -~( ' -s )  I~(s) - , ( s ) l ,  for t > s. 
We are interested in the application of this notion to the equation 
dx 
d-7 = A( t )x  + g(t, x), (2) 
*Author to whom all correspondence should be addressed. 
Research partially supported by Hungarian National Foundation 
and T 019846. 
for Scientific Research Grants F 023772 
0893-9659/00/$ - see front matter (~) 2000 Elsevier Science Ltd. All rights reserved. Typeset by AA/~S-~ 
PII: S0893-9659 (00)00056-2 
68 I. GY6Pa AND M. PITUK 
where A: [0, c~) --* C nxn and g: [0, ~)  x B~(0) --* C n are continuous functions and Bn(0) - 
{xe cn I I<1 for ~/> 0. 
Throughout the paper, we shall assume that g satisfies the following condition of quasilinearity 
lira ]g(t,x)] = 0, uniformly in t, 0 < t < oc. (3) 
Let X be a fundamental matrix for the linear equation 
dz 
d--t = A(t)x. (4) 
It may be shown easily that the zero solution of (4) is exponential linear equation (4) is au- 
tonomous, Theorem 1 was proved by Perron (see [2, Chapter 13, Theorem 1.1] or [3, Lecture 23, 
Theorem 1] and their proofs), while in the general case (when equation (4) is nonautonomous) 
Theorem 1 follows from the following more precise result in which hypothesis (3) is replaced with 
a weaker assumption (see condition (6) below). 
THEOREM 2. (See [4, Chapter III, Theorem 9].) Suppose that there exist constants K > O, 
a > 0 such that condition (5) holds, and let g satisfy the inequality 
Ig(t,x)l  lxl, fort>O, Ixl < e, (6) 
where 7 < K - la  and 0 < c < 7. Then every solution x of (2) for which Ix(to)l < K - l c  for some 
to >_ 0 is defined for all t >_ to and satisfies 
Ix(t)l < Ke  Ix(s) l ,  for t > s > to, 
where 3 = a - 7K  > 0. 
The purpose of this note is to prove the converse of Theorems 1 and 2. We shall show that under 
condition (3) the exponential stability of the zero solution of the linear equation (4) is not only 
sufficient, but also necessary for the exponential stability of the zero solution of the perturbed 
equation (2). The corresponding results are formulated in Theorems 3 and 4 in Section 2. 
In Section 3, using the standard linearization procedure, we shall study the problem of expo- 
nential stability of a given solution of the nonlinear system (1). When the corresponding linear 
variational equation is autonomous or periodic, explicit necessary and sufficient conditions can be 
given in terms of the characteristic roots and characteristic multipliers of the linearized equation. 
Theorem 6 of Section 3 shows that the converse of a classical result on this subject (see, e.g., [1, 
Theorem 15.1.2]) is also true. 
2. MAIN  RESULT 
Our main result is the following theorem which states that if the zero solution of the nonlinear 
equation (2) is exponentially stable and the constant "7 in inequality (6) is sufficiently small, then 
the zero solution of the linear equation (4) is also exponentially stable. 
THEOREM 3. Let g satisfy condition (6), and suppose that the zero solution of (2) is exponentially 
stable, i.e., there exist constants 5 > O, K > O, a > 0 such that every solution x of (2) for which 
Ix(s)[ _< 5 for some s > 0 is defined for all t > s and satisfies 
Ix(t)l _< Ix( )l, for t > s. (7) 
I f  V < K - lo4  then for every/3 < a - vK  the fundamental matrix X of (4) satisfies the inequality 
IX ( t )x ' l ( s ) ]  < Me -z(t-s) ,  for t > s > O, (8) 
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where M = K[1 - (a - ~)-13,K] -1. Specially, the zero solution of (4) is exponentially stable. 
PROOF. Given s > 0 and a column vector ~ with I(1 = 5, consider a solution x of (2) with initial 
value x(s) = ~. By the variation-of-constants formula, we have for t _> s, 
x(t) = X( t )X - l ( s )~ + X( t )x - l (u )g (u ,  x(u))du 
or  
X( t )x - l ( s )~ = x(t) - X ( t )X - l (u )g (u ,x (u) )  du. (9)  
Wi thout  loss of generality, we may assume that  5 < K- lc .  By virtue of (7), Ix(t)l <_ KIx(s)l = 
KI~ I = K5 < c for all t > s. This, together with condition (6) and identity (9), implies for t >_ s, 
I x ( t )x - l (s )~l  <_ Iz(t)l  + IX(t )x- l (~) lT Ix(u) ld~ 
<_ ge-~(~-s)l~] + IX(t)X- l (u) l  7Ke-~(~-~) l~ l  du 
= K6e -~(t-~) + 7K6 IX(t)x- l (u)[  e -~'(~-~) du, 
the second inequality being a consequence of (7) and the fact that  x(s) = ~. Hence, 
6 -1 IX( t )X- ' ( s )~l  <_ Ke -~(t-~) + ~/K IX ( t )X - l (u ) l  e -~(~-~) du (10) 
provided t > s > 0 and I~1 = 5. 
Observing that  5-1[X( t )x - l ( s )~l  = [X(t)X- l (s)(5-1~)l ,  we have, therefore 
Ix( t )x-~(s) l  = sup I x ( t )x - t ( sK j  = sup 5 -1 jx ( t )x -a(sK]  . 
I~l =1 1~1=5 
Using this fact in relation (10), we find for t > s > O, 
I x ( t )x - l (s ) l  << Ke -~(~-~ + ~K IX(t)X-~(~)l ~-~(~-~t d~ 
Let ~ be a constant such that  ~ < a - 7K .  Multiplying the last inequality with e ~(t-sl , we 
obtain for t > s > 0, 
f IX ( t )x - l ( s ) l  e ~(t-s) <_ Ke -(a-~)(t-s) + 7K IX ( t )X - l (u ) l  e~(t-U)e-(~-~)('~-s) du. (11) 
J 8  
Introduce 
w(t) = max IX(t)x- l (~t) l  e ~(t-u), for t > 0. 
O<u<t 
From (11) and the fact that  ¢~ < c~, it follows for t > s > 0, 
I x ( t )x - l ( s ) l  e ~(t-~) <_ K + 7Kw(t)  e -(~-~)(~-~) du, 
and hence, 
I x ( t )x - l ( s ) l  e ~(~-s) <_ K + (~ - 9) -17Kw(t ) .  
Taking the max imum of the left-hand side with respect to s, where 0 < s < t, we obtain 
w(t) <_ K + (a -- ~) -17Kw(t) ,  
and, by the definition of ~, (a - ~)-13~K < 1. Consequently, 
w(t) < K[1  - (c~ - /3 ) -17K] -1  = M, for all t >_ 0. 
By the definition of w, the last est imate implies (8), completing the proof. 
Theorems 1 and 3 yield the following. 
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THEOREM 4. Suppose condition (3) holds. Then the zero solution of (2) is exponentially stable 
if and only if so is the zero solution of the linear equation (4). 
PROOF. The "if" part follows from Theorem 1. 
The "only if" part is: suppose that the zero solution of (2) is exponentially stable and let the 
constants 5, K,  and a have the meaning from Theorem 3. Choose a constant 7, 0 < 7 < K - la .  
By assumption (3), there exists a constant c, 0 < c < 7, such that 
Ig(t,z)l 
Ixl - - < 7 ,  for t _> O, O< Ix[ <c .  
Thus, g satisfies condition (6). Consequently, Theorem 3 applies and the assertion follows. 
3. L INEARIZED STABIL ITY  
Let v be a solution of the nonlinear system (1), 
dx 
- -  z dt f(t,  x) 
defined for 0 < t < c~. If we put 
equation (1) is transformed into 
x = y + v ( t ) ,  
dy 
d---t = f(t ,  y + v(t)) - f(t ,  v(t)). 
Suppose that f has a continuous derivative with respect o x, denoted by D~f, in a neighborhood 
of the curve (t, v(t)), t > O. Then the last equation can be written in the form 
-__z = D~f(t ,  v(t))y + g(t, y), 
dt 
(12) 
where 
g(t, y) = f(t,  y + v(t)) - f(t ,  v(t)) - Dxf(t ,  v(t))y. 
If, in addition, we assume that 
w(y) dej sup IDzf(t, v(t) + y) - Dxf(t ,  v(t)) 1 ~ 0, 
t>_O 
as y ~ 0, (13) 
then g satisfies the condition of quasilinearity (3). This follows immediately from the identity 
1 / ,  
g(t, y) =/o  [Dxf (t, v(t) + sy) - Dx f  (t, v(t))] ds. y. 
By Theorem 4, the zero solution of (12) and thus the solution v of equation (1) has the same 
stability behavior as the zero solution of the linear variational equation corresponding to the 
solution v, 
dy 
d-~ = Dxf(t ,  v(t))y. (14) 
An important special case arises when f is periodic in t of period w and the solution v is 
also periodic of the same period. In this case, equation (14) has a periodic coefficient matrix of 
period w and condition (13) is automatically satisfied. Theorem 4, combined with a result on 
periodic linear differential equations (see, e.g., [1, Section 6.2.4]), yields the following. 
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THEOREM 5. Under the above hypotheses, the periodic solution v is exponentially stable if and 
only if the characteristic multipliers of equation (14) (the eigenvalues of X- l (0)X(co) ,  where X 
is a fundamentM matrix for (14)) MI have moduli less than one. 
Another important case is where equation (1) is autonomous 
dx 
d---t = f (x)  (15) 
and the solution is constant, corresponding to a stationary point xo, i.e., 
f (xo) = o. 
Then the variational equation is 
dy 
d---[ = DI(x°)Y' 
where Df(xo) is the derivative of f at x0. As an immediate consequence of Theorem 4, we have 
the following. 
THEOREM 6. Let x0 be a stat ionary point of system (15), and suppose that f is differentiable 
at xo. Then a necessary and sut~cient condition for the exponential stability of the stationary 
point xo is that the eigenvalues of Df(xo) all have negative real parts. 
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