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The Cauchy problem for a combustion model in porous media
J. C. da Mota†§ M. M. Santos‡ R. A. Santos†¶
Abstract
We prove the existence of a global solution to the Cauchy problem for a nonlinear reaction-diffusion
system coupled with a system of ordinary differential equations. The system models the propagation of
a combustion front in a porous medium with two layers, as derived by J. C. da Mota and S. Schecter
in Combustion fronts in a porous medium with two layers, Journal of Dynamics and Differential
Equations, 18(3) (2006). For the particular case, when the fuel concentrations in both layers are
known functions, the Cauchy problem was solved by J. C. da Mota and M. M. Santos in An application
of the monotone iterative method to a combustion problem in porous media, Nonlinear Analysis: Real
World Application, 12 (2010). For the full system, in which the fuel concentrations are also unknown
functions, we construct an iterative scheme that contains a sequence which converges to a solution of
the system, locally in time, under the conditions that the initial data are Ho¨lder continuous, bounded
and nonnegative functions. We also show the existence of a global solution, if the initial date are
additionally in the Lebesgue space Lp, for some p ∈ (1,∞). Our proof of the local existence relies on
a careful analysis on the construction of the fundamental solution for parabolic equations obtained
by the parametrix method. In particular, we show the continuous dependence of the fundamental
solution for parabolic equations with respect to the coefficients of the equations. To obtain the
global existence, we employ the “method of auxiliary functions” as used by O. A. Oleinik and S. N.
Kruzhkov in Quasi-linear second-order parabolic equations with many independent variables, Russian
Mathematical Surveys, 16(5) (1961). Furthermore, for a broad class of reaction-diffusion systems
we show that the non negative quadrant is a positively invariant region, and, as a consequence,
that classical solutions of similar systems, with the reactions functions being non decreasing in one
unknown and semi-lipscthitz continuous in the other, are bounded by lower and upper solutions for
any positive time if so they are at time zero.
1 Introduction
We are mainly concerned with a specific system of the type
(ui)t − αi(yi)(ui)xx + βi(yi)(ui)x = fi(yi, u1, u2), x ∈ R, t > 0 (1.1)
for the unknowns ui, yi, with i = 1, 2, where yi satisfies an ordinary diferential equation which can be
solved depending on ui, and αi(yi), βi(yi) are given functions of yi, and fi(yi, u1, u2) is a function (also
given) of yi, u1 and u2. For fixed yi, the equations (1.1) are a system of parabolic equations for u1, u2
coupled by the function fi. For the full system, in the unknowns u1, u2, y1, y2, since yi can be expressed
depending on ui, our system can be writen in the unknowns u1, u2 only, but with coefficients depending
in a peculiar way on u1, u2. In fact, the system we shall consider can be written in the form
(ui)t − a(x,
∫ t
0 f(ui)dτ) (ui)xx + b(x,
∫ t
0 f(ui)dτ) (ui)x
= Fi(x, u1, u2,
∫ t
0 f(ui)dτ)
(1.2)
for given functions a, b, f , and Fi.
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2Specifically, the functions αi, βi and fi in (1.1) are given by
αi(yi) =
λi
ai + biyi
, βi(yi) =
ci
ai + biyi
and
fi(yi, u1, u2) =
biAiui + di
ai + biyi
yif(ui) + (−1)
iq
u1 − u2
ai + biyi
(1.3)
where f(ui) is the “Arrhenius function”
f(ui) = e
− E
ui , (1.4)
being E is a positive constant,1 and λi, ai, bi, ci, di, Ai, i = 1, 2, and q are positive constants.
The unknown yi satisfies the ordinary differential equation
(yi)t = −Aiyif(ui). (1.5)
Joint with equations (1.1) we add the initial data
ui
∣∣
t=0
= ui,0 (1.6)
and
yi
∣∣
t=0
= yi,0, (1.7)
for given functions ui,0, yi,0. Solving (1.5) for yi we find
yi = yi,0(x)e
−Ai
∫
t
0
f(ui)dτ . (1.8)
Substituting (1.8) in (1.1) we obtain (1.2), with
a(x,
∫ t
0
f(ui)dτ) = αi(yi,0(x)e
−Ai
∫
t
0
f(ui))dτ ), (1.9)
b(x,
∫ t
0
f(ui)dτ) = βi(yi,0(x)e
−Ai
∫
t
0
f(ui)dτ ) (1.10)
and
Fi(x, u1, u2,
∫ t
0
f(ui)dτ) = fi(yi,0(x)e
−Ai
∫
t
0
f(ui)dτ , u1, u2). (1.11)
The system formed by the equations (1.1) and (1.5), with the constitutive functions (1.3) and (1.4),
models the propagation of a combustion front in a porous medium with two layers [4]. The unknowns
u1 and y1 stands for the temperature and the fuel concentration, respectively, in one layer, and u2 and
y2 stands for the same in the other layer, and the constants λi, ai, etc. are parameters related to the
medium. We refer to [4] for a detailed derivation of this model.
In this paper we solve the Cauchy problem (1.1), (1.3)–(1.7) (or, equivalently, (1.2) joint with the
initial conditions (1.6), for given functions yi,0 and a, b, Fi in (1.9)-(1.11), being αi, βi, fi and f given
in (1.3) and (1.4)). Furthermore, for a broad class of reaction-diffusion systems (see (1.14) and (4.1))
we show that the non negative quadrant is a positively invariant region, and, as a consequence, that
classical solutions of similar systems, with the reactions functions being non decreasing in one unknown
and semi-lipscthitz continuous in the other (see (1.15)), are bounded by lower and upper solutions for
any positive time if so they are at time zero.
Setting some notations, we say that a function is of class C2,1 in a set S ⊂ Rd × [0,∞) if it has
continuous derivatives up to second order with respect to x and up to first order with respect to t for
all (x, t) ∈ S, and denote this class by C2,1(S) (or simply by C2,1), and of class Cα,
α
2 in S, for some
α ∈ (0, 1], if it is bounded and Ho¨lder continuous in S with exponent α with respect to x (Lipschitz
continuous if α = 1) and with exponent α2 with respect to t, and denote this class by C
α,α2 (S) (or simply
by Cα,
α
2 ), i.e. a function u(x, t) is said to be in Cα,
α
2 (S), for some α ∈ (0, 1], if there is a constant
C > 0 such that |u(x, t)| ≤ C for all (x, t) ∈ S and |u(x1, t1) − u(x2, t2)| ≤ C(|x1 − x2|
α + |t1 − t2|
α
2 )
for all (x1, t1), (x2, t2) ∈ S. The space C
α,α2 (S) is endowed with the norm ‖u‖α,α
2
≡ ‖u‖
Cα,
α
2 (S)
:=
sup(x,t)∈S |u(x, t)| + sup{(x,t) 6=(y,s), (x,t),(y,s)∈S}
|u(x,t)−u(y,s)|
|x−y|α+|t−s|
α
2
. For the space of lipschitzian bounded
1We notice that the function f(s) = e−
E
s , s 6= 0, can be extended by zero continuously from s > 0 to s = 0. In fact,
lims→0+
dkf
dsk
= 0 for any k = 0, 1, 2, · · · . Despite the discontinuity when s → 0− (lims→0− f(s) = ∞), this will not cause
problems in our analysis because essentially we will deal only with non negative functions ui, i = 1, 2, cf. theorems 1 and 2.
3functions u, defined in a set S in Rd or Rd × [0,∞), we use the norm
‖u‖1 := supS |u|+ sup{x 6=y, x,y∈S}
|u(x)−u(y)|
|x−y| .
Throughout the paper i, j = 1, 2 with j 6= i.
We denote by ϕ the “upper solution” ϕ(t) = (M +β)eαt−β for the Cauchy problem (1.1), (1.6) with
given yi, satisfying 0 ≤ yi ≤ ‖yi,0‖∞, where
2
M = maxi=1,2 ‖ui,0‖∞, α = maxi=1,2{
Aibi‖yi,0‖∞
ai
} and β = maxi=1,2{
di
Aibi
}, and, for 0 < T ≤ ∞,
we denote by 〈0, ϕ〉T the sector (set) of vector functions u = (u1, u2) : R × [0, T ) → R
2 such that
0 ≤ ui(x, t) ≤ ϕ(t) (for i = 1, 2 and) for all (x, t) ∈ R× [0, T ).
3 It is easy to check that the pair of (vector)
functions uˆ := (0, 0) and u˜ := (ϕ, ϕ) is an ordered pair (ordered in the sense that uˆi ≤ u˜i) of lower and
upper solutions to the system (1.1) [3, Lemma 2]. See Section 3.1, p. 22, for details.
Our main results assuring the existence of a local and a global solution to the Cauchy problem (1.1),
(1.3)–(1.7) (or, equivalently, (1.2)–(1.6), (1.9)–(1.11)) are the following theorems:
Theorem 1. (Local solution). Let ui,0 and yi,0 be nonnegative, lipschitz continuous and bounded
functions in R. Then there is a positive number T such that the Cauchy problem (1.2)–(1.6), (1.9)–(1.11)
has a solution u = (u1, u2) in the class C
2,1(R× (0, T ])∩C1,
1
2 (R× [0, T ]) satisfying 0 ≤ ui(x, t) ≤ ϕ(t) for
all (x, t) ∈ R×[0, T ]. Besides, if additionally ui,0 ∈ L
p(R) for some p ∈ (1,∞) then u ∈ L∞((0, T );Lp(R)),
with a possible smaller T .
Theorem 2. (Global solution). Assume that the hypotheses of Theorem 1 are in force, including
ui,0 ∈ L
p(R) for some p ∈ (1,∞), and, in addition, that yi,0 ∈ C
2(R) and (yi,0)
′ is bounded. Then the
Cauchy problem (1.2)–(1.6), (1.9)–(1.11) has a solution u = (u1, u2) in C
2,1(R × (0,∞)) ∩ C
1, 12
loc (R ×
[0,∞)) ∩ L∞loc ((0,∞);L
p(R))4 satisfying 0 ≤ ui(x, t) ≤ ϕ(t), for all (x, t) ∈ R× [0,∞).
Furthermore, considering general parabolic operators
Li = ∂t −
d∑
k,l=1
ai,kl(x, t)∂xkxl +
d∑
k=1
bi,k(x, t)∂xk , (1.12)
where x = (x1, · · · , xd) ∈ R
d, 0 < t < T ≤ ∞, d ≥ 1, and the operator Li is uniformly parabolic, i.e. for
some constant λ > 0,
∑d
k,l=1 ai,kl(x, t)ξkξl ≥ λ|ξ|
2 for all ξ = (ξ1, · · · , ξd) ∈ R
d and all (x, t) ∈ ΩT := R
d×
(0, T ), using the arguments on invariant regions given in [2, 18], which basics is the proof of the maximum
principle for the heat equation, we state and prove Theorem 3 below, and as a consequence, Theorem
4. In these theorems we take (vector) functions u = (u1, u2) in the class C
1,2(ΩT ) ∩ C(R
d × [0, T ))5
satisfying the condition
lim inf
|x|→∞, t→0+
ui(x, t) ≥ 0 (1.13)
(cf. condition K in [18]).
Theorem 3. Let δ be a positive number and ci(x, t) a bounded function in ΩT . If fi(x, t, u1, u2) is a
function such that, for some positive number ε0, it satisfies fi ≥ 0 when −ε0 < ui < 0 and uj > −ε0, for
each (x, t) ∈ ΩT (where j 6= i, i, j = 1, 2) then the quadrant Q = {(u1, u2) ; u1 ≥ 0, u2 ≥ 0} is a positively
invariant region to the system
Li(ui) + ciui = fi(x, t, u1, u2) + δ (1.14)
for any classical solution u = (u1, u2) satisfying the condition (1.13). More precisely, under the above
hypotheses, if u = (u1, u2) ∈ C
1,2(ΩT ) ∩ C(R
d × [0, T )) satisfies (1.13) and the inequality ((Li +
ci)ui)(x, t) ≥ fi(x, t, u1(x, t), u2(x, t)) + δ, for all (x, t) ∈ ΩT , and u(x, 0) ∈ Q for all x ∈ R
d, then,
u(x, t) ∈ Q for all (x, t) ∈ Rd × [0, T ).
And as a corollary we obtain
2If g is a bounded function defined in R, ‖g‖∞ := supx∈R |g(x)|.
3If T < ∞ and the function ui is defined and continuous in R × [0, T ], obviously we can extend the inequality 0 ≤
ui(x, t) ≤ ϕ(t) to t = T .
4Here the term “loc” stands for “locally” in time, i.e. a function u ∈ C
1, 1
2
loc (R×[0,∞))∩L
∞
loc ((0,∞);L
p(R)) if u
∣
∣R×[0, T ] ∈
C1,
1
2 (R× [0, T ]) ∩ L∞((0, T );Lp(R)), for any T > 0.
5C(Rd × [0, T )) denotes the space of continuous vector functions in Rd × [0, T ).
4Theorem 4. Let δ be a positive number. Suppose that for each fixed (x, t) ∈ ΩT , fi(x, t, u1, u2) is a
non decreasing function with respect to uj (where j 6= i, i, j = 1, 2) and, for some positive number ε0, it
satisfies the “semi-lipschitz” condition
f1(x, t, s+ u1, u2)− f1(x, t, u1, u2) ≥ c1(x, t)s,
f2(x, t, u1, s+ u2)− f2(x, t, u1, u2) ≥ c2(x, t)s
(1.15)
for all s ∈ (−ε0, 0) and all ((x, t), (u1, u2)) ∈ ΩT × R
2, where ci(x, t) is some bounded function in ΩT ,
6
and else
f1(x, t, u1, s+ u2)− f1(x, t, u1, u2) ≥ −δ
′,
f2(x, t, s+ u1, u2)− f1(x, t, u1, u2) ≥ −δ
′ (1.16)
for all s ∈ (−ε0, 0) and all ((x, t), (u1, u2)) ∈ ΩT × R
2, where δ′ is some positive number less than δ.
1. If uˆ = (uˆ1, uˆ2) ∈ C
1,2(ΩT ) ∩ C(R
d × [0, T )) is a lower solution to the system
Li(ui) = fi(x, t, u1, u2) (1.17)
i.e. (Liuˆi)(x, t) ≤ fi(x, t, uˆ1(x, t), uˆ2(x, t)), for all (x, t) ∈ ΩT , and u = (u1, u2) ∈ C
1,2(ΩT ) ∩ C(R
d ×
[0, T )) is an upper solution to the system
Li(ui) = fi(x, t, u1, u2) + δ (1.18)
i.e. Li(ui)(x, t) ≥ fi(x, t, u1(x, t), u2(x, t)) + δ for all (x, t) ∈ ΩT , and such that u − uˆ satisfies the
condition (1.13), and ui(x, 0) ≥ uˆi(x, 0) for all x ∈ R
d, then ui(x, t) ≥ uˆi(x, t) for all (x, t) ∈ ΩT .
2. Analogously, if u˜ = (u˜1, u˜2) ∈ C
1,2(ΩT )∩C(R
d × [0, T )) is an upper solution to the system (1.17),
i.e. (Liu˜i)(x, t) ≥ fi(x, t, u˜1(x, t), u˜2(x, t)), for all (x, t) ∈ ΩT and u = (u1, u2) ∈ C
1,2(ΩT )∩C(R
d×[0, T ))
is a lower solution to the system
Li(ui) = fi(x, t, u1, u2)− δ (1.19)
i.e. Li(ui)(x, t) ≤ fi(x, t, u1(x, t), u2(x, t)) − δ for all (x, t) ∈ ΩT , and such that u˜ − u satisfies the
condition (1.13), and u˜i(x, 0) ≥ ui(x, 0) for all x ∈ R
d, then u˜i(x, t) ≥ ui(x, t) for all (x, t) ∈ ΩT .
Next we give the main ideas to prove theorems 1 and 2.
From now on, we refer to problem (1.1), (1.3)–(1.7), or, equivalently, (1.2)–(1.6), (1.9)–(1.11), simply
as problem (1.1)–(1.7), or, (1.2)–(1.6).
We prove Theorem 1 by taking the limit of a subsequence given by the iterative scheme

(uni )t − αi(y
n−1
i )(u
n
i )xx + βi(y
n−1
i )(u
n
i )x = f˜i(y
n−1
i , u
n−1
1 , u
n−1
2 )
(yn−1i )t = −Aiy
n−1
i f˜(u
n−1
i )
(uni , y
n−1
i )
∣∣
t=0
= (ui,0, yi,0),
(1.20)
n = 1, 2, · · · , starting from an initial function (u01, u
0
2) in C
1, 12 (R × [0, T ]) for some sufficiently small
time T > 0, where f˜ is the function that coincides with the Arrhenius function f(s) = e−
E
s for s > 0
and it is equal to zero for s ≤ 0, and, f˜i is the function fi in (1.3) except for the Arrhenius function
f which is replaced by f˜ . More precisely, we show that there is a positive time T , depending on the
initial data ui,0, yi,0 and on the parameters in the equations (i.e. on λi, ai, etc.), such that the operator
A(u1, u2) = (w1, w2), where (w1, w2) solves

(wi)t − αi(yi)(wi)xx + βi(yi)(wi)x = f˜i(yi, u1, u2)
(yi)t = −Aiyif˜(ui)
(wi, yi)
∣∣
t=0
= (ui,0, yi,0),
(1.21)
is well defined in some ball Σ := {u = (u1, u2) ∈ C
1, 12 (R× [0, T ]); ‖ui‖
C1,
1
2 (R×[0,T ])
≤ R, i = 1, 2}, R > 0,
i.e. there exist positive number R, T such that A(u) ∈ Σ for all u ∈ Σ. See Lemma 6. In particular,
the sequence {un} = {(un1 , u
n
2 )} given by A(u
n) = A(un−1), starting from any u0 ∈ Σ, is bounded in the
norm ‖ · ‖1,1/2. Therefore, by Arzela`-Ascoli’s theorem, there exists a function u = (u1, u2) ∈ Σ and a
subsequence of {un}, which we still denote by {un}, that converges to u, uniformly on bounded sets in
R× [0, T ]. To show that the limit u is a solution of (1.2) and (1.6), we use the integral representation
uni (x, t) =
∫
R
Γi,n(x, t, ξ, 0)ui,0(ξ)dξ
+
∫ t
0
∫
R
Γi,n(x, t, ξ, τ)f˜i(y
n−1
i , u
n−1
1 , u
n−1
2 )(ξ, τ)dξdτ,
(1.22)
6The conditions (1.15) are used in [16, e.g. (2.2)/§8.2].
5for the solution uni of the parabolic equation
(uni )t − αi(y
n−1
i )(u
n
i )xx + βi(y
n−1
i )(u
n
i )x = f˜i(y
n−1
i , u
n−1
1 , u
n−1
2 ) (1.23)
occurring in (1.20), where Γi,n denotes the fundamental solution of the associated homogeneous equation
Li,nwi = 0, for Li,n := ∂t − αi(y
n−1
i )∂xx + βi(y
n−1
i )∂x.
Now suppose that the sequence of fundamental solutions {Γi,n} converges, in some appropriate sense, to
the fundamental solution Γi of the also parabolic equation Liwi = 0, for Li := ∂t −αi(yi)∂xx + βi(yi)∂x,
when n tends to infinite, where yi = yi,0(x)e
−Ai
∫
t
0
f(ui))ds. Then, having that the sequence {uni } is
bounded in R× [0, T ], for some positive T , and that it converges uniformly to ui ∈ C
1,1/2(R × [0, T ]) in
bounded sets in R× [0, T ], it follows from (1.22) that ui satisfies the integral equation
ui(x, t) =
∫
R
Γi(x, t, ξ, 0)ui,0(ξ)dξ
+
∫ t
0
∫
R
Γi(x, t, ξ, τ)f˜i(yi, u1, u2)(ξ, τ)dξdτ,
(1.24)
for (x, t) ∈ R × [0, T ]. Thus, by standard arguments, it follows that
ui ∈ C
2,1(R × (0, T ]) ∩ C1,
1
2 (R × [0, T ]) and it is a solution of (1.2)–(1.6). In Section 2 we show the
continuous dependence of fundamental solutions of parabolic equations with respect to the coefficients
of the equations and, as a consequence, the convergence of {Γi,n} to {Γi}, when n → ∞. To conclude
the last assertion in Theorem 1 we shall show in Section 3.1, with the help of the “generalized Young’s
inequality” [6, p. 9] and the fact that the fundamental solution Γi,n is a “regular kernel”, uniformly with
respect to n (see Section 3.1), that the sequence {uni } remains in L
p for all t ∈ (0, T ), with ‖uni (·, t)‖Lp
uniformly bounded with respect to t and n, if the initial data ui,0 ∈ L
p and T is sufficiently small. Then
the assertion follows by Banach-Alaoglu’s theorem. To show that the obtained solution u = (u1, u2) is in
the sector 〈0, ϕ〉T , we observe that u = (u1, u2) is a solution of the Cauchy problem{
Li(wi) ≡ (wi)t − αi(yi)(wi)xx + βi(yi)(wi)x = f˜i(yi, w1, w2), x ∈ R, t > 0
wi(x, 0) = ui,0(x), x ∈ R
(1.25)
in the unknown wi, for yi given by (1.8), and show in Section 3 that the function f˜i(x, t, w1, w2) ≡
f˜i(yi(x, t), w1, w2) satisfies all the hypotheses of Theorem 4, or, more precisely, Corollary 4 in Section 4.
Let us just mention here that the reaction function f˜i in (1.25) is increasing with respect to wj (i, j = 1, 2,
j 6= i). Indeed, from (1.3) we have ∂f˜i/∂wj = q/(ai + biyi) for all wj ∈ R. In Subsection 3.1 we show
that the system (1.25) fulfills all the hypotheses of Corollary 4.
To prove Theorem 2, we let [0, T ∗), 0 < T ∗ ≤ ∞, to be a maximal
interval in which there exists a solution u∗ to the problem (1.2)-(1.6) in the space
XT∗ := C
2,1(R×(0, T ∗))∩C
1, 12
loc (R×[0, T
∗))∩L∞
loc
((0, T ∗);Lp(R)) 7 intercepted with the sector 〈0, ϕ〉T∗ , i.e.
if T ≥ T ∗ and u is a solution of (1.2)-(1.6) in
XT ∩ 〈0, ϕ〉T that coincides with u
∗ in [0, T ∗) then T = T ∗. (The existence of T ∗ can be assured in the
standard way by Zorn’s lemma: we consider the set of pairs (u,XT ∩〈0, ϕ〉T ), such that u is a solution of
(1.2)-(1.6) in XT ∩ 〈0, ϕ〉T , 0 < T ≤ ∞, ordered with the relation (u,XT ∩ 〈0, ϕ〉T ) ≤ (u
′, X ′T ∩ 〈0, ϕ〉T ′)
if T ≤ T ′ and u′|[0, T ] = u. Any subset C of this set of pairs that is totally ordered has the upper bound
(u,XT ∩ 〈0, ϕ〉T ), where T is the supremum of the set of T such that (u,XT ∩ 〈0, ϕ〉T ) ∈ C (T = ∞ if
these set of T is unbounded) and u is defined by u|[0, T ] = u whatever it is (u,XT ∩〈0, ϕ〉T ) ∈ C. Then, by
Zorn’s lemma the above set of pairs has a maximum element, i.e. there exists a pair (u∗, XT∗ ∩ 〈0, ϕ〉T∗)
such that if (u,XT ∩ 〈0, ϕ〉T ) is any other pair such that (u,XT ∩ 〈0, ϕ〉T ) ≥ (u
∗, XT∗ ∩ 〈0, ϕ〉T∗) then
(u,XT ∩〈0, ϕ〉T ) ≤ (u
∗, XT∗∩〈0, ϕ〉T∗) i.e. if u is a solution of (1.2)-(1.6) in XT ∩〈0, ϕ〉T such that T ≥ T
∗
and u|[0, T ∗) = u∗ then T = T ∗ and u = u∗.) Then we shall show in Section 5 that if T ∗ < ∞ then we
have a contradiction, by proving that, in this case, the maximal solution u∗ has a continuous extension
up to the time T ∗, and that this extension is lipschitz continuous and it is in Lp, as a function of x ∈ R,
for t = T ∗, thus u∗ can be extended to a larger time, accordingly with Theorem 1. The idea to extend u∗
up to the time T ∗ is, again, to use the integral representation (1.24), for ui = u
∗
i , (x, t) ∈ R× [0, T
∗), with
Γi being the fundamental solution of the equation L
∗
iwi = 0, for L
∗
i := ∂t − αi(y
∗
i )∂xx + βi(y
∗
i )∂x, where
y∗i = yi,0(x)e
−Ai
∫
t
0
f(u∗i )ds, and with fi(yi, u1, u2) = fi(y
∗
i , u
∗
1, u
∗
2). To accomplish this, we need to prove
that the derivatives ∂xu
∗
i are bounded in R× (0, T
∗) (see Corollary 5) and we do that by the “method of
auxiliary functions”8, i.e. following [12] (or [13, 14]; see [12, p. 107]), we make a substitution u∗i = hi(vi)
7Similarly as in the statement of Theorem 2, here the term “loc” stands for “locally” in time, i.e. a function u ∈
C
1, 1
2
loc (R× [0, T
∗)) ∩ L∞loc ((0, T
∗);Lp(R)) if u
∣
∣R× [0, T ] ∈ C1,
1
2 (R× [0, T ]) ∩ L∞((0, T );Lp(R)), for any T ∈ (0, T ∗).
8This terminology was used by R. Finn in the MathSciNet review #MR0064286 (16,259b). In this review he also points
out that this method was “developed by Picard [see, e.g., Courant and Hilbert, Methoden der mathematischen Physik, Bd
II, Springer, Berlin, 1937, pp. 274–276], Bernstein [Math. Ann. 69, 82–136 (1910); Doklady Akad. Nauk SSSR (N.S.) 18,
385–388 (1938)] and others”.
6for an appropriate function hi (in particular, such that h
′
i is positive and bounded) and estimate |∂xvi|
(instead of trying to estimate |∂xu
∗
i |) at a maximum point, by looking for the equation satisfied by vi.
This leads to some technical estimates where we use the explicit forms for the functions α(yi), βi(yi) and
fi(yi, u1, u2) in (1.3) (see Section 5). Certainly, it would be a very interesting investigation to extend our
main results regarding the system (1.1) (theorems 1 and 2) to more general functions α(yi), βi(yi) and
fi(yi, u1, u2) (or functions a, b and Fi in (1.2)).
The preceding paragraphs give the fundamental and intuitive ideas to prove theorems 1 and 2. In
the next sections we give the rigorous and complete proofs of all theorems stated above. In Section
2 we present a brief summary of the construction of fundamental solutions for parabolic equations by
the parametrix method and state some important known estimates. Also in this section we show the
dependence of the fundamental solution on the coefficients of the equations. In Section 3 we prove theorem
1 and in Section 4 we prove theorems 3 and 4 and state and prove two corollaries which are version of
these theorems in the case one has continuous dependence of the solution of the system with respect to
the reaction functions, and also make three remarks giving alternative conditions for the hypotheses of
theorems 3 and 4. Finally, in Section 5 we prove theorem 2.
2 The fundamental solution
In this section, we present a summary on the construction by the parametrix method and main properties
of the fundamental solution for parabolic equations, and show its continuous dependence with respect to
the coefficients of the equations.
2.1 Definition and some properties
Consider the equation and the operator L given by
Lu ≡
∂u
∂t
− a(x, t)
∂2u
∂x2
+ b(x, t)
∂u
∂x
+ c(x, t)u = 0 , (2.1)
in the set ΩT := {(x, t); x ∈ R, 0 ≤ t ≤ T }, for some positive number T , with the coefficients a, b, c in
the class Cα,
α
2 (ΩT ), for some α ∈ (0, 1], with L being a uniform parabolic operator in ΩT , i.e., there are
strictly positive constants λ0, λ1 such that
λ0 ≤ a(x, t) ≤ λ1 (2.2)
for all (x, t) in ΩT .
Definition 1. A fundamental solution of the parabolic equation (2.1) is a
function Γ(x, t, ξ, τ), defined for all (x, t) and (ξ, τ) in ΩT with t > τ , such that LΓ = 0 in ΩT , as a
function of (x, t), for each fixed (ξ, τ) ∈ ΩT , and
limt→τ+
∫
R
Γ(x, t, ξ, τ)ψ(ξ)dξ = ψ(x), for all x ∈ R and τ ∈ [0, T ), for any continuous function ψ(x)
such that |ψ(x)| ≤ cehx
2
, for all x ∈ R, for some positive constants c and h with h < 1/(4λ1T ).
Fundamental solutions for parabolic equations was found by E. E. Levi [11], using the parametrix
method. Our presentation in this section follows mostly [8] and [10]. Accordingly, the fundamental
solution to the equation (2.1) is given by
Γ(x, t, ξ, τ) = Z(x, t, ξ, τ) +
∫ t
τ
∫
R
Z(x, t, y, σ)φ(y, σ, ξ, τ)dydσ , (2.3)
where (x, t), (ξ, τ) ∈ ΩT , t > τ , the function Z(x, t, ξ, τ), as a function (x, t), is the fundamental solution
of the heat equation ∂u∂t − a(ξ, τ)
∂2u
∂x2 = 0, i.e.
Z(x, t, ξ, τ) =
1
(4πa(ξ, τ)(t − τ))
1
2
e−
(x−ξ)2
4a(ξ,τ)(t−τ) , (2.4)
for each fixed (ξ, τ) ∈ ΩT , and
φ(x, t, ξ, τ) =
∞∑
m=1
(−1)m(LZ)m(x, t, ξ, τ), (2.5)
7where (LZ)1 = LZ = (a(ξ, τ) − a(x, t))
∂2Z
∂x2 + b
∂Z
∂x + cZ and, for m ≥ 1,
(LZ)m+1(x, t, ξ, τ) =
∫ t
τ
∫
R
[LZ(x, t, y, σ)](LZ)m(y, σ, ξ, τ)dydσ. (2.6)
Next we give some important estimates, which, in particular, show that the
function Γ given by (2.3) is well defined, i.e. the series in (2.5) converges and (2.3) yields a smooth
function Γ, for t > τ . In the sequel, (x, t), (ξ, τ) ∈ ΩT , t > τ , and, K and C denote any positive
constants.
For the function Z(x, t, ξ, τ), we have the estimate
|DrtD
s
xZ(x, t, ξ, τ)| ≤ K(t− τ)
− 1+2r+s2 e−C
(x−ξ)2
t−τ , (2.7)
for all nonnegative integers r, s, where throughout Drt or ∂
r
t and D
s
x or ∂
s
x stand for the derivatives with
respect to t and x of order r and s, respectively. Besides, since
∫
R
Z(z, t, ξ, τ)dz = 1, we have that∫
R
DrtD
s
zZ(z, t, ξ, τ)dz = 0, (2.8)
for all r, s ∈ Z+ such that 2r + s > 0. Finally, Z and its derivatives are Ho¨lder continuous in ξ, i.e.
|DrtD
s
zZ(z, t, ξ, τ)−D
r
tD
s
zZ(z, ξ
′, t, τ)| ≤
K|ξ − ξ′|
α
(t− τ)
− 2r+s+12
e−C
z2
t−τ , (2.9)
where C = C(λ1) and K = K(λ0, λ1, ‖a‖α,α
2
). For the function φ(x, t, ξ, τ), we have the estimates
|φ(x, t, ξ, τ)| ≤
K
(t− τ)
3−α
2
e−C
(x−ξ)2
t−τ , (2.10)
where C = C(λ1) and K = K(λ0, λ1, ‖a‖α,α2 , ‖b‖∞, ‖c‖∞, T ), and, for any γ ∈ (0, α),
|φ(x, t, ξ, τ) − φ(y, t, ξ, τ)| ≤
K|x− y|γ
(t− τ)
3−(α−γ)
2
(
e−C
(x−ξ)2
t−τ + e−C
(y−ξ)2
t−τ
)
, (2.11)
where C and K are as in (2.10).
Finally, for the function Γ(x, t, ξ, τ) we have the estimate (see also Corollary 1 in this paper)
|DrtD
s
xΓ(x, t, ξ, τ)| ≤
K
(t− τ)
1+2r+s
2
e−C
(x−ξ)2
t−τ , (2.12)
for all r, s ∈ Z+ such that 2r + s ≤ 2, and, again, C and K are as in (2.10). Besides, the fundamental
solution Γ is nonnegative (see [1] and [9]).
Now consider the Cauchy problem{
Lu(x, t) = f(x, t), in R× (0, T ], T > 0
u(x, 0) = u0(x), in R,
(2.13)
where L is defined in (2.1) and f and u0 are given continuous functions, in R× (0, T ] and R, respectively,
bounded by the exponential growth
|f(x, t)|, |u0(x)| ≤ ce
hx2 (2.14)
for positive constants c and h such that h < 4/(λ1T ), and for all x ∈ R and t ∈ [0, T ]. The following
theorem gives a representation formula for its solution using the fundamental solution.
Theorem 5. Let Γ be the fundamental solution of the equation Lu = 0, where L is the parabolic operator
in (2.13). If, besides (2.14), the function f is locally Ho¨lder continuous in x, uniformly with respect to t,
then the function
u(x, t) =
∫
R
Γ(x, t, ξ, 0)u0(ξ)dξ +
∫ t
0
∫
R
Γ(x, t, ξ, τ)f(ξ, τ)dξdτ (2.15)
is the unique solution of the Cauchy problem (2.13) in C2,1(R × (0, T ]) ∩ C(R × [0, T ]) bounded by an
exponential growth with respect to x, as in (2.14).
8For a proof, see e.g. [8, p. 25] and [17, p.182].
Remark 1. In the particular case where c(x, t) ≡ 0, we have
∫
R
Γ(x, t, ξ, τ)dξ = 1 and∫
R
DrtD
s
xΓ(x, t, ξ, τ)dξ = 0 for all r, s ∈ Z+ such that 0 < 2r + s ≤ 2;
cf. (2.8).
Indeed, the second claim comes from the first, by the Lebesgue’s convergence dominated theorem, and if
c(x, t) = 0, u(x, t) = t is the unique solution (in the C2,1 class with an exponential growth for large x) of
the problem {
Lu(x, t) = 1, in R× (0, T ],
u(x, 0) = 0, in R,
(2.16)
thus, by the Theorem 5, it follows that t =
∫ t
0
∫
R
Γ(x, t, ξ, τ)dξdτ , so h(τ) ≡
∫
Γ(x, t, ξ, τ)dξ = 1, since if
h(τ0) 6= 1 for some τ0 ∈ [0, T ] then, assuming, without loss of generality, that h(τ0) > 1, by continuity of
h(τ), there would exist an interval [a, b] ⊂ [0, T ] such that h(τ) > 1 for any τ ∈ [a, b], and thus we would
get the contradiction b− a =
∫ b
0
∫
Γ(x, t, ξ, τ)dξdτ −
∫ a
0
∫
Γ(x, t, ξ, τ)dξdτ
=
∫ b
a
∫
Γ(x, t, ξ, τ)dξdτ > b− a.
2.2 Continuous dependence on the coefficients
We begin this section by setting a notation for “bounded” sets of coefficients a, b, c of parabolic equations
(2.1). Given positive numbers T , R, λ and α, with 0 < α ≤ 1 and λ < R, let B(R, λ, α) be the set of vector
valued functions v = (a(x, t), b(x, t), c(x, t)) in Cα,
α
2 (ΩT ) such that a ≥ λ and ‖a‖α,α
2
, ‖b‖α,α
2
, ‖c‖α,α
2
< R.
For a v ∈ B(R, λ, α), we define the norm ‖v‖α,α2
= max{‖a‖α,α2
, ‖b‖α,α2
, ‖c‖α,α2
}. Any v = (a, b, c) ∈
B(R, λ, α) defines a parabolic equation of the form (2.1) (with (2.2) satisfied with λ0 = λ and λ1 = R)
and, reciprocally, any (uniformly) parabolic equation of the form (2.1) (satisfying (2.2)) yields a v =
(a, b, c) ∈ B(R, λ, α), for any λ ∈ (0, λ0) and R > ‖v‖α,α2
. To highlight the dependence of the operator L
given in (2.1) on the coefficients a, b, c ≡ v, we shall write L = L[v], i.e.
L[v]u ≡ Lu =
∂u
∂t
− a(x, t)
∂2u
∂x2
+ b(x, t)
∂u
∂x
+ c(x, t)u
and for the fundamental solution of L[v]u = 0 we shall write Γ = Γ[v], i.e.
Γ[v](x, t, ξ, τ) = Z[v](x, t, ξ, τ) +
∫ t
τ
∫
R
Z[v](x, y, t, σ)φ[v](y, σ, ξ, τ)dydσ , (2.17)
where Z[v] = Z[(a,0,0)] ≡ Z and φ[v] ≡ φ are given in (2.4) and (2.5).
In the next lemmas we establish some estimates for the fundamental solution (2.17) and its derivatives
which takes into account the dependence on its coefficients a, b, c ≡ v. We first establish these estimates
for the functions Z[v] and φ[v] and then, using (2.17) and the series (2.5) for φ[v], we extend them for Γ[v].
These estimates are the key point to obtain the local solution stated in Theorem 1.
We shall write C and K to denote positive constants that might depend on the parameters R, λ, α, T ,
but not on the coefficients v neither on the solutions u or the data f , u0, unless otherwise stated. Besides,
K depends continuously on T .
Lemma 1. Given v, v ∈ B(R, λ, α), we have that
|(DsxZ[v] −D
s
xZ[v])(x, t, ξ, τ)| ≤ K‖a− a‖∞
1
(t− τ)
s+1
2
e−C
(x−ξ)2
(t−τ) ,
for s = 0, 1, 2, where C < 1/(4R) and K = K(R, λ).
Proof. Since Z[v](x, t, ξ, τ) =
1
(4πa(ξ,τ)(t−τ))
1
2
e−
(x−ξ)2
4a(ξ,τ)(t−τ) and its derivatives on x depends on the coefficient
a of L[v], but not depends on the other coefficients b and c, computing the derivative of D
s
xZ[v] with
respect to a, we find |DaD
s
xZ[v](x, t, ξ, τ)| ≤
K
(t−τ)
s+1
2
e−C
(x−ξ)2
(t−τ) , for s = 0, 1, 2, and constants K and C as
in statement of the lemma. Then the desired inequality follows by the Mean Value Theorem.
Lemma 2. Let A and α be strictily positive numbers being α ≤ 1, and let g denote the gamma function
g(x) :=
∫∞
0
tx−1e−tdt. Then
∑∞
m=1mA
m/g(mα2 ) is a convergent series.
9Proof. We begin by recalling the relation g(x)g(y)g(x+y) = B(x, y) between the gamma function g and the beta
function, B(x, y) =
∫ 1
0 t
x−1(1− t)y−1dt (see [15, p.41]). Denoting the general term of the given series by
bm, and using the above relation, we obtain
limm→∞
bm+1
bm
= A limm→∞
B(mα2 ,
α
2 )
g(α2 )
= A limm→∞
1
g(α2 )
∫ 1
0
t
mα
2 −1(1− t)
α
2−1dt = 0.
Therefore, the result follows.
Lemma 3. Let β ∈ [0, 1] and γ ∈ (0, α). If v, v ∈ B(R, λ, α) then
|(φ[v] − φ[v])(x, t, ξ, τ)| ≤
K‖v − v‖α,α2
(t− τ)
3−α
2
e−C
(x−ξ)2
t−τ (2.18)
and
|(φ[v](x, t, ξ, τ) − φ[v](x, t, ξ, τ)) − (φ[v](y, t, ξ, τ)− φ[v](y, t, ξ, τ))| (2.19)
≤
K‖v − v‖βα,α2
|x− y|γ(1−β)
(t− τ)
3−(α−γ(1−β))
2
(
e−C
(x−ξ)2
t−τ + e−C
(y−ξ)2
t−τ
)
,
where C < 14R and K = K(R, λ, α, T ).
Proof. The proof of (2.18) follows from the following inequality:
|((LZ[v])m − (LZ[v])m)(x, t, ξ, τ)|
≤ mKm
(
π
C
)m−1
2 ‖v − v‖α,α
2
g(α2 )
m
g(mα2 )
1
(t−τ)
3−mα
2
e−C
(x−ξ)2
t−τ ,
(2.20)
where, for simplicity, we set L ≡ L[v], and g denotes the gamma function; see Lemma 2. We show this
inequality by induction on m. For m = 1, we have
|((L[v]Z[v])1 − (L[v]Z[v])1)(x, t, ξ, τ)| ≤ |((a(ξ, τ) − a(x, t))∂xxZ[v] + b(x, t)∂xZ[v]
+ c(x, t)Z[v])− ((a(ξ, τ)− a(x, t))∂xxZ[v] + b(x, t)∂xZ[v] + c(x, t)Z[v])|
≤ |((a(ξ, τ) − a(x, t)) − ((a(ξ, τ) − a(x, t))))||∂xxZ[v]|
+ |(a(ξ, τ) − a(x, t))||∂xxZ[v] − ∂xxZ[v]|+ |b(x, t)− b(x, t)||∂xZ[v]|
+ |b(x, t)||∂xZ[v] − ∂xZ[v]|+ |c(x, t)− c(x, t)||Z[v]|+ |c(x, t)||Z[v] − Z[v]| ≡ I.
Then from Lemma 1, (2.7), and the estimate
|x− ξ|αe−C
(x−ξ)2
t−τ =
(
(x−ξ)2
t−τ
)α
(t− τ)α/2e−
1
8R
(x−ξ)2
t−τ e−(C−
1
8R )
(x−ξ)2
t−τ
≤ K(t− τ)α/2e−C
′ (x−ξ)
2
t−τ ,
where C′ is a new constant which we shall continue denoting by C, we obtain
I ≤ K‖v − v‖α,α2 (
2
(t− τ)
3
2−
α
2
e−C
(x−ξ)2
t−τ +
2
(t− τ)
e−C
(x−ξ)2
t−τ +
2
(t− τ)
1
2
e−C
(x−ξ)2
t−τ )
≤
K‖v − v‖α,α2
(t− τ)
3−α
2
e−C
(x−ξ)2
t−τ ,
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where C < 1/(4R) and K = K(R, λ, α, T ). Now, assuming that (2.20) is true for an m ≥ 1, we obtain:
|((L[v]Z[v])m+1 − (L[v]Z[v])m+1)(x, t, ξ, τ)|
≤|
∫ t
τ
∫
R
[L[v]Z[v](x, y, t, σ)](L[v]Z[v])m(y, ξ, σ, τ)
− [L[v]Z[v](x, y, t, σ)](L[v]Z[v])m(y, ξ, σ, τ)dydσ|
≤
∫ t
τ
∫
R
|(L[v]Z[v] − L[v]Z[v])(x, y, t, σ)||(L[v]Z[v])m(y, ξ, σ, τ)|dydσ
+
∫ t
τ
∫
R
|L[v]Z[v](x, t, ξ, τ)||(L[v]Z[v])m(y, ξ, σ, τ) − (L[v]Z[v])m(y, ξ, σ, τ)|dydσ
≤
∫ t
τ
∫
R
K
‖v − v‖α,α2
(t− σ)
3−α
2
e−C
(x−y)2
t−σ Km
( π
C
)m−1
2 g(α2 )
m
g(mα2 )
1
(σ − τ)
3−mα
2
e−C
(y−ξ)2
σ−τ dydσ
+
∫ t
τ
∫
R
K
1
(t− σ)
3−α
2
e−C
(x−y)2
t−σ mKm
( π
C
)m−1
2
‖v − v‖α,α2
×
g(α2 )
m
g(mα2 )
1
(σ − τ)
3−mα
2
e−C
(y−ξ)2
σ−τ dydσ
=(m+ 1)Km+1
( π
C
)m−1
2
‖v − v‖α,α2
g(α2 )
m
g(mα2 )
×
∫ t
τ
∫
R
1
(t− σ)
3−α
2
e−C
(x−y)2
t−σ
1
(σ − τ)
3−mα
2
e−C
(y−ξ)2
σ−τ dydσ ,
where we used that
∫
R
e−C
(x−y)2
t−σ e−C
(y−ξ)2
σ−τ dy =
( π
C
) 1
2
(
(t− σ)(σ − τ)
t− τ
) 1
2
e−C
(x−ξ)2
t−τ
and ∫ t
τ
1
(t− σ)
2−α
2
1
(σ − τ)
2−mα
2
dσ =
1
(t− τ)
2−(m+1)α
2
g(α2 )g(
mα
2 )
g
(
(m+1)α
2
)
(see [10, p. 362]). So,
|((L[v]Z[v])m+1 − (L[v]Z[v])m+1)(x, t, ξ, τ)|
≤ (m+ 1)Km+1
( π
C
)m
2 g(α2 )
m+1
g
(
(m+1)α
2
) ‖v − v‖α,α2
(t− τ)
3−(m+1)α
2
e−C
(x−ξ)2
t−τ .
This proves the inequality (2.20). The inequality (2.20), (2.5) and Lemma 2 imply that
|(φ[v] − φ[v])(x, t, ξ, τ)| ≤
∞∑
m=1
|((L[v]Z[v])m − (L[v]Z[v])m)(x, t, ξ, τ)|
≤
∞∑
m=1
mKm
( π
C
)m−1
2 g(α2 )
m
g(mα2 )
‖v − v‖α,α
2
(t− τ)
3−mα
2
e−C
(x−ξ)2
t−τ
≤ K
‖v − v‖α,α2
(t− τ)
3−α
2
e−C
(x−ξ)2
t−τ ,
where C < 14R andK =
∑∞
m=1mK
m( πC )
m−1
2
g(α2 )
m
g(mα2 )
T
(m−1)α
2 are positive constants and t−τ was estimated
by T . This ends the proof of (2.18).
To prove (2.19), we write
|(φ[v](x, t, ξ, τ) − φ[v](x, t, ξ, τ)) − (φ[v](y, t, ξ, τ)− φ[v](y, t, ξ, τ))| ≡ J = J
β .J1−β
and then use (2.18) to estimate Jβ and (2.11) to estimate J1−β , noticing that we can estimate J by
|(Φ[v]−Φ[v])(x, t, ξ, τ)|+|(Φ[v]−Φ[v])(y, t, ξ, τ)| and also by |Φ[v](x, t, ξ, τ)−Φ[v](y, t, ξ, τ)|+|Φ[v](x, t, ξ, τ)−
Φ[v](y, t, ξ, τ)|.
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Lemma 4. Let v, v ∈ B(R, λ, α), β ∈ (0, 1), γ ∈ (0, α), and Γ[v], Γ[v], the fundamental solutions of
the equations L[v]u = 0, L[v]u = 0, as defined in (2.17) and (2.4)-(2.6). Then we have the following
estimates:
|(DsxΓ[v] −D
s
xΓ[v])(x, t, ξ, τ)| ≤
K‖v − v‖α,α
2
(t− τ)
s+1
2
e−C
(x−ξ)2
t−τ , s = 0, 1; (2.21)
|(∂xxΓ[v] − ∂xxΓ[v])(x, t, ξ, τ)| (2.22)
≤K(‖v − v‖α,α2 + ‖v − v‖
β
α,α2
)(
1
|x− ξ|1−(α−γ(1−β))(t− τ)1−
γ(1−β)
2
+
1
(t− τ)
3
2
)e−C
(x−ξ)2
t−τ ;
and
|(∂tΓ[v] − ∂tΓ[v])(x, t, ξ, τ)| (2.23)
≤K(‖v − v‖α,α
2
+ ‖v − v‖βα,α2
)(
1
|x− ξ|1−(α−γ(1−β))(t− τ)1−
γ(1−β)
2
+
1
(t− τ)
3
2
)e−C
(x−ξ)2
t−τ ;
where C < 14R and K = K(R, λ, α, T ).
Proof. For s = 0 we have that
|(Γ[v] − Γ[v])(x, t, ξ, τ)| ≤ |(Z[v] − Z[v])(x, t, ξ, τ)|+
+
∫ t
τ
∫
R
|Z[v](x, y, t, σ)φ[v](y, σ, ξ, τ) − Z[v](x, y, t, σ)φ[v](y, σ, ξ, τ)|dydσ ≤
≤ |Z[v] − Z[v]|+
∫ t
τ
∫
R
|Z[v] − Z[v]||φ[v]|+ |Z[v]||φ[v] − φ[v]|dydσ.
From estimates (2.7) and (2.10) and Lemmas 1 and 3 it follows that
|(Γ[v] − Γ[v])(x, t, ξ, τ)|
≤
K‖a− a‖∞
(t− τ)
1
2
e−C
(x−ξ)2
t−τ
+
∫ t
τ
∫
R
K‖a− a‖∞
(t− σ)
1
2
e−C
(x−y)2
t−σ
K
(σ − τ)
3−α
2
e−C
(y−ξ)2
σ−τ dydσ
+
∫ t
τ
∫
R
K
(t− σ)
1
2
e−C
(x−y)2
t−σ
K‖v − v‖α,
α
2
(σ − τ)
3−α
2
e−C
(y−ξ)2
σ−τ dydσ.
Since, ∫
R
e−C
(x−y)2
t−σ e−C
(y−ξ)2
σ−τ dy = (
π
C
)
1
2 (
(t− σ)(σ − τ)
t− τ
)
1
2 e−C
(x−ξ)2
t−τ , (2.24)
we obtain
|(Γ[v] − Γ[v])(x, t, ξ, τ)| (2.25)
≤(1 + (
π
C
)
1
2
∫ t
τ
(σ − τ)−1+
α
2 dσ + (
π
C
)
1
2
∫ t
τ
(t− σ)−1+
α
2 dσ)
K‖v − v‖α,α2
(t− τ)
1
2
e−C
(x−ξ)2
t−τ
≤
K‖v − v‖α,α2
(t− τ)
1
2
e−C
(x−ξ)2
t−τ
where K = K(R, λ, α, T ).
For the case s = 1, we have
(∂xΓ[v] − ∂xΓ[v])(x, t, ξ, τ)
=(∂xZ[v] − ∂xZ[v])(x, t, ξ, τ)
+
∫ t
τ
∫
∂xZ[v](x, y, t, σ)φ[v](y, σ, ξ, τ) − ∂xZ[v](x, y, t, σ)φ[v](y, σ, ξ, τ)dydσ
=(∂xZ[v] − ∂xZ[v]) +
∫ t
τ
∫
(∂xZ[v] − ∂xZ[v])φ[v]dydσ +
∫ t
τ
∫
∂xZ[v](φ[v] − φ[v])dydσ
≡ J1 + J2 + J3.
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From Lemma 1, we have
|J1| = |(∂xZ[v] − ∂xZ[v])(x, t, ξ, τ)| ≤
K‖a− a‖∞
t− τ
e−C
(x−ξ)2
t−τ . (2.26)
Using Lemma 1, the estimate (2.10) and the identity (2.24), we have
|J2| ≤
∫ t
τ
∫
|(∂xZ[v] − ∂xZ[v])(x, y, t, σ)||φ[v](y, σ, ξ, τ)|dydσ (2.27)
≤
∫ t
τ
∫
K‖a− a‖∞
t− σ
e−C
(x−y)2
t−σ
K
(σ − τ)
3−α
2
e−C
(y−ξ)2
σ−τ dydσ
≤
K‖a− a‖∞
(t− σ)
1
2
e−C
(x−y)2
t−σ
∫ t
τ
(t− σ)−
1
2 (σ − τ)−1+
α
2 dσ
≤
K‖a− a‖∞
(t− τ)
2−α
2
e−C
(x−ξ)2
t−τ ≤
K‖a− a‖∞
t− τ
e−C
(x−ξ)2
t−τ .
Finally, using Lemma 3, (2.7) and (2.24), we obtain
|J3| ≤
∫ t
τ
∫
|∂xZ[v](x, y, t, σ)||(φ[v] − φ[v])(y, σ, ξ, τ)|dydσ (2.28)
≤
∫ t
τ
∫
K
t− σ
e−C
(x−y)2
t−τ
K‖v − v‖α,α2
(σ − τ)
3−α
2
e−C
(y−ξ)2
σ−τ dydσ
≤
K‖v − v‖α,α
2
(t− τ)
1
2
e−C
(x−ξ)2
t−τ
∫ t
τ
(t− σ)−
1
2 (σ − τ)−1+
α
2 dσ
≤
K‖v − v‖α,α
2
t− τ
e−C
(x−ξ)2
t−τ ,
where K = K(R, λ, α, T ). From (2.26), (2.27) and (2.28), we get
|(∂xΓ[v] − ∂xΓ[v])(x, t, ξ, τ)| ≤
K‖v − v‖α,α2
t− τ
e−C
(x−ξ)2
t−τ ,
for a K as above.
Regarding the second derivative with respect to x, we have
(∂xxΓ[v] − ∂xxΓ[v])(x, t, ξ, τ) = (∂xxZ[v] − ∂xxZ[v])(x, t, ξ, τ)
+
∫ t
τ
∫
∂xxZ[v](x, y, t, σ)φ[v](y, σ, ξ, τ) − ∂xxZ[v](x, y, t, σ)φ[v](y, σ, ξ, τ)dydσ
=(∂xxZ[v] − ∂xxZ[v]) +
∫ t
τ
∫
(∂xxZ[v] − ∂xxZ[v])φ[v]dydσ
+
∫ t
τ
∫
∂xxZ[v](φ[v] − φ[v])dydσ
≡ I1 + I2 + I3.
From Lemma 1,
|I1| = |(∂xxZ[v] − ∂xxZ[v])(x, t, ξ, τ)| ≤
K‖a− a‖∞
(t− τ)
3
2
e−C
(x−ξ)2
t−τ . (2.29)
To estimate I2, we write
I2 =
∫ t
τ
∫
(∂xxZ[v] − ∂xxZ[v])(x, y, t, σ)φ[v](y, σ, ξ, τ)dydσ
=
∫ t+τ
2
τ
∫
(∂xxZ[v] − ∂xxZ[v])φ[v]dydσ +
∫ t
t+τ
2
∫
(∂xxZ[v] − ∂xxZ[v])φ[v]dydσ
≡ I ′2 + I
′′
2 .
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Applying Lemma 1, (2.10) and (2.24) we get
|I ′2| ≤
∫ t+τ
2
τ
∫
K‖a− a‖∞
(t− σ)
3
2
e−C
(x−y)2
t−σ
K
(σ − τ)
3−α
2
e−C
(y−ξ)2
σ−τ dydσ
≤
K‖a− a‖∞
(t− τ)
1
2
e−C
(x−ξ)2
t−τ
∫ t+τ
2
τ
(t− σ)−1(σ − τ)−1+
α
2 dσ
≤
K‖a− a‖∞
(t− τ)
3−α
2
e−C
(x−ξ)2
t−τ
Now,
I ′′2 =
∫ t
t+τ
2
∫
(∂xxZ[v] − ∂xxZ[v])(x, y, t, σ)φ[v](y, σ, ξ, τ)dydσ
=
∫ t
t+τ
2
∫
(∂xxZ[v] − ∂xxZ[v])(x, y, t, σ)(φ[v](y, σ, ξ, τ) − φ[v](x, ξ, σ, τ) + φ[v](x, ξ, σ, τ))dydσ
=
∫ t
t+τ
2
∫
(∂xxZ[v] − ∂xxZ[v])(x, y, t, σ)(φ[v](y, σ, ξ, τ) − φ[v](x, ξ, σ, τ))dydσ
+
∫ t
t+τ
2
∫ (
(∂xxZ[v] − ∂xxZ[v])(x, y, t, σ) − (∂xxZ[v] − ∂xxZ[v])(x, x, t, σ)
)
φ[v](x, ξ, σ, τ)dydσ,
since
∫
(∂xxZ[v](x, x, t, σ) − ∂xxZ[v](x, x, t, σ))dy = 0 (see (2.8)). Then, applying Lemma 1, (2.9), (2.10)
and (2.11), we obtain
|I ′′2 | ≤
∫ t
t+τ
2
∫
K‖a− a‖∞
(t− σ)
3
2
e−C
(x−y)2
t−σ
K|x− y|γ
(σ − τ)
3−(α−γ)
2
(e−C
(y−ξ)2
σ−τ + e−C
(x−ξ)2
σ−τ )dydσ
+
∫ t
t+τ
2
∫
K‖a− a‖β∞(
e−C
(x−y)2
t−σ
(t− σ)
3
2
)
β
|x− y|
α(1−β)
(
e−C
(x−y)2
t−σ
(t− σ)
3
2
)
1−β
(
e−C
(x−ξ)2
σ−τ
(σ − τ)
3−α
2
)dydσ
≤
∫ t
t+τ
2
∫
K‖a− a‖∞
(t− σ)
3−γ
2
e−C
(x−y)2
t−σ
1
(σ − τ)
3−(α−γ)
2
(e−C
(y−ξ)2
σ−τ + e−C
(x−ξ)2
σ−τ )dydσ
+
∫ t
t+τ
2
∫
K‖a− a‖β∞
e−C
(x−y)2
t−σ
(t− σ)
3−α(1−β)
2
e−C
(x−ξ)2
σ−τ
(σ − τ)
3−α
2
dydσ
≤ K(‖a− a‖∞ + ‖a− a‖
β
∞)
e−C
(x−ξ)2
t−τ
(t− τ)
3−α
2
.
Thus,
|I2| ≤ |I
′
2|+ |I
′′
2 | ≤ K(‖a− a‖∞ + ‖a− a‖
β
∞)
e−C
(x−ξ)2
t−τ
(t− τ)
3−α
2
. (2.30)
To estimate I3, we write
I3 =
∫ t
τ
∫
∂xxZ[v](x, y, t, σ)(φ[v] − φ[v])(y, σ, ξ, τ)dydσ
=
∫ t
τ
∫
∂xxZ[v](x, y, t, σ)[(φ[v] − φ[v])(y, σ, ξ, τ) − (φ[v] − φ[v])(x, ξ, σ, τ)]dydσ
+
∫ t
τ
∫
(∂xxZ[v](x, y, t, σ)− ∂xxZ[v](x, x, t, σ))(φ[v] − φ[v])(x, ξ, σ, τ)dydσ
≡ I ′3 + I
′′
3 ,
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where we have used (2.8). Applying Lemma 3 and (2.7), we get
|I ′3|
≤
∫ t
τ
∫
K
(t− σ)
3
2
e−C
(x−y)2
t−σ
K‖v − v‖βα,α2
|x− y|γ(1−β)
(σ − τ)
3−(α−γ(1−β))
2
(e−C
(x−ξ)2
σ−τ + e−C
(y−ξ)2
σ−τ )dydσ
≤
∫ t
τ
∫
K
(t− σ)
3−γ(1−β)
2
e−C
(x−y)2
t−σ
K‖v − v‖βα,α2
(σ − τ)
3−(α−γ(1−β))
2
(e−C
(x−ξ)2
σ−τ + e−C
(y−ξ)2
σ−τ )dydσ
≤K‖v − v‖βα,α2
∫ t
τ
1
(t− σ)
3−γ(1−β)
2
1
(σ − τ)
3−(α−γ(1−β))
2
e−C
(x−ξ)2
σ−τ (
∫
e−C
(x−y)2
t−σ dy)dσ
+K‖v − v‖βα,α2
∫ t
τ
1
(t− σ)
3−γ(1−β)
2
1
(σ − τ)
3−(α−γ(1−β))
2
(
∫
e−C
(x−y)2
t−σ e−C
(y−ξ)2
σ−τ dy)dσ
≤K‖v − v‖βα,α2
∫ t
τ
1
(t− σ)
2−γ(1−β)
2
1
(σ − τ)
3−(α−γ(1−β))
2
e−C
(x−ξ)2
σ−τ dσ
+
K‖v − v‖βα,α2
(t− τ)
1
2
e−C
(x−ξ)2
t−τ
∫ t
τ
1
(t− σ)
2−γ(1−β)
2
1
(σ − τ)
2−(α−γ(1−β))
2
dσ
≤K‖v − v‖βα,α2
(
1
(t− τ)
3−α
2
+
1
|x− ξ|1−(α−γ(1−β))(t− τ)1−
α(1−β)
2
)e−C
(x−ξ)2
t−τ
+
K‖v − v‖βα,α2
(t− τ)
3−α
2
e−C
(x−ξ)2
t−τ
≤K‖v − v‖βα,α2
(
1
|x− ξ|1−(α−γ(1−β))(t− τ)1−
γ(1−β)
2
+
1
(t− τ)
3−α
2
)e−C
(x−ξ)2
t−τ .
In order to estimate I ′′3 , we use Lemma 3 and (2.9) as follows:
|I ′′3 | ≤
∫ t
τ
∫
K|x− y|α
(t− σ)
3
2
e−C
(x−y)2
t−σ
‖v − v‖α,α2
(σ − τ)
3−α
2
e−C
(x−ξ)2
σ−τ dydσ
≤ K‖v − v‖α,α
2
∫ t
τ
1
(t− σ)
3−α
2
1
(σ − τ)
3−α
2
e−C
(x−ξ)2
σ−τ (
∫
e−C
(x−y)2
t−σ dy)dσ
≤ K‖v − v‖α,α2
∫ t
τ
1
(t− σ)
2−α
2
1
(σ − τ)
3−α
2
e−C
(x−ξ)2
σ−τ dσ
≤ K‖v − v‖α,α
2
∫ t
τ
T
α−γ(1−β)β
2
(t− σ)
2−γ(1−β)
2
T
γ(1−β)
2
(σ − τ)
3−(α−γ(1−β))
2
e−C
(x−ξ)2
σ−τ dσ
≤ K‖v − v‖α,α2 (
1
|x − ξ|1−(α−γ(1−β))(t− τ)1−
γ(1−β)
2
+
1
(t− τ)
3−α
2
)e−C
(x−ξ)2
t−τ .
Then,
|I3| ≤ |I
′
3|+ |I
′′
3 | (2.31)
≤ K(‖v − v‖α,α2 + ‖v − v‖
β
α,α2
)(
1
|x − ξ|1−(α−γ(1−β))(t− τ)1−
γ(1−β)
2
+
1
(t− τ)
3−α
2
)e−C
(x−ξ)2
t−τ .
From the above estimates, (2.29), (2.30) and (2.31), we obtain
|(∂xxΓ[v] − ∂xxΓ[v])(x, t, ξ, τ)|
≤K(‖v − v‖α,α
2
+ ‖v − v‖βα,α2
)
× (
1
|x − ξ|1−(α−γ(1−β))(t− τ)1−
γ(1−β)
2
+
1
(t− τ)
3
2
)e−C
(x−ξ)2
t−τ .
Finally, the proof of (2.23) follows from (2.21), (2.22) and the equations
L[v]Γ[v] = L[v]Γ[v] = 0.
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Corollary 1. For v ∈ B(R, λ, α) we have the following uniform estimate:
|DsxΓ[v](x, t, ξ, τ)| ≤
K
(t− τ)
s+1
2
e−C
(x−ξ)2
t−τ , s = 0, 1 (2.32)
where K = K(R, λ, α, T ).
Proof. Take v = (1, 0, 0) in (2.21).
We also have the following lemma.
Lemma 5. Let vn, v ∈ B(R, λ, α), n = 1, 2, · · · . If vn(x, t) converges to v(x, t) pointwise in R× [0, T ], as
n goes to infinity, then Γ[vn](x, t, ξ, τ) converges to Γ[v](x, t, ξ, τ), for any (x, t), (ξ, τ) ∈ R × [0, T ], with
t > τ .
Proof. First we show the pointwise convergence of Z[vn] and φ[vn]. From (2.4) it is easy to see that
DrtD
s
xZ[vn] → D
r
tD
s
xZ[v] (2.33)
pointwise, where r and s are nonnegative integers. To proof that φ[vn] converges pointwise to φ[v], we
notice that
L[vn](Z[vn]) = (an(ξ, τ) − an(x, t))∂xxZ[vn] + bn(x, t)∂xZ[vn] + cn(x, t)Z[vn],
so, it follows from (2.33) that
L[vn](Z[vn])→ L[v](Z[v]), (2.34)
pointwise. Besides, we have
|L[vn](Z[vn](x, t, ξ, τ))| ≤
K
(t− τ)
3−α
2
e−C
(x−ξ)2
t−τ , (2.35)
where K and C are positive constants which do not depends on n. Now, recalling (2.6), one can show
by induction on m that (L[vn])m converges to (L[v])m, pointwise, as m goes to infinity. Indeed, following
the construction of the fundamental solution in [10, p. 362], we have
|(L[vn])m(Z[vn](x, t, ξ, τ))| ≤ K
m
( π
C
)m−1
2 g(α2 )
m
g(mα2 )
1
(t− τ)
3−mα
2
e−C
(x−ξ)2
t−τ , (2.36)
where g is the gamma function. So,
|(L[vn])(Z[vn](x, y, t, σ))(L[vn ])m(Z[vn](y, ξ, σ, τ))|
≤ Ke
−C
(x−y)2
t−σ
(t−σ)
3−α
2
Km( πC )
m−1
2
g(α2 )
m
g(mα2 )
e−C
(y−ξ)2
σ−τ
(σ−τ)
3−mα
2
and thus, by the induction hypothesis, we obtain (L[vn])(Z[vn])(L[vn])m(Z[vn])→ (L[v])(Z[v])(L[v])m(Z[v]),
pointwise. Then, by the Lebesgue’s Dominated Convergence Theorem,
(L[vn])m+1(Z[vn](x, t, ξ, τ))
=
∫ t
τ
∫
(L[vn])(Z[vn](x, y, t, σ))(L[vn ])m(Z[vn](y, ξ, σ, τ))dydσ
converges to (L[v])m+1(Z[v](x, t, ξ, τ)). The estimate (2.36) ensures the uniform convergence of∑∞
m=1(−1)
m(L[vn](Z[vn])m(x, t, ξ, τ) with respect to (x, ξ) and t − τ > δ, for each fixed δ > 0, and
so, φ[vn] → φ[v], pointwise. To end the proof of the Lemma, notice that
|Z[vn](x, y, t, σ)φ[vn](y, σ, ξ, τ)| ≤
K
(t−σ)
1
2
e−C
(x−y)2
t−σ 1
(σ−τ)
3−α
2
e−C
(y−ξ)2
σ−τ
and Z[vn]φ[vn] converges pointwise to Z[v]φ[v], so, again from the Lebesgue’s Dominated Convergence
Theorem it follows that
∫ t
τ
∫
Z[vn]φ[vn]dydσ →
∫ t
τ
∫
Z[v]φ[v]dydσ. Thus, we conclude that Γ[vn] → Γ[v],
pointwise.
Theorem 6. Let T > 0, β ∈ (0, 1), v = (a, b, 0), v = (a, b, 0) ∈ B(R, λ, 1), f, f ∈ C1,
1
2 (ΩT ) and u0, u0
be Lipschitz continuous and bounded functions in R. If u and u are the solutions of the problems
L[v]u = f, in R× (0, T ], u(x, 0) = u0, x ∈ R, (2.37)
L[v]u = f, in R× (0, T ], u(x, 0) = u0, x ∈ R, (2.38)
then
‖u− u‖1, 12 ≤ K[‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖u0 − u0‖1 (2.39)
+ T
1
2 (‖f‖1, 12 + 1)(‖f − f‖1,
1
2
+ ‖v − v‖1, 12 + ‖v − v‖
β
1, 12
)],
where K = K(R, λ, T, ‖u0‖1).
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Proof. From Theorem 5 we have
(u− u)(x, t) =
∫
R
Γ[v](x, t, ξ, 0)u0(ξ)− Γ[v](x, t, ξ, 0)u0(ξ)dξ
+
∫ t
0
∫
R
Γ[v](x, t, ξ, τ)f(ξ, τ) − Γ[v](x, t, ξ, τ)f (ξ, τ)dξdτ
≡ V (x, t) +W (x, t).
By Lema 4 and (2.12), we get
|V (x, t)| ≤
∫
R
|Γ[v](x, t, ξ, 0)u0(ξ)− Γ[v](x, t, ξ, 0)u0(ξ)|dξ (2.40)
≤
∫
R
|(Γ[v] − Γ[v])(x, t, ξ, 0)u0(ξ)| + |Γ[v](x, t, ξ, 0)(u0(ξ)− u0(ξ))|dξ
≤
∫
R
K‖v − v‖1, 12
t
1
2
e−C
(x−ξ)2
t ‖u0‖∞ +
K
t
1
2
e−C
(x−ξ)2
t ‖u0 − u0‖∞dξ
≤ K(‖v − v‖1, 12 + ‖u0 − u0‖∞),
where K = K(R, λ, T, ‖u0‖∞). In view of Remark 1, we can write
∂xV (x, t) =
∫
R
∂xΓ[v](x, t, ξ, 0)u0(ξ)− ∂xΓ[v](x, t, ξ, 0)u0(ξ)dξ
=
∫
R
(∂xΓ[v] − ∂xΓ[v])(x, t, ξ, 0)(u0(ξ)− u0(x))dξ
+
∫
∂xΓ[v](x, t, ξ, 0)[(u0(ξ)− u0(ξ))− (u0(x) − u0(x))]dξ,
so, by Lemma 4 and estimate (2.12) and using that
|x− ξ|
t
e−C
(x−ξ)2
t =
1
t1/2
(
|x− ξ|
t1/2
e−(C/2)
(x−ξ)2
t )e−(C/2)
(x−ξ)2
t ≤ const.
1
t1/2
e−(C/2)
(x−ξ)2
t ,
we get
|∂xV (x, t)| ≤
∫
R
(
K‖v − v‖1, 12 ‖u0‖1|x− ξ|
t
+
K‖u0 − u0‖1|x− ξ|
t
)e−C
(x−ξ)2
t dξ (2.41)
≤
∫
R
K‖u0‖1‖v − v‖1, 12
t
1
2
+
K‖u0 − u0‖1
t
1
2
)e−C
(x−ξ)2
t dξ
≤ K(‖v − v‖1, 12 + ‖u0 − u0‖1),
with K = K(R, λ, T, ‖u0‖1).
In order to get the Ho¨lder continuity with respect to t, using again Remark 1, we write
V (x, t)− V (x, t′)
=
∫
R
(Γ[v](x, t, ξ, 0)− Γ[v](x, t
′, ξ, 0))u0(ξ)− (Γ[v](x, t, ξ, 0)− Γ[v](x, t
′, ξ, 0))u0(ξ)dξ
=
∫
R
∫ t
t′
∂tΓ[v](x, s, ξ, 0)u0(ξ)− ∂tΓ[v](x, s, ξ, 0)u0(ξ)dsdξ
=
∫ t
t′
∫
R
(∂tΓ[v] − ∂tΓ[v])(x, s, ξ, 0)u0(ξ) + ∂tΓ[v](x, s, ξ, 0)(u0 − u0)(ξ)dξds
=
∫ t
t′
∫
R
(∂tΓ[v] − ∂tΓ[v])(x, s, ξ, 0)(u0(ξ)− u0(x))dξds
+
∫ t
t′
∫
R
∂tΓ[v](x, s, ξ, 0)[(u0 − u0)(ξ)− (u0 − u0)(x)]dξds.
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Thence, from Lemma 4 and estimate (2.12), we obtain
|V (x, t)− V (x, t′)| (2.42)
≤
∫ t
t′
∫
R
|∂tΓ[v] − ∂tΓ[v])(x, s, ξ, 0)||u0(ξ) − u0(x)|dξds
+
∫ t
t′
∫
R
|∂tΓ[v](x, s, ξ, 0)||(u0 − u0)(ξ)− (u0 − u0)(x)|dξds
≤
∫ t
t′
∫
R
K(‖v − v‖1, 12 + ‖v − v‖
β
1, 12
)‖u0‖1|x− ξ|(
1
|x− ξ|γ(1−β)s
2−γ(1−β)
2
+
1
s
3
2
)e−C
(x−ξ)2
s dξds
+
∫ t
t′
∫
R
K‖u0 − u0‖1|x− ξ|
s
3
2
e−C
(x−ξ)2
s dξds
≤
∫ t
t′
∫
R
K(‖v − v‖1, 12 + ‖v − v‖
β
1, 12
)‖u0‖1(
T
1
2
s
+
1
s
)e−C
(x−ξ)2
s dξds
+
∫ t
t′
∫
R
K‖u0 − u0‖1
s
e−C
(x−ξ)2
s dξds
≤K(‖v − v‖1, 12 + ‖v − v‖
β
1, 12
+ ‖u0 − u0‖1)
∫ t
t′
∫
R
1
s
e−C
(x−ξ)2
s dξds
≤K(‖v − v‖1, 12 + ‖v − v‖
β
1, 12
+ ‖u0 − u0‖1)
∫ t
t′
1
s
1
2
ds
≤K(‖v − v‖1, 12 + ‖v − v‖
β
1, 12
+ ‖u0 − u0‖1)(t− t
′)
1
2 ,
where K = K(R, λ, T, ‖u0‖1).
From estimates (2.40), (2.41) and (2.42), we have
‖V ‖1, 12 ≤ K(R, λ, T, ‖u0‖1)(‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖u0 − u0‖1), (2.43)
with a new K.
Similarly, we can estimate W :
W (x, t) =
∫ t
0
∫
R
Γ[v](x, t, ξ, τ)f(ξ, τ) − Γ[v](x, t, ξ, τ)f (ξ, τ)dξdτ
=
∫ t
0
∫
R
(Γ[v] − Γ[v])(x, t, ξ, τ)f(ξ, τ) + Γ[v](x, t, ξ, τ)(f − f)(ξ, τ)dξdτ.
Hence, using Lemma 4 and (2.12), we have
|W (x, t)| ≤
∫ t
0
∫
R
|(Γ[v] − Γ[v])(x, t, ξ, τ)f(ξ, τ)| + |Γ[v](x, t, ξ, τ)(f − f)(ξ, τ)|dξdτ (2.44)
≤
∫ t
0
∫
R
K(‖v − v‖1, 12 ‖f‖∞ + ‖f − f‖∞)
1
(t− τ)
1
2
e−C
(x−ξ)2
t−τ dξdτ
≤ K(R, λ, T )(‖f‖∞ + 1)T (‖v − v‖1, 12 + ‖f − f‖∞).
Besides,
|∂xW (x, t)| ≤
∫ t
0
∫
R
|(∂xΓ[v] − ∂xΓ[v])(x, t, ξ, τ)f(ξ, τ)| + |∂xΓ[v](x, t, ξ, τ)(f − f)(ξ, τ)|dξdτ (2.45)
≤
∫ t
0
∫
R
K(‖v − v‖1, 12 ‖f‖∞ + ‖f − f‖∞)
1
(t− τ)
e−C
(x−ξ)2
t−τ dξdτ
≤ K(R, λ, T )(‖f‖∞ + 1)T
1
2 (‖v − v‖1, 1
2
+ ‖f − f‖∞)
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To prove the Ho¨lder continuity with respect to t, we write
W (x, t)−W (x, t′)
=
∫ t
0
∫
R
[(Γ[v](x, t, ξ, τ)]f(ξ, τ) − Γ[v](x, t, ξ, τ)f (ξ, τ)dξdτ
−
∫ t′
0
∫
R
[(Γ[v](x, t
′, ξ, τ)]f(ξ, τ) − Γ[v](x, t, ξ
′, τ)f(ξ, τ)dξdτ
=
∫ t
t′
∫
R
(Γ[v](x, t, ξ, τ)]f(ξ, τ) − Γ[v](x, t, ξ, τ)f (ξ, τ))dξdτ
+
∫ t′
0
∫
R
[(Γ[v](x, t, ξ, τ) − Γ[v](x, t
′, ξ, τ))f(ξ, τ) − (Γ[v](x, t, ξ, τ)− Γ[v](x, t
′, ξ, τ))f (ξ, τ)]dξdτ
=
∫ t
t′
∫
R
((Γ[v] − Γ[v])(x, t, ξ, τ)]f(ξ, τ) + Γ[v](x, t, ξ, τ)(f − f)(ξ, τ))dξdτ
+
∫ t′
t′−ǫ
∫
R
[(Γ[v](x, t, ξ, τ) − Γ[v](x, t
′, ξ, τ))f(ξ, τ) − (Γ[v](x, t, ξ, τ) − Γ[v](x, t
′, ξ, τ))f (ξ, τ)]dξdτ
+
∫ t′−ǫ
0
∫
R
∫ t
t′
[∂tΓ[v](x, ξ, s, τ)f(ξ, τ) − ∂tΓ[v](x, ξ, s, τ)f (ξ, τ)]dsdξdτ,
≡W1 +W2 +W3
where 0 < ǫ < t′ is arbitrary. Using Lemma 4 and (2.28), we estimate
|W1| ≤
∫ t
t′
∫
R
(K‖v − v‖1, 12 ‖f‖∞ +K‖f − f‖∞)
e−C
(x−ξ)2
t−τ
(t− τ)
1
2
dξdτ (2.46)
≤ K(R, λ, T )(‖f‖∞ + 1)T
1
2 (‖v − v‖1, 12 + ‖f − f‖∞)(t− t
′)
1
2
Regarding W2, we apply (2.28) to get
|W2| ≤
∫ t′
t′−ǫ
∫
R
(
K
(t− τ)
1
2
e−C
(x−ξ)2
t−τ +
K
(t′ − τ)
1
2
e−C
(x−ξ)2
t′−τ
)
(‖f‖∞ + ‖f‖∞)dξdτ (2.47)
≤ K(‖f‖∞ + ‖f‖∞)ǫ.
The term W3 can be estimated using Remark 1 as follows:
W3 =
∫ t′−ǫ
0
∫
R
∫ t
t′
[∂tΓ[v](x, ξ, s, τ)f(ξ, τ) − ∂tΓ[v](x, ξ, s, τ)f (ξ, τ)]dsdξdτ
=
∫ t′−ǫ
0
∫ t
t′
∫
R
[(∂tΓ[v] − ∂tΓ[v])(x, ξ, s, τ)(f(ξ, τ) − f(x, τ))
+ ∂tΓ[v](x, ξ, s, τ)((f − f)(ξ, τ) − (f − f)(x, τ))]dξdsdτ
19
Now, applying Lemma 4 and (2.28), and writing K1 = K(‖v − v‖1, 12 + ‖v − v‖
β
1, 12
)‖f‖1, 12 , it follows that
|W3| ≤
∫ t′−ǫ
0
∫ t
t′
∫
R
K1(
1
|x− ξ|γ(1−β)(s− τ)
2−γ(1−β)
2
+
1
(s− τ)
3
2
)e−C
(x−ξ)2
s−τ |x− ξ| (2.48)
+
K
(s− τ)
3
2
e−C
(x−ξ)2
s−τ ‖f − f‖1, 12 |x− ξ|dξdsdτ
≤ K(1 + ‖f‖1,12 )[‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖f − f‖1, 12 ]
∫ t′−ǫ
0
∫ t
t′
∫
R
(
|x− ξ|1−γ(1−β)
(s− τ)
2−γ(1−β)
2
+
|x− ξ|
(s− τ)
3
2
)e−C
(x−ξ)2
s−τ dξdsdτ
≤ K(1 + ‖f‖1,12 )[‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖f − f‖1, 12 ]
∫ t′−ǫ
0
∫ t
t′
∫
R
(
1
(s− τ)
1
2
+
1
s− τ
)e−C
(x−ξ)2
s−τ dξdsdτ
≤ K(1 + ‖f‖1,12 )[‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖f − f‖1, 12 ](T
1
2 + 1)
∫ t′−ǫ
0
∫ t
t′
∫
R
1
s− τ
e−C
(x−ξ)2
s−τ dξdsdτ
≤ K(1 + ‖f‖1,12 )[‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖f − f‖1, 12 ]
∫ t′−ǫ
0
∫ t
t′
1
(s− τ)
1
2
dsdτ
≤ K(1 + ‖f‖1,12 )[‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖f − f‖1, 12 ]T (t− t
′)
1
2 ,
where for the last inequality we used that (2.47) is true for all ǫ ∈ (0, t′). From (2.46), (2.47) and (2.48),
we conclude that
|W (x, t)−W (x, t′)|
≤ K(‖f‖1,12 + 1)(‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖f − f‖1, 12 )T
1
2 (t− t′)
1
2 ,
(2.49)
where K = K(R, λ, T ). It follows from (2.44), (2.45) and (2.49) that
‖W‖1, 12 ≤ K(R, λ, T )T
1
2 (‖f‖1, 12 + 1)(‖v − v‖1,
1
2
+ ‖v − v‖β
1, 12
+ ‖f − f‖1, 12 ). (2.50)
Finally, from (2.43) and (2.50), we have
‖u− u‖1, 12 ≤ ‖V ‖1,
1
2
+ ‖W‖1, 12
≤ K(‖v − v‖1, 12 + ‖v − v‖
β
1, 12
+ ‖u0 − u0‖1
+ T
1
2 (‖f‖1, 12 + 1)(‖f − f‖1,
1
2
+ ‖v − v‖1, 12 + ‖v − v‖
β
1, 12
)),
(2.51)
where K = K(R, λ, T, ‖u0‖1).
In particular we have the following estimate for a solution of (2.37)
Corollary 2. In the same conditions of Theorem 6, if u is a solution of (2.37) then
‖u‖1, 12 ≤ K(R, λ, T, ‖u0‖1)(‖u0‖1 + T
1
2 (‖f‖1, 12 + 1)‖f‖1,
1
2
), (2.52)
where K = K(R, λ, T, ‖u0‖1).
Proof. The proof follows from Theorem 6 by taking v = v, f = 2f and u0 = 2u0.
3 Local solution
In this section we prove Theorem 1. For simplicity we shall write f and fi instead of f˜ and f˜i, respectively.
Consider the operator A given in (1.21). In the lemma below we construct an invariant set for A.
Lemma 6. Let Ri =
λi+ci
ai
(
1 + 2biai ‖yi,0‖1
)
, K(Ri,
λi
ai+bi‖yi,0‖∞
, T, ‖ui,0‖1) be the constant given in
the Corollary 2, Ki = sup0≤T≤1K(Ri,
λi
ai+bi‖yi,0‖∞
, T, ‖ui,0‖1), Mi > Ki‖ui,0‖1 and Σ = {(u1, u2) ∈(
C1,
1
2 (R× [0, T ])
)2
; ‖ui‖1, 12 ≤Mi}. Then A(Σ) ⊂ Σ, if T > 0 is sufficiently small.
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Proof. Given (u1, u2) ∈ Σ we get yi ≡ yi(ui) explicitly solving (yi)t = −Aiyif(ui), i.e.
yi(x, t) = yi,0(x)e
−Ai
∫
t
0
f(ui(x,s))ds (3.1)
and, so, 0 ≤ yi ≤ ‖yi,0‖∞, and else,
‖yi‖1, 12 ≤ ‖yi,0‖1
∥∥∥e−Ai ∫ t0 f(ui(x,s))ds∥∥∥
1, 12
(3.2)
= ‖yi,0‖1( sup
(x,t)∈ΩT
(e−Ai
∫
t
0
f(ui(x,s))ds)
+ sup
(x,t),(x,t)∈ΩT
(
|e−Ai
∫
t
0
f(ui(x,s))ds − e−Ai
∫
t
0
f(ui(x,s))ds|
|x− x|+ |t− t|
1
2
))
≤ ‖yi,0‖1(1 + sup
(x,t),(x,t)∈ΩT
(
|e−Ai
∫
t
0
f(ui(x,s))ds − e−Ai
∫
t
0
f(ui(x,s))ds|
|x− x|
)
+ sup
(x,t),(x,t)∈ΩT
(
|e−Ai
∫
t
0
f(ui(x,s))ds − e−Ai
∫
t
0
f(ui(x,s))ds|
|t− t|
1
2
))
≤ ‖yi,0‖1(1 + sup
(x,t),(x,t)∈ΩT
(Ai
∫ t
0
|f(ui(x, s)− f(ui(x, s)|
|x− x|
ds)
+ sup
(x,t),(x,t)∈ΩT
(
Ai|
∫ t
t
f(ui(x, s))ds|
|t− t|
1
2
))
≤ ‖yi,0‖1(1 + sup
(x,t),(x,t)∈ΩT
(Ai
∫ t
0
‖f ′‖∞‖ui‖1, 12 ds)
+ sup
(x,t),(x,t)∈ΩT
(Ai‖f‖∞|t− t|
1
2 )) (3.3)
≤ ‖yi,0‖1(1 + TAi‖ui‖1, 12 ‖f
′‖∞ + T
1
2Ai)
≤ ‖yi,0‖1(1 + TAiMi‖f
′‖∞ + T
1
2Ai) ≤ 2‖yi,0‖1,
where, for the last inequality, we took T > 0 sufficiently small such that
T
1
2 + TAiMi‖f
′‖∞ ≤ 1. Furthermore, vi ≡ vi(ui) =
(
λi
ai+biyi(ui)
, ciai+biyi(ui) , 0
)
∈ B(Ri,
λi
ai+bi‖yi,0‖∞
, 1);
see the definition of the set B(R, λ, α) at the beginning of section 2.2. Indeed,
‖
λi
ai + biyi(ui)
‖1, 12
= sup
(x,t)∈ΩT
|
λi
ai + biyi(ui)
|+ sup
(x,t),(x,t)∈ΩT
| λiai+biyi(ui(x,t)) −
λi
ai+biyi(ui(x,t))
|
|x− x|+ |t− t|
1
2
≤
λi
ai
+
biλi
a2i
( sup
(x,t),(x,t)∈ΩT
|yi(ui(x, t))− yi(ui(x, t))|
|x− x|+ |t− t|
1
2
)
≤
λi
ai
+
biλi
a2i
‖yi‖1, 12 ≤
λi
ai
+
2biλi‖yi,0‖1
a2i
,
where we used (3.2). Analogously, we can verify that ‖ ciai+biyi(ui)‖1, 12 ≤
ci
ai
+
2bici‖yi,0‖1
a2i
and, so,
‖
λi
ai + biyi(ui)
‖1, 12 + ‖
ci
ai + biyi(ui)
‖1, 12 ≤
λi + ci
ai
(1 +
2bi‖yi,0‖1
ai
) = Ri
Adding to the fact that 0 < λiai+bi‖yi,0‖∞ ≤
λi
ai+biyi(ui)
, we conclude that
vi(ui) ∈ B
(
Ri,
λi
ai+bi‖yi,0‖∞
, 1
)
.
From the above, the hypotesis of Theorem 5 are satisfied. Therefore, the problem{
L[vi(ui)](wi) = fi(yi, u1, u2), in R× (0, T ],
wi(x, 0) = ui,0(x), x ∈ R,
(3.4)
has a unique solution with an exponetial growth in the space C2,1(R× (0, T ]) ∩ C(R× [0, T ]).
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From Corollary 2, we have
‖wi‖1, 12
≤K(Ri,
λi
ai + bi‖yi,0‖∞
, T, ‖ui,0‖1)[‖ui,0‖1
+ T
1
2 (‖fi(yi, u1, u2)‖1, 12 + 1)‖Fi(yi, u1, u2)‖1,
1
2
]
≤Ki
[
‖ui,0‖1 + T
1
2 (‖fi(yi, u1, u2)‖1, 12 + 1)‖Fi(yi, u1, u2)‖1,
1
2
]
≤Ki[‖ui,0‖1 + T
1
2K(M1,M2, ‖yi,0‖1)] ≤Mi,
provided that T is sufficiently small.
3.1 Proof of Theorem 1
Let T , A and Σ be as in Lemma 6, and for any fixed (u01, u
0
2) ∈ Σ, let (u
n
1 , u
n
2 ), n = 1, 2, · · · , be the
sequence defined by (un1 , u
n
2 ) = A(u
n−1
1 , u
n−1
2 ). From Lemma 6 we have that this sequence is bounded in
C1,
1
2 (ΩT ) (ΩT = R×(0, T )). Then, by Arzela`-Ascoli’s theorem (see [5, p. 635]), there exists a (u1, u2) ∈ Σ
and a subsequence of (un1 , u
n
2 ), which we shall still denote by (u
n
1 , u
n
2 ), such that it converges to (u1, u2),
uniformly in compacts sets in R× [0, T ]. By Theorem 5 we can write
un+1i (x, t) =
∫
Γ[vi(uni )](x, t, ξ, 0)ui,0(ξ)dξ
+
∫ t
0
∫
Γ[vi(uni )](x, t, ξ, τ)fi(yi(u
n
i ), u
n
1 , u
n
2 )(ξ, τ)dξdτ,
(3.5)
with
vi(u
n
i ) =
(
λi
ai + yi(uni )
,
ci
ai + yi(uni )
, 0
)
(3.6)
and
yi(u
n
i )(x, t) = yi,0(x)e
−Ai
∫
t
0
f(uni (x,s))ds. (3.7)
As uni converges to ui, we have that yi(u
n
i ), vi(u
n
i ) and fi(yi(u
n
i ), u
n
1 , u
n
2 ) converge to yi(ui), vi(ui) and
fi(yi(ui), u1, u2), respectively. Such convergences are uniform on compacts sets in R × [0, T ], because
uni so converges, f
′ is bounded on R, and ∇fi is bounded on [0,M1] × [0,M2] × [0, ‖yi,0‖∞]. Moreover,
as ‖uni ‖1, 12 ≤Mi, for all n ∈ N, we have that ‖ui‖1,
1
2
≤Mi and so, vi(u
n
i ), vi(ui) ∈ B
(
Ri,
λi
ai+bi‖yi,0‖∞
, 1
)
.
From Lemma 5 we have that Γ[vi(uni )] converges to Γ[vi(ui)] pointwise.
As |Γ[vi(uni )](x, t, ξ, 0)ui,0(ξ)| ≤ Kt
− 12 e−C
(x−ξ)2
t and
|Γ[vi(uni )](x, t, ξ, τ)fi(yi(u
n
i ), u
n
1 , u
n
2 )(ξ, τ)| ≤ K(t− τ)
− 12 e−C
(x−ξ)2
t−τ ,
where K and C are constants that do depend on n (see Corollary 1), it follows, by the Lebesgue’s
dominated convergence theorem, that
ui(x, t) =
∫
Γi(x, t, ξ, 0)ui,0(ξ)dξ +
∫ t
0
∫
Γi(x, t, ξ, τ)fi(yi, u1, u2)(ξ, τ)dξdτ. (3.8)
where Γi is the fundamental solution to the equation (wi)t − αi(yi)(wi)xx + βi(yi)(wi)x = 0, whith
yi ≡ yi(x, t) = yi,0(x)e
−Ai
∫
t
0
f(ui(x,τ))dτ . Then, by Theorem 5, u = (u1, u2) is a solution of the system
(1.2)–(1.7), with ui ∈ C
2,1(R× (0, T ]) ∩C1,
1
2 (R× [0, T ]).
To obtain that u is in the sector 〈0, ϕ〉T , by what we discussed in the Introduction (see p. 5) we need
to show the continuous dependence of the solution of the Cauchy problem (1.25) with respect to reaction
functions f˜i (here, denoted simply by fi) i.e. (more precisely) that the solution u
δ = (uδ1, u
δ
2), δ > 0, of{
(wi)t − αi(yi)(wi)xx + βi(yi)(wi)x = f
δ
i (yi, w1, w2), x ∈ R, t > 0
wi(x, 0) = ui,0(x), x ∈ R,
(3.9)
where f δi (yi, w1, w2) := fi(yi, w1, w2)± δ, yi ≡ yi(x, t) = yi,0(x)e
−Ai
∫
t
0
f(ui(x,τ))dτ , converges pointwise to
u when δ → 0+, and, that all hypotheses of Corollary 4 are fulfilled.
Let us first observe that uˆ = (0, 0) and u˜ = (ϕ, ϕ), where (see p. 3) ϕ(t) = (M + β)eαt − β (being
M = maxi=1,2 ‖ui,0‖∞, α = maxi=1,2{
Aibi‖yi,0‖∞
ai
} and β = maxi=1,2{
di
Aibi
}) are a pair of lower and upper
solutions to the system
Li(wi) ≡ (wi)t − αi(yi)(wi)xx + βi(yi)(wi)x = fi(yi, w1, w2) ≡ fi(x, t, w1, w2)
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occurring in (1.25) (i.e. the system in (3.9) without delta). (See Lemma 2 in [3].) Indeed, it is obvious that
uˆ = (0, 0) is a lower solution (in fact, a
solution) to this system, since fi(0, 0) = 0. Regarding u˜ = (ϕ, ϕ), notice that fi =
biAiwi + di
ai + biyi
yif˜(wi) ≤
biAiwi + di
ai
‖yi,0‖∞ when w1 = w2 and wi ≥ 0 (recall that f˜ is the function that coincides with the
“Arrhenius function” e−
E
s for s > 0 and vanishes for s ≤ 0) and Li(ϕ) = ϕ
′(t) = α(M + β)eαt, so,
Li(ϕ)(x, t) − fi(x, t, ϕ, ϕ) ≥ α(M + β)e
αt −
Aibiϕ(t) + di
ai
‖yi,0‖∞
= (M + β)(α−
Aibi‖yi,0‖∞
ai
)eαt +
Aibi
ai
(β −
di
Aibi
)‖yi,0‖∞
≥ 0.
Next, as we noticed in the Introduction, we observe that fi is increasing with respect to wj (i, j = 1, 2;
j 6= i) for (ai+ biyi)∂fi/∂wj = q > 0. On the other hand, (ai+ biyi)|∂fi/∂wi| = |biAiyif˜(wi)+(biAiwi+
di)yif˜
′(wi)− q| ≤ biAiyi+ ki(biAi + di)yi+ q ≤ biAi‖yi,0‖∞+ ki(biAi + di)‖yi,0‖∞+ q, where ki is some
positive constant, so |∂fi/∂wi| is bounded by a constant, i.e. fi is uniformly lipschitz continuous in the
variable wi, and thus the “semi-lipschitz” condition (1.15) is satisfied with ci being a constant, for an
arbitrary ε0 (in the notation of Theorem (4)). Concerning the condition (1.16), we have fi
∣∣wj=s+uj
wj=uj
= sq,
so, it is satisfied with any ε0 < δ/q and δ
′ = ε0q.
Now, we notice that both the lower solution uˆ = (0, 0) and the upper solution u˜ = (ϕ, ϕ) satisfy
trivially the condition (1.13), since their components are non negative functions. As for u, using the
integral representation (3.8), we also see easily that it satisfies (1.13), since the first part∫
Γi(x, t, ξ, 0)ui,0(ξ)dξ is non negative (Γi, ui,0 ≥ 0) and the modulus of the second part∫ t
0
∫
Γi(x, t, ξ, τ)fi(yi, u1, u2)(ξ, τ)dξdτ can be estimated by a constant times t, because u is bounded
and
∫
Γidξ = 1 (see Remark 1). It remains to show the continuous dependence, i.e. that u
δ converges
pointwise to u, but up to here, we can conclude, by Theorem 4, that uδ ∈ 〈0, ϕ〉T . In particular, u
δ is
bounded, uniformly with respect to δ.
To show the continuous dependence, using the integral representation (2.15), with Γi being the
fundamental solution to the equation (wi)t − αi(yi)(wi)xx + βi(yi)(wi)x = 0, and again that∫ t
0
∫
R
Γi(x, t, ξ, τ)ξdξdτ = 1 (see Remark 1), we have
(ui − u
δ
i )(x, t) =
∫ t
0
∫
R
Γi(x, t, ξ, τ)[f(yi, u1, u2)− f(yi, u
δ
1, u
δ
2)](ξ, τ)dξdτ ± δt
thus, using the lipschitz continuity of fi in bounded sets (recall that u is bounded and u
δ is in the sector
〈0, ϕ〉T ; the latter being a consequence of Theorem 4) we obtain supx |(u − u
δ)(x, t)| ≤ K
∫ t
0 supx |(u −
uδ)(x, τ)|dτ+δT , so, by Gronwall’s lemma, supx |(u−u
δ)(x, t)| ≤ δT eKT , for some constantK. This shows
that
limδ→0+ u
δ = u pointwise (in fact, uniformly) in ΩT = R× (0, T ).
Now it remains to show the Lp assertion (the last assertion) in Theorem 1. This is essentially a
consequence of the “generalized Young’s inequality” [6, p. 9] and the fact that the fundamental solution
Γ[vi(uni )] is a “regular kernel”, uniformly with respect to n. More precisely, we shall show in the next
paragraph that there exist positive numbers T ≤ T and S such that, if ‖uni (., t)‖Lp ≤ S for all t ∈ [0, T ]
then ‖un+1i (., t)‖Lp ≤ S for all t ∈ [0, T ] as well. Then the assertion follows by Banach-Alaoglu’s theorem.
From (3.5), the “generalized Young’s inequality” [6, p. 9] and the Minkowski’s ineguality for integrals
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[7, p. 194]), we have
‖un+1i (., t)‖Lp
≤‖
∫
Γ[vi(uni )](·, t, ξ, 0)ui,0(ξ)dξ‖Lp
+ ‖
∫ t
0
∫
Γ[vi(uni )](., t, ξ, τ)fi(u
n
1 , u
n
2 , yi(u
n
i ))(ξ, τ)dξdτ‖Lp
≤ (sup
ξ
∫
|Γ[vi(uni )](x, t, ξ, 0)|dx) ‖ui,0‖Lp
+
∫ t
0
(sup
ξ
∫
|Γ[vi(uni )](x, t, ξ, τ)|dx) ‖fi(u
n
1 , u
n
2 , yi(u
n
i ))(·, τ)‖Lpdτ
≤ (sup
ξ
∫
K
t
1
2
e−C
(x−ξ)2
t dx) ‖ui,0‖Lp
+
∫ t
0
(sup
ξ
∫
K
(t− τ)
1
2
e−C
(x−ξ)2
t−τ dx) ‖fi(u
n
1 , u
n
2 , yi(u
n
i ))(·, τ)‖Lpdτ
=K‖ui,0‖Lp +K
∫ t
0
‖fi(u
n
1 , u
n
2 , yi(u
n
i ))(·, τ)‖Lpdτ
(K ≡ K
∫
e−Cx
2
dx)
≤K‖ui,0‖Lp +K( sup
in a compact set
|∇fi|)
∫ t
0
(‖un1 (·, τ)‖Lp + ‖u
n
2 (·, τ)‖Lp)dτ
≤
S
2
+K( sup
in a compact set
|∇fi|)2ST
if S ≥ 2K‖ui,0‖Lp and ‖u
n
i (·, t)‖Lp ≤ S for all t ∈ [0, T ]
≤S , if T ≤ 1/4K( sup
in a compact set
|∇fi|).
This ends the proof of Theorem 1.
4 Proofs of theorems 3 and 4 and other results
In this section we are concerned with general parabolic operators Li given by (1.12). We prove theorems
3 and 4 and state and prove two corollaries which are version of these theorems in the case one has
continuous dependence of the solution of the system with respect to the reaction functions, and also
make three remarks giving alternative conditions for the hypotheses of theorems 3 and 4.
We begin by giving the main idea to prove Theorem 3, cf. [2, Theorem 4.1] ([18, Theorem 14.7]).
Under the hypotheses of Theorem 3, except for the condition (1.13) for now, suppose for an arbitrary
small positive number ε (0 < ε < ε0) there is a point (x0, t0) ∈ R
d× (0, T ) on which u = (u1, u2) belongs
to the boundary of the slightly enlarged quadrant Qε := {u1 ≥ −ε and u2 ≥ −ε} and such that u(x, t)
belongs to its interior for all (x, t) ∈ Rd × (0, t0). If u(x0, t0) belongs to the vertical part Vε := {u1 =
−ε and u2 ≥ −ε} of the boundary ∂Qε, taking the equation (1.14) at the the point (x, t) = (x0, t0) we
obtain u1 = −ε and L1(u) ≤ 0, so f1(x0, t0,−ε, u2(x0, t0)) + δ = (L1(u1) + c1u1)(x0, t0) ≤ −c1ε, which
contradicts the hypothesis f1(x, t, u1, u2) ≥ 0, when −ε0 < u1 < 0 and u2 > −ε0, since we can take
ε ∈ (0, ε0) sufficiently small such that −c1ε < δ. Analogously, we obtain a contradiction if u(x0, t0)
belongs to the horizontal part Hε := {u1 ≥ −ε and u2 = −ε}. Thus, the crux point of this argument is
to show the existence of the point (x0, t0) having the above properties. The idea is that if we assume that
u(x, t) does not belong to Qε for all (x, t) ∈ ΩT = R
2 × (0, T ) then, since at t = 0, u ∈ int.(Qε), there
would exist this “first point” (x0, t0) ∈ R
d × (0, T ) (with t0 > 0) on which u belongs to the boundary
of Qε, from thence we obtain the contradiction with the assumption fi ≥ 0 when −ε0 < ui < 0 and
uj > −ε0 (being j 6= i, i, j = 1, 2). However, a priori it might occur that u(xn, tn) 6∈ Qε for a sequence
of points (xn, tn) ∈ ΩT with tn ց 0 and |xn| → ∞, even though u(x, 0) ∈ int.(Qε) for all x ∈ R
d, and in
this case, this point (x0, t0) would not exist. This situation is avoided with the condition (1.13).
Proof of Theorem 3. Let us assume there is a point (x, t) ∈ ΩT such that u(x, t) 6∈ Qε and we
shall obtain a contradiction. If this is the case then, by the continuity of u, there exists another point
on which u belongs to Vε or Hε (defined above). Consider the case that u ∈ Vε (the case u ∈ Hε is
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similar). Then we define t0 = inf{t ∈ (0, T );u(x, t) ∈ Vε for some x ∈ R
d}. We claim that t0 > 0. Let
(xn, tn) ∈ ΩT = R× (0, T ) be a sequence with tn ց t0 and u1(xn, tn) = −ε. Now, from (1.13) there are
positive numbers R and τ such u1(x, t) > −ε/2 for (x, t) ∈ ΩT with |x| < R and 0 < t < τ . Then if t0 = 0,
we would have |xn| ≤ R for all n sufficiently large, so, by passing to some subsequence we can assume
that (xn) converges to some x0 ∈ R. By continuity again, we arrive at u1(x0, 0) = −ε. This contradicts
the hypothesis u1(x, 0) ≥ 0 for all x ∈ R
d. Thus, we conclude that t0 > 0. Moreover, u1(x0, t0) = −ε,
and, as we show above this contradicts the hypothesis f1 ≥ 0 when −ε0 < u1 < 0 and u2 > −ε0.
Proof of Theorem 4. Theorem 4 is obtained by comparison, via Theorem 3. Indeed, in the case
that u is an upper solution to (1.18), defining wi = ui − uˆi, we have (Li − ci)wi = Li(ui) − Li(uˆi) −
ciwi ≥ fi(x, t, u1, u2)− fi(x, t, uˆ1, uˆ2)− ciwi + δ = fi(x, t, w1 + uˆ1, w2 + uˆ2)− fi(x, t, uˆ1, uˆ2)− ciwi + δ ≡
gi(x, t, w1, w2)+ δ− δ
′, where gi(x, t, w1, w2) = fi(x, t, w1+ uˆ1, w2+ uˆ2)− fi(x, t, uˆ1, uˆ2)− ciwi+ δ
′. Now,
omitting the dependence on some arguments for simplicity, and considering the case i = 1 (the case i = 2
is similar), subtracting and adding the term f1(uˆ1, w2 + uˆ2), we have
g1 = [f1(w1 + uˆ1, w2 + uˆ2)− f1(uˆ1, w2 + uˆ2)]− c1w1
+ [f1(uˆ1, w2 + uˆ2)− f1(uˆ1, uˆ2)] + δ
′
≥ 0
for all w1 ∈ (−ε0, 0) and w2 ≥ −ε0, by (1.15), the monotonicity of f1 with respect to u2, and (1.16). Thus
we have shown that w1 satisfies all the hypotheses of Theorem 3 with w1, −c1 and δ − δ
′ in place of u1,
c1 and δ, respectively, then, we conclude that w1(x, t) ≥ 0, and, similarly, we can show that w2(x, t) ≥ 0,
for all (x, t) ∈ ΩT . This ends the proof of the first statement of Theorem 4.
Regarding the second statement, that is, the case that u is a lower solution, we observe that it reduces
to the first statement by substituting fi by fi − δ and taking u˜ in place of the u in the first statement
and the u in the second statement in place of uˆ.
Corollary 3. (Corollary of Theorem 3.) Under the hypotheses and notations of Theorem 3 but with
δ = 0, suppose we have a continuous dependence of the solutions of the system
Li(ui) + ciui = fi(x, t, u1, u2) (4.1)
(x, t) ∈ ΩT = R
d × (0, T ), 0 < T ≤ ∞, with respect to the reaction functions fi. Then the quadrant
Q = {(u1, u2) ; u1 ≥ 0, u2 ≥ 0} is a positively invariant region to the system (4.1). More precisely, let
u = (u1, u2) ∈ C
1,2(ΩT ) ∩ C(R
d × [0, T )) be a solution to the system (4.1) such that u(x, 0) ∈ Q for all
x ∈ Rd. If u is the pointwise limit, when δ → 0+, of uδ, where uδ ∈ C1,2(ΩT )∩C(R
d × [0, T )) satisfying
(1.13) is a solution of the Cauchy problem (assuming it has such a solution){
Li(u
δ
i ) + ciu
δ
i = fi(x, t, u
δ
1, u
δ
2) + δ, (x, t) ∈ ΩT
uδ(x, 0) = u(x, 0), x ∈ Rd
(4.2)
then u(x, t) ∈ Q for all (x, t) ∈ Rd × [0, T ).
Proof. By Theorem 3 we have uδ(x, t) ∈ Q for all (x, t) ∈ Rd × [0, T ), for any δ > 0. Since u(x, t) =
limδ→0+ u
δ(x, t) for each (x, t) ∈ Rd× [0, T ) and Q is a closed set in Rd, it follows that u(x, t) ∈ Q for all
(x, t) ∈ Rd × [0, T ) as well.
Remark 2. As we can see by the proofs of Theorem 3 and Corollary 3, we can replace in these results
the condition on the reaction functions fi ≥ 0 when −ε0 < ui < 0 and uj > −ε0 (i, j = 1, 2, j 6= i) by
fi > 0 when ui = 0 and uj ≥ 0, if we assume that u(x, 0) ∈ int.(Q) for all x ∈ R
d, or, if we assume a
continuous dependence also on the initial data, i.e. u(x, 0) ∈ Q (for all x ∈ Rd) and u is the pointwise
limit, when δ → 0+, of the solution uδ = (uδ1, u
δ
2) in the space C
1,2(ΩT ) ∩ C(R
d × [0, T )) and satisfying
(1.13) of the Cauchy problem (assuming it has such a solution){
Li(u
δ
i ) + ciu
δ
i = fi(x, t, u
δ
1, u
δ
2) + δ, (x, t) ∈ ΩT
uδi (x, 0) = ui(x, 0) + δ, x ∈ R
d.
(4.3)
Remark 3. In Theorem 3 and Corollary 3, and in Remark 2 as well, we notice that to obtain u(x, t) ∈ Q
for all (x, t) ∈ ΩT , it suffices to show that u(x, t) ∈ Qε,S for all (x, t) ∈ ΩT , for arbitrarily small ε > 0
and large S > 0, where Qε,S = {(u1, u2) ; −ε ≤ ui ≤ S}. Then we obtain the same results if we dispense
the condition fi ≥ 0 or fi > 0, when −ε0 < ui < 0 and uj > −ε0, (i, j = 1, 2, j 6= i), and assume that
fi > 0 when ui = 0 and fi is continuous at the point ui = 0, uniformly with respect to (x, t) ∈ ΩT and
−ε1 ≤ uj ≤ S, for any S > 0 and some ε1 > 0. Indeed, in this case, given S > 0, there exists some ε0 > 0
such that fi > 0 when −ε0 < ui < 0 and −ε0 < uj ≤ S.
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Corollary 4. (Corollary of Theorem 4.) Let the hypotheses of Theorem 4 on the reactions functions
fi be in force and suppose we have a continuous dependence of the solutions of the system (1.17) with
respect to the reaction functions fi; more precisely, suppose u = (u1, u2) ∈ C
1,2(ΩT ) ∩ C(R
d × [0, T ))
(0 < T ≤ ∞, ΩT = R
d × (0, T )) is a solution of (1.17) which is the pointwise limit, in ΩT , of (u
+δ)
and also of (u−δ), when δ → 0+, where u+δ = (u+δ1 , u
+δ
2 ) (respect. u
−δ = (u−δ1 , u
−δ
2 )), in the space
C1,2(ΩT ) ∩ C(R
d × [0, T )) and satisfying (1.13), is a solution of the Cauchy problem (assuming such a
solution exists) {
Li(u
±δ
i ) = fi(x, t, u
±δ
1 , u
±δ
2 )± δ, (x, t) ∈ ΩT
u±δ(x, 0) = u(x, 0), x ∈ Rd,
(4.4)
δ > 0. Then if uˆ = (uˆ1, uˆ2) (respect. u˜ = (u˜1, u˜2)), in the space C
1,2(ΩT )∩C(R
d × [0, T )) and satisfying
(1.13), is a lower (respect. upper) solution to the system (1.17) (i.e. Li(uˆi)(x, t) ≤ fi(x, t, uˆ1(x, t), uˆ2(x, t))
for all (x, t) ∈ ΩT ; respect. Li(u˜i)(x, t) ≥ fi(x, t, u˜1(x, t), u˜2(x, t)) for all (x, t) ∈ ΩT ) such that
uˆi(x, 0) ≤ ui(x, 0) (respect. ui(x, 0) ≤ u˜i(x, 0)) for all x ∈ R
d, then uˆi(x, t) ≤ ui(x, t) (respect.
ui(x, t) ≤ u˜i(x, t)) for all (x, t) ∈ R
d × [0, T ).
Proof. Let us consider only the case regarding the lower solution uˆ, since the case regarding the upper
solution u˜ can be proven analogously. The proof consists in applying Theorem 4 with fi+δˆ (fi−δˆ if it were
the case regarding u˜) in place of fi, where δˆ is some number betweem δ
′ and δ, e.g. (δ′+δ)/2. Notice that
uˆ and uδ are, respectively, a lower and an upper solution to the system Li(ui) = fi(x, t, u1, u2)+(δ+δ
′)/2.
Besides, uδ − uˆ satisfies (1.13), since both uδ and uˆ do satisfy, and uδi (x, 0) = ui(x, 0) ≥ uˆi(x, 0) for all
x ∈ Rd. Then, by Theorem 4, we have that uδi (x, t) ≥ uˆi(x, t) for all (x, t) ∈ R
d × [0, T ). Since this is
true for any δ → 0+ and u(x, t) = limδ→0+ u
δ
i (x, t) for all (x, t) ∈ ΩT , we obtain the result.
Remark 4. In the statement 1 (respect. statement 2) of Theorem 4 we can replace the conditions (1.15)
and (1.16) by
f1(x, t, s+ u1(x, t), u2(x, t)) − f1(x, t, u1(x, t), u2(x, t)) ≥ c1(x, t)s,
f2(x, t, u1(x, t), s+ u2(x, t))− f2(x, t, u1(x, t), u2(x, t)) ≥ c2(x, t)s
(4.5)
and
f1(x, t, u1(x, t), s+ u2(x, t))− f1(x, t, u1(x, t), u2(x, t)) ≥ −δ
′,
f2(x, t, s+ u1(x, t), u2(x, t)) − f1(x, t, u1(x, t), u2(x, t)) ≥ −δ
′ (4.6)
for all (x, t) ∈ ΩT = R
d × (0, T ), s ∈ (−ε0, 0), and all u = (u1, u2) ∈ C
1,2(ΩT ) ∩ C(R
d × [0, T ))
satisfying (1.13) and such that ui ≥ uˆi (respect. ui ≤ u˜i). Cf. [16, §8.2]. Indeed, following the
proof of Theorem 3, p. 23, if there was a point (x, t) ∈ ΩT such that w(x, t) := (u − uˆ)(x, t) 6∈ Qε
(respect. w(x, t) := (u˜− u)(x, t) 6∈ Qε) for some arbitrarily small ε, then we would get the contradiction
(Li−ci)wi ≤ 0 and (see the proof of Theorem 4) (Li−ci)wi ≥ fi(x, t, u1, u2)−fi(x, t, uˆ1, uˆ2)−ciwi+δ > 0
at some point in (x0, t0) ∈ ΩT . Notice that ui ≤ u˜i (respect. ui ≤ u˜i) for all (x, t) ∈ Ωt0 .
5 Global solution
In this section we prove Theorem 2. Let us denote in this section by u = (u1, u2) a maximal solution
of (1.2)–(1.6), defined in a maximal interval [0, T ∗), (see the Introduction, p. 5), in the space XT∗ =
C2,1(R× (0, T ∗))∩C
1, 12
loc (R× [0, T
∗))∩L∞
loc
((0,∞);Lp(R)), which was also presented in the Introduction,
intercepted with the sector 〈0, ϕ〉T∗ . Then we shall show that T
∗ = ∞. Throughout this section we
assume all the hypotheses in Theorem 2, specially ui,0 ∈ L
p(R), for some p ∈ (1,∞). We suppose that
T ∗ <∞ and we shall obtain a contradiction.
Let us recall that the convolution product of functions in conjugate Lebesgue spaces on Rn decay
to zero at infinity, more precisely, if f ∈ Lp(Rn) and g ∈ Lq(Rn), with 1 < p < ∞ and 1/p + 1/q =
1, then f ∗ g ∈ C0(R
n), where C0(R
n) denote the space of continuous functions h on Rn such that
lim|x|→∞ |h(x)| = 0. Besides, supx∈Rn |(f ∗ g)(x)| ≤ ‖f‖Lp‖g‖Lq . See [7, p. 241].
9 Using this fact we can
prove the following lemma.
Lemma 7. For any t ∈ (0, T ∗) and s = 0, 1, we have (∂sxu)(., t) ∈ C0(R). Furthermore, there exist the
partial derivatives (∂3xu)(x, t) and (∂t∂x)u(x, t), for any (x, t) ∈ R× (0, T
∗).
9We would like to thank Prof. Lucas C. F. Ferreira for bringing our attention to this fact and suggesting us to take the
initial data ui,0 in L
p.
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Proof. To prove the first part, for fixed t ∈ (0, T ∗) we use (3.8) to write
∂xui(x, t) =
∫
∂xΓ(x, t, ξ, 0)ui,0(ξ)dξ +
∫ t
0
∫
∂xΓ(x, t, ξ, τ)Fi(ξ, τ)dξdτ
≡ V (x, t) +W (x, t)
where Fi(ξ, τ) = fi(yi, u1, u2)(ξ, τ). Noting that |V (x, t)| ≤
∫
K
t e
−C (x−ξ)
2
t |ui,0(ξ)|dξ and using that
ui,0 ∈ L
p and e−C
(.)2
t ∈ Lq, for 1 < p < ∞ and q being the conjugate exponent of p, it follows that
V (., t) belongs to C0(R). Now, for fixed τ , τ < t, the same argument proves also that G(·, t, τ) :=∫
∂xΓ(·, t, ξ, τ)Fi(ξ, τ)dξ ∈ C0(R). Since |G(x, t, τ)| ≤
K
(t−τ)
1
2
and this latter function is integrable on
[0, t], it follows from the Lebesgue’s dominated convergence theorem that W (., t) ∈ C0(R) as well.
To prove the second part, for fixed T ∈ (0, T ∗) we observe that ui ∈ C
1, 12 (R × [0, T ]) and wi = ui
satisfies the parabolic equation L[v(ui)](wi) = Fi(yi, u1, u2) in R × (0, T ]. Given that the coefficients of
this equation and Fi are Ho¨lder continuous functions, it follows from Theorem [8, p. 72] that ∂xui is
locally Ho¨lder continuous, which implies that the coefficients of this equation has derivative with respect
to x locally Ho¨lder continuous and (Fi)x is also locally Ho¨lder continuous. Then, again from Theorem
[8, p. 72] we obtain the existence of the derivatives ∂3xui and ∂t∂xui.
Next we show that ∂xui is bounded, in R × (0, T
∗). It is enough to show this bound in R × (T, T ∗)
for a T ∈ (0, T ∗), since ui ∈ C
1, 12 (R× [0, T ]), for any T ∈ (0, T ∗). We start with the following lemma.
Lemma 8. Let ǫ ∈ (0, T ∗). There is a constant K with the following property: Let a < b in R and
T ∈ (ǫ, T ∗). If the maximum value qi of |∂xui| in [a, b]× [ǫ, T ] is attained in a point in (a, b)× (ǫ, T ], or,
qi is attained in a point in (a, b) × (ǫ, T ] and ∂xuj is bounded in R × (0, T
∗), for i, j = 1, 2 and i 6= j,
then qi ≤ K.
Proof. Following [12] (or [13, 14]; see [12, p. 107]), we define a new function vi by the equation
ui = hi(vi) := K
∗(−2 + 3e
∫ vi
0
e−s
mi
ds), (5.1)
where mi is a sufficiently large constant and K
∗ := ϕ(T ∗). (K∗ is a constant that bounds ui. Recall
that the maximal solution is in the sector 〈0, ϕ〉T∗ and we are assuming that T
∗ <∞, in order to obtain
a contradiction.) We notice that, for any positive numbers mi, we have vi ≥ 2/(3e) and, vi ≤ v :=
(ϕ(T )K∗ +2)/3 for t ≤ T ≤ T
∗. Indeed, −2+3e
∫ 2
3e
0
e−s
mi
ds ≤ −2+3e
∫ 2
3e
0
ds = 0, so it must be vi ≥ 2/(3e)
in order that ui ≥ 0. On the other hand, if t ≤ T ≤ T
∗ then ui ≤ ϕ(T ), since u = (u1, u2) belongs to the
sector 〈0, ϕ〉T∗ , thus, from the equation (5.1) we have e
∫ vi
0
e−s
mi
ds ≤ v. But e
∫ v
0
e−s
mi
ds ≥ e
∫ v
0
ds = v,
then vi ≤ v.
Now making the substitution ui = hi(vi) in the equation (1.1) (with the constitutive functions (1.3)),
we have that vi satisfies the following equation:
(vi)t −
(
λi
ai+biyi
)
(vi)xx +
(
ci
ai+biyi
)
(vi)x − (
λi
ai+biyi
)
h′′i
h′i
(vi)
2
x =
fi(yi,h1(v1),h2(v2))
h′i(vi)
.
Differentiating with respect to x, we have
(vi)tx +
λibi(yi)x
(ai+biyi)2
(vi)xx −
λi
ai+biyi
(vi)xxx −
cibi(yi)x
(ai+biyi)2
(vi)x +
ci
ai+biyi
(vi)xx
+
λibi(yi)x
(ai+biyi)2
h′′i
h′i
(vi)
2
x −
λi
ai+biyi
(
h′′i
h′i
)′
(vi)
3
x −
2λi
ai+biyi
h′′i
h′i
(vi)x(vi)xx
= ( fi(yi,h1(v1),h2(v2))h′i(vi)
)x.
(5.2)
Let a, b, ǫ, T as in the statement of the lemma. If the maximum value of |(ui)x| in [a, b] × [ǫ, T ] is
attained in (a, b) × (ǫ, T ], then, the same holds for 13eK∗ |(ui)x| and, as a consequence, this is also true
for |(vi)x|, if mi is chosen sufficiently large. Indeed, |(ui)x(x, t)| = 3eK
∗e−vi(x,t)
mi
|(vi)x(x, t)|, so, for any
(x, t) ∈ [a, b]× [ǫ, T ], we have
|
1
3eK∗
|(ui)x(x, t)| − |(vi)x(x, t)|| ≤ |
1
3eK∗
|(ui)x(x, t)| −
evi(x,t)
mi
3eK∗
|(ui)x(x, t)||
≤ |1− evi(x,t)
mi
|
1
3eK∗
|(ui)x(x, t)|
≤ |1− ev
mi
|
1
3eK∗
qi,
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where, as in the statement of the lemma, qi is the maximum of |(ui)x| in [a, b] × [ǫ, T ]. Then, |(vi)x|
converges to 13eK∗ |(ui)x(x, t)|, uniformly in (x, t), when mi tends to infinity. The uniform convergence
together with the fact that the maximum of |(ui)x| occurs only in (a, b)×(ǫ, T ] ensures that the maximum
of |(vi)x| also occurs only in (a, b)× (ǫ, T ], if we take mi sufficiently large.
Let pi be the maximum value of |(vi)x| in [a, b]× [ǫ, T ]. By the hypothesis, in the first alternative in
the statement of the lemma, there is a point (xi, ti) in (a, b)× (ǫ, T ] such that (vi)x(xi, ti) = ±pi. Since
we want to estimate |∂xvi|, we can assume pi > 0, without loss of generality.
Initially we consider the case where (vi)x(xi, ti) = pi. Then, (vi)xt(xi, ti) ≥ 0, (vi)xx(xi, ti) = 0 and
(vi)xxx(xi, ti) ≤ 0, so, computing (5.2) in (xi, ti), we obtain
−
cibi(yi)x
(ai + biyi)2
pi +
λibi(yi)x
(ai + biyi)2
h′′i
h′i
p2i −
λi
ai + biyi
(
h′′i
h′i
)′
p3i ≤ (
fi(yi, h1(v1), h2(v2))
h′i(vi)
)x. (5.3)
From the definition of hi, equation (5.1), we have
h′i = 3eK
∗e−v
mi
, h′′i = −3eK
∗miv
mi−1e−v
mi
,
h′′i
h′i
= −miv
mi−1,
(
h′′i
h′i
)′
= −mi(mi − 1)v
mi−2,
(5.4)
and from (3.1),
(yi)x = y
′
i0(x)e
−Ai
∫
t
0
f(hi(vi))ds
+yi0(x)e
−Ai
∫
t
0
f(hi(vi))ds(−Ai
∫ t
0
f ′(hi(vi))h
′
i(vi)(vi)x(x, s)ds),
(5.5)
So, at the point (xi, ti), we obtain the estimate
|(yi)x| ≤ K(1 + 3T
∗eK∗pi) ≤ K1(1 + pi), (5.6)
where K1 is a constant independent of the interval [a, b] and of T . On the other hand,
fi(yi, h1(v1), h2(v2))x
= −[(biAihi(vi) + di)yif(hi(vi)) + (−1)
iq(h1(v1)− h2(v2))](ai + biyi)
−2bi(yi)x
+ {biAih
′
i(vi)(vi)xyif(hi(vi))
+ (biAihi(vi) + di)[(yi)xf(vi) + yif
′(hi(vi))h
′
i(vi)(vi)x]
+(−1)iq(h′1(v1)(v1)x − h
′
2(v2)(v2)x)
}
(ai + biyi)
−1,
therefore, at (x, t) = (xi, ti), |fi(yi, h1(v1), h2(v2))x| ≤ K(1 + pi + pj), i 6= j, with K being a constant
independent of a, b and T . As (fi/h
′
i(vi))x = [(fi)xh
′
i(vi)− fih
′′
i (vi)(vi)x](h
′
i(vi))
−2, it follows that
|(
fi
h′i(vi)
)x| ≤
|(fi)x||h
′
i(vi)| − |fi||h
′′
i (vi)||(vi)x|
(h′i(vi))
2
≤ K(1 + pi + pj), (5.7)
i 6= j. Substituting (5.4), (5.6) and (5.7) in (5.3), we arrive at
−
cibiK1(1 + pi)
(ai + biyi)2
pi −
λibiK1(1 + pi)miv
mi−1
i
(ai + biyi)2
p2i +
λimi(mi − 1)v
mi−2
i
ai + biyi
p3i
≤K(1 + pi + pj)
i.e.
−
cibiK1(1 + pi)
(ai + biyi)2
pi −
λibiK1miv
mi−1
i
(ai + biyi)2
p2i + ((mi − 1)−
biviK1
(ai + biyi)
)
λimiv
mi−2
i
(ai + biyi)
p3i
≤K(1 + pi + pj).
As 0 ≤ yi ≤ ‖yi,0‖∞ and 2/(3e) ≤ vi ≤ 1, we obtain
−
cibiK1(1 + pi)
a2i
pi −
λibiK1mi
a2i
p2i + ((mi − 1)−
biK1
ai
)
λimiv
mi−2
i
(ai + biyi)
p3i
≤K(1 + pi + pj).
Recall that K1 in the inequality (5.6) does not depend on mi. Thus, we can take mi large enough such
that p1 and p2 satisfy {
c1p
3
1 − d1p
2
1 − e1p1 − 1 ≤ p2
c2p
3
2 − d2p
2
2 − e2p2 − 1 ≤ p1
(5.8)
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where ci, di, ei are positive constants and independent of a, b and T . In the first quadrant, i.e. p1 ≥ 0
and p2 ≥ 0, the region defined by (5.8) is bounded. Therefore, there is a constant K(T
∗), such that
0 < pi ≤ K(T
∗).
Similarly, we can show that the same occurs when ∂xv1(x1, t1) = p1 and
∂xv2(x2, t2) = −p2 or ∂xv1(x1, t1) = −p1 and ∂xv2(x2, t2) = −p2. Indeed, suppose now that ∂xv1(x1, t1) =
p1 and ∂xv2(x2, t2) = −p2. In this case we have (v1)xt(x1, t1) ≥ 0, (v1)xx(x1, t1) = 0 and (v1)xxx(x1, t1) ≤
0. While at the point (x2, t2), we have (v2)xt(x2, t2) ≤ 0, (v2)xx(x2, t2) = 0 and (v2)xxx(x2, t2) ≥ 0. If we
compute (5.2) at (xi, ti), we obtain{
−
c1b1(y1)x
(a1+b1y1)2
p1 +
λ1b1(y1)x
(a1+b1y1)2
h′′1
h′1
p21 −
λ1
a1+b1y1
(
h′′1
h′1
)′p31 ≤ (
f1(y1,h1(v1),h2(v2))
h′1(v1)
)x
c2b2(y2)x
(a2+b2y2)2
p2 +
λ2b2(y2)x
(a2+b2y2)2
h′′2
h′2
p22 +
λ2
a2+b2y2
(
h′′2
h′2
)′p32 ≥ (
f2(y2,h1(v1),h2(v2))
h′2(v2)
)x.
(5.9)

 −
c1b1K1(1+p1)
(a1+b1y1)2
p1 −
λ1b1K1(1+p1)m1v
m1−1
1
(a1+b1y1)2
p21 +
λ1m1(m1−1)v
m1−2
1
a1+b1y1
p31 ≤ K(1 + p1 + p2)
c2b2K1(1+p2)
(a2+b2y2)2
p2 +
λ2b2K1(1+p2)m2v
m2−1
2
(a2+b2y2)2
p22 −
λ2m2(m2−1)v
m2−2
2
a2+b2y2
p32 ≥ −K(1 + p1 + p2)
(5.10)
Again, for mi large enough, we have that p1 and p2 satisfy a system of the type (5.8), and therefore
(p1, p2) is in a bounded region of the plane.
Finally, suppose that (v1)x(x1, t1) = −p1 and (v2)x(x2, t2) = −p2. In this case, at the point (xi, ti)
we have that (vi)xt(xi, ti) ≤ 0, (vi)xx(xi, ti) = 0 and (vi)xxx(xi, ti) ≥ 0. If we compute (5.2) at the point
(xi, ti), we obtain
cibi(yi)x
(ai + biyi)2
pi +
λibi(yi)x
(ai + biyi)2
h′′i
h′i
p2i +
λi
ai + biyi
(
h′′i
h′i
)′
p3i ≥ (
fi(yi, h1(v1), h2(v2))
h′i(vi)
)x (5.11)
cibiK1(1+pi)
(ai+biyi)2
p2 +
λibiK1(1+pi)miv
mi−1
i p
2
i
(ai+biyi)2
−
λimi(mi−1)v
mi−2
i p
3
i
ai+biyi
≥ −K(1 + p1 + p1),
and, again, for mi large enough, analogously as in the previous cases, we infer that (p1, p2) is bounded,
independently of a, b and T .
To prove the lemma under the second hypothesis alternative, it is enough to notice that if ∂xv2 is
bounded in R × (0, T ∗), the first inequality in (5.8) is sufficient to assure that ∂xv1 is bounded, and
similarly, for the case that ∂xv1 is bounded.
In the next lemma, using that u ∈ L∞loc ((0,∞);L
p(R)), we show that u(x, t) decay to zero when
|x| → ∞, uniformly with respect to t in any compact interval in (0, T ∗).
Lemma 9. Let [t, t] ⊂ (0, T ∗) (0 < t < t < T ∗). Then lim|x|→∞ |u(x, t)| = 0, uniformly with respect to
t ∈ [t, t].
Proof. Let t ∈ [t, t]. For 0 < ǫ < t, from (3.8) we have that
∂xui(x, t) =
=
∫
∂xΓ[vi(ui)](x, t, ξ, 0)ui,0(ξ)dξ +
∫ t
0
∫
∂xΓ[vi(ui)](x, t, ξ, τ)fi(yi(ui), u1, u2)(ξ, τ)dξdτ
=
∫
∂xΓ[vi(ui)](x, t, ξ, 0)ui,0(ξ)dξ +
∫ t−ǫ
0
∫
∂xΓ[vi(ui)](x, t, ξ, τ)fi(yi(ui), u1, u2)(ξ, τ)dξdτ
+
∫ t
t−ǫ
∫
∂xΓ[vi(ui)](x, t, ξ, τ)fi(yi(ui), u1, u2)(ξ, τ)dξdτ
therefore, using the estimate (2.12), we have
|∂xui(x, t)|
≤
∫
K
t
e−C
(x−ξ)2
t |ui,0(ξ)|dξ +
∫ t−ǫ
0
∫
K
t− τ
e−C
(x−ξ)2
t−τ |fi(yi(ui), u1, u2)(ξ, τ)|dξdτ
+
∫ t
t−ǫ
∫
K
t− τ
e−C
(x−ξ)2
t−τ |fi(yi(ui), u1, u2)(ξ, τ)|dξdτ
≤
∫
K
t
e
−C (x−ξ)
2
t |ui,0(ξ)|dξ +
∫ t−ǫ
0
∫
K
ǫ
e
−C (x−ξ)
2
t |fi(yi(ui), u1, u2)(ξ, τ)|dξdτ
+
∫ t
t−ǫ
∫
K
t− τ
e−C
(x−ξ)2
t−τ |fi(yi(ui), u1, u2)(ξ, τ)|dξdτ.
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Since u = (u1, u2) ∈ 〈0, ϕ〉T∗ , (yi, u1, u2) belongs to a bounded region in R
3. If ‖fi‖∞ is the sup of |fi| in
this region, we have that
|∂xui(x, t)|
≤
∫
K
t
e
−C (x−ξ)
2
t |ui,0(ξ)|dξ +
∫ t
0
∫
K
ǫ
e
−C (x−ξ)
2
t |fi(yi(ui), u1, u2)(ξ, τ)|dξdτ
+K‖fi‖∞
∫ t
t−ǫ
1
(t− τ)
1
2
dτ
≤
∫
K
t
e
−C (x−ξ)
2
t |ui,0(ξ)|dξ +
∫ t
0
∫
K
ǫ
e
−C (x−ξ)
2
t |fi(yi(ui), u1, u2)(ξ, τ)|dξdτ +Kǫ
1
2
From [7, p. 241], the last two integrals of the above inequalities belong to C0 and do not depend on
t ∈ [t, t]. Thus, taking an interval [a, b] for which these integrals are less than ǫ
1
2 in [a, b]c, we have
|∂xui(x, t)| ≤ Kǫ
1
2 for all (x, t) ∈ [a, b]c × [t, t]. The constant K is essentially the same that appears in
the estimate (2.12).
Corollary 5. ∂xui is bounded in R× (0, T
∗).
Proof. Let T1 ∈ (0, T
∗) fixed. We take a constant K > 0 strictly greater than the constant obtained
in Lemma 8 and supR×[0,T1]|∂xui|. Initially, we assume that both (u1)x and (u2)x are unbounded in
R × (0, T ∗). Let T ∈ (0, T ∗) such that |(u1)x| > K at some point of R × (0, T ]. Now consider t =
inf{t; |∂xu1(x, t)| > K for some x ∈ R} and let (xn, tn)n∈N be a sequence such that |∂xu1(xn, tn)| > K,
for all n ∈ N, and tn ց t. It is clear that t > T1. Let ǫ ∈ (0, T
∗−T1). From Lemma 9 there is an interval
[a, b] such that |∂xu1(x, t)| ≤ K for all (x, t) ∈ [a, b]
c × [t, t+ ǫ], so, xn ∈ [a, b] for all n sufficiently large.
Therefore, there are x ∈ [a, b] and a subsequence of (xn) such that xn → x. Then, by the continuity of
|∂xu1| in R× (0, T ], |∂xu1(x, t)| = K is the maximum of |∂xu1| in R× (0, t]. Similarly, assuming that ∂xu2
is unbounded, we obtain a point (x, t) such that |∂xu2(x, t)| = K is the maximum of |∂xu2| in R× (0, t].
It is clear that t > T1 and, without loss of generality, we can assume t ≤ t (otherwise, we exchange u1
by u2). If t = t then taking an interval (A,B) containing the points x and x, we obtain a contradiction
to Lemma 8, because both maximum points of |∂xu1| and |∂xu2| occur in (A,B) × (
t
2 , t] and both are
bounded by the constant given by Lemma 8. If t < t Lemma 9 assures the existence of an interval (A,B)
for which |∂xu1| < K in [A,B]
c × [t, t]. Thus, the maximum points of |∂xu1| and |∂xu2| in [A,B]× [
t
2 , t]
both occur in (A,B) × ( t2 , t] and they are not bounded by the constant given by Lemma 8.
Let us now assume that ∂xu1 is unbounded and ∂xu2 is bounded, in R× (0, T
∗). Repeating the initial
argument for ∂xu1, we get that the maximum point (x, t) of |∂xu1| in R× (0, t] occurs in (A,B)× (
t
2 , t]
and the maximum |∂xu1(x, t)| = K is greater than the constant given by Lemma 8. Adding to this the
fact that ∂xu2 is bounded in R× (0, T
∗), we again arrive at a contradiction with Lemma 8.
Lemma 10. The function yi = yi,0(x)e
−Ai
∫
t
0
f(ui)ds and the coefficients αi(yi), βi(yi) belong to C
1, 12 (R×
[0, T ∗)).
Proof. It is clear that |yi(x, t)| ≤ ‖yi,0‖∞, for all R× (0, T
∗). Besides,
∂xyi(x, t) = (y
′
i,0(x) −Aiyi,0(x)
∫ t
0
f ′(ui(x, s))∂xui(x, s)ds)e
−Ai
∫
t
0
f(ui(x,s))ds
so, since y′i,0 is bounded, by hypothesis, and we have Corollary 5, it follows that (yi)x is bounded in
R× (0, T ∗). Moreover,
|yi(x, t)− yi(x, t
′)| ≤ yi,0(x)|e
−Ai
∫
t
0
f(u(x,s))ds − e−Ai
∫
t′
0
f(ui(x,s))ds|
≤ K|
∫ t
0
f(ui(x, s))ds −
∫ t′
0
f(ui(x, s))ds| ≤ K|
∫ t
t′
f(ui(x, s))ds|
≤ K(t− t′) ≤ K(t− t′)
1
2
for all (x, t), (x, t′) ∈ R × (0, T ∗), with |t − t′| ≤ 1, for some constant K. Finally, as the composition of
a Ho¨lder continuous function with a function having a bounded derivative is also a Ho¨lder continuous
function, the result follows by using (1.3).
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5.1 Proof of Theorem 2
Due to Lemma (10), we can consider the parabolic equation ∂t −αi(yi)∂xx + βi(yi)∂x = 0 in the domain
R× [0, T ∗]. Let us denote its fundamental solution by Γ. By Theorem 5 we can write
ui(x, t) =
∫
R
Γ(x, t, ξ, 0)ui,0(ξ)dξ +
∫ t
0
∫
R
Γ(x, t, ξ, τ)fi(yi, u1, u2)(ξ, τ)dξdτ (5.12)
for all (x, t) ∈ R×[0, T ∗). Now, since ui,0 is bounded, by hypothesis, ui is bounded (recall that u = (u1, u2)
is in the sector 〈0, ϕ〉T∗), and we have the estimate Γ ≤ K(t− τ)
−1/2e−C
(x−ξ)2
t−τ (see (2.12)), for x, ξ ∈ R
and t, τ ∈ [0, T ∗], τ < t, it follows that the functions Γ(x, t, ξ, 0)ui,0(ξ),Γ(x, t, ξ, τ)fi(yi, u1, u2)(ξ, τ) are
integrable with respect to ξ in R when t = T ∗, and
∫
R
Γ(x, T ∗, ξ, τ)fi(yi, u1, u2)(ξ, τ)dξ is integrable with
respect to τ in [0, T ∗]. Thus the right hand side of (5.12) is well defined for t = T ∗ and we set ui(x, T
∗)
as being this value.
Next, with this definition, we show that ui(x, t) converges to ui(x, T
∗) when t ր T ∗ uniformly with
respect to x ∈ R. In fact, we have ‖ui(·, T
∗)−ui(·, t)‖L∞(R) ≤ K(T
∗−t)1/2, for some constantK. Indeed,
ui(x, T
∗)− ui(x, t)
=
∫
R
(Γ(x, ξ, T ∗, 0)− Γ(x, t, ξ, 0))ui,0(ξ)dξ
+
∫ T∗
t
∫
R
Γ(x, ξ, T ∗, τ)fi(yi, u1, u2)(ξ, τ)dξdτ
+
∫ t
0
∫
R
(Γ(x, ξ, T ∗, τ)− Γ(x, t, ξ, τ))fi(yi, u1, u2)(ξ, τ)dξdτ
≡I1 + I2 + I3.
If T
∗
2 ≤ t ≤ T
∗, we have
|I1| = |
∫
(Γ[vi(ui)](x, ξ, T
∗, 0)− Γ[vi(ui)](x, t, ξ, 0))ui,0(ξ)dξ|
= |
∫
∂tΓ[vi(ui)](x, ξ, s, 0)(T
∗ − t)ui,0(ξ)dξ|
≤
∫
K
s
3
2
e−C
(x−ξ)2
s |T ∗ − t|‖ui,0‖∞dξ =
K
s
|T ∗ − t| ≤
2K
T ∗
|T ∗ − t|
|I2| = |
∫ T∗
t
∫
Γ[vi(ui)](x, ξ, T
∗, τ)fi(yi(ui), u1, u2)(ξ, τ)dξdτ |
≤
∫ T∗
t
∫
K
(T ∗ − τ)
1
2
e−C
(x−ξ)2
T∗−t ‖fi‖∞dξdτ
≤
∫ T∗
t
K‖fi‖∞dτ = K‖fi‖∞(T
∗ − t)
|I3| = |
∫ t
0
∫ (
Γ[vi(ui)](x, ξ, T
∗, τ)− Γ[vi(ui)](x, t, ξ, τ)
)
fi(yi(ui), u1, u2)(ξ, τ)dξdτ |
= |
∫ t
0
∫ ∫ T∗
t
∂tΓ[vi(ui)](x, ξ, s, τ)fi(yi(ui), u1, u2)(ξ, τ)dsdξdτ |
= |
∫ t
0
∫ T∗
t
∫
∂tΓ[vi(ui)](x, ξ, s, τ)fi(yi(ui), u1, u2)(ξ, τ)dξdsdτ |
= |
∫ t
0
∫ T∗
t
∫
∂tΓ[vi(ui)](x, ξ, s, τ)(fi(yi(ui), u1, u2)(ξ, τ) − fi(yi(ui), u1, u2)(x, τ))dξdsdτ |
≤
∫ t
0
∫ T∗
t
∫
K
(s− τ)
3
2
e−C
(x−ξ)2
s−τ ‖∇fi‖∞(‖(u1)x‖∞ + ‖(u2)x‖∞ + ‖(yi)x‖∞)|x − ξ|dξdsdτ
=
∫ t
0
∫ T∗
t
∫
K
s− τ
e−C
∗ (x−ξ)
2
s−τ dξdsdτ ≤ K
∫ t
0
∫ T∗
t
1
(s− τ)
1
2
dsdτ
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= K
∫ t
0
[(T ∗ − τ)
1
2 − (t− τ)
1
2 ]dτ ≤ K
∫ t
0
(T ∗ − t)
1
2 dτ
≤ KT ∗(T ∗ − t)
1
2 .
From the above convergence, we conclude that ui(·, T
∗) is bounded and nonnegative (since u =
(u1, u2) ∈ 〈0, ϕ〉T∗) and it is Lipschitz continuous as well, by Corollary 5. To end the proof of Theorem
2, it remains to prove that ui(·, T
∗) ∈ Lp. Using again the “generalized Young’s inequality” [6, p. 9] and
the Minkowski’s ineguality for integrals [7, p. 194]) (see the proof of the Lp assertion (the last assertion)
in Theorem 1), we obtain
‖ui(., t)‖Lp
≤‖
∫
Γ[vi(ui)](., t, ξ, 0)ui,0(ξ)dξ‖Lp
+ ‖
∫ t
0
∫
Γ[vi(ui)](x, t, ξ, τ)fi(yi(ui), u1, u2)(ξ, τ)dξdτ‖Lp
≤C1 +
∫ t
0
‖
∫
Γ[vi(ui)](x, t, ξ, τ)fi(yi(ui), u1, u2)(ξ, τ)dξ‖Lpdτ
≤C1 +
∫ t
0
‖
∫
Γ[vi(ui)](x, t, ξ, τ)(fi(yi(ui), u1, u2)− fi(yi(ui), 0, 0))(ξ, τ)dξ‖Lpdτ
≤C1 +
∫ t
0
‖
∫
Γ[vi(ui)](x, t, ξ, τ)∇uFi(u1(ξ, τ), u2(ξ, τ))dξ‖Lpdτ
≤C1 + C2
∫ t
0
(‖u1(., τ)‖Lp + ‖u2(., τ)‖Lp)dτ .
Thus, ‖u1(., t)‖Lp + ‖u2(., t)‖Lp ≤ C1 + C2
∫ t
0
(‖u1(., τ)‖Lp + ‖u2(., τ)‖Lp)dτ . Then, defining φ(t) =
‖u1(., t)‖Lp + ‖u2(., t)‖Lp , we have φ(t) ≤ C1 + C2
∫ t
0
φ(τ)dτ . By the Gronwall’s inequality for integrals
(see [5, p. 625]), it follows that φ(t) ≤ C1(1 + C2te
C2t), for all t ∈ [0, T ∗). Therefore, ‖ui(., t)‖Lp ≤
C1(1 + C2T
∗eC2T
∗
), for all t ∈ [0, T ∗), and from the Fatou’s lemma, we have ui(x, T
∗) ∈ Lp.
References
[1] D. G. Aronson, Bounds for the fundamental solution of a parabolic equation, Bull. Amer. Math. Soc.,
73, (6), (1967), 890-896.
[2] K. N. Chueh, C. C. Conley and J. A. Smoller, Positively invariant regions for systems of nonlinear
diffusion equations. Indiana Univ. Math. J. 26 (1977), no. 2, 373–392.
[3] J. C. da Mota, M. M. Santos, An application of the monotone iterative method to a combustion
problem in porous media, Nonlinear Analysis: Real World Application, 12 (2010), 1192–1201.
[4] J. C. Da Mota and S. Schecter, Combustion fronts in a porous medium with two layers, Journal of
Dynamics and Differential Equations, 18, (3), (2006), 615-665.
[5] L. C. Evans, Partial Differential Equations, Graduate Studies in Mathematics, 19. American
Mathematical Society, Providence, RI, 1998.
[6] G. B. Folland, Introduction to partial differential equations. Second edition. Princeton University
Press, Princeton, NJ, 1995.
[7] G. B. Folland, Real analysis: modern techniques and their applications, 2nd. ed. John Wiley and
Sons, (1999).
[8] A. Friedman Partial differential equations of parabolic type, Dover Publications, New York, (2008).
[9] A. M. Il’IN, A. S. Kalashnikov and O. A. Oleinik, Linear equations of the second order of parabolic
type, Russian Mathematical Survey, 17, (1), (1962), 1-143.
[10] O. A. Ladyzenskaja, V. A. Solonnikov and N. N. Ural’ceva Linear and quasi-linear equations of
parabolic type, tranlated from russian by S. Smith, American Mathematical Society, (1968).
[11] E. E. Levi Sulle equazioni totalmente ellitche ale derivate parziale, Rend. del Circ. Mat. Palermo,
24, (1907), 275–317.
32
[12] O. A. Oleinik and S. N. Kruzhkov, Quasi-linear second-order parabolic equations with many
independent variables, Russian Mathematical Surveys, 16 (5) (1961), 105–146).
[13] O. A. Oleinik and T. D. Venttsel’, Cauchy’s problem and the first boundary problem for a quasilinear
equation of parabolic type. (Russian) Doklady Akad. Nauk SSSR (N.S.) 97, (1954). 605–608.
[14] O. A. Oleinik and T. D. Venttsel’, The first boundary problem and the Cauchy problem for quasi-linear
equations of parabolic type. (Russian) Mat. Sb. N.S. 41(83) (1957), 105–128.
[15] F. W. J. Olver, Asymptotics and special functions, A K Peters, Massachusetts, (1974).
[16] C. V. Pao, Nonlinear parabolic and elliptic equations, Plenum Press, New York and London, (1992).
[17] Protter, M. H. and Weinberger, H. F., Maximum principles in differential equations,
Springer-Verlang, New York (1984).
[18] J. Smoller, Shock waves and reaction-diffusion equations. Second edition. Grundlehren der
Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 258.
Springer-Verlag, New York, 1994.
