Abstract-In this correspondence, we derive some upper bounds of the rates of (generalized) complex orthogonal space-time block codes. We first present some new properties of complex orthogonal designs and then show that the rates of complex orthogonal space-time block codes for more than two transmit antennas are upper-bounded by 3 4. We show that the rates of generalized complex orthogonal space-time block codes for more than two transmit antennas are upper-bounded by 4 5, where the norms of column vectors may not be necessarily the same. We also present another upper bound under a certain condition.
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I. INTRODUCTION
The first real/complex orthogonal space-time block code was proposed by Alamouti [1] for two transmit antennas. It was then generalized to real/complex orthogonal space-time block codes for more than two transmit antennas by Tarokh, Jafarkhani, and Calderbank [3] . There are two important properties of real/complex orthogonal space-time block codes: 1) they have fast maximum-likelihood (ML) decoding, namely, symbol-by-symbol decoding; 2) they have the full diversity. These two properties make real/complex orthogonal space-time block codes attractive in space-time code designs. By utilizing the Hurwitz-Radon theory [17] - [19] , [23] , [26] , Tarokh, Jafarkhani, and Calderbank [3] provided a systematic method to construct real orthogonal space-time block codes of size p 2 n and rate 1 for k pulse-amplitude modulation (PAM) symbols, where n is the number of transmit antennas, p is the time delay (or block size), and R = k=p is the code rate. They also provided a construction of rate 1=2 complex orthogonal space-time block codes for phase-shift keying (PSK) and quadrature amplitude modulation (QAM) symbols using real orthogonal space-time block codes of rate 1. In order to maintain the fast ML decoding and the full diversity of a space-time block code, the orthonormality in the sense that the norms of all column vectors are the same can be relaxed to a general orthogonality where the norms of column vectors may not be necessarily the same [3] . A complex orthogonal space-time block code with the generalized orthonormality is called a generalized complex orthogonal space-time block code. In [2] , [3] , it has been shown that the rate R 1 for both real and complex orthogonal space-time block codes for any number of transmit antennas. While the maximal rate 1, i.e., R = 1, is reachable for real orthogonal space-time block codes as we previously mentioned from the Hurwitz-Radon's constructive theory, it has been recently shown in [8] that k p 0 1 when n > 2, i.e., R < 1
and R = 1 is not reachable for (generalized) complex orthogonal space-time block codes no matter what the time delay p is unless the number of transmit antennas is two, i.e., the Alamouti's scheme. Notice that, if condition p = n is required, i.e., square codes or square complex orthogonal designs, then R < 1 when n > 2 directly follows from the results on amicable designs [18] , [21] - [23] , [3] , [5] - [7] that have small rates when n 8. While both square and nonsquare real orthogonal designs (or compositions of quadratic forms) are well understood, not much is known for nonsquare complex orthogonal designs (or Hermitian compositions of quadratic forms [26] ), [3] , [26] , [27] .
In this correspondence, we derive some upper bounds on the rates R of (generalized) complex orthogonal space-time block codes (or complex orthogonal designs). We emphasize that the sizes of (generalized) complex orthogonal space-time block codes (or complex orthogonal designs) here are general and they may not be square, i.e., p may not be equal to n. We show that, when the number of transmit antennas is more than two, i.e., n > 2, the rates of complex orthogonal space-time block codes are upper-bounded by 3=4, i.e., Note that rate-3=4 complex orthogonal space-time block codes for three and four transmit antennas have appeared in [3] - [6] . Therefore, the above upper bound tells us that these complex orthogonal space-time block codes have already reached the optimal rate. Also note that the above upper bound 3=4 on the rates is not new for square complex orthogonal designs. In fact, it has been shown and reviewed from amicable designs in [18] , [21] - [23] , [3] , [5] - [7] . However, this upper bound is new for nonsquare complex orthogonal designs. In the meantime, it is known that to generate orthogonal space-time codes, a square orthogonal design is not necessary [3] .
In a conventional (generalized) complex orthogonal design, its variables may take any values in the complex plane. However, as we shall see later, to generate a space-time code, the variables only take values in some finite subsets, called alphabet sets, on the complex plane. The question then becomes whether it is helpful to produce more (generalized) complex orthogonal designs of high rates when their variables are restricted to some alphabet sets. This question has been partially 0018-9448/03$17.00 © 2003 IEEE studied lately in [13] , [14] , [16] , and [15] . For square real orthogonal designs, when their variables are restricted to finite or infinite subsets of the real line (or field), they are called restricted orthogonal designs in [13] and pseudo-orthogonal designs in [14] . It is shown in [13] , [14] that there does not exist new square real orthogonal designs even when their variables are restricted to subsets of the real line, if the number of the elements of the alphabet set is greater than two. For square complex orthogonal designs, it is known that (also as mentioned previously) the maximal rate of 4 2 4 complex orthogonal designs is 3=4 when all the variables can take any values on the complex plane. However, examples of rate-1 complex orthogonal designs of size 4 2 4 have been shown in [16] when their variables take some alphabet sets on the complex plane, where in the examples all the alphabet sets are PAM and a rotation of PAM, i.e., all points in an alphabet set are collinear. In this correspondence, we also consider this problem. We obtain a condition on the alphabet sets such that a (generalized) complex orthogonal design with variables over these alphabet sets is also a conventional (generalized) complex orthogonal design and, therefore, the above upper bounds on its rate also hold. We show that commonly used QAM signal constellations of size above 4 do satisfy this condition and, therefore, a (generalized) complex orthogonal design with their variables over QAM constellations of size above 4 is also a conventional (generalized) complex orthogonal design. For convenience, in what follows, we adopt the name "restricted (generalized) complex orthogonal design" as used in [13] for real orthogonal designs, when their variables are restricted to some alphabet sets.
This correspondence is organized as follows. In Section II, we provide some preparations and new properties on (generalized) complex orthogonal designs. In Section III, we prove several upper bounds. In Section IV, we study restricted (generalized) complex orthogonal designs.
II. SOME PRELIMINARIES AND NEW PROPERTIES ON COMPLEX ORTHOGONAL DESIGNS
In this section, we present some properties of a (generalized) complex orthogonal design used in a (generalized) complex orthogonal space-time block code. In what follows, denotes the field of all complex numbers and denotes the field of all real numbers. For convenience, symbol 0 means scalar 0 or all 0 matrices of possibly different sizes and I means the identity matrices of possibly different sizes unless specified otherwise. For two matrices A and B of the same number of rows, ( The orthonormality in the preceding definition can be generalized to the orthogonality as follows for preserving the full-diversity and the fast ML decoding [3] .
A generalized complex orthogonal design For a real orthogonal design, xi are real valued in the above definition and the coefficients in the linear combinations of x i of components of G (x 1 ; x 2 ; . . . ; x k ) are all real. It is known that there exist real orthogonal designs with R = 1 for any number n of transmit antennas, see [19] , [23] , [26] , [3] . We refer the reader to [1] , [3] for the properties of the fast ML decoding and the full diversity of a complex orthogonal space-time (or generalized complex orthogonal space-time) block code, where the full diversity means that any difference matrix of two different complex orthogonal space-time (or generalized complex orthogonal space-time) block codewords (or code matrices) has full rank. The main goal of this correspondence is to show that: 1) if G = G (x1; x2; . . . ; x k ) of size p 2 n is a complex orthogonal design and n 3, then its rate R = k=p 3=4; 2) if G = G (x 1 ; x 2 ; . . . ; x k ) of size p 2 n is a generalized complex orthogonal design and n 3, then its rate R = k=p 4=5. To do so, we need some preparations. 
where Ai , Bi , i = 1; . . . ; n; are p 2 k constant complex matrices, x x x = (x 1 ; . . . ; x k ) t , and t stands for the transpose while 3 stands for the complex conjugate. For the n 2 n diagonal matrices Di given in the preceding definition of a generalized complex orthogonal design, we denote
For each j , j = 1; . . . ; n; all the (j; j )-entries d i j of matrices Di , i = 1; . . . ; k; form a new k 2 k diagonal matrix E j as follows:
Clearly, when all Di are positive definite, all Ej are positive definite. Using these matrices, we can transfer the orthogonal condition on G into the conditions on the matrices Ai; Bj , 1 i; j n.
The following Lemma 1 is from [8] . This lemma is used to prove the following proposition. 
Lemma 1 [8]: Let
for all i; j = 1; . . . ; n; where ij = 1 when i = j and ij = 0 when i 6 = j.
In particular, G is a complex orthogonal design if and only if (3) or (4) holds for E i = I for 1 i n.
Proof: By the orthogonality of a generalized complex orthogonal design in terms of its column vectors, we have The sufficiency part is easy to verify. QED is also a complex orthogonal design due to E i = I and U H E i U = I , i.e., a unitary transform on variables x i preserves a complex orthogonal design.
For a skew-symmetric matrix = ( ), we always have = 0 for any 1 vector .
In order to implement unitary transformations on variables of a generalized complex orthogonal design to simplify its corresponding matrices, we introduce the following concept of Hurwitz families, which is preserved by a unitary transformation as we can see later. The following lemma can be also thought of as an independent result in linear algebra on special singular value decomposition (SVD) forms of special matrices. 
where Wi, i = 1; 2; are k 2 k matrices.
The proof of Lemma 3 is included in the longer version of this correspondence [12] (it corresponds to [12, Lemma 6] ).
Note that the speciality of the above SVD of matrix (A B) comes from the special form of U in (8) that may not hold for an SVD of a general matrix.
As a consequence of Lemma 3, if the rank of (A B) in Lemma 3 is k, then s = 0 in (7) and, therefore, all the diagonal elements are 1, i.e., all singular values of (A B) are 1. Another remark is that, when p = k, i.e., A and B are square, then the above proof can be simplified as follows. When p = k, the matrix A B B A is square. Then, the condition in this lemma implies In this case, if we take U = A B B A H that certainly has the form of (8), then (7) is proved.
We next want to make a transformation to the variables of a generalized complex orthogonal design. (10) with the same parameters p; n; k as G and = rank((A B)) k. In particular, if G is a complex orthogonal design, then there exists a complex orthogonal designG with the same parameters p; n; k as G such that its corresponding matricesÃ 1 andB 1 have the forms in (12).
Proof: Proposition 2 is a direct consequence of Lemmas 2-4.
QED. In the proof of the main theorem in the next section, we need the following rank inequalities. The above rank inequalities 1) and 2) are fundamental and can be found in linear algebra books, e.g., see [25] . Rank inequality 3) can be obtained from
1) (Sylvester's Inequality) Let
rank(A) + rank(B) = rank(A H A) + rank(B H B) rank(A H A + B H B) = m:
III. UPPER BOUNDS OF RATES FOR THREE OR MORE ANTENNAS
In this section, we present several upper bounds of the rates for both complex orthogonal designs and generalized complex orthogonal designs. (17) where the first inequality is due to Sylvester's inequality and the row size ofBi andBj is p, and the last inequality is because Ai8 and Aj8
are all of size (p 0 k 0 s) 2 (k 0 s) and the rank inequality 2) at the end of Section II. Hence, from (17) and (16) Therefore, the first half of the theorem is proved.
We next want to show the second half of the theorem and assume that G is a complex orthogonal design. All the above derivations still hold for G and are adopted in the following proof. Since G is a complex We next want to show that B284 = 0 and B384 = 0. From (3) in Proposition 1, the matrix (PÂ2R) H (PB2R 3 ) is skew symmetry, i.e., 
where B i = (B t i2 B t i4 B t i6 B t i82 ) t for i = 2; 3. By Sylvester's inequality, and noting that the size of matrices B2 and B3 is (p 0r)2 (k 0 s 0 r), (20) implies rank(B2) + rank(B3) p 0 r:
We next want to determine the ranks of B 2 and B 3 . 
Combining (18) and (21)- (24), we have It is not hard to check that the rate-3=4 complex orthogonal space-time block codes in [3] , [4] - [6] for three and four transmit antennas do not satisfy the condition in Theorem 2 and, therefore, the upper bound in Theorem 2 does not apply to them.
IV. RESTRICTED (GENERALIZED) COMPLEX ORTHOGONAL DESIGNS
In the previous sections, we consider the conventional (generalized) complex orthogonal designs in the sense that all the variables in the designs may take any values on the complex plane. In this section, we consider restricted (generalized) complex orthogonal designs where the variables only take values from subsets of the complex plane. To do so, we first introduce some necessary notations and concepts. 
iii) If for any 1 i k, Ai satisfies condition i) in Theorem 3 with three nonzero points and 0 2 A i , then, (39) holds.
Lemma 5 sharpens Lemma 1. Its proof is included in the longer version of this paper [12] (it corresponds to [12, Lemma 8] ).
The result in Theorem 3 can be thought of a generalization of the results in [13] , [14] in the sense that the size of an orthogonal design is not necessarily square, i.e., p does not have to be equal to n, and it is in the complex field instead of the real field, and the orthonormality is generalized to the orthogonality. One can see that PSK constellations do not satisfy condition iii) of Theorem 3. However, it is not difficult to check that the commonly used QAM signal constellations of sizes above 4 located on a square lattice satisfy conditions i)-iii) in the above theorem. Therefore, we have the following corollary.
Corollary 1:
A restricted generalized complex orthogonal design with its variables restricted to QAM constellations of sizes above 4 on square lattices is also a generalized complex orthogonal design and, therefore, the upper bounds on its rate in Section III hold.
The fact that PSK constellations do not satisfy condition iii) in Theorem 3 shows that the admissibility (28) does not imply condition iii) in Theorem 3. On the other hand, by considering points on a straight line (it is neither the x-axis nor the y-axis), condition iii) in Theorem 3 may hold. This shows that condition iii) in Theorem 3 does not imply the admissibility (28) in general.
V. CONCLUSION
In this correspondence, we have shown that the rates of complex orthogonal space-time block codes for three or more transmit antennas are upper-bounded by 3=4 and the rates of generalized complex orthogonal space-time codes for three or more transmit antennas are upper-bounded by 4=5. We have presented another sharper upper bound for the rates under a certain condition. Notice that the maximal rate of real orthogonal space-time codes is 1 for any number of transmit antennas, which is achievable using the Hurwitz-Radon constructive proof. For complex orthogonal space-time block codes or generalized complex orthogonal space-time block codes, the maximal rate 1 is reached only for two transmit antennas. For generalized complex orthogonal space-time block codes, rate 7=11 and 3=5 generalized complex orthogonal designs for n = 5 and n = 6 have been constructed in [9] , which are 9=55 and 1=5 away from the upper bound 4=5 we derived in this correspondence for generalized complex orthogonal space-time block codes, respectively. For complex orthogonal space-time codes, rate-2=3 complex orthogonal design for n = 5 has been constructed in [11] , which is 1=12 away from the upper bound 3=4. For a general n, we conjecture that the upper bound 3=4 of the rate of complex orthogonal designs can be sharpened as i , i = 1; 2; . . . ; k, and these variables do not repeat in any column of G. The method used in [10] was based more on a combinatorial argument that is different from what was used in this work.
In the last part of this correspondence, we have considered the restricted generalized complex orthogonal designs by restricting the variables to subsets of the complex plane. We have obtained a condition on the alphabet sets such that a restricted generalized complex orthogonal design is a generalized complex orthogonal design. The commonly used QAM constellations of size above 4 on square lattices do satisfy the condition. Thus, the upper bounds on the rates presented in this correspondence also apply to restricted generalized complex orthogonal designs for commonly used QAM signal constellations of sizes above 4. This result can be thought of as a generalization of the results in [13] , [14] from square real orthogonal designs to (not necessary square) generalized complex orthogonal designs.
Due to the lengthy proofs of some of the main lemmas in this correspondence, Lemmas 3 and 5, these proofs have been omitted in the text but can be found online through our website http://www.ee. udel.edu/xxia/Pub.html. We would like to mention here that Lemma 3 presents a new SVD factorization of a special structure for a particular family of matrices, which does not exist in the mathematics literature.
