This paper reconciles the conflicting evidence on the cross-sectional pricing of idiosyncratic risk. Some studies find a negative relation, while others document a positive relation between idiosyncratic volatilities and future returns on individual stocks. In contrast to the common practice of applying total idiosyncratic volatilities, we decompose the volatility into long-and short-run components. As a result, we find that stocks with high long-run idiosyncratic risks have large future returns. On the contrary, the short-run idiosyncratic risk component is negatively related to stock returns. This finding suggests that different relations documented in the current literature depend on the dominance of the long-versus the short-run components of the idiosyncratic risk reflected in the particular measure used by a study. Our results are robust to model specifications, sample periods, different samples of stocks, and the possible January effect. 
Introduction
Since the publication of Campbell, Lettau, Malkiel, and Xu (2001) on the increasing importance of idiosyncratic volatility, academic research has focused on understanding the trend and on the consequences of the trend, including the pricing issue of idiosyncratic risks. We join the debate by providing new evidence supporting a positive relation between an individual stock's expected return and the long-run idiosyncratic risk. Such a risk component is usually hiding behind the commonly used idiosyncratic risk measures, making the observed pricing relation ambiguous. Therefore, our findings not only reconcile the apparent conflicting evidence documented by the current literature on whether idiosyncratic risks are positively or negatively related to future returns, but also show that the pricing effect of idiosyncratic risk is stronger and robust than what we previously believed.
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Any asset pricing models including the classical CAPM model focus on systematic risks, which implies that security returns should be positively related to the covariance risk with the systematic risk factors. At the same time, in the absence of market imperfection, idiosyncratic risks deserve no risk premium due to "zero" cost of diversification. When allowing for some degree of market imperfection, however, idiosyncratic risks might be priced to certain degree. Perhaps Merton (1987) is the first one to show that the market portfolio is inefficient when individual investors only know a subset of the available securities and these subsets differ across investors. Since investors in these stocks must hold undiversified portfolios, they will require a return premium for bearing idiosyncratic risks. Malkiel and Xu (2002) focus on the supply side of securities and propose a model where the "effective supply" that investors are used to price assets are different from the total "published" supply that may not be actually available to investors. Therefore, investors will face the market-wide undiversified idiosyncratic risk relative to the market risk when total supply were available. In both models idiosyncratic risks are rationally priced to earn positive premia, and predict that cross-sectional stock returns should be positively related to their idiosyncratic risks.
In contrast, Shleifer and Vishny (1997) have proposed that the existence of "limits to arbitrage" prevents arbitrageurs from exploiting all possible profit opportunities caused by deviation from rational security prices. They argue that "to specialized arbitrageurs, both systematic and idiosyncratic volatility matters." In fact, the idiosyncratic volatility probably matters more, since it cannot be hedged and arbitrageurs are not diversified. Consequently, stocks with high idiosyncratic volatilities are more likely to be mispriced. Due to short sale costs or risks, overpricing may not disappear quickly. These overpriced stocks will earn lower expected returns, which is different from the implication of the Merton (1987) model. Thus, they predict a negative relation between idiosyncratic risks and stock returns.
From empirical perspective, the pricing effect of idiosyncratic risk is never a settled issue. Some early studies including (Black, Jensen, and Douglas, 1969) reported the relevance of idiosyncratic volatilities, while others disputed the findings by constructing more powerful tests (Miller and MacBeth, 1973) . For example, Fama and MacBeth (1973) found no additional explanatory power for variables like the squared market beta and the residual variance in cross-sectional regressions. Recent renewed interest in the pricing of idiosyncratic risks has also rendered conflicting results. Malkiel and Xu (2002) The root of conflicting evidence may lie in the fact that different studies have used different measures of idiosyncratic volatilities, and differences in measure may be related to different pricing mechanisms for idiosyncratic risks. From a theoretical point of view, the static models of Merton (1987) and Malkiel and Xu (2002) imply that the pricing effect of idiosyncratic risks is a long term phenomenon, while costly arbitrage or even return reversal due to overreaction could simply reflect a short-to intermediate-run phenomenon. This motivates us to take a close look at the short-run versus long-run components of idiosyncratic volatilities and their pricing effects. Using a model independent approach based on Hodrick-Prescott filter (1997), we decompose an individual stock's total idiosyncratic volatility into the short-run and long-run components. 2 Our decomposition approach has another apparent advantage in reducing the "error-in-variables" (EIV ) problem. Both the Merton (1987) model and the Malkiel and Xu (2002) model imply that it is the "undiversified" idiosyncratic volatility that matters. In a time series study, Ruan, Sun, and Xu (2009) have found that only a small portion of the total aggregate idiosyncratic volatility is priced using aggregate portfolio idiosyncratic volatilities as a proxy for the undiversified idiosyncratic risks. They have also shown a severe bias when using the total idiosyncratic volatility due to the EIV problem. Our cross-sectional focus on individual stocks prevents us to adopt Ruan, Sun, and Our study joins the growing literature demonstrating the importance of different volatility components in capturing the dynamics of time-series returns since Beveridge and Nelson (1981) , and Nelson and Plosser (1982) . In an influential paper by Engle and Lee (1999) , the GARCH model was refined to accommodate the long-run (trend) and short-run (transitory) components of asset return volatilities, which are characterized by differences in the sensitivities of absorbing volatility shocks and in the mean-reversion speed. They show that the expected risk premium of aggregate stock market is associated only with the long-run component of market volatility, which may be driven by fundamental economic factors. A recent study by Adrian and Rosenberg (2008) examines the cross-sectional pricing of volatility by applying a two-component structure on log-volatility of the market portfolio. However, their empirical results show a negative and significant prices of risk for both components. This paper is also relevant to the predictability literature. Individual stock returns tend to be negatively autocorrelated especially on the daily horizon. In response, investors will tend to hold more stocks over long run, which will drive up stock prices or reduce the expected return if investors do care about idiosyncratic risk to begin with as in either Merton's (1987) model or Malkiel and Xu's (2002) model. Therefore, stocks with low autocorrelation will have low expected returns-a positive relation. This observation also suggests that the idiosyncratic volatility measure computed using monthly returns is a better measure than that relying on daily returns since the microstructure driven autocorrelation largely disappears in monthly returns. Clearly, the idiosyncratic volatility measure from daily returns would be a better measure than that from monthly returns had there were no autocorrelation as argued by Merton. We also investigate this additional channel by constructing an auto-covariance measure of returns. Indeed, our empirical results suggest that this is also an important channel.
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The paper is organized as the following. Section 1 discusses the theoretical foundation for our empirical approach in linking idiosyncratic risks to stock returns, and propose a decomposition approach to separate the total idiosyncratic volatility into the long-run and the short-run components.
We discuss our data source, the characteristics of different measures of idiosyncratic volatilities in section 2. We also replicate the major studies in documenting the conflicting results in the same section. Our main results with respect to the pricing of long-run idiosyncratic volatility are presented in section 3. The robust study of our findings is presented in section 4. Section 5 provides concluding comments.
Understanding the conflicting evidence on the pricing of idiosyncratic risks
Contrary to what the CAPM predicts, Malkiel and Xu (2002) have shown that idiosyncratic risks are priced from the cross-sectional perspective on the portfolio. This evidence is further supported by Goyal and Santa-Clara's (2003) finding on the aggregate level. 4 Perhaps, Ang, Hodrick, Xing, and
Zhang's (2006) finding of a negative relation between idiosyncratic volatilities and future returns is more controversy. In order to understand the root of the conflicting evidence, it is important to take another look at the possible channel that idiosyncratic risks might be priced. We will then investigate if different measures of idiosyncratic volatilities works through different channels to affect security returns.
Why idiosyncratic risks and returns might be related?
Although asset pricing models including the classical CAPM have been challenged empirically, these models have taught us an important lesson-only the systematic risks matter and deserve positive premia. Idiosyncratic risks are irrelevant due to "zero" cost of diversification, and thus deserve no risk premium. Most of these models are constructed under the assumption of market perfection.
The weak empirical support for these models has forced us to rethink about the role of idiosyncratic risks in an asset pricing model along with the effort of identifying better risk pricing factors. The fact that we have many more mutual funds nowadays than the available individual stocks might indicate indirectly the importance of idiosyncratic risks. Most mutual fund managers are paid not to explore the market risk, which investors can easily do through investing in index funds. Instead of claiming that there is massive market inefficiency in the market that most fund managers can take advantage of, we believe that fund managers are simply exploring different dimensions of idiosyncratic risks because these risks are priced.
In order to explore the possible channels that idiosyncratic risks could affect security returns, we need to introduce some degree of market imperfection. The early work by Merton (1987) suggests a possible channel for idiosyncratic risk to be priced to "some" degree. In his model, the market portfolio is inefficient because individual investors only have knowledge on or feel comfortable investing in a subset of all available securities. As long as these subsets differ across investors, investors must hold undiversified portfolios in these securities. If there is no insurance market that allows investors to reduce these additional risks they face relative to the market risk, idiosyncratic risk will be reward to certain degree because it is demanded by all investors.
Malkiel and Xu (2002) focus on the supply side of the securities and propose a model where the "effective supply" that investors rely on to price assets are different from the total"published" supply that may not be completely available. In other words, the total supply of individual securities we see as researchers could be very different from what are available to investors when they trade.
Therefore, even in the absence of Roll's critique, investors will hold inefficient portfolios because the weights determined by the effective supply are different from those efficient ones, not because they hold a subset of the stocks as in the Merton model. Under such a scenario, investors will face the market-wide undiversified idiosyncratic risk relative to the market risk when total supply were available. In both above models idiosyncratic risks are rationally priced to earn positive premia. The empirical prediction is that the cross-sectional differences in expected stock returns are positively related to their idiosyncratic risks. Since both models are static models, the relationship between idiosyncratic risk and return should hold in long-run.
Idiosyncratic risks might also be related to securities returns in intermediate-run or shortrun. For example, Shleifer and Vishny (1997) have suggested that the "limits to arbitrage" might prevent arbitrageurs from exploiting all possible profit opportunities caused by deviation from the rational security prices. If specialized arbitrageurs cannot fully realize the profit because of the high arbitrage costs, or the risks of forcing them to close their position premature, both systematic and idiosyncratic risks matter. "In fact, idiosyncratic risk probably matters more, since it cannot be hedged and arbitrageurs are not diversified." (see p. 51 in Shleifer and Vishny, 1997) For the market as a whole, stocks with high idiosyncratic volatilities are more likely to be mispriced due to investors' inability to digest new information at a fast pace. In other words, when there are substantial short sale costs, overpricing may not disappear quickly comparing with the under pricing case. These overpriced stocks will earn a lower expected return, which indicates a negative relation between idiosyncratic volatilities and stock returns in the intermediate run. Pontiff (2006) suggests that idiosyncratic risk is a holding cost to risk-averse arbitrageurs, which will deter arbitrage activities.
Wurgler and Zhuravskaya (2002) investigate the implications of the arbitrage risk on the excess demand curves for stocks. They show that mispricings become more likely and more severe when investors face higher arbitrage risk.
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From a behavior finance perspective, investors might overreact to good news (see Daniel, Hirshleifer, and Subrahmanyam, 1998) which will also increase the idiosyncratic volatilities. Such an overreaction tend to reverse in short-run. Although such a return reversal argument also predicts a negative relationship between idiosyncratic volatility and future returns, the mechanism is a little different from that of Shleifer and Vishny (1997) . It does not necessarily depend on the existence of severe short sale costs.
Different measures of idiosyncratic volatilities
Different channels for idiosyncratic risk to play a role rely on different assumptions. From an empirical perspective, it is important to know whether different results documented in the literature reflect the co-existence of several channels, and if there are better ways to separate the different effects. For these reasons, we will first take a detailed look at different measures of idiosyncratic volatility, and then propose our approach.
The daily realized idiosyncratic volatility measure
As argued by Merton (1980) 
where R i,t,τ is stock i's daily return, R m,t,τ is the daily market return, r f,t,τ is the daily risk-free rate, and i,t,τ is the daily residual return in month t and day τ . 6 , We then sum the squared residual returns to obtain the realized idiosyncratic volatility of a stock (IV D ) for the month.
(
where T is the number of trading days in a month. This is a monthly volatility measure.
The monthly conditional idiosyncratic volatility measure
Volatility estimates are persistent and tend to be clustered. 
EGARCH (1, 1) :
In contrast to finding a negative relation between current idiosyncratic volatilities and future returns when realized daily volatilities are used, several studies, including Fu (2009) rewrite equation (4) as,
It is clear that, the IV D i,t measure relies on short-run limited information, while the GARCH estimate uses all past information in stock returns. In other words, the IV D i,t measure might be more useful in capturing the short-run phenomenon discussed in section (1.1), while the GARCH estimate is more relevant for estimating the long-run relationship between the risk and return.
The rolling realized idiosyncratic volatility measure
The GARCH estimate might subject to a forward-looking bias since the parameters are estimated using the whole sample data, and is computationally demanding for individual stocks. In order to be model independent, Xu and Malkiel (2002) have proposed to use a rolling idiosyncratic volatility measure by applying geometrically declining weights to residuals from the Fama and French threefactor model of equation (2), namely,
where ω = τ k=1 ω k . We use the previous 24 to 60 months of individual stock returns and choose ω k = 0.9 k as the weights. In order not to bias towards finding results documented in the current literature, we focus on this measure. In addition, Bali and Cakici (2008) has chosen ω k = 1 and called it as the rolling-monthly realized idiosyncratic volatility (IV M ).
Decomposing the idiosyncratic volatility
Since different measures of idiosyncratic volatilities have produced different results on the pricing relation, it is important to see if there are different volatility components, and if different components can be linked to returns in different ways. Moreover, when different components of volatilities are related to returns through different mechanism, we are likely subject to the "error-in-variables" problem without separating out each component. For this reason, we will propose a decomposition approach in this section. As discussed in section (1.2.2) that the conditional measure is closely related to the rolling estimate, we will focus our attention on the daily realized idiosyncratic volatility and the rolling volatility estimate.
The auto-covariance of idiosyncratic returns
A significant difference between the IV D i,t measure and the rolling estimate of idiosyncratic volatility could come from the autocorrelation. These two measures should be exactly the same in a special case where the rolling period is just one month and returns are independent. However, daily returns exhibit different time-series properties from that of monthly returns. For example, due to non-synchronous trading, and other reasons, daily returns are autocorrelated (see Fisher (1966) , Scholes and Williams (1977) , French and Roll (1986) , and Lo and MacKinlay (1990) ). Thus, the volatility estimates using daily returns versus monthly returns will be different in the existence of the serial correlations. To see a clear relation, let r i,t,τ be the log value of daily return at day τ in month t. Then the volatility of stock return for month t using daily returns is estimated as:
We also denote r i,t as the log monthly return at the end of month t. The rolling volatility estimate for month t using the past N -month returns is computed as the following,
V ar
where acv i,t−k is the auto-covariance of daily returns.
We have two observations from examining equation (9) . First, the rolling measure smooth out the IV D i,t measure, making it less likely to subject to the short-run phenomenon documented in Ang,
Hodrick, Xing and Zhang (2006) . Second, the existence of autocorrelation (or covariance) could also affect security returns. In many studies, the volatilities estimated using daily stock returns are usually corrected for serial correlation by adding the products of adjacent returns (for example, French, Schwert, and Stambaugh,1987, and Duffee, 1995) . This adjustment might not be enough since individual stock returns might be correlated at longer lead and lags. In order to see the contribution of auto covariance, we construct the following measure motivated by equation (9),
In general, return serial correlation will not have a real effect on investors' asset allocation decision when it is due to the market microstructure effect. Given the fact that we still observe return autocorrelation on individual stock level even after decimalization, it is reasonable to believe that other factors are equally important. In the absence of market microstructure effect, a negative (positive) return autocorrelation will induce investors to allocate more (less) asset into the stock over time (see Kandel and Stambaugh, 1993) . Similarly, when idiosyncratic risks cannot be fully diversified away and investors care about these risks, negative (positive) autocorrelation in idiosyncratic returns will also motivate investors to hold more (less) of the stock, which implies that the expected return will be low (high) due to excess demand. Therefore, our auto-covariance IV AutoCov measure should be positively related to future returns.
Long-run versus short-run components of idiosyncratic risks
Idiosyncratic volatilities tend to fluctuate a lot over time. From the structure of Merton's model, the priced component of idiosyncratic volatility should be stable over time. In fact, the pricing effect should not change dramatically when the group of stocks that different investors are focusing on does not change much over time according to Merton. Therefore, we hypothesize that only a small but very persistent component of the idiosyncratic volatility is priced. Based on this premise, we decompose the realized idiosyncratic volatility into two components-the long-run component that reflects the long-run memory and strong persistence of the risks, and the short-run component whose effect dies out quickly. This decomposition is carried out on firm-level idiosyncratic risks.
As discussed in section (1.1), idiosyncratic risks can also be related to securities returns in intermediate-run or short-run due to "limits to arbitrage" (see, Shleifer and Vishny, 1997). Therefore, our short-run idiosyncratic volatility component can be used to explore such a relation. Based on their argument, we should find a negative relationship between short-run idiosyncratic volatilities and future stock returns.
Our decomposition approach offers another advantage from an econometrics perspective. When the short-run component of idiosyncratic volatilities varies a lot across firms and over time, we are less likely to find a positive relationship between the total idiosyncratic volatility and returns even when there is a priced component as predicted by Merton (1987) . This is because, relative to the long-run component, the short-run component is a noise. When the noise is large enough, the "error-in-variable" (EIV ) problem will severely bias down the estimate. In other words, our decomposition approach will alleviate the EIV problem and thus makes our tests more powerful. 
where IV M i,t is the time-series idiosyncratic volatility of stock i, while IV
is the long-run (trend) component of idiosyncratic volatility. The short-run component, IV
, is equal to
. λ is a penalty parameter. Hodrick and Prescott (1997) have suggested using λ = 1600 for quarterly data. 7 Ravn and Uhlig (2002) have recommended to choose λ = 6.25 for annual data and λ = 129600 for monthly data. We set λ to be 1600 when decomposing the realized idiosyncratic risk estimated with monthly returns. 8 We also decompose IV W M into the long-run idiosyncratic volatility IV W M −HP F and the short-run idiosyncratic volatility IV W M −HP C in a similar way.
Data and replication
In this section, we first discuss our data source, the construction of various idiosyncratic volatility measures in the major studies, and commonly used control variables. In order to have a fair comparison and to understand the major differences in these studies, we will also attempt to replicate their results.
Data and variables
Our problem. In addition, we also calculate the coefficient of variation of the monthly illiquidity measure
As discussed in section 1.2, we apply three measures of realized idiosyncratic risks: the Ang et al.'s (2006) measure IV D estimated using daily returns (see equation (2), the monthly rolling estimate IV M (see equation (7) with equal weight), and the monthly weighted rolling estimate IV W M using geometrically declining weights (see equation (7)). In addition, we also estimate the GARCH conditional idiosyncratic volatility measure IV GARCH (see equation (4)), and the EGARCH conditional idiosyncratic volatility measure IV EGARCH (see equation (5)).
It is well documented that market microstructure affects asset price dynamics and return volatilities. Cohen, Hawawini, Maier, Schwartz, and Whitcomb (1980), Roll (1984) , and Stoll (1989) have shown that market frictions can produce serial correlations in both individual stocks' daily returns and the residual returns from the market model. 9 At the same time, Karpoff (1987) and Lamoureux and Lastrapes (1990) have documented a strong association between stock return volatility and trading volume. Campbell, Grossman, and Wang (1993) have provided further evidence suggesting that, for both equity indexes and individual stocks, daily return autocorrelation tends to decline with volume. Pastor and Stambaugh (2003) find that the magnitude of return reversal is larger for stocks with lower liquidity. Therefore, in order to account for both the microstructure and the liquidity effects, we construct a new measures of idiosyncratic volatility based on the residuals from the following equation, Merton's (1987) prediction on the positive relation between a stock return and a part of the idiosyncratic risk could be overshadowed by using a measure of total idiosyncratic volatility. In other words, the total idiosyncratic volatility might consists of a long-run component that Merton has in mind, and a short-run component that reflects "noise," such as market microstructure effect and investment constraints. For example, Shleifer and Vishny (1997) have argued that idiosyncratic risks could be negatively related to stock returns over a short to intermediate period due to arbitrage 9 Previous studies have also found a positive autocorrelation of portfolio monthly returns (see Conrad and Kaul, 1988, and MacKinlay, 1988 ) and a weak negative autocorrelation in individual stocks' monthly returns (see Roll, 1986, and French, 1988) . 10 In the regression, we are estimating 14 parameter using 21 observations. The simple econometrics theory suggests that we will have a more precise residual variance estimate despite the low efficiency in the parameter estimates.
costs. Thus, when a total idiosyncratic volatility measure is used, the observed relation depends on the relative importance of the long-run and short-run components. In order to show that this is indeed the case, we decompose our rolling volatility estimate into the long-run (IV M −HP F ) and short-run (IV M −HP C ) components using the HP filter. 11
Characteristics and replication
Since empirical results from Ang, Hodrick, Xing and Zhang (2006) Table 1 .
Insert Table 1 Approximately Here
From the summary statistics in Table 1 distribution. In addition, the kurtosis of monthly idiosyncratic risk measures is substantially low. 11 We focus on rolling volatility estimate in decomposition because such a volatility measure is less likely to subject to the microstructure effects, and it has weaker relation with returns. Therefore, we are not bias toward finding results to begin with.
We begin our investigation of the cross-section relation between firm-level idiosyncratic volatilities and stock returns by replicating the main results reported in the literature. The systematic risk measure BETA, the firm market capitalization, and the book-to-market ratio are constructed in the same way as in Fama and French (1992) and updated annually, at the end of June. In addition, we include average value of Amihud (2002) liquidity measure and its coefficient of variation estimated during the past 36 months, and the compound gross return over the past eleven month from month t − 12 to t − 2 to control for the momentum effect. To alleviate the impact of outliers, we winsorize the independent variables (except for the Beta measure) at the 0.5% level. The Fama-MacBeth regression results are reported in Table 2 .
Insert Table 2 Approximately Here For comparison, we have also reported a regression using beta, size, and book-to-market as the explanatory variables in the first equation. The results are consistent with those of Fama and French (1992) . In particular, the BETA variable continues to be insignificant. This result is unaffected when controlling for momentum and liquidity as shown in the second equation.
Similar to what have been documented in the literature, the risk-return relation depends on the specific idiosyncratic volatility measures we use and the time period we study as reported in 12 In other words, the negative relation is robust when idiosyncratic volatility is computed from daily returns.
In contrast, when the realized idiosyncratic volatility is computed from rolling monthly returns, IV M is only significant at a 10% level. It becomes insignificant when controlling for the lagged returns as shown in equation 6 of Table 2 . However, for our weighted rolling idiosyncratic volatility IV W M , the negative relation is again very strong. In fact, the results are very similar to those of IV D . Without controlling for the lagged return, the coefficient estimate is −0.05, while it reduces to −0.03 but is still significant at a 5% level. These results suggest that perhaps the negative relation is more complicated than simply the return reversal phenomenon. All our results are controlled for the momentum effect and stock liquidity.
We have also found a significant positive relation between the EGARCH conditional idiosyncratic volatility IV EGARCH and future returns (see Fu, 2009 ). The coefficient estimate for IV EGARCH is always positive and significantly in all months, even the non-January months (not reported in the   table) . For the simple GARCH conditional idiosyncratic volatility estimate IV GARCH , the relation remains positive but is much weaker. It is also interesting to see that the GARCH idiosyncratic volatility is again significantly related to future returns once we control for the lagged return. In other words, the lagged return has served to reduce the noise in the GARCH volatility measure.
Since our goal is to provide convincing evidence that there is a "normal" pricing channel in other idiosyncratic volatility measures, we will not further explore the conditional volatility estimates.
Discovering the pricing effect of the long-run idiosyncratic risk
As confirmed in section (2.2), there are apparent differences on the relation between idiosyncratic risks and future returns even for the same sample of stocks and over the same period but using different idiosyncratic volatility measures. We have hypothesized in section (1.1) that such differences can be attributed to the different components in the idiosyncratic risk. The Merton (1987) In order to support our view and to reconcile the contradictory empirical results, we propose a decomposition approach on the rolling estimate of idiosyncratic volatility. We choose the rolling estimate for three reasons. First, this measure has produced the weakest empirical results as shown in section (2.2)-a negative but generally insignificant relation. Using such a measure will not bias toward finding either a positive or negative relation a prior. Second, this measure is model independent, which will not introduce additional bias. Finally, this measure is less likely subject to the potential market microstructure effect since it is based on monthly returns instead of daily returns.
In decomposing the total idiosyncratic volatility, we apply the model-free HP filter as discussed in section (1.3.2). On average, 10% to 30% of the total variations in either of the rolling estimates of the idiosyncratic volatility, IV M or IV W M , is coming from the short-run volatility component.
However, the short-run component counts for more than three times as much kurtosis as that of the long-run component. In fact, the magnitude of such a large kurtosis for the short-run component is consistent with that of the daily estimate IV D , which makes it a potential useful variable to capture the short-run effect.
The long-run component of the idiosyncratic risk and the stock return
In the Fama and MacBeth cross-sectional regression, we include both the short-and long-run components of idiosyncratic volatilities each month from July 1963 to June 2008 as,
where IV HP F and IV HP C are measures of long-and short-run components of the rolling idiosyncratic volatility, respectively. X i,.,t s are other explanatory variables of cross-sectional expected returns including beta, size, book-to-market, and various measures of liquidity. The regression results are reported in Table 3 , the long-run component is positive and statistically significant at a 1% level. This is in sharp contrast to the negative but insignificant result reported in Table 2 when using the unfiltered rolling estimate IV M . Note also that the size variable is no longer significant, which means that some of the size effect may actually reflect the pricing of idiosyncratic
risks. An even stronger positive relation is observed when using the long-run component of the weighted rolling estimate, IV M W −HP F , as shown in the ninth equation of the same table. In particular, the coefficient estimate doubles from 0.06 to 0.12. In addition, the pricing effect of the long-run component is not affect by controlling for the short-run return reversal, the liquidity factors, and the momentum effect as shown in the second, third, tenth, and eleventh equations of Table 3 .
For the short-run idiosyncratic volatility of the pure rolling estimate IV M −HP C , on the other hand, we see that it is negatively and significantly related to future returns as shown in the fourth equation of Table 3 . The estimate is −2.24 with a t-ratio over −17. This short-run negative relation is not captured by the size effect since the estimate on the size variable remains the same.
Controlling for momentum and liquidity factors has virtually no impact on the short-run component as shown in equation 5. When controlling for short-run return reversal in Table 2 Table 3 .
Since both the long-run and the short-run components of idiosyncratic volatility are almost orthogonal to each other, the estimates are very similar when both components are included in the cross-sectional regressions. Our results presented in Table 3 have three important implications.
First, idiosyncratic risk does seem to be priced and demands a positive premium. Such a positive premium only exists for the long-run idiosyncratic risk component as suggested by the Merton model. Second, idiosyncratic volatility tends to have substantial variations temporarily, which could be a result of mispricing. As a result, underpricing will disappear quickly while overpricing persists due to short sale constrains. And finally, without decomposing the total idiosyncratic volatility, the fundamental pricing relationship is difficult to reveal due to the error-in-variables bias and the opposite effects of the long-run versus short-run idiosyncratic risks.
In view of our findings, the conflicting results offered in the current literature could be due to the dominance of the long-versus short-run components of the idiosyncratic risk reflected in the particular measure used by a study. 13 The correlations among these measures are report in Table 4 .
Insert Table 4 and is moderately correlated with our short-run idiosyncratic volatility measure. These supportive evidence further demonstrate the advantage of our decomposition approach.
The pricing effect of the auto-covariance risk of idiosyncratic returns
As discussed in section (1. Insert Table 5 Approximately Here
Following the approach outlined in section (1.3.1), we construct the daily auto-covariance measure IV AutoCov , and use it together with the long-and short-run components in the cross-sectional regressions. From Table 5 , we see that the auto-covariance is indeed positively related to future returns with a t-ratio of 6.24 as shown in the first equation. Although the coefficient estimate drops from 0.12 to 0.08 after controlling for return reversal, it continues to be very significant.
Comparing with the result in the third equation of Table 3 Table 5 . At the same time,
including the short-run volatility component does lower the coefficient estimate to some degree, which means that some of the auto-covariance effect is short-run.
Overall, the long-run idiosyncratic volatility component captures the direct pricing effect from a risk perspective, while the auto-covariance term can be linked to the indirect pricing channel. ) . Since monthly returns are less likely to subject to market microstructure effect, our short-run measure is unlikely to be related to the short-run return reversal.
A further look at the daily idiosyncratic volatility measure
Moreover, as shown in Table 2 , the negative relation documented by Ang et al. is not completely due to the return reversal at monthly interval, we further investigate other possibilities. In particular,
we construct an alternative measure of the daily idiosyncratic volatility. Our measure directly controls for both the possible daily return reversal upto five lags and the liquidity upto five lags in computing the daily idiosyncratic returns (see equation (12)). The corresponding idiosyncratic volatility is called the "refined" idiosyncratic volatility, IV DR . The cross-sectional regression results are reported in Table 6 .
Insert Table 6 Approximately Here
Contrary to the results using the Ang et al.'s daily idiosyncratic volatility measure IV D , the refined one (IV DR ) is insignificant in explaining the cross-sectional return differences of individual stocks even without controlling for momentum and monthly return reversal as shown in the first equation of Table 6 . The results are even weaker when including extra controls. Along with the result reported in Table 2 , we conclude that the negative relation documented by Ang et al. is not simply due to return reversal on the monthly interval. Daily market microstructure effect and liquidity also contribute to the negative return-volatility relation.
It is also interesting to see that when both IV D and IV DR measures are used in the same regression, both variables are actually very significant despite the fact that the two variables are highly correlated with each other. In fact, the refined idiosyncratic volatility IV DR is actually positively related to future returns, which further supports our view that there is a priced volatility component in the idiosyncratic volatility measure. In this case, since both variables IV D and IV DR contain common noise, when used together, common noise tends to cancel out with each other. Therefore, our decomposition approach in constructing the long-run idiosyncratic volatility component is one way to isolate such a priced component, and the multiple regression approach using variables with different noise is another way to discover the priced idiosyncratic volatility component. This result is also robust because we observe a similar phenomenon when using IV DR and IV W M −HP C at the same time as shown in the last equation of Table 6 .
The robustness of the results
We have provided strong empirical support for the two-component structure of idiosyncratic risks, and linked each component to the different pricing channels. Consistent with the Merton (1987) model, idiosyncratic risk is priced and demands a positive risk premium through the long-run idiosyncratic volatility component. At the same time, different short-run components are generally negatively related to future returns, no matter whether it is due to market microstructure effects or arbitrage costs. Our decomposition approach not only reconciles the conflicting evidence provided in the current literature, but also offers two simple but useful measures-the long-run idiosyncratic volatility and the auto-covariance to price securities. Although our results are strong and robust in terms of different control variables, it is still important to check the robustness of our results with respect to the January effect, time lags, sample periods, different samples of stocks, and the way of computing idiosyncratic returns. Table 7 . If high return is driven by the gambling behavior, price has to come down for the rest of the months. They do find a significant negative relation for the non-January months as shown in the second equation of Table 7 .
The possible January effect
Insert Table 7 Approximately Here
When controlling for daily return reversal and liquidity in computing the idiosyncratic returns used to construct the idiosyncratic volatility measure IV DR , we find that the positive relation is a lot weaker but still significant for January, while the negative relation is no longer significant for the non-January months as shown in the third and fourth equations of Table 7 , respectively.
In fact for the January regressions the coefficient estimate has decreased from 0.16 using IV D to 0.02 using the IV DR measure. Therefore, the January gambling behavior might have only played a small role here.
As discussed in section 3.2, our auto-covariance measure of idiosyncratic returns may serve as a proxy for the indirect pricing channel. We also study its effect in January versus non-January in the fifth and the sixth equation of Table 7 . For January, the effect is actually negative and significant. In discussing this indirect pricing channel in section 1.3.1, we implicitly assume that investors are risk averse. However, if investors are gambling in January as suggested by Doran et al. (2008), we should observe a negative relation between the auto-covariance and the return since investors will have a risk loving behavior. Therefore, our finding is consistent with some degree of gambling behavior in January. In contrast, for the non-January months, the effect is positive and very strong. 
The robustness with respect to time lags
Although volatilities tend to be persistent, they still vary a lot over time. Since our cross-sectional regressions are predictive regressions with respect to returns, we further investigate the robustness issue with respect to the prediction horizon. In particular, we run separate cross-sectional regressions with all independent variables lag once, lag twice, lag three times, and lag four times. The results are reported in Table 8 .
Insert Table 8 2006) is largely a short-run phenomenon.
As discussed before, our short-run component from decomposing the weighted rolling estimate of idiosyncratic volatility is not completely related to Ang et al.'s phenomenon. When the negative relation is due to arbitrage costs, it won't disappear quickly. This is confirmed in Table 8 
The robustness with respect to different samples and sample periods
In empirical studies, results are vulnerable to the data-snooping problem. In fact, many studies have been shown later on to be sensitive to sample periods or "outliers". Due to the non-experimental nature of social science, the best way to guide against the data snooping problem is to use different sample data and/or over different sample periods. In this section, we further conduct study over Insert Table 9 Approximately Here For our refined daily idiosyncratic volatility measure IV DR , it is positive but insignificant no matter which subsample period we focus, and which subsamples we study. As shown in section 
Estimating idiosyncratic returns using an APT model
Estimating idiosyncratic risk is model dependent and subject to misspecification errors. One may argue that our results reflect the relation between omitted systematic risk and the expected returns. By doing so, we are not only allowing for some degree of time varying risk factors but also make sure that there is no common variation left. In fact, the average R 2 for the sixth factor is less than 0.1%. In fact, only less than 5% of the stocks are loaded on this factor. Using these monthly idiosyncratic returns, we construct both long-run and short run idiosyncratic volatility measure as those reported in Table 3 . The new results are reported in Table 10 .
Insert Table 10 Approximately Here
First of all, compared with results in Table 3 , our fundamental conclusions continue to hold, that is the long-run idiosyncratic volatility is positively related to future individual stock returns, while the short-run idiosyncratic volatility has a negative relation with individual stock returns. Second, the positive relation seems to be a little weak now although still very significant. For example, the long-run idiosyncratic volatility is extracted from the rolling estimate, the t ratio has dropped from 4.03 to 2.83. When the long-run idiosyncratic volatility is extracted from the weighted rolling estimate, the t ratio is as high as 3.67. Given the fact that we have extracted virtually "all" possible covariations, this result is still impressive. Finally, comparing with the long-run component, the drop in the significance of the short-run component is most severe although still very significant.
Therefore, using the APT model residuals does have some impact to the short-run idiosyncratic volatility component.
Concluding Comments
The increasing importance of idiosyncratic risks over the past two decades has inspired many academic studies to investigate the pricing implications. The results so far are mixed. On the timeseries evidence front, Goyal and Santa-Clara (2002) find that the aggregate idiosyncratic volatility predicts future market returns. However, the evidence is quickly disputed by Bali, Cakici, Yan, and
Zhang (2005) In order to reconcile the controversial cross-sectional evidence, we propose a decomposition approach in this paper. Our approach not only allows us to tie different components of idiosyncratic risk to the theory, but also reduces the "error-in-variables" problem in empirical studies. In particular, we decompose the monthly rolling estimate of idiosyncratic volatility into the long-run and short-run components using the model-free HP filter. As a result, we find a very strong positive relation between the long-run volatility component and the future stock returns. At the same time,
we also see a strong negative relation for the short-run volatility component despite the original rolling measure is insignificant. This evidence is a strong support for the Merton (1987) Due to the existence of the negative short-run effect, which is largely a result of the market microstructure effects or short sale costs, most measures used in the current studies have failed to document the positive pricing relation of idiosyncratic risks. Our finding suggests that both effects could exist simultaneously-one just happens to look at the crystal ball from a different angle. RET is monthly stock return. BET A, ME, and BE/ME are estimated as in Fama and French (1992) . BET A, the measure of systematic risk. ME, the market capitalization at the end of June year T . BE/ME, book-to-market equity ratio, is estimated using the book equity value of the fiscal year ended in is estimated based on the EGARCH and GARCH models respectively. Returns and idiosyncratic volatilities are in percentages. Stock returns greater than 300% or returns on no-trading days are set missing. All variables (except for the Beta measure) are winsorized at the 0.5% level.
Variable
Mean BET A, the measure of systematic risk. ME, the market capitalization at the end of June year T . BE/ME, book-to-market equity ratio, is estimated using the book equity value of the fiscal year ended in year T − 1 divided by the market capitalization of the stock at the end of December year . Stock returns greater than 300% or returns on no-trading days are set missing. All variables (except for the Beta measure) are winsorized at the 0.5% level. Robust Newey-West (1987) t-statistics reported in parentheses. BET A, the measure of systematic risk. ME, the market capitalization at the end of June year T . BE/ME, book-to-market equity ratio, is estimated using the book equity value of the fiscal year ended in year T − 1 divided by the market capitalization of the stock at the end of December year T − 1. . Stock returns greater than 300% or returns on no-trading days are set missing. All variables (except for the Beta measure) are winsorized at the 0.5% level. Robust Newey-West (1987) t-statistics reported in parentheses.
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