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A` LA RECHERCHE DE PETITES SOMMES D’EXPONENTIELLES
E´tienne FOUVRY (Orsay) et Philippe MICHEL (Montpellier)
Re´sume´. Soit f(x) une fraction rationnelle a` coefficients entiers, ve´rifiant des hy-
pothe`ses assez ge´ne´rales. On prouve l’existence d’une infinite´ d’entiers n, ayant exacte-
ment deux facteurs premiers, tels que la somme d’exponentielles
∑n
x=1 exp
(
2piif(x)/n
)
soit en O(n
1
2−βf ), ou` βf > 0 est une constante ne de´pendant que de la ge´ome´trie de f .
On donne aussi des re´sultats de re´partition du type Sato–Tate, pour certaines sommes
de Salie´, modulo n, avec n entier comme ci–dessus.
IN SEARCH OF SMALL EXPONENTIAL SUMS
E´tienne FOUVRY (Orsay) and Philippe MICHEL (Montpellier)
Abstract. Let f(x) be a rational function, with integer coefficients, satisfying rather
general assumptions. We prove the existence of infinitely many integers n, with exactly
two prime divisors, such that the exponential sum
∑n
x=1 exp
(
2piif(x)/n
)
is O(n
1
2−βf ),
where βf > 0 is a constant only depending on the geometrical data of f . We also give
Sato–Tate type results for some Salie´ sums modulo n, with n an integer as above.
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I. INTRODUCTION
I.1. E´nonce´ des re´sultats dans le cas ge´ne´ral.
Soit f une fraction rationnelle a` coefficients dans Z, qu’on suppose normalise´e de sorte
que f = P/Q, P et Q e´tant deux polynoˆmes premiers entre eux, dont les coefficients sont
premiers entre eux. Soit n ≥ 1 un entier sans facteur carre´. Pour m entier ve´rifiant
(m,n) = 1, on conside`re la famille de sommes trigonome´triques
Sf (m;n) :=
∑
x∈Z/nZ
(Q(x),n)=1
e
(mP (x)Q(x)
n
)
,
ou`, comme de coutume, a de´signe, dans la fraction an ou dans une congruence modulo n,
l’inverse de amodulo n lorsque (a, n) = 1, et e(.) de´signe le caracte`re additif, z 7→ e(2piiz).
Plus ge´ne´ralement, pour χ caracte`re de Dirichlet modulo n, on conside´re la somme
Sχf (m;n) :=
∑
x∈Z/nZ
(Q(x),n)=1
χ(x)e
(mP (x)Q(x)
n
)
.
Rappelons que ces sommes ve´rifient une relation de multiplicativite´ croise´e, qui dans
le cas des sommes Sf , s’e´crit comme
(1.1) Sf (m;n1n2) = Sf (mn1;n2)Sf (mn2;n1), pour (n1, n2) = 1,
et dans le cas de Sχf s’e´crit
(1.2) Sχf (m;n1n2) = S
χ1
f (mn2;n1)S
χ2
f (mn1;n2), pour (n1, n2) = 1,
ou` χ1 et χ2 sont les uniques caracte`res modulo n1 et n2 tels que χ = χ1χ2.
Depuis Weil et la de´monstration de l’hypothe`se de Riemann sur les corps finis, on sait
que pour tout p nombre premier assez grand et tout m premier a` p, on a la majoration
(1.3) |Sf (m; p)| ≤ kfp1/2,
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3et
(1.4) |Sχf (m; p)| ≤ kχf p1/2,
avec
kf = max
(
degP,degQ
)
+ ]{ racines distinctes de Q} − 1
et
kf ≤ kχf ≤ kf + 2
(voir [Del], par exemple). Les relations (1.1) et (1.3) entraˆınent donc la majoration
(1.5) |Sf (m;n)| ≤ kω(n)f n1/2 pour µ(n) 6= 0 et (m,n) = 1.
(avec ω(n) et µ(n) : nombre de facteurs premiers et fonction de Mo¨bius de l’entier n)
et une majoration similaire pour |Sχf (m;n)|. L’objet de ce travail est de s’inte´resser a`
l’existence de couples (m,n) tels que la valeur de |Sf (m;n)| soit tre`s petite, a` savoir
aussi loin que possible de la majoration (1.5). Ce proble`me est a` deux parame`tres, il est
d’autant plus difficile qu’on fixe la valeur de m ou de n, ou qu’on restreint le nombre
de facteurs premiers de l’entier n. Cette question s’inscrit dans le cadre naturel de la
conjecture de Sato–Tate horizontale qui pre´dit l’existence d’une mesure re´gissant, a` m
fixe´, la re´partition des valeurs de
Sf (m; p)
kf
√
p,
dans le disque de rayon 1, lorsque p parcourt l’ensemble des nombres premiers. Cette
conjecture est prouve´e dans tre`s peu de cas, a` savoir pour Sf (1; p) avec f polynoˆme de
degre´ 1 (la somme correspondante est alors constamment nulle), de degre´ 2 (Sf est alors
une somme de Gauss quadratique), f(X) = X3 (c’est une conse´quence de la re´solution
par Heath–Brown et Patterson ([H–BP]) de la conjecture de Kummer) ou pour les cas
s’y ramenant. Pour des f ge´ne´raux, elle est toujours hors d’atteinte en particulier dans le
cas tre`s classique de la fraction rationnelle f(X) = aX + b/X, (SaX+b/X(m; p) est alors
une somme de Kloosterman). Toutefois, graˆce aux travaux de Katz ([K3], [K4]) on sait
que si f ve´rifie les hypothe`ses H.1, H.2, H.3 (ou H.3’) e´nonce´es dans les the´ore`mes 1.2 et
1.3 ci-dessous, l’ensemble de p− 1 nombres
Sf (m; p)√
p
(1 ≤ m ≤ p− 1),
devient e´quire´parti, sur [−kf , kf ], selon une certaine mesure, lorsque p tend vers l’infini
(loi de Sato–Tate verticale). Ces re´sultats de Katz sont a` l’origine de travaux du deuxie`me
auteur ([Mi1], [Mi2]) qui s’est inte´resse´ a` la taille des sommes Sf (1; pq) pour p et q
premiers distincts, et f une fraction rationnelle ve´rifiant les hypothe`ses ge´ne´riques H.1,
H.2, H.3 (ou H.3’). Il a ainsi prouve´ qu’il y a une proportion positive de couples de
premiers (p, q), x < q < p < 2x, (x −→∞), tels qu’on ait la minoration
|Sf (1; pq)| kf
√
pq,
prouvant ainsi, a` la constante k2f pre`s, l’optimalite´ de la majoration
|Sf (1; pq)| ≤ k2f
√
pq.
4Puisqu’il n’y a pas, en ge´ne´ral, de relation entre Sf (p; q) et Sf (q; p), il n’est pas possible,
par la me´thode utilise´e dans la suite de cet article pour les sommes de Salie´, de donner
la loi de re´partition du rapport Sf (1, pq)/k2f
√
pq pour q < p ≤ x. Toutefois, on peut
donner des re´sultats sur les valeurs extreˆmement petites de Sf (1; pq), pour des f tre`s
ge´ne´raux. E´tant donne´e f , on cherche a` prouver l’existence d’une constante β = βf , telle
qu’il existe une infinite´ de couples (p, q) ve´rifiant
|Sf (1; pq)| ≤ √pq1−β .
En fait, on verra que β peut eˆtre pris comme fonction de kf uniquement. Pour le cas
classique des sommes de Kloosterman, nous obtenons le
COROLLAIRE 1.1. — Soit f(X) = X+X−1, alors pour tout ε > 0, il existe une infinite´
de couples (p, q) de nombres premiers distincts, tels qu’on ait la majoration
|Sf (1; pq)| ≤ √pq1−
1
6+ε.
La meˆme proprie´te´ est vraie pour f(X) polynoˆme de degre´ 3 tel que f ′(X) n’ait pas de
racine double.
Ce corollaire est un cas particulier des the´ore`mes 1.2 ou 1.3 ci–dessous, pour l’e´nonce´
desquels nous fixons les notations suivantes : si f est une fraction rationnelle, on de´signe
par Z(f ′) l’ensemble des ze´ros de f ′ et on pose Cf := f(Z(f ′)). On montrera le
THE´ORE`ME 1.2. — Soit k ≥ 2 et soit f une fraction rationnelle telle que kf = k et
ve´rifiant les hypothe`ses suivantes
• H.1.– Les ze´ros de f ′(X) dans P1(C) sont simples (autrement dit ]Z(f ′) = kf ),
• H.2.– f se´pare les ze´ros de f ′(X) i.e. si z et z′ appartiennent a` Z(f ′), on a l’implication
f(z) = f(z′) =⇒ z = z′ (autrement dit ]Cf = ]Z(f ′)),
• H.3.– On a l’implication
s1 − s2 = s3 − s4
et
s1, s2, s3, s4 ∈ Cf
 =⇒
 s1 = s3 et s2 = s4ou
s1 = s2 et s3 = s4
Alors, pour tout ε > 0, il existe une infinite´ de couples (p, q) de nombres premiers
distincts, tels qu’on ait la majoration
|Sf (1; pq)| ≤ √pq1−βk+ε,
avec
β2 =
1
6
, et βk =
2
3(k2 + 1)
pour k ≥ 3.
Rappelons que les conditions H.1, H.2 et H.3 sont pre´cise´ment celles de ([K3] 7.10.5,
7.10.6) et on les retrouve dans ([Mi2] the´ore`me 1.1). Le dernier the´ore`me augmente la
valeur de βk pour des f spe´ciaux. On a le
5THE´ORE`ME 1.3. — Soit k ≥ 2 et soit f une fraction rationnelle ve´rifiant l’e´galite´
kf = k ainsi que les hypothe`ses H.1 et H.2 du the´ore`me 1.2. On suppose en outre que f
ve´rifie
• H.3’.– La fonction f est impaire et on a l’implication
s1 − s2 = s3 − s4
et
s1, s2, s3, s4 ∈ Cf
 =⇒

s1 = s3 et s2 = s4
ou
s1 = s2 et s3 = s4
ou
s1 = −s4 et s2 = −s3
Alors, pour tout ε > 0, il existe une infinite´ de couples (p, q) de nombres premiers
distincts, tels qu’on ait la majoration
|Sf (1; pq)| ≤ √pq1−βk+ε,
avec
βk =
4
3(k2 + k + 2)
.
Les conditions H.1, H.2 et H.3’ sont les hypothe`ses de ([Mi2] the´ore`me 1.2). Bien suˆr,
il est possible, dans chacun des the´ore`mes, de donner une minoration du cardinal de
l’ensemble des couples (p, q) d’ordre de grandeur fixe´, ve´rifiant l’ine´galite´ demande´e. On
a voulu fournir la valeur la plus grande de βk ; par notre me´thode, elle est obtenue pour
p  q2.
I. 2 Remarques sur les hypothe`ses H.1, H.2, H.3 et H.3’
On pourra se reporter a` [Mi2] pour des exemples de fonctions f satisfaisant aux
hypothe`ses des the´ore`mes 1.2 et 1.3 mais il est naturel de rendre plus significatives ces
conditions et de cerner les champs d’application des the´ore`mes 1.2 et 1.3. On verra, au
§II. 1, que les hypothe`ses H.1, H.2, H.3 (ou H.3’) impliquent qu’un certain groupe de
monodromie ge´ome´trique est SLk (ou Spk). Ces deux groupes ont respectivement, pour
compacts maximaux, SUk et USpk. Pour k = 2, ces deux groupes co¨ıncident, ce qui
explique pourquoi on obtient la meˆme valeur de β2 dans chacun des the´ore`mes 1.2 et 1.3.
Remarquons ensuite l’implication
(1.6) f =
P
Q
ve´rifie H.1⇒ degP > degQ
(il suffit de regarder l’ordre de∞ comme ze´ro possible de f ′). On a de meˆme l’implication
(1.7) f impaire ve´rifie H.1⇒ 2|kf .
En effet, d’apre`s (1.6), P et Q ve´rifient degP > degQ, avec (P,Q) = 1 et on envisage
les deux cas
• P pair et Q impair : degP est pair, et Q a un nombre impair de racines distinctes,
puisque 0 est racine d’ordre impair, donc kf est pair.
• P impair et Q pair : degP est impair et Q, qui ne s’annule pas en 0, a un nombre pair
de racines distinctes, donc kf est pair.
6Remarquons maintenant l’implication
(1.8) f impaire ve´rifie H.1, H.2 et H.3⇒ kf = 2,
en effet, d’apre`s (1.7), si un tel f ve´rifiait de plus kf > 2, il ve´rifierait kf ≥ 4, et en raison
de l’imparite´ de f , Cf comprendrait au moins 4 e´le´ments distincts, note´s s1, −s1, s2 et
−s2, pour lesquels H.3 n’est pas ve´rifie´e puisqu’on a s1 − (−s2) = s2 − (−s1).
Par contre, on a trivialement
(1.9) f impaire ve´rifie H.1, H.2 et kf = 2⇒ f ve´rifie H.3 .
Ainsi l’ensemble des f ve´rifiant les hypothe`ses des the´ore`mes 1.2 et 1.3 est e´gal a`
l’ensemble des f impaires ve´rifiant kf = 2 et les hypothe`ses H.1 et H.2 (on verra plus
bas que l’hypothe`se H.2 est conse´quence de H.1 et de la condition kf = 2).
Signalons en outre que les the´ore`mes 1.2 et 1.3 renseignent simultane´ment sur les
sommes Sf (1; pq) de`s que f ve´rifie H.1 et kf = 2. En effet, puisque kf = 2, on voit
d’apre`s l’implication (1.6), que f a deux allures possibles
• f = PQ avec degP = 3 et degQ = 0. La fonction f est un polynoˆme du troisie`me degre´
f(X) = aX3 + bX2 + cX + d. Faisant le changement de variables
X = 3aY − b
3a
,
on a l’e´galite´
f(X) = 27a4Y 3 + (3ac− b2)Y + 2b
3 − 9abc+ 27a2d
27a2
,
ce qui donne pour tout n tel que (3a, n) = 1, la relation
|Sf (1;n)| = |Sg(1;n)|,
ou` g est le polynoˆme cubique impair g(X) = 27a4X3 + (3ac − b2)X. Dans ce cas,
signalons que la condition H.1 signifie que f(X) et g(X) ne sont pas de la forme
a(X − t)3 + v, la condition H.2 est toujours satisfaite, et il en est de meˆme pour H.3
et H.3’, d’apre`s (1.9). On peut donc appliquer le the´ore`me 1.2 a` f ou le the´ore`me 1.3
a` g.
• f = PQ avec degP = 2 et degQ = 1. On e´crit donc f(X) = aX + b + c/(X + u)
avec a, b, c et u sont des constantes avec ac 6= 0. Notons qu’une telle fonction ve´rifie
toujours H.1, H.2 et H.3. On fait le changement de variables X = Y −u et on parvient
a` l’e´galite´
|Sf (1;n)| = |Sg(1;n)|,
avec g(X) = aX+c/X. Cette fonction est impaire, ve´rifie H.1, H.2 et H.3’. Le the´ore`me
1.3 s’applique aussi a` la fonction g.
Pour terminer, mentionnons qu’on dispose de re´sultats similaires pour des sommes de
Kloosterman multidimensionnelles (cf. [K2] pour leur e´tude de´taille´e)
Klk(1; pq) =
∑
x1,...,xk (mod pq)
x1x2...xk≡1 (mod pq)
e
(x1 + . . .+ xk
pq
)
;
7ainsi, pour tout ε on a la majoration |Klk(1; pq)| ≤ √pqk−1−βk+ε pour un infinite´ de
couples (p, q) de nombres premiers distincts, l’exposant βk e´tant celui du the´ore`me 1.2
si k est impair et celui du the´ore`me 1.3 si k est pair.
I.3. Le cas particulier des sommes de Salie´
L’e´tude analogue pour les sommes Sχf (1; p) ne´cessite davantage de pre´cautions dans la
pre´sentation, puisque le caracte`re χ de´pend de p. Toutefois, si a` chaque p, on associe de
fac¸on naturelle un caracte`re χ, on peut, la` aussi, rechercher la re´partition des rapports
Sχf (1; p)
kχf
√
p
,
lorsque p −→ ∞. Lorsque χ est le caracte`re de Legendre modulo p (p ≥ 3) et que
f(X) = X + 1/X, il s’agit d’une somme de Salie´ et la re´partition du rapport pre´ce´dent
est connue : en effet le lemme 3.1 ci–dessous entraˆıne que le rapport
SχX+1/X(1; p)
2
√
p
se re´partit, lorsque p −→∞, suivant la mesure 12
(
δ1 + δi
)
, (δα est la mesure de Dirac au
point α).
Le cas ou` f(X) = X − 1/X est lui–aussi connu, c’est une conse´quence triviale du
re´sultat profond de Duke, Friedlander et Iwaniec, concernant l’e´quire´partition des racines
de l’e´quation n2 + 1 ≡ 0 modulo p, pour p tendant vers l’infini ([DFI]). On voit que le
rapport
SχX−1/X(1; p)
2
√
p
est e´quire´parti sur le segment [−1,+1], suivant la mesure 12
(
δ0+ 1pi
dx√
1−x2
)
. En fait chacun
des exemples pre´ce´dents est relatif aux sommes de Salie´, sommes qui ont le privile`ge
d’avoir une expression assez explicite (voir lemme 3.1). Pour terminer, rappelons que le
cas f(X) = X, χ e´tant le caracte`re d’ordre cubique ( /pi)3 ou` p = pipi (avec p ≡ 1 modulo
3 et pi primaire) est re´solu dans [H–BP].
Nous nous concentrons maintenant sur les sommes de Salie´
T (a, b;n) =
∑
(x,n)=1
x mod n
(x
n
)
e
(ax+ bx
n
)
,
ou` n ≥ 3 est un entier impair sans facteur carre´ et ( .n) est le symbole de Jacobi
correspondant. On a donc la relation T (a, b;n) = S(
.
n )
aX+b/X(1;n) et la formule de
multiplicativite´ croise´e (1.2) devient alors
(1.10) T (a, b;mn) = T (an, bn;m)T (am, bm;n)
pour µ2(mn) = 1. On a vu pre´ce´demment qu’une somme de mesures de Dirac gouverne
la re´partition des valeurs des rapports T (1, 1;n)/2
√
n, lorsque n est un nombre premier.
Le premier the´ore`me concerne la re´partition de ce rapport lorsque n est produit de deux
nombres premiers distincts. La mesure correspondante est alors continue. En re´servant
toujours les lettres p et q aux nombres premiers, on a le
8THEORE`ME 1.4. — Les deux ensembles de rapports{T (1, 1; pq)
4
√
pq
; pq ≡ 1 mod 4, q < p ≤ x
}
et {T (1, 1; pq)
4i
√
pq
; pq ≡ 3 mod 4, q < p ≤ x
}
sont e´quire´partis sur [0, 1], pour la mesure dt
pi
√
t(1−t) , lorsque x tend vers l’infini.
Dans l’e´nonce´ pre´ce´dent, on a compte´ les couples de nombres premiers (p, q) sous la
diagonale d’un carre´. On peut se demander ce qu’il advient si on s’inte´resse aux couples
de nombres premiers sous l’hyperbole pq ≤ x. Le re´sultat pre´ce´dent de re´partition des
rapports est alors identique et est plus facile a` montrer, car, par le the´ore`me des nombres
premiers, la plus grande part des couples consiste en des couples (p, q) avec q tre`s petits
par rapport a` p c’est–a`–dire q ≤ exp((log x)1−o(1)). Il n’est pas ne´cessaire d’appliquer des
majorations de sommes de Kloosterman courtes (cf. lemme 4.2 ci–dessous), un the´ore`me
de re´partition en moyenne des nombres premiers dans les progressions arithme´tiques
de type Barban–Davenport–Halberstam suffit. Dans cet ordre d’ide´es, voir la remarque
([Mi1] p. 77-78).
Le dernier the´ore`me concerne les valeurs extreˆmement petites de T (1, 1; pq), pour q < p
et q −→∞. Le lemme 3.1 montrera que T (1, 1; pq) n’est jamais nul, et le lemme 3.2 que,
lorsque pq ≡ 1 modulo 4, la valeur minimale de cette somme est positive et peut eˆtre
tre`s proche de
pi2
√
pq
4q2
. Nous e´tudions la fre´quence de cet e´ve´nement par le
THE´ORE`ME 1.5. — Soit P et Q, deux re´els ve´rifiant P ≥ Q. Alors, pour Q −→∞, on
a les relations
]
{
(p, q), pq ≡ 1 mod 4, P < p ≤ 2P, Q < q ≤ 2Q,
∣∣∣T (1, 1; pq)
4
√
pq
− pi
2
4q2
∣∣∣ ≤ 100
q3
}
(1.11) =
log 2
2
.
P
logP logQ
(1 + o(1)),
uniforme´ment pour Q2 ≤ P , et
]
{
(p, q), pq ≡ 1 mod 4, P < p ≤ 2P, Q < q ≤ 2Q,
∣∣∣T (1, 1; pq)
4
√
pq
− pi
2
4q2
∣∣∣ ≤ 100
q3
}
(1.12)  P
logP logQ
,
uniforme´ment pour Q ≤ P 0,52.
Enfin, si, sous la forme donne´e en (5.3), la conjecture d’Elliott–Halberstam est vraie,
la relation (1.11) est vraie, uniforme´ment pour Q ≤ P 1−ε, avec ε re´el positif quelconque.
Le cas ou` pq ≡ 3 modulo 4 est e´videmment identique a` condition de diviser par i
la quantite´ pi
2
4q2 (voir lemme 3.2). En choisissant, dans le the´ore`me 1.5, relation (1.12),
respectivement Q = P 0,52 et Q = P 1−ε, on a directement le
9COROLLAIRE 1.6. — Il existe une infinite´ de d’entiers n ayant exactement deux facteurs
premiers compte´s avec multiplicite´, tels qu’on ait
|T (1, 1;n)|  (√n)− 719 .
Si, sous la forme donne´e en (5.3), la conjecture d’Elliott–Halberstam est vraie, l’e´nonce´
pre´ce´dent reste vrai en remplac¸ant l’exposant − 719 par −(1 − ε), avec ε re´el positif
quelconque.
Ce corollaire montre ainsi qu’il existe des sommes de Salie´ T (1, 1; pq) minuscules, en
particulier de module infe´rieur a` chaque terme de cette somme.
I.4. Remarques
Peut–on ame´liorer la constante 719 , dans le corollaire 1.6, en se donnant plus de liberte´
en travaillant avec des entiers ayant exactement trois facteurs premiers ? Apparemment
ce cas est bien plus ardu, puisque, si n = pqr avec p, q et r premiers, il faut, par la
me´thode pre´sente´e au §V, controˆler simultane´ment les parties fractionnaires de pqr , prq et
qr
p .
A` la diffe´rence des sommes de Salie´, il nous semble tre`s difficile de prouver pour un
f ge´ne´ral (disons f(X) = X + 1/X), l’existence d’une infinite´ de couples de nombres
premiers (p, q) ve´rifiant
|Sf (1; pq)| ≤ 1.
Cette difficulte´ est due, d’une part a` l’absence de lien entre Sf (p, q) et Sf (q; p), et d’autre
part a` l’apparente inefficacite´ de l’analyse de Fourier a` de´tecter des e´le´ments de trace
minuscule dans SUk(C) ou dans USpk(C). Dans le meˆme ordre d’ide´es, rappelons que
toute somme de Kloosterman SaX+b/X(1; p) est un re´el non nul. Il reste a` trouver une
minoration re´aliste de la valeur absolue de cette somme. En effet, des raisonnements sur
la norme de cette somme dans l’extension cyclotomique Q(e
2pii
p )/Q, conduisent, pour p
suffisamment grand, a` la minoration
|SaX+b/X(1; p)| ≥ p−c0p,
avec c0 constante absolue strictement positive. Cette minoration semble bien loin de la
re´alite´.
Pour conclure cette introduction, on rappelle ce qui est connu sur le proble`me de
l’existence de tre`s petites sommes de caracte`res multiplicatifs
(1.13)
∑
1≤n≤p
χ(f(x))
pour χ caracte`re modulo p et f polynoˆme a` coefficients entiers. Lorsque deg f = 1 cette
somme est nulle ; lorsque deg f = 2 et χ est le caracte`re de Legendre, cette somme vaut
p−1 ou −1, suivant que modulo p, f est ou n’est pas un carre´ parfait. Signalons que pour
χ = (p ), la somme (1.13), lorsqu’elle est non nulle, vaut au moins 1 en valeur absomue.
Les proble`mes inte´ressants commencent lorsque deg f = 3 et χ symbole de Legendre. En
effet la somme ∑
x∈Z/nZ
χ
(x3 + ax+ b
p
)
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s’interpre`te comme −ap(E), ou` ap(E) est l’habituelle quantite´ lie´e a` la re´duction modulo
p de la courbe elliptique E/Q d’e´quation y2 = x3 + ax + b. La nullite´ de cette somme
e´quivaut, pour p, a` eˆtre un nombre premier supersingulier pour E. Dans le cas ou` E est
CM, on sait, depuis Deuring [Deu], que, asymptotiquement, 50% des nombres premiers
sont supersinguliers pour E. Par contre, si E n’est pas CM, l’existence d’une infinite´ de
p supersinguliers a e´te´ prouve´e par Elkies [E]. Toutefois la preuve de Elkies et de ses
successeurs (voir [FM] par exemple) exhibe un ensemble de supersinguliers qui est bien
loin d’avoir la densite´ conjecture´e par Lang et Trotter [LT]. Enfin, l’existence de petites
valeurs de la somme (1.13) pour des polynoˆmes f de degre´ supe´rieur, est un domaine de
recherches quasiment inexplore´.
Remerciements. Cet article a e´te´ e´crit lors de deux se´jours du deuxie`me auteur
a` l’Institute for Advanced Study pendant l’anne´e 1999-2000 et l’automne 2000-2001. Il
remercie cette institution pour son hospitalite´ et ses excellentes conditions de travail.
Enfin, les auteurs remercient les rapporteurs de leurs judicieuses remarques.
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II. LE CAS GE´NE´RAL : THE´ORE`MES 1.2 ET 1.3
II.1. Pre´sentation du cadre de travail.
Les lettres p et q de´signent toujours des nombres premiers. Soit f une fraction
rationnelle ve´rifiant les hypothe`ses des the´ore`mes 1.2 ou 1.3. Par (1.1) et (1.3), on cherche
une majoration de la forme
|Sf (p; q)| ≤ (pq)
1−β
2 p−
1
2
pour β aussi grand que possible. Pour ce faire on utilisera les techniques d’e´quire´partition
de sommes d’exponentielles de´veloppe´es par Katz ([K2], [K3]) et utilise´es ensuite dans
([Mi1], [Mi2]). Pour chaque f ve´rifiant les hypothe`ses ci–dessus, pour tout nombre premier
q assez grand, tout premier ` 6= q, on construit un Q`–faisceau de rang k, sur P1Fq , note´
Sf qui ve´rifie les proprie´te´s suivantes (cf. [K3] 7.9–7.10) :
• Sf est pur et de poids ze´ro,
• pour tout a ∈ F×q , on a
|tr (Froba ; Sf )| =
|Sf (a; q)|√
q
,
• Sf est lisse sur GmFq , sauvagement ramifie´ en 0, mode´re´ment ramifie´ en ∞,
• Sf est ge´ome´triquement irre´ductible, son groupe de monodromie ge´ome´trique Gge´om
vaut SLk si f ve´rifie H.1, H.2, H.3, ou Spk si f ve´rifie H.1, H.2, H.3’,
• les groupes de monodromie ge´ome´trique et arithme´tique de Sf co¨ıncident.
Remarque.– Il est bon de noter que le faisceau na¨ıf Ff que l’on construit directement
a` partir de f par transforme´e de Fourier–Deligne–Laumon et qui ve´rifie l’e´galite´
tr (Froba ; Sf ) = −Sf (a; q)√
q
,
ne satisfait pas en ge´ne´ral la dernie`re des cinq proprie´te´s e´nonce´es ci–dessus. En effet
pour forcer les groupes de monodromie ge´ome´trique et arithme´tique a` co¨ıncider, il est
ne´cessaire de tordre Ff par un faisceau de rang 1 de sorte que le de´terminant du faisceau
obtenu soit arithme´tiquement trivial. Comme cela est explique´ dans [K3] 7.11–7.12 (voir
aussi [K1] Cor.13), cela est possible et on obtient alors un faisceau Sf qui n’est pas
ne´cessairement unique et qui ve´rifie
tr (Froba ; Sf ) = αf,q Sf (a; q)√
q
,
ou` αf,q est un nombre complexe de module 1 qui de´pend de la caracte´ristique. Ajoutons
que sa de´termination exacte est un proble`me subtil qui n’est pas re´solu en ge´ne´ral.
Heureusement dans cet article, seules les valeurs absolues des sommes nous inte´ressent.
Soit K un compact maximal de Gge´om(C) (on prendra pour K soit SUk(C) pour le
the´ore`me 1.2, soit USpk(C) pour le the´ore`me 1.3) ; on note µH sa mesure de Haar, K\
l’espace des classes de conjugaison, et µST la mesure de Sato–Tate associe´e (l’image de
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µH par la projection canonique). Chaque classe de frobenius Froba pour a ∈ F×q , de´finit
alors une classe de conjugaison θ\a,q ⊂ K\, pour laquelle
|tr (θ\a,q)| =
|Sf (a; q)|√
q
.
Dans cette situation, on a ([K3] 7.9, 7.10) :
THE´ORE`ME 2.1. — Sous les hypothe`ses pre´ce´dentes, quand q −→ ∞, les classes de
conjugaison {θ\a,q}a∈F×q ⊂ K\, deviennent e´quire´parties pour la mesure de Sato–Tate
µST, ie. pour toute fonction f , continue sur K\, on a
lim
q−→∞
1
q − 1
∑
a∈F×q
f(θ\a,q) =
∫
K\
f(θ\) dµST.
EXEMPLE 2.2. — Si f(X) = X + X−1, on a l’e´galite´ Gge´om = SL2 et K\ s’identifie
alors a` l’intervalle [0, pi[ muni de la mesure µST = 2pi sin
2 θdθ.
La suite de la preuve consiste en une exploitation du the´ore`me 2.1 et des techniques
de grand crible pour montrer l’existence d’une infinite´ de couples de premiers (p, q) tels
que ∣∣∣Sf (p; q)√
q
∣∣∣ = |tr (θ\p,q)| ≤ √pq −βk ,
ou` βk est positif et ne de´pend que de k.
II.2. Majoration de sommes de Weyl I.
Soit ρ une repre´sentation irre´ductible non triviale deK = Gge´om et dim ρ sa dimension.
On conside`re la somme de Weyl suivante associe´e a` ρ
(2.1) Wρ(P,Q) =
1
PQ
∑ ∑
P<p≤2P Q<q≤2Q
p6=q
log p log q tr(ρ(θ\p,q)).
La majoration triviale de cette somme est |Wρ(P,Q)|  dim ρ. De´composant les p en
classes de congruence modulo q, on a pour chaque q (Q < q ≤ 2Q), la majoration
(2.2)
∣∣∣ ∑
P<p≤2P
p6=q
log p tr(ρ(θ\p,q))
∣∣∣ ≤ 1
q − 1
∑
χ mod q
|θ(2P, χ)− θ(P, χ)||Sρ(χ; q)|,
ou` χ parcourt l’ensemble des caracte`res complexes de F×q , et ou` on a pose´
θ(x, χ) =
∑
p≤x
log p χ(p),
et
Sρ(χ, q) =
∑
a∈F×q
χ(a)tr(ρ(θ\a,q)).
On a alors le
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LEMME 2.3. — Pour toute repre´sentation ρ irre´ductible et non triviale de Gge´om, et
pour tout caracte`re χ de F×q , on a la majoration
|Sρ(χ; q)| ≤ k dim ρ √q.
Preuve. Comme les groupes de monodromie ge´ome´trique et arithme´tique de Sf
co¨ıncident, on peut former par composition le faisceau ρ(Sf ), celui–ci est ge´ome´tri-
quement irre´ductible, de meˆme que ρ(Sf )⊗Lχ, ou` Lχ est le Q`–faisceau de rang 1, associe´
au caracte`re χ. Comme Lχ est mode´re´ en 0 et ∞, la ramification sauvage de ρ(Sf ) n’est
pas modifie´e par ce twist. Originellement ([K3] 7.9, 7.10), Sf n’est sauvagement ramifie´
qu’en 0, tous les sauts e´tant en 1. Le lemme se de´duit alors de la formule des traces de
Lefschetz, de la formule de Grothendieck–Ogg–Schafarevich et des bornes triviales pour
le conducteur de Swan de ρ(Sf )⊗ Lχ (voir par exemple [Mi1] lemmes 2.0, 2.1, 2.2)

Nous de´duisons maintenant la
PROPOSITION 2.4. — Soit ρ comme pre´ce´demment. Alors pour tout Q ≤ P , on a la
majoration
Wρ(P,Q) k dim ρ
(
Q−
1
2 + (Q/P )
1
2
)
(logP )
9
2
Preuve. Par le lemme 3.3 ci–dessous, on a la majoration∑
D<d≤2D
∑
χ mod d
χ primitif
|ψ(P, χ)|  (logDP ) 72 (P +D 54P 34 +D2P 12 ),
avec ψ(x, χ) de´fini en (3.2). Si on somme sur des modules q premiers, seul le caracte`re
principal χ0 modulo q n’est pas primitif. Inse´rant la majoration triviale ψ(P, χ0) P et
la majoration habituelle |ψ(P, χ)− θ(P, χ)|  P 12 , on obtient finalement∑
Q<q≤2Q
log q
∑
χ mod q
|ψ(P, χ)|  (logPQ) 72 (PQ+ P 34Q 54 + P 12Q2).
Il reste a` regrouper (2.1), (2.2), le lemme 2.3 et l’ine´galite´ pre´ce´dente pour conclure la
preuve de la proposition 2.4.

II.3. Majoration de sommes de Weyl II.
On fixe g une fonction radiale sur C, non nulle a` valeurs dans R+, infiniment
diffe´rentiable, ayant pour support le compact {z, |z| ≤ 1}. Soit 0 < ∆ < 1 un parame`tre.
On conside`re la fonction centrale g∆ sur K de´finie par
g∆ : θ → g
( tr(θ)
∆
)
.
Par abus de notation, on notera encore g∆ la fonction sur K\ correspondante. On a alors
une de´composition en se´rie de Fourier absolument et uniforme´ment convergente ([Su]
Chap. II, Thm 8.1)
g∆(θ) =
∫
K
g∆(θ′)dµH(θ′) +
∑
ρ
ĝ∆(ρ)tr(ρ(θ)),
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ou` ρ parcourt l’ensemble des repre´sentations irre´ductibles de K non triviales (donc de
Gge´om) et
ĝ∆(ρ) =
∫
K
g∆(θ′)tr(ρ(θ′))dµH(θ′).
Posons maintenant
Wg∆(P,Q) =
1
PQ
∑ ∑
P<p≤2P Q<q≤2Q
p6=q
log p log q g∆(θ\p,q).
Remarquons que si on prouve la non nullite´ de cette somme, on de´duit l’existence d’une
somme Sf (p; q) de module  ∆√q. Par la proposition 2.4 on obtient, pour P ≥ Q, la
majoration
(2.3)
∣∣∣Wg∆(P,Q)− (1 + o(1))∫
K
g∆(θ)dµH(θ)
∣∣∣ ‖g∆‖\(logQ) 92 (Q− 12 + (Q/P ) 12 )
ou`
‖g∆‖\ =
∑
ρ
dim ρ |ĝ∆(ρ)|.
II.4. Estimation du terme principal
Dans cette partie, on estime, en fonction de ∆, le terme principal de Wg∆(P,Q), a`
savoir ∫
K
g∆(θ)dµH(θ),
en distinguant suivant les valeurs deK. Pour cela, on a recours aux formules d’inte´gration
de Weyl ([KS] Chap 5).
• Le cas K = USpk
On est dans le cadre des hypothe`ses du the´ore`me 1.3, et, d’apre`s (1.7), l’entier k est
pair, on l’e´crit sous la forme 2k dans le lemme suivant
LEMME 2.5. — Soit k ≥ 1. On a l’encadrement
∆k,g
∫
USp2k
g∆(θ)dµH(θ)k,g ∆.
Preuve. On utilise la forme explicite des formules d’inte´gration de Weyl ([KS] 5.0.4) :
∫
USp2k
g∆(θ)dµH(θ) =
4
k!
∫
[0,pi]k
g
(∑k
j=1 cosxj
∆
)(∏
i<j
(cosxi − cosxj)
)2∏
j
2
pi
sin2 xjdxj ,
puis on fait le changement de variable uj = cosxj , l’inte´grale devient donc
(2.4)
∫
USp2k
g∆(θ)dµH(θ) =
4
k!
∫
[−1,1]k
g
(∑k
j=1 uj
∆
)(∏
i<j
(ui − uj)
)2∏
j
2
pi
√
1− u2jduj .
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Pour majorer, on a trivialement la relation
∫
USp2k
g∆(θ)dµH(θ)
∫
[−1,1]k
g
(∑k
j=1 uj
∆
)∏
j
duj = ∆k
∫
[− 1∆ , 1∆ ]k
g
( k∑
j=1
vj
)∏
j
dvj ,
dans cette dernie`re inte´grale k–uple, on inte`gre d’abord par rapport a` vk, puisque g est
a` support compact, cette inte´grale est en Og(1), puis on inte`gre par rapport aux autres
variables, d’ou` ∫
USp2k
g∆(θ)dµH(θ) ∆k(1/∆)k−1  ∆.
Pour la minoration, on part de la relation (2.4) et on rappelle que g(x) > 0 pour |x| < 1.
Soient (xi)1≤i≤k une suite de re´els ve´rifiant
−1 + 1
k2
< x1 < x2 < · · · < xk−1 < xk < 1− 1
k2
xi+1 − xi > 12k2 (1 ≤ i ≤ i+ 1)
et
x1 + · · ·+ xk = 0.
On de´signe par Ij (j = 1, . . . , k − 1) l’intervalle de centre xj et de longueur 110k6 . En
raison de la construction pre´ce´dente, on voit que pour ∆ suffisamment petit et uj fixe´s
dans l’intervalle Ij (1 ≤ j ≤ k − 1), l’ine´quation en l’inconnue uk,
−∆/2 ≤ u1 + u2 + · · ·+ uk−1 + uk < ∆/2
admet pour solutions, un intervalle de longueur ∆, note´ Ju1,...,uk−1 tel que
Ju1,...,uk−1 ⊂ [xk −
1
9k5
, xk +
1
9k5
].
Il est alors facile de voir que si (u1, . . . , uk−1) appartient a` I1 × · · · × Ik−1 et si uk
appartient a` Ju1,...,uk−1 , la fonction a` inte´grer dans la partie droite de (2.4) est k,g 1
puisque les uj ne sont pas trop proches les uns des autres ni trop proches de ±1. Enfin,
pour terminer la preuve de la minoration du lemme 2.5, il reste a` ve´rifier que la mesure
des (u1, . . . , uk) comme ci–dessus est k ∆, ce qui est e´vident, puisque Ju1,...,uk−1 est
de longueur ∆.

• Le cas K = SUk, (k ≥ 3).
(En effet, puisqu’au lemme 2.5, a e´te´ traite´ le cas USp2=SU2, on peut se restreindre
au cas ou` k ≥ 3)
LEMME 2.6. — Pour k ≥ 3 et k 6= 4, on a
∆2 k,g
∫
SUk
g∆(θ)dµH(θ)k,g ∆2.
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Pour k = 4, on a
∆2 g
∫
SU4
g∆(θ)dµH(θ)g ∆2 log(1/∆).
Preuve. Notons d’abord que, comme g est une fonction radiale, on a (voir par exemple
[KS] Cor. 1.3.2) ∫
SUk
g∆(θ)dµH(θ) =
∫
Uk
g∆(θ)dµH(θ).
Pour le groupe Uk, la formule de Weyl donne ([KS] 5.0.3)
(2.5)
∫
Uk
g∆(θ)dµH(θ) =
1
k!
∫
[0,2pi]k
g
(∑k
j=1 e
ixj
∆
)∏
i<j
|eixi − eixj |2
∏
j
dxj
2pi
.
Prouvons la majoration. Puisque g(z) = 0 pour |z| > 1, on a la relation
(2.6)
∫
Uk
g∆(θ)dµH(θ)k,g λ
(
{(x1, . . . , xk) ∈ [0, 2pi]k, |eix1 + . . .+ eixk | ≤ ∆}
)
,
ou` λ est la mesure de Lebesgue. R. Cerf nous a aimablement fait remarquer que
l’e´valuation d’une telle mesure est un proble`me bien connu des probabilistes, sous le
nom de vol ale´atoire (voir [Sp] p. 104) par exemple). On a le
LEMME 2.7. — Soit n ≥ 1, X1, . . . , Xn, n variables ale´atoires inde´pendantes, a` valeurs
sur le cercle unite´, tels que l’argument de chacune des Xi soit e´quire´parti entre 0 et 2pi.
Alors, pour tout r > 0, on a l’e´galite´
1
2
(
P
[∣∣ n∑
i=1
Xi
∣∣ < r]+ P[∣∣ n∑
i=1
Xi
∣∣ ≤ r]) = r ∫ ∞
0
J1(rt)Jn0 (t)dt,
ou` J`(t) est la fonction de Bessel d’ordre `.
Ainsi, par (2.5) et le lemme 2.7, pour prouver la majoration du lemme 2.6, il suffit de
montrer que l’inte´grale
Ik(r) := r
∫ ∞
0
J1(rt)Jk0 (t)dt,
ve´rifie
(2.7) Ik(r)k r2, k = 3 ou k ≥ 5
et
(2.8) I4(r) r2 log(1/r),
lorsque r tend vers 0 (en fait on peut remplacer ces majorations par des e´quivalences
mais nous n’en aurons pas besoin).
Rappelons quelques proprie´te´s des fonctions de Bessel. On a ([EMOT] p. 4, p. 85)
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LEMME 2.8. — On a les relations
(2.9) J0(x) = 1− x
2
4
+O(x4), J1(x) =
x
2
+O(x3) (x −→ 0)
(2.10) J0(x) min(1, x− 12 ), J1(x) min(x, x− 12 ), J ′1(x) = J0(x)− J1(x)/x (x > 0)
(2.11) J0(x) =
√
2
pi
x−
1
2 cos(x− pi
4
) +O(x−
3
2 ) (x −→∞).
D’abord, par (2.10), on a J0(x) 1 et J1(rx) rx, ce qui donne la majoration
(2.12) r
∫ 1
0
J1(rx)Jk0 (x)dx r2.
Il reste a` e´tudier
(2.13) I ′k(r) = r
∫ ∞
1
J1(rx)Jk0 (x)dx.
Pour majorer cette inte´grale lorsque k ≥ 5, on utilise le fait que J0(x) tend vers 0 a`
l’infini : par (2.10), on a J0(x) x− 12 et J1(rx) rx, ce qui donne
(2.14) I ′k(r) r2 (k ≥ 5).
Pour k = 3 on utilise les oscillations de la fonction J0 a` l’infini (voir (2.11)), sous la forme
(2.15) J30 (x) =
( 2
pi
) 3
2x−3/2 cos3(x− pi
4
) +O(x−5/2).
Le terme d’erreur de (2.15) reporte´ dans (2.13) donne une contribution en O(r2), ce qui
est acceptable. Pour la contribution du terme principal de (2.15), on e´crit
cos3(x− pi
4
) =
j=3∑
j=−3
aje
ijx,
ou` les aj sont des nombres complexes tels que a0 = 0. On est donc ramene´ a` traiter des
inte´grales oscillantes
Kj(r) := r
∫ ∞
1
J1(rx)x−3/2eijxdx, (j 6= 0).
Une inte´gration par parties donne
Kj(r) =
[
rJ1(rx)x−3/2(ij)−1eijx
]∞
1
− r
∫ ∞
1
(
rJ ′1(rx)x
−3/2 − (3/2)J1(rx)x−5/2
)
(ij)−1eijxdx,
18
puis (2.9) et (2.10) fournissent J ′1(x) 1, ce qui donne
Kj(r) r2 (j 6= 0),
d’ou`
(2.16) I ′3(r) r2.
Le cas ou` k = 4 est un peu e´trange ; suivant la meˆme de´marche que pour k = 3, on e´crit
(2.17) J40 (x) =
4
pi2
x−2 cos4(x− pi/4) +O(x−3),
que l’on reporte dans (2.13). Le terme d’erreur de (2.17) ne pose aucun proble`me, sa
contribution est en O(r2). On de´veloppe
(2.18) cos4(x− pi/4) =
4∑
j=−4
bje
ijx,
mais cette fois on a b0 non nul, il vaut meˆme 3/8. On est donc ramene´ a` e´tudier
K˜j(r) := r
∫ ∞
1
J1(rx)x−2eijxdx.
On traite K˜j comme Kj , lorsque j 6= 0, on montre ainsi par une inte´gration par parties
(2.19) K˜j(r) r2 (j 6= 0).
Les relations (2.17), (2.18) et (2.19) produisent l’e´galite´
I ′4(r) =
3
2pi2
K˜0(r) +O(r2) =
3
2pi2
r2
∫ ∞
r
J1(x)x−2dx+O(r2).
Cette dernie`re inte´grale est de´compose´e en∫ ∞
r
. . . =
∫ 1
r
. . .+
∫ ∞
1
. . .
La deuxie`me inte´grale de la ligne pre´ce´dente est en O(1), pour la premie`re on utilise (2.9)
sous la forme∫ 1
r
J1(x)x−2dx =
∫ 1
r
(x
2
+O(x3)
)
x−2dx =
1
2
log(1/r) +O(1),
ceci conduit a` l’estimation asymptotique
(2.20) I4(r) =
3
4pi2
r2
(
log(1/r) +O(1)
)
,
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ce qui, couple´ a` (2.12) donne un renseignement plus pre´cis que la majoration annonce´e
pour I4(r). Les relations (2.12), (2.14), (2.16) et (2.20) donnent alors les majorations du
lemme 2.6 dans tous les cas.
Passons a` la minoration. La technique est assez proche de celle utilise´e pour l’inte´grale
sur le groupe USp2k. Soit δ > 0 tre`s petit (δ =
1
100k4 ) convient. Puisque
k∑
m=1
e(
m
k
) = 0,
on voit que pour tout (x1, . . . , xk−2) tel que |xm − mk | ≤ δ, il existe des re´els ak−1 et ak
tels que
k−2∑
m=1
e(xm) + e(ak−1) + e(ak) = 0
et |ak−1 − k−1k |, |ak − 1| ≤ 1k3 .
Lorsque x1, . . . , xk−2 sont fixe´s et que ∆ est petit, on a, par le the´ore`me des
accroissements finis l’ine´galite´ ∣∣ k∑
m=1
e(xm)
∣∣ ≤ ∆,
de`s qu’on a |xk−1−ak−1| ≤ c0∆ et |xk−ak| ≤ c0∆, pour une certaine constante absolue
c0 > 0.
Signalons que tous les xm ci–dessus sont, modulo 1, a` une distance mutuellek 1, par
conse´quent on a toujours |eixi − eixj | k 1, pour tout i < j. Retournant vers la formule
(2.5), inse´rant les remarques pre´ce´dentes et en se souvenant que g a pour support le
disque unite´, on obtient la minoration∫
Uk
g∆(θ)dµH(θ) ∆2.

II. 5. Majoration du terme d’erreur.
Pour majorer ‖g∆‖\, on utilise l’observation de Katz ([K2] Chap. 3), conse´quence de la
formule d’inte´gration de Weyl. Rappelons que les fonctions centrales surK correspondent
aux fonctions sur un tore maximal T de K, invariantes par le groupe de WeylW . Comme
T ' (S1)r (r de´signe le rang de K), une fonction de h sur T de classe C∞ admet une
de´composition en se´rie de Fourier classique :
h(t) =
∑
n∈Hom(T,S1)
ĥ(n)tn, ĥ(n) =
∫
T
h(t′)t′−ndµH(t′)
et on de´finit une semi–norme naturelle
‖h‖1 :=
∑
n∈Hom(T,S1)−{0}
|ĥ(n)|.
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L’observation de Katz est que pour toute fonction g de T invariante par W , il existe une
fonction h de T telle que ‖g‖\ = ‖h‖1. Cette fonction est de´finie de la manie`re suivante :
fixant une orientation sur Hom(T,S1) ⊗Z R ' Rr, on note R+ l’ensemble des racines
positives correspondantes, on pose
ϕ :=
1
2
∑
α∈R+
α et J(ϕ)(t) =
∑
w∈W
ε(w)tϕ◦w,
ou` ε(w) est le de´terminant de w ⊂ GLr. Noter que pour les groupes K que nous
conside´rons, on a ϕ ∈ Hom(T,S1) ' Zr. Alors il existe un ope´rateur diffe´rentiel DWeyl
sur T d’ordre |R+| tel que si l’on pose
h :=
1
|W |DWeyl(J(ϕ)g)
on a ‖g‖\ = ‖h‖1.
Fixons une Z–base de Hom(T,S1) ' Zr, et {n∗j}j=1,...,r la base duale, on pose, pour
n ∈ Hom(T,S1), nj := n∗j (n) et Dj est l’ope´rateur diffe´rentiel d’ordre 1 caracte´rise´ par
Djt
n = njtn. Pour J ⊂ {1, . . . , r}, on pose DJ =
∏
j∈J Dj . Ainsi, si h est de classe C∞,
on a
nj ĥ(n) = D̂jh(n),
(∏
j∈J
nj
)
ĥ(n) = D̂Jh(n).
Pour g∆, et h∆ = |W |−1DWeyl(J(ϕ)g∆), on a donc
‖h∆‖1 =
∑
I∪J={1,...,r}
I∩J=∅
∑
i∈I
j∈J
∑
n,|ni|≤∆−1
|nj |>∆−1
1∏
j∈J |nj |
∣∣∣D̂Jh∆(n)∣∣∣
≤
∑
I∪J={1,...,r}
I∩J=∅
∑
i∈I
j∈J
( ∑
n,|ni|≤∆−1
|nj |>∆−1
1∏
j∈J |nj |2
) 1
2
(∑
n
∣∣D̂Jh∆(n)∣∣2) 12

∑
I∪J={1,...,r}
I∩J=∅
∑
i∈I
j∈J
∆(|J|−|I|)/2‖DJh∆‖2
par l’identite´ de Parseval. Comme h∆ est l’image de g∆ par un ope´rateur diffe´rentiel
d’ordre |R+| et DJ est d’ordre |J |, on a par les lemmes 2.5 et 2.6 la majoration
||DJh∆||2 g,k (∆−1)|R+|+|J|∆κ2 avec κ = 1 si K = USpk et κ = 2 si K = SUk
avec k ≥ 3 (lorsque dans ce cas, on a k = 4, il faut meˆme multiplier par (log(1/∆)) 12 ) ;
on obtient donc
(2.21)
‖g∆‖\ = ||h∆||1 k,g
∑
I∪J={1,...,r}
I∩J=∅
∑
i∈I
j∈J
∆
|J|−|I|
2 −|J|−|R+|+κ2 ,k,g ∆
κ−r−|R+|
2 = ∆
κ−dimK
2 ,
en multipliant cette majoration par
(
log(1/∆)
) 1
2 lorsque κ = 2 et k = 4.
21
EXEMPLE 2.9. — Pour k = 2, on a ne´cessairement K = SU2 = USp2, on a alors
κ = 1, dimK = 3 et on trouve la majoration  ∆−1.
II. 6. Fin de l’estimation.
Par (2.3), par les lemmes 2.5 et 2.6 et par (2.21) on obtient la minoration
Wg∆ k,g ∆κ −Ok,g
(
∆(κ−dimK)/2(logQ)4(log(1/∆))
1
2 (Q−
1
2 + (Q/P )
1
2 )
)
ou` κ = 1 pour K = USpk (k ≥ 2) et κ = 2 pour K = SUk (k ≥ 3). Prenant alors P = Q2,
on voit que si on choisit ∆ =
√
PQ
−2/3(dimK+κ)+ε, avec ε > 0, on a pour Q assez grand,
l’ine´galite´ Wg∆(P,Q) > 0, ceci termine la preuve des the´ore`mes 1.2 et 1.3 puisque
dimSUk = k2 − 1, dimUSpk =
k
2
(k + 1).

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III. LEMMES SUR LES SOMMES DE SALIE´ ET SUR LES NOMBRES
PREMIERS
Dans ce paragraphe, on donne les mate´riaux ne´cessaires a` la preuve des the´ore`mes
1.4 et 1.5 relatifs aux sommes de Salie´. Le point de de´part est l’e´valuation classique des
sommes de Salie´ en fonction des solutions d’une e´quation quadratique. On introduit le
symbole λ(n) de´fini sur les entiers impairs par la formule
λ(n) =
{
1 si n ≡ 1 mod 4
i si n ≡ 3 mod 4 .
Ceci pose´, on a le
LEMME 3.1 ([Sa], [Mo] Thm 1 par exemple). — Soient a et b deux entiers non divisibles
par p ≥ 3. La somme de Salie´ T (a, b; p) ve´rifie les e´galite´s
T (a, b; p) = 2λ(p)
(a
p
)√
p cos
2pih
p
, si
(ab
p
)
= 1
(h est alors une des solutions de h2 − 4ab ≡ 0 modulo p) et
T (a, b; p) = 0, si
(ab
p
)
= −1.
Rappelons la formule de re´ciprocite´
(3.1)
m
n
+
n
m
≡ 1
mn
mod 1,
valable pour m et n entiers premiers entre eux.
En combinant les formules (1.2) et (3.1), le lemme 3.1, la formule de re´ciprocite´
quadratique et le the´ore`me des accroissements finis, on obtient directement le
LEMME 3.2. — Pour p et q nombres premiers impairs distincts, on a l’e´galite´
T (1, 1; pq) = 4λ(pq) cos
(2piq
p
)(
cos
(2piq
p
)
+
2piθp,q
pq
)√
pq,
ou` θp,q est un re´el tel que |θp,q| ≤ 1.
Ce lemme apparaˆıt sous une autre forme par exemple dans ([I2] Cor. 4.11). Nous
passons maintenant aux re´sultats ne´cessaires de la the´orie des nombres premiers. Ces
re´sultats concernent la fonction pi(x; d, a) qui compte le cardinal de l’ensemble des
nombres premiers infe´rieurs a` x et congrus a` a modulo d, et les fonctions de´rive´es a`
savoir ψ(x; d, a) =
∑
n≤x
n≡a mod d
Λ(n). Mais, puisque le signe d’une somme de Salie´ de´pend
fortement des congruence modulo 4, il faut aussi introduire les fonctions
pi(x; d, a; 4, b) =
∑
p≤x, p≡b mod 4
p≡a mod d
1
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et
ψ(x; d, a; 4, b) =
∑
n≤x, n≡b mod 4
n≡a mod d
Λ(n).
Pour commencer, rappelons le re´sultat suivant ([V] Thm 1, [Da] p.162 par exemple) qui
donne, graˆce a` l’ine´galite´ de grand crible, la valeur moyenne de la fonction
(3.2) ψ(x;χ) =
∑
n≤x
χ(n)Λ(n),
pour χ caracte`re de Dirichlet. On a
LEMME 3.3. — On suppose D ≥ 1 et x ≥ 2. Alors, on a l’estimation∑
d≤D
d
ϕ(d)
∑
χ mod d
χ primitif
max
y≤x
|ψ(y;χ)|  x(log xD)3 + x 34D 54 (log xD) 238 + x 12D2(log xD) 72 .
Il est bien connu que ce lemme, couple´ au the´ore`me de Siegel–Walfisz, conduit au
the´ore`me de Bombieri–Vinogradov, qui affirme que, en moyenne, les fonctions pi(x; d, a) et
ψ(x; d, a) ont un comportement harmonieux, pour d ≤ x 12 (log x)−A, ou` A est une certaine
constante positive. Le proble`me de controˆler le comportement en moyenne de la fonction
pi(x; d, a) dans des progressions arithme´tiques de module d avec log d/ log x ≥ 1/2+ε n’est
toujours pas re´solu stricto sensu. Il est presque re´solu dans l’e´nonce´ suivant de Bombieri,
Friedlander et Iwaniec qui est l’aboutissement d’une se´rie de travaux de ces auteurs et
de Fouvry, ou`, pour contourner la barrie`re du grand crible, on utilise la me´thode de
dispersion et des majorations de sommes de Kloosterman. On a
LEMME 3.4 ([BFI] Main Thm). — Soit a 6= 0, x ≥ y ≥ 3, et D2 ≤ xy. Il existe une
constante absolue B, telle qu’on ait les majorations
(3.3)
∑
D<d≤2D
(d,a)=1
∣∣∣ψ(x; d, a)− x
ϕ(d)
∣∣∣ = Oa(x( log ylog x)2(log log x)B)
et
(3.4)
∑
D<d≤2D
(d,2a)=1
∣∣∣ψ(x; d, a; 4, b)− x
2ϕ(d)
∣∣∣ = Oa(x( log ylog x)2(log log x)B) (b = ±1).
Si on est moins exigeant en ne demandant non plus des e´quivalents en moyenne mais
des minorations valables pour presque tout module d, on peut alors de´passer la valeur
critique
√
x pour ces modules. On a
LEMME 3.5 ([BH] Thm 1). — Il existe un re´el α > 0 et une fonction C : [0.5, 0.52]→
[α,∞[, telle que, pour tout a 6= 0, pour tout θ (0.5 ≤ θ ≤ 0.52), tout x ≥ 2 on ait
l’ine´galite´
(3.5)
]
{
d ; (d, a) = 1, xθ < d ≤ 2xθ, pi(2x; d, a)− pi(x; d, a) < C(θ)x
ϕ(d) log x
}
= Oa
(
xθ log−2 x
)
,
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et pour tout a 6= 0, pour tout θ (0.5 ≤ θ ≤ 0.52), tout x ≥ 2 et pour b = ±1, on ait
l’ine´galite´
(3.6)
]
{
d ; (d, 2a) = 1, xθ < d ≤ 2xθ, pi(2x; d, a; 4, b)− pi(x; d, a; 4, b) < C(θ)x
2ϕ(d) log x
}
= Oa
(
xθ log−2 x
)
.
Plus pre´cise´ment, Baker et Harman montrent (3.5) avec une fonction C(θ) de´croissante
telle que C(0, 52) = 0, 16, et telle que la valeur de C(0, 5) puisse eˆtre prise arbitrairement
proche de 1. Pour eˆtre rigoureux, on ne trouve dans les re´fe´rences cite´es ni la formule (3.4)
ni la formule (3.6). Il n’est pas possible de passer directement de (3.3) et (3.5) a` (3.4) et
(3.6), puisque en e´crivant ψ(x; d, a; 4, b) = ψ(x; 4d, ad), le nombre ad de´pend de d. Il faut
donc adapter la preuve des formules (3.3) et (3.5) pour inse´rer sur les n compte´s par la
fonction ψ ou les p compte´s par la fonction pi, la condition n ≡ b modulo 4 ou la condition
p ≡ b modulo 4. Cette adaptation a de´ja e´te´ faite par Fouvry ([F] p. 389–390) ou` il a
fallu introduire la condition supple´mentaire p ≡ 2 modulo 3, et par Heath–Brown ([H–B]
p. 29–30). Il suffit de suivre l’adaptation mise au point dans chacun de ces travaux.
Enfin, Baker et Harman e´tudient la fonction pi(x; d, a) et non la fonction pi(2x; d, a)−
pi(x; d, a). La modification de leur preuve est imme´diate : il suffit de conside´rer l’ensemble
{n;x < n ≤ 2x, n ≡ a mod d} pour le cribler, au lieu de l’ensemble {n; n ≤ x, n ≡
a mod d}.
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IV. PREUVE DU THE´ORE`ME 1.4
On pose donc que p et q sont des nombres premiers tels que 3 ≤ q < p. On s’inte´resse
uniquement au cas ou` pq ≡ 1 modulo 4, l’autre cas se traitant de meˆme. Nous nous
restreignons meˆme au cas
p ≡ q ≡ 1 mod 4,
le cas p ≡ q ≡ 3 modulo 4, e´tant absolument identique. On note {y} la partie fractionnaire
du re´el y.
La premie`re e´tape de la preuve du the´ore`me 1.4 est la
PROPOSITION 4.1. — Lorsque x −→∞, l’ensemble
E(x) =
{{q
p
}
; 3 ≤ q < p ≤ x, p ≡ q ≡ 1 mod 4
}
est e´quire´parti sur [0, 1[.
Preuve. Par le crite`re de Weyl, il suffit de montrer que, pour tout entier a 6= 0, on a
(4.1)
∑
p≤x
∑
q<p
e
(aq
p
)
= o
(
]E(x))
(on a volontairement oublie´ les conditions de congruence p ≡ q ≡ 1 mod 4, pour alle´ger les
notations ; ces conditions n’apportent aucune difficulte´ supple´mentaire). En fait, puisque
]E(x) ∼ x2
8 log2 x
, on voit que (4.1) est une conse´quence de la relation
(4.2) Sa(p) :=
∑
q<p
e
(aq
p
)
= o
( p
log p
)
pour tout a 6= 0.
En d’autres termes nous montrons l’e´quire´partition modulo 1 de l’ensemble {{ qp}; q < p},
lorsque p est un premier fixe´. La preuve de (4.2) n’est pas structurellement diffe´rente de
celle de [Mi1] Prop. 3.2, ou de sa version axiomatise´e [Mi2] Thm 3.1, mais nous espe´rons
que la pre´sentation donne´e ci-dessous est plus e´le´gante. Nous aurons besoin des deux
lemmes suivants. Le premier est une conse´quence tre`s classique des majorations de Weil
des sommes de Kloosterman :
LEMME 4.2. — Soit t et u deux re´els tels que 0 < u− t < p. On a alors l’ine´galite´
∑
t<n≤u
e
(an
p
)
= O(p
1
2 log p),
ou` la constante implicite du O peut eˆtre choisie inde´pendante de t, de u et de l’entier a
non divisible par p.
Le second est une conse´quence de l’e´galite´ a` la base du crible d’Iwaniec (voir, par
exemple [I1] lemma 1, [FI] lemma 1). En notant fz(n) la fonction caracte´ristique des
entiers n dont tous les diviseurs premiers sont supe´rieurs a` z, on a
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LEMME 4.3. — Soient D ≥ z ≥ 2. Il existe deux suites de re´els λd et σp,d ve´rifiant
• Pour tout d ≥ 1 et tout premier p, on a |λd| ≤ 1 et |σp,d| ≤ 1 ;
• On a l’implication λd 6= 0⇒ d < D ;
• On a l’implication σp,d 6= 0 ⇒ p < z, Dp2 ≤ d < Dp et tout diviseur premier de
d est > p ;
telles que, pour toute fonction arithme´tique F (n) nulle pour n suffisamment grand, on
ait l’ e´galite´∑
n
fz(n)F (n) =
∑
d≤D
λd
∑
m
F (dm) +
∑
p<z
∑
d<D/p
σp,d
∑
n
fp(n)F (pdn).
Preuve de (4.2). On pose
z = D =
√
p/ exp(
√
log p).
On a donc, par le the´ore`me des nombres premiers, l’e´galite´
Sa(p) =
∑
n<p
fz(n)e
(an
p
)
+O
(
p log−
3
2 p
)
,
puis le lemme 4.3 donne l’e´galite´
Sa(p) =
∑
d≤D
λd
∑
dm<p
e
(adm
p
)
+
∑
p′<z
∑
d<D/p′
σp′,d
∑
m
p′dm<p
fp′(m)e
(ap′dm
p
)
+O
(
p log−
3
2 p
)
.
La premie`re somme de la ligne pre´ce´dente est une somme de type I : l’entier m de´crit
un intervalle de longueur < p, le lemme 4.2 permet de majorer directement cette somme
sur m donnant l’e´galite´
(4.3)
Sa(p) =
∑
p′<z
∑
d<D/p′
σp′,d
∑
m
p′dm<p
fp′(m)e
(ap′dm
p
)
+ o
( p
log p
)
= Sa(p) + o
( p
log p
)
,
par de´finition. La somme Sa(p) est une somme de type II. Il faut faire apparaˆıtre une
forme biline´aire avec des variables de tailles convenables. Mais cette strate´gie de´pend de
l’ordre de grandeur de p′. Pour ce faire, on de´compose Sa(p) en
(4.4)
Sa(p) =
∑
p′≤D 14
. . .+
∑
D
1
4<p′<z
. . .
= S]a(p) +S
[
a(p),
par de´finition. On transforme S]a(p) ainsi :
(4.5)
∣∣S]a(p)∣∣ ≤ ∑
p′≤D 14
∣∣La(p, p′)∣∣,
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avec
La(p, p′) =
∑
m
fp′(m)
∑
d∈Dp,p′,m
σp′,de
(ap′dm
p
)
,
ou`, en raison du support de la fonction σp′,d, la variable d parcourt l’intervalle
Dp,p′,m =
[ D
p′2
,min
(D
p′
,
p
p′m
)[
.
On controˆle l’ordre de grandeur de la variable m par un de´coupage dyadique d’ou`
l’ine´galite´
La(p, p′) log p.
∣∣∣ ∑
M<m≤2M
fp′(m)
∑
d∈Dp,p′,m
σp′,de
(ap′dm
p
)∣∣∣,
valable pour un certain M ve´rifiant : M ≤ pp′D , (sinon l’intervalle Dp,p′,m est vide). On
applique l’ine´galite´ de Cauchy–Schwarz, on de´veloppe et on intervertit les sommations,
d’ou`
La(p, p′) log p.M 12
{ ∑ ∑
d,d′<min
(
D
p′ ,
p
p′M
)
∣∣∣ ∑
m∈Id,d′,p,p′
e
(a(d− d′)p′m
p
)∣∣∣} 12 ,
ou` Id,d′,p,p′ est un intervalle inclus dans [M, 2M ]. Le lemme 4.2 majore la somme sur m
lorsque d 6= d′, sinon on utilise la majoration triviale, d’ou` l’ine´galite´
La(p, p′) log p.M 12
{
min 2
(D
p′
,
p
p′M
)
p
1
2 log p+min
(D
p′
,
p
p′M
)
M
} 1
2
.
On transforme l’expression pre´ce´dente suivant que 1 ≤ M ≤ pD , ou que pD < M ≤ pp
′
D ,
puis on prend la valeur la pire de M qui est, suivant les cas, pD ou
pp′
D , pour parvenir
finalement a` la relation
La(p, p′) p 34 p′−1D 12 log 32 p+ pD− 12 log p.
On reporte cette majoration dans (4.5), pour e´crire
(4.6) S]a(p) p
3
4D
1
2 log2 p+ pD−
1
4 = o
( p
log p
)
,
en tenant compte de la valeur de D.
Dans l’e´tude de S[a(p), on veut conside´rer p
′d comme une seule variable, mais il faut
que les variables p′ et m ne soient plus lie´es arithme´tiquement par le facteur fp′(m). Dans
ce but, on pose ∆ = 1 + (log p)−10 et on de´signe par P ′ tout re´el ≤ z∆−1, de la forme
D
1
4∆k (k = 0, 1, . . .). Notons que le nombre de tels P ′ est en O
(
log11 p
)
. Ceci e´tant fixe´,
on de´compose
(4.7) S[a(p) =
∑
P ′
S[a(p, P
′),
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avec
S[a(p, P
′) =
∑
P ′<p′≤P ′∆
p′<z
∑
m
fp′(m)
∑
d
p′dm<p
σp′,de
(ap′dm
p
)
.
On approche la somme pre´ce´dente par
S˜[a(p, P
′) =
∑
P ′<p′≤P ′∆
p′<z
∑
m
fP ′(m)
∑
d
p′dm<p
σp′,de
(ap′dm
p
)
.
Cette modification de la fonction fp′ est ne´gligeable, puisqu’on a facilement
(4.8)
∣∣S[a(p, P ′)− S˜[a(p, P ′)∣∣ ∑
P ′<p′≤P ′∆
∑
P ′<p′′≤P ′∆
∑
d
p
p′p′′d
 p
[
log
logP ′∆
logP ′
]2
log p
 p log−21 p.
En regroupant (4.7) et (4.8), on a, pour un certain P ′ ve´rifiant D
1
4 ≤ P ′ ≤ z∆−1, la
relation
(4.9) S[a(p)
∣∣S˜[a(p, P ′)∣∣ log11 p+ o( plog p).
On e´crit
S˜[a(p, P
′) =
∑
m
fP ′(m)
∑
P ′<p′≤P ′∆
p′<z
∑
d
p′dm<p
σp′,de
(ap′dm
p
)
,
on constate ensuite qu’un entier n a au plus une seule e´criture sous la forme n = p′d,
avec σp′,d 6= 0, il existe donc des coefficients cn (avec |cn| ≤ 1) tels qu’on ait l’e´galite´
S˜[a(p, P
′) =
∑
m
fP ′(m)
∑
P ′≤n≤D
mn<p
cne
(amn
p
)
.
On fait un de´coupage dyadique de la variable m. Ainsi, pour un certain M ve´rifiant
M ≤ pP ′−1,
on a la relation
S˜[a(p, P
′) log p
∑
M<m≤2M
∣∣∣ ∑
P ′≤n≤D
mn<p
cne
(amn
p
)∣∣∣.
L’ine´galite´ de Cauchy–Schwarz conduit a`
S˜[a(p, P
′) log p M 12
{ ∑ ∑
n1, n2≤min(D, pM )
∣∣ ∑
m∈In1,n2,p
e
(a(n1 − n2)m
p
)∣∣} 12
,
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ou` In1,n2,p est un intervalle inclus dans [M, 2M ]. Le lemme 4.2 donne
S˜[a(p, P
′) log p M 12
{
min 2
( p
M
,D
)
p
1
2 log p+min
( p
M
,D
)
.M
} 1
2
 log 32 p (p 34D 12 + pP ′− 12 + pD− 12 ).
Il reste a` reporter cette majoration dans (4.9), d’utiliser la valeur minimale de P ′ et la
valeur de D pour conclure par
(4.10) S[a(p) = o
( p
log p
)
.
En regroupant (4.3), (4.4), (4.6) et (4.10), on a Sa(p) = o
(
p
log p
)
, ceci prouve la relation
(4.2) et par la`–meˆme la proposition 4.1

Le passage de la proposition 4.1 au the´ore`me 1.4 est une application du lemme 3.2.
Soit n = pq le produit de deux nombres premiers congrus a` 1 modulo 4, avec q < p. Le
lemme 3.2 entraˆıne l’encadrement
cos2
q
p
− 2pi
n
≤ T (1, 1; pq)
4
√
pq
≤ cos2 q
p
+
2pi
n
.
Notons
E(x;β, α) := ]
{{q
p
} ∈ E(x), β ≤ {q
p
} ≤ α}.
Ainsi, lorsque 0 ≤ a < b ≤ 1, on a, pour tout ε > 0 l’encadrement
E(x;β + ε, α− ε) + E(x; 1
2
+ β + ε,
1
2
+ α− ε)
+E(x;
1
2
− α+ ε, 1
2
− β − ε) + E(x; 1− α+ ε, 1− β − ε)−Oε(1)
≤]
{
(p, q), q < p ≤ x, p ≡ q ≡ 1 mod 4, a ≤ T (1, 1; pq)
4
√
pq
≤ b
}
≤E(x;β − ε, α+ ε) + E(x; 1
2
+ β − ε, 1
2
+ α+ ε)
+E(x;
1
2
− α− ε, 1
2
− β + ε) + E(x; 1− α− ε, 1− β + ε) +Oε(1),
ou` α et β sont les nombres compris entre 0 et 14 tels que cos
2 2piα = a et cos2 2piβ = b.
On applique alors la proposition 4.1, puis on fait tendre ε vers 0. On a alors prouve´ le
the´ore`me 1.4.

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V. PREUVE DU THE´ORE`ME 1.5
Cherchons maintenant des sommes de Salie´ tre`s petites. On se restreint au cas ou`
p, q ≡ 1 modulo 4, le cas ou` p, q ≡ 3 modulo 4 e´tant similaire. En intervertissant les
roˆles de p et q, on voit que le lemme 3.2 entraˆıne l’e´galite´
(5.1)
T (1, 1, pq)
4
√
pq
= sin
(pi
2
(1− 4p
q
)
)
.
(
sin
(pi
2
(1− 4p
q
)
)
+O
( 1
pq
))
,
par conse´quent la somme T (1, 1; pq) est d’autant plus petite que la fraction pq est proche
de 14 ou
3
4 modulo 1, c’est–a`–dire
1− 4p
q
= ±1
q
mod 2.
Ceci a lieu si et seulement si on a
(5.2) p ≡ ±q − 1
4
mod q,
puisqu’on a suppose´ q ≡ 1 modulo 4. La relation (5.2) e´quivaut a` p ≡ ±4 modulo q.
En conclusion, si q ≡ 1 modulo 4 et p ≡ ±4 modulo q on a, graˆce a` (5.1), la relation
T (1, 1; pq)
4
√
pq
=
pi2
4q2
(
1 +O(
1
p
)
)
,
et il n’est pas possible d’avoir la relation
T (1, 1; pq)
4
√
pq
= a
pi2
4q2
(1 + o(1)) avec une constante
re´elle a telle que 0 < a < 1, pour une infinite´ de (p, q) avec q < p.
Il reste a` prouver l’existence de tels p et q comme ci–dessus et d’e´valuer leur cardinal
lorsqu’on impose P < p ≤ 2P et Q < q ≤ 2Q. On de´signe par A(P,Q) ce cardinal. Il
ve´rifie
A(P,Q) =
( 1
logP
+ o(1)
) ∑
Q<q≤2Q
q≡1 mod4
(
ψ(2P ; q,±4; 4, 1)− ψ(P ; q,±4; 4, 1)).
La formule (3.4) donne pour A(P,Q) l’e´quivalent asymptotique
A(P,Q) ∼ log 2
2
P
logP. logQ
,
sous la condition Q2 ≤ P .
Si on se contente d’une minoration de A(P,Q), on suppose Q ≤ P 0,52 et on applique
le lemme 3.5 (majoration (3.6)) sous la forme
A(P,Q) =
∑
Q<q≤2Q
q≡1 mod 4
(
pi(2P ; q,±4; 4, 1)− pi(P ; q,±4; 4, 1)) P
logP. logQ
.
Enfin, la dernie`re partie de l’e´nonce´ du the´ore`me 1.5 requiert la forme suivante de la
conjecture d’Elliott–Halberstam ([EH]) :
Pour tout entier a 6= 0 et tout ε > 0 on a la relation
(5.3)
∑
d≤x1−ε
max
(a,d)=1
|pi(x; d, a)− pi(x)
ϕ(d)
∣∣∣ = Oε(x log−3 x).
Sous cette hypothe`se, les calculs se font comme pre´ce´demment mais avec le choix
Q ≤ P 1−ε.

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