We discuss use of the generalized N K model to examine evolutionary dynamics within the immune system. We describe how randomness and diversity play key roles in the immune response and how their effects are captured by this hierarchical spin glass model. We discuss analytical aspects of the model as well as practical applications to design of the annual influenza vaccine. We discuss the subtle role that the glassy evolutionary dynamics plays in suppressing autoimmune disease.
Introduction
The immune system provides a biological example of a random and evolving system. A successful description of the immune system must capture several essential biological features. First, each person has only a finite number of antibodies, out of a very large space of possible antibodies. Second, dynamics are important, because diseases must be cleared from an infected person by the immune system in a finite time. Third, there are correlations between the immune system and the infection, because diseases evolve in response to immune system pressure. Due to these technical features, the immune system is a natural object for study by statistical mechanics.
The immune system is not completely understood, and new scientific discoveries can have significant impacts on public health. For example, the annual mortality due to influenza epidemics is 250000 to 500000 people worldwide, and 5 to 15% of the total population becomes ill each year.
1 Typical annual costs associated with influenza outbreaks in the U.S. are $10 billion, 2 with approximately 40000 deaths, but this figure rises to around 90000 if individuals with susceptible complications are included. 3, 4 The economic cost of an influenza pandemic is estimated to be between $71-167 billion in the USA alone. 5 Vaccination is the primary public health method used to prevent infection with high death rate in the population.
The development of quantitative models of the performance of the immune system response to highly variable viral diseases is an area ripe for investigation. Of the 14 "Grand Challenges in Global Health," six Grand Challenges are vaccine related, and two Grand Challenges are addressed by such quantitative models. 7 Over the past 35 years, the average efficacy of the influenza vaccine has been about 42% of what it could be for a perfectly designed vaccine, both due to the mutation of the flu and to the less than optimal design of the vaccine. 8 The flu shot has even had a negative efficacy 26% of the time. 8 Two of the most well-known diseases with high death rates, cancer and HIV, are immunity related, and both raise challenges to vaccine design due to their high mutation rates and diversities. Autoimmunity, i.e. when an immune response is mistakenly directed at a person's own proteins, is a poorly understood aspect of immunology that is growing in practical importance. Autoimmune diseases affect some 50 million Americans, are one of the top ten leading causes of death in children and women aged 65 years and younger, and cost nearly $100 billion every year in direct health care in the U.S.
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The antibodies of the immune system evolve during an immune response. This evolution occurs in the sequence space of the antibodies that recognize the disease. The free energy of binding between an antibody and an invading pathogen depends in a rugged and somewhat unpredictable way on the amino acid sequence. We, therefore, expect evolution of antibodies to be generically slow and perhaps glassy. Thus, we are motivated to model the protein evolution that occurs in the immune response with dynamics on a spin glass model. 10 The energy landscapes of our model proteins, as a function of amino acid sequence space, are quite rugged. Protein folding occurs on a much more rapid timescale than the evolutionary dynamics that we consider. Thus, we focus on the the amino acid sequence degrees of freedom.
Our work complements the traditional literature of mean-field, differential equation based approaches to the immune system by allowing an investigation of the sequence-level dynamics of the finite size immune system. The antibodies produced in response to an antigen, and whether these same antibodies clear the disease or might cause autoimmune disease, are of our interest. The dynamics of the immune response, variable diversity joining (VDJ) recombination and somatic hypermutation, are captured by the mutation and selection dynamics of our model. Exactly these evolutionary dynamics are what our model can capture, and what differential equation based models cannot. That is, the sequence based approach we describe captures the diversity of the immune system, which is not intrinsically included in mean field theories.
The hierarchical structure of proteins induces a hierarchical structure to the ruggedness of the amino acid sequence space in which antibodies evolve. That is, depending on the dynamics and mechanisms used to search sequence space, energy barriers of different magnitude are crossed and these barriers are correlated in a hierarchical way. To describe the biology properly, it is essential to take into account this hierarchical nature of the evolution. Hierarchy is a novel feature of the spin glass model we will discuss. In nature there exists a wide range of evolutionary mechanisms, [11] [12] [13] [14] which range from point mutation to recombination to swapping events, and this hierarchy is exploited in evolution in the immune system as well. 15 One set of evolutionary moves has evolved to provide initial starting sequences for antibodies, VDJ recombination, and another set of evolutionary moves has evolved to fine tune these sequences, somatic hypermutation.
The rest of this paper is organized as follows. In Sec. 2, we provide a brief description of the immune system. In Sec. 3, we describe the sequence-based, hierarchical spin glass model that we use to describe antibody evolution in the immune system. We also present some of the analytic properties of this model. In Sec. 4, we describe the phenomenon and mechanism of original antigenic sin. In Sec. 5, we describe a new order parameter derived from the theory that correlates well with efficacy of the annual flu shot. In Sec. 6, we describe how the glassy nature of evolution within the immune system helps to avoid autoimmune disease. We conclude in Sec. 7. Shorter versions of some of these results have appeared previously.
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Brief Description of the Immune System
The immune system protects our body against infection from invading pathogens. The immune system is composed of cells and molecules circulating in the fluid of our tissues that interact with each other through signaling and act together to locate and eliminate invaders. The immune system is classified into two subsystems, the innate and the adaptive immune system. The former recognizes invading foreign bodies using a general mechanism, whereas the latter recognizes pathogens in a specific way. The adaptive immune response is further divided into two categories, namely the humoral, or B cell, response and the cellular, or T cell, response. The humoral immune response, which is dedicated to the elimination of extracellular pathogens, is the focus of this paper.
The main function of the humoral immune response is to develop B cells that produce antigen specific antibodies. An antibody molecule consists of two identical heavy and two identical light protein chains. When a B cell produces an antibody that binds to an antigen specifically, it begins to divide. This division occurs in one of the many lymph nodes of the body and occurs several times per day.
The diversity of the antibody molecules originates from a process called VDJ recombination, in which gene fragments randomly selected from three different genetic pools (V, D, and J) in the genome are joined together to create a set of initial antibodies. This process can produce on the order of 10 12 to 10 14 different antibodies from one genome. 15 Those B cells that produce antibodies that recognize an invading pathogen undergo a second evolutionary process of somatic hypermutation. In this process, the B cells that produce antibodies which bind to the antigen with higher affinities are selected and expanded in number by division. During this process, the DNA that codes for the antibody binding region is also mutated. For this reason, this second evolutionary process is called somatic hypermutation. Somatic hypermutation essentially performs a local search in the amino acid sequence space at the level of individual point mutations for higher affinity, starting from the initial VDJ starting points.
18 Somatic hypermutation can be viewed as a local diffusion in the antibody sequence space.
The process of antibody binding to antigen is a reversible chemical reaction:
where [·] is the concentration, and the binding constant K ranges from 10 4 to 10 11 l/mol in experimental studies of antibody-antigen binding.
15,19
Following somatic hypermutation, some B cells differentiate into plasma cells and others become memory cells. Plasma cells secrete soluble effector antibodies that bind antigen and block them from entering cells, mark antigen and signal phagocytic cells to ingest and destroy the invaders, or activate complement and punch holes in the membranes of the pathogen. Memory cells will stay longer at peripheral areas, such as lymph nodes, with membrane-bound antibody having the same specificity as the effector antibodies. Normally, memory cells help the immune system to mount a more effective response if the host is exposed to a pathogen that is very similar to the one previously encountered. The memory mechanism is also the foundation for vaccination. The vaccine is a first exposure and causes the production of memory cells that are prepared for a more effective response upon subsequent exposure.
Hierarchical Spin Glass Model of Antibody Evolution
We use a hierarchical spin glass model to represent the folding of antibodies and the interactions between antibodies and antigen. 16, 20 The model captures the correlated ruggedness of the interaction energy in the variable space provided by the antibody amino acid sequences and the identity of the antigen, with the correlations being mainly due to the physical structure of the antibodies. The hierarchical structure also distinguishes our model from traditional short-or long-range spin glass energy models. 21, 22 Our model allows study of the sequence-level dynamics of the immune/antigen system, which would otherwise be an intractable problem at the atomic scale, with 10 4 atoms per antibody, 10 8 antibodies per individual, 6 × 10 9 individuals, and many possible disease strains. Use of random energy theory to treat correlations in otherwise intractable physical systems goes back at least to Bohr's random matrix theory for nuclear cross sections 23 and has been used for quantum chaos, disordered mesoscopic systems, QCD, and quantum gravity. 24 Spin glass models were first introduced in the context of dilute magnetic ions randomly distributed in a nonmagnetic alloy. [25] [26] [27] The "frustration effect" in spin glass models makes the dynamics and equilibrated properties nontrivial and endows these models with fundamental physical importance.
28 Spin glass models have been applied in biology to simulate RNA evolution, to explain the origin of biological systems, and to study protein-folding and function. 10, [29] [30] [31] [32] [33] Spin glass models have been used to capture the random interactions that occur between biological agents. Spin glass
The binding of an antibody to an antigen is drawn. The antigen is on the right and the antibody is on the left. The interactions within a subdomain (U sd ), interactions between subdomains (U sd−sd ), and direct binding interactions between an antibody and an antigen (U c ) are shown. Different antibodies recognize and fold in response to different antigens; therefore the corresponding U sd , U sd−sd and U c will change. The ith direct coupling between antibody and antigen models have been used to study population-and sequence-level dynamics of biological systems, capturing the many different local minima available at the same energy level in sequence space, and allowing study of topics such as the diversity, stability, and evolvability of biological systems. 13, 34 Close to the present application is the study of spin glasses by random energy models, 26, 27 protein folding by coarse-grained models, 30, 31 and evolutionary systems by N K-type models. 20, 32, 35, 36 In detail, the generalized N K model we use, as shown in Fig. 1 , considers three different kinds of interactions within an antibody: interactions within a subdomain (U sd ), interactions between subdomains (U sd−sd ), and direct binding interactions between an antibody and an antigen (U c ). In the context of protein evolution, the parameters of the model have been calibrated. 16, 20, 33, 37, 38 We also list all the parameters and their values in Table 1 . The energy function of a protein is given by
where M is the number of antibody secondary structural subdomains, and P is the number of amino acids in the antibody contributing directly to the binding. The subdomain energy U sd is
where N is the number of amino acids in a subdomain, and K = 4 specifies the range of local interactions within a subdomain. The subdomain is a cluster of amino acids encoded by a gene segment. There are interactions between the neighboring amino acids and U sd αi captures these interactions within all the subdomains. This value of K was initially fit by phenomenological comparison to phage display experiments. 38 We note that the helical period is 3.7 amino acids in an α helix, which is another reason for a local interaction range of K = 4. All subdomains belong to one of L = 5 different types (e.g., helices, strands, loops, turns, and others). The quenched Gaussian random number σ αi is different for each value of its argument for a given subdomain type, α i . We consider only five chemically distinct amino acid classes 39 (e.g., negative, positive, polar, hydrophobic, and other) since each different type of amino acid behaves as a completely different chemical entity within the random energy model. So, the arguments a j could be any number between 1 and 5 depending on their classes. All of the Gaussian σ values have zero mean and unit variance. The energy of interaction between secondary structures is
We set the number of interactions between secondary structures at D = 6. U 
The contributing amino acid, i, and the unit-normal weight of the binding, σ i , are chosen at random. Using experimental results, we take P = 5 amino acids to contribute directly to the binding event.
The generalized N K model, while a simplified description of real proteins, captures much of the thermodynamics of protein folding and ligand binding. In the model, a specific B cell repertoire is represented by a specific set of amino acid sequences. Moreover, a specific instance of the random parameters, i.e. set of σ values, within the model represents a specific antigen. Different antigens correspond to different sets of parameters. Two antigens that differ in sequence by fraction p correspond to two sets of parameters that differ by p as well. An immune response that finds a B cell that produces an antibody with a high affinity constant to a specific antigen corresponds in the model to finding a sequence having a low energy for a specific parameter set.
The random character of the generalized N K model makes the energy rugged in antibody sequence space. The energy, moreover, is correlated due to the local antibody structure (U sd ), the secondary antibody structure (U sd−sd ), and the direct interaction with the antigen (U c ). As the immune system explores the space of possible antibodies, localization is possible if the correlated ruggedness of the interaction energy is sufficiently great.
Since the variable region in each light and heavy chain of an antibody is about 100 amino acids long, and since most of the binding occurs in the heavy chain, we choose a sequence length of 100 residues.
40, 41 We choose M = 10 since there are roughly 10 secondary structures in a typical antibody and thus choose N = 10. The immune system contains of the order of 10 8 B cells divided into different specificities, and the frequency of a specific B cell participating in the initial immune response is roughly 1 in 10 5 . 15 Hence, we use 10 3 sequences during an immune response. The immune system employs a hierarchical strategy to search antibody sequence space for high affinity antibodies. In our model an initial combination of optimized subdomains, produced by VDJ recombination, is followed by a point mutation and selection procedure, somatic hypermutation. 16 The flow chart of the process is shown by the solid lines in Fig. 2 . To mimic the combinatorial joining of gene segments that occurs during B cell development, we produce a naive B cell repertoire by choosing each subdomain sequence from pools that have N pool amino acid segments obtained by minimizing U sd for that type of secondary structure. To fit the theoretical heavy-chain diversity of 3×10 11 , 15 we choose N pool = 3 sequences among the top 300 sequences for each subdomain type, because (N pool × L) M ∼ = 6 × 10 11 . We can deduce approximate lower bounds for each term in the generalized N K model, Eq. (2), immediately after the initial VDJ recombination. We first calculate the effective diversity or effective population size arising from each term. We define the effective population size to be the number of different energy values found for that term in the whole population of N size sequences, which is the effective different sequences for that term. From the diversity we then calculate the bound on the term. For pedagogical reasons, we first examine the second term, U sd−sd . The term U sd−sd varies when any of the subdomain sequences is replaced by a different sequence from the same type pool. This is because U sd−sd couples to many amino acids in each subdomain, and so if even one amino acid changes, the value of this
The dynamics of the immune system in searching the sequence space for high affinity antibody is drawn. The flow described by solid lines is the dynamics used by the natural immune system. The flow represented by dashed lines is the dynamics that could be utilized by the immune system.
term changes. Given a set of parameters σ and the type of each subdomain in the sequence, N size = 1000 sequences are sampled from the sequence space induced by VDJ recombination. For each subdomain, there are N pool = 3 choices. We represent the sequence space that the VDJ recombination samples from by the states s = (s 1 , s 2 , . . . , s M ), where 1 ≤ s i ≤ 3, and size of this space is Ω sd−sd = 3 M . All states are equally likely to be chosen. The placement of N size = 1000 sequences in the state space is a Poisson process. So, the probability that n sequences occupy one particular state is
where Nsize n = Nsize! n!(Nsize−n)! , and p = 1 3 M . Therefore, the average effective population is
In Fig. 3 , we show the dependence of the effective size on M . This result gives an essentially exact description for the effective diversity of U sd−sd . Now, we consider the effective population for the first term in Eq. (2), U sd . The analysis is more involved in this case, because the space Ω sd depends on the number of subdomains of type i, n = (n 1 , . . . , n L ), and on the number of times the jth subdomain is chosen from pool type i, s j i . We note i n i = M , and j s j i = n i . Because the sequences in the VDJ pools are unique, U sd differs if any of the values of s j i is different. The effective population for a given value of n is of a form similar to that of Eq. (7). The average effective population is calculated by averaging over n. Thus, the average effective population for U sd is
where
ni! is the probability distribution for n, and p(s|n)
is the conditional probability distribution of s given the value of n.
The dependence of the effective size of U sd on M is shown in Fig. 3 . Again, this result gives an essentially exact description for the effective diversity of U sd . Finally, we calculate the effective population size for U c . We note that the types of the M subdomains are chosen randomly from L = 5 types, defining n = (n 1 , . . . , n L ) with i n i = M . Furthermore, the P = M 2 binding sites are randomly distributed among the M subdomains, defining m = (m 1 , . . . , m M ) with j m j = P . The term U c will differ when the amino acids chosen in a given subdomain differ among the N pool = 3 subdomains in the pool. We define the probability of diversity k at a given site to be p k . Assuming that the amino acids in the pool are randomly distributed by the subdomain generation process, we find
, where Q = 5 is the number of distinct amino acid types. We let D i 0,j , i = 1, L and j = 1, n i , be the diversity of the jth subdomain of type i. The diversity can be 1, 2, or 3. The diversity between different subdomains of the same type in which some of the chosen binding sites are identical is correlated, because subdomains of a given type are chosen from the same pool. Nonetheless, given n and m, one can evaluate the probability of the diversity of all subdomains, p(D 0 |n, m),
0 is the diversity of the subdomains of type i. Here s i = 1, 2, 3 represents, respectively, the 1st, 2nd, and 3rd sample subdomain in the pool of the ith subdomain in the sequence. One sees that p(1|D
We can evaluate N c eff in several ways. We can perform the summation in Eq. (9) exactly, although this requires evaluation of p(D 0 |m, n) directly. Or, we can sample p(D 0 |m, n) by Monte Carlo. This latter approach is the one we take. We generate subdomain pools where the amino acids at each position are independent, randomly define the types of each subdomain, and randomly choose each subdomain sequence from the pool. We then calculate the diversity, averaging over many instances of this random process, to give the data shown in Fig. 3 . The deviation between Eq. (9) and the measured data at large M is due to correlations between the diversity of binding sites chosen at different positions in same or different subdomains of the same type. The diversity becomes more sensitive to these correlations at large M , because more binding sites are being assigned from the fixed N pool = 3 subdomains in the pools.
If we neglect the correlations that arise when the same amino acid position is chosen to be a binding site in different subdomains of the same type, then Eq. (9) can be reduced to
where m and s are as defined in Eq. (9) . This result differs from Eq. (9) by less than 1% even at the largest values of M shown. Now, we calculate approximate bounds for each energy term based on its effective population size. If we take the minimum of N independent identically distributed random numbers, x i , each with probability distribution p(x), we find
where p > (x) = ∞ x p(y)dy. We assume that U sd , U sd−sd , and U c obey a Gaussian distribution and measure their variances in a given instance of the generalized N K ensemble.
a Using the effective population sizes from Fig. 3 and the measured variances, we find lower bounds to each term immediately after VDJ recombination as U sd = U sd − 0.569, U sd−sd = −2.90 and U c = −1.51 for M = 10. In Fig. 4 , we show the dependence of the average minimum energy on M . The measured values of the minimum of U sd−sd and U c agree well with these results as a function of M . The variances of both U sd−sd and U c are exactly one and averages are zero when computed over the entire ensemble of the parameters in the generalized N K model. In each instance of the model, however, the average is not exactly zero, and the variance is not one. The term U sd−sd is roughly Gaussian in each instance of the ensemble, since many individual interactions contribute to this term. The term U c has a nonzero average in each instance of the ensemble, and this term is less nearly Gaussian, since fewer interactions contribute to this term. After VDJ recombination, the local optimization of these starting antibody sequences occurs by somatic hypermutation. Somatic hypermutation occurs at the rate of roughly one mutation per variable region of light and heavy chains per cell division, which occurs every 6 to 8 hours during intense cell proliferation. 42 Hence, in our simulation, we do 0.5 point mutations per sequence, keep the best (highest affinity) x = 20% sequences, and then amplify these back up to a total of 10 3 copies in one round, which corresponds to 1/3 day. That is, the probability of picking one of the, possibly mutated, sequences for the next round is p select = 1/200 for U ≤ U 200 and p select = 0 for U > U 200 , where U 200 is the 200th best energy of the 10 3 sequences after the mutation events, and this equation is employed 10 3 times to select randomly the 10 3 sequences for the next round. Given a specific antigen, i.e. a specific set of interaction parameters, we conduct 30 rounds (10 days) of point mutation and selection in one immune response. In this way, memory B cells for the antigen are generated.
We can also calculate the lower bound for U sd−sd after the 30 rounds of dynamics by neglecting the frustrations between the different U sd−sd ijk terms and assuming each term U sd−sd ijk is independently optimized. Each term has an effective population size of Q K = 625. Since each σ k ij is Gaussian with zero mean and unit variance, we obtain the fully optimized bound
where D = 6 and M = 10. Frustration merely reduces the effective population size below Q K , and so this bound is rigorous. A similar argument gives a lower bound for U c as
with P = 5. A similar argument gives a lower bound for U sd as
where M = 10, N = 10, and K = 4. We calculate the affinity constant, introduced in Eq. (1), as a function of energy,
where a and b are determined by the dynamics of the mutation and selection process, U is the averaged best energy among many instances. Affinity constants resulting from VDJ recombination are roughly 10 4 l/mol, affinity constants after the first response of affinity maturation are roughly 10 6 l/mol, and affinity constants after a second response of affinity maturation are roughly 10 7 l/mol. 15 By comparison to the dynamics of the model, we obtain a = −18.56, b = 1.67, and x = 20%.
Original Antigenic Sin
A consequence of the immune system response to antigen is the establishment of a state of memory. 43 Immunological memory gives the immune system the ability to respond more rapidly and effectively to antigens that have been encountered previously. Specific memory is maintained in the DNA of long-lived memory B cells that can persist without residual antigen. 44, 45 Although our immune system is highly effective, some limitations have been reported. The phenomenon known as "original antigenic sin" is the tendency for antibodies produced in response to exposure to influenza virus antigens to suppress the creation of new, different antibodies in response to exposure to different versions of the flu.
46,47 Roughly speaking, the immune system responds only to the antigen fragments, or epitopes, that are in common with the original flu virus. As a result, individuals vaccinated against the flu may become more susceptible to infection by mutated strains of the flu than would individuals receiving no vaccination. The details of how original antigenic sin works, even at a qualitative level, are generally poorly understood. We describe the dynamics of affinity maturation by a search for increased binding constants between antibodies and antigen in antibody sequence space. There are two types of suboptimal dynamics that lead to original antigenic sin. One factor, shown in Fig. 5(a) , is localization in sequence space. The sequence corresponding to the global minimum in the original energy landscape (original antigen), may correspond to a local minimum in the changed energy landscape (new antigen). This occurs because the antibodies that best recognize the original antigen are different from those that best recognize the new antigen. To get to the new global minimum, the immune system must overcome the barrier between the new global minimum and the old global minimum, which is now a local minimum. The height and width of the barrier reflects the extent of the localization, and stronger localization causes slower dynamics and results in original antigenic sin. The other factor is the diversity of the initial sequences during the first response or the second response, shown in Fig. 5(b) . A greater number of starting points, or more diversity, leads to a better chance of finding more favorable sequences during the local optimization. Each starting sequence finds a local minimum only, due to the local diffusion in sequence space that occurs in somatic hypermutation. An initial exposure produces memory sequences, which will be shown to reduce the diversity of subsequent responses. That is, the set of localized sequences produced in response to the first exposure reduces the ability of the immune system to respond to subsequent exposures to different, but related, antigens. Thus, it is the competitive process between memory sequences and naive B cells generated from VDJ recombination that is responsible for original antigenic sin in the immune system.
We estimate the number of memory and naive B cells that participate in a secondary immune response by the ratio of the respective affinity constants. From the definition of the affinity constant,
[Antibody]}, the binding probability is proportional to the affinity constant and to the concentration of antigen-specific antibody, which is 10 2 times greater for the memory sequences. 15 We measure the average affinity of the 10 48 The dynamics of the first and secondary responses are shown in Fig. 6 . The secondary dynamics can lead to better or worse affinities depending on how related the first and second antigen are, which is determined by the value of p. Figure 7 shows the evolved affinity constant to a second antigen if the exposure to a first antigen exists (solid line) or not (dashed line) as a function of the difference between the first and second antigen, p, or "antigenic distance". 49 The distance, p, is given by the probability of changing parameters of interaction within the subdomain (U sd ), subdomain-subdomain (U sd−sd ), and chemical binding (U c ) terms. Within U sd , we change only the subdomain type, α i , not the parameters σ α , which are fixed by structural biology and should be independent of the antigen. All of these parameters change, not just those in U c , because the antibody sequences that recognize an antigen change when the antigen changes. When the difference is small, exposure to a first antigen leads to a higher affinity constant than without exposure, which is why immune system memory and vaccination is normally effective. For a large difference, the antigen encountered in the first exposure is uncorrelated with that in the second exposure, and so immune system memory does not play a role. Interestingly, the immunological memory from the first exposure actually Fig. 7 . The evolved affinity constant to a second antigen after exposure to an original antigen that differs by probability p (solid line). The dotted line represents the affinity constant without previous exposure. The affinity constant is generated by exponentiating, as in Eq. (16), the average of the best binding energy, using 5000 instances of the model. In inset is shown the affinity of the memory sequences for the mutated antigen.
gives worse protection, i.e. a lower affinity constant, for intermediate differenceswhich is original antigenic sin.
We also find that, as shown in the inset of Fig. 7 , the affinity constant, K, decreases exponentially with the degree of antigenic change. That is, the binding energy, U , increases linearly with the change in the antigen, p. The linear behavior of the binding energy with p originates from each of the interaction parameters in the evolved energy being randomly changed to new ones with probability p. The fraction p of new σ values in U sd−sd and U c are centered around zero and negligible compared to the original, negative evolved values. In U sd , a fraction p of the α i are changed. Each changed subdomain has a probability of 1/5 to change to the same type. The original, evolved sequence gives a value of roughly zero in a changed subdomain type α j . The overall energy lost in U is, thus, proportional to p. Interestingly, the initial energy when p = 1 is 1/5 of the initial energy when p = 0, or, U (p = 1, T = 0) = U (p = 0, T = 0)/5, where T is time or rounds of mutations. The reason for this result in that at p = 1 the only correlation is that α i remains unchanged 20% of the time.
Note that in the primary response, and in the secondary response for p ≥ 0.6, the first step of mutation and selection gives higher energy. Intuition tells us that the energy should decrease since we always select the 20% best sequences. The reason for the up tick lies in the correlation between mutation, selection, and the variance of the N size = 1000 of sequences. At each round, mutation itself will on average increase the energy of a sequence by ∆ ≈ 0.3, as shown in Fig. 8 . The terms U sd−sd and U c are both lightly optimized initially and U sd is heavily optimized initially, so a random mutation will lead to a worse energy with high probability. Normally, the variance of the sequences is comparable with ∆ , so the selection of best 20% puts a selective pressure on all the sequences, including the best sequence, and selection leads to a lower energy. However, in the first round, the variance is about 3, much larger than ∆ , and so the selection has no pressure on the mutated sequences arising from the best sequence, from which the sequences for the next round arise. So, in this first round, the best energy rises slightly. Figure 8 shows ∆ , the difference between the average binding energy before and after mutation as a function of time. The value of ∆ reflects the local barrier for mutations. In the primary response, ∆ increases with time, because as the binding energy becomes better, the probability to mutate to a worse sequence increases. In the secondary response, ∆ also increases with time for the same reason. Whether ∆ at the start of the secondary response is larger or smaller than the value at the start of the primary response depends on how different the new antigen is, i.e. the value of p. When p is small, the original sequences are somewhat optimized even for the new antigen, and so ∆ is larger in the secondary, compared to the primary, response. When p is large, the original sequences are unused for the new antigen, and so ∆ is the same in the secondary and primary responses. For intermediate values of p, when original antigenic sin occurs, the original sequences are maladapted and used for the new antigen, and so ∆ is smaller in the secondary than the primary response. Hamming Distance (HD) Fig. 9 . The number of mutations in a secondary response after exposure to an original antigen that differs by probability p (solid line). The dotted line represents the mutations in the primary response, without previous exposure. The number of mutations is averaged over 50 000 instances of the model, and it is measured as the distance between the best evolved sequence and its ancestor.
In Fig. 9 , we show that in the primary response, the average number of mutations after 30 rounds is about 9.3. The average number of mutations in the secondary response is less than 9.3 when p < 0.20, because the sequences are still somewhat suitable for the modified antigen. The average number of mutations in the secondary response is more than 9.3 in the region 0.20 < p < 0.70, which is approximately the region where original antigenic sin occurs. Localization causes more mutations to occur during the secondary response in the original antigenic sin region. That is, when p is small, the energy landscapes of the primary response and secondary response are similar, and the optimized sequences of the primary response are further optimized, although the dynamics is slowing down, and so there are fewer mutations in the secondary response. When p is sufficiently large, in the original antigenic sin region, the two landscapes are appreciably different. An optimal basin in the primary response may become a mediocre one or even a local minimum in the secondary response. Thus, additional mutations are required to escape from this region during the secondary response. This localization, or increased number of mutations during the secondary response, means that at least part of the barrier is entropic in nature. When the antigenic distance is even larger, p > 0.7, the two energy landscapes have little correlation, and the number of mutations is the same in the primary and secondary dynamics. Shown in the inset is the time evolution of the Hamming distance in the primary response. Hamming distance is defined as the number of amino acid differences between the best evolved sequence and its ancestor. We see dynamics of the Hamming distance observable slows at around 100 rounds signaling trapping in a local basin.
In Fig. 10 , we show how the ancestral diversity, i.e. the number of ancestors from which the current round of sequences are derived, decreases with time. Ancestral diversity is naturally reduced in an exponential way by the selection that occurs during clonal expansion. While somatic hypermutation increases the sequence diversity, the ancestral diversity is unchanged by this process. At each round, the 100 1000 10000
Population Size top 20% of sequences are chosen, so mean field theory would predict the ancestral diversity to follow f diversity = 1000 · t , when t ≤ t c , t c = 3 ln 10 ln 5 , and f diversity = 1 otherwise. The results of the immune dynamics are not so simply described, showing the importance of a detailed, sequence-based model. By round 30, essentially all the sequences come from one ancestor with high probability. One implication is that the quality of initial VDJ recombinants is important, because at the end of the primary response, mutated versions of only one ancestral sequence survive. The final diversity is thus a small cloud of points around one of the initial sequences.
The final binding energy depends on the initial population size of the sequences in an approximately logarithmic manner, as shown in Fig. 11 . Thus, by Eq. (16) the affinity constant has an approximately power law dependence on the population size. This power law arises solely due to the glassy dynamics of the evolution in sequence space. A diversity that is too small will lead to responses without sufficient resolution to identify suitable antibodies. Conversely, a diversity that is too large will waste biological resources. This power law dependence is an interesting result from our model and worthy of further study in experiments.
A New Order Parameter to Describe Antigenic Distance
To relate quantitatively the theory of Fig. 7 to influenza vaccine efficacy one must determine how the parameter p corresponds to antigenic distance. Immunoassays and crystallographic data show that only the epitope regions on the hemagglutinin protein of influenza A are significantly involved in immune recognition. 50 Thus, it is natural to assume that p is related to differences in the epitope regions only. We introduce p epitope , where p epitope = number of amino acid differences in the dominant epitope total number of amino acids in the dominant epitope .
The dominant epitope is the epitope that induces the most significant immune response. It can be measured by competitive binding assays. For comparison to epidemiological data, we define the dominant epitope in a particular circulating virus strain as the epitope that has the largest fractional change in amino acid sequence relative to the vaccine strain for that particular year. 8,51-54 As our theory models the response of an immune system not subject to immunosenescence, we limited consideration to experimental studies of vaccine efficacy for 18 to 64 year old subjects in all years since sequencing began, when the H3N2 subtype of influenza A was the predominant virus, and where epidemiological data on vaccine efficacy exists. We focus on H3N2 subtype because it is the most common subtype, is responsible for significant morbidity and mortality, and has an abundance of available crystallographic, genetic, and epidemiological data. Our approach, however, is general.
We test p epitope and the theory of Fig. 7 on all available epidemiological data for H3N2 vaccine efficacy in people. To apply the theory to a candidate vaccine and circulating strain, the sequences and identity of the dominant epitope must be known. The sequences and identities of the vaccine and circulating strains for each year were taken from Ref. 55 . The definition of the five epitopes, or surface regions that are recognized by human antibodies, in the H3N2 hemagglutinin protein were also taken from Ref. 55 . We determine the vaccine efficacy, E, from epidemiological studies in the literature, [56] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] where E = (u − v)/u, and u and v are the influenzalike illness rate of unvaccinated and vaccinated individuals, respectively. Thus, if the vaccine provides perfect protection against influenza in any one year then E = 1.0. A vaccine that is useless leads to E = 0. A vaccine that makes individuals more susceptible to influenza (i.e. original antigenic sin), leads to E < 0.
The difference between a vaccine strain and a circulating strain is defined in the model by p epitope , Eq. (17). The vaccine efficacy, E, was assumed to correlate with the binding constant as E = α ln[K secondary (p epitope )/K primary ], where the constant α is chosen so that a perfect match between the vaccine and circulating strain leads to the average historical value of 45% vaccine efficacy, K primary is the binding constant for the primary immune response, and K secondary is the binding constant for the secondary immune response following vaccination. The theory is entirely predictive, with no fitted parameters save for the determined constant α. For example, the point at which the vaccine efficacy becomes negative is independent of the value of α.
Shown in Fig. 12 are the epidemiologically determined vaccine efficacies and the efficacies predicted by the theory as a function of p epitope . The statistical mechanical model captures the essential physics of the immune response to influenza vaccination and demonstrates the value of using p epitope to define the degree of antigenic drift. When the antigenic drift, p epitope , in the dominant epitope is greater than 0.19, according to historical epidemiological data, or 0.22, according to theory, the vaccine efficacy becomes negative (see Fig. 12 ). Error bars are calculated assuming binomial statistics for each data set: 
and ferret antisera inhibition assays. 49, 71 Plotting vaccine efficacy against the currently used methods (see Figs. 13 and 14) demonstrates that p epitope correlates better with existing epidemiological data than the existing methods.
It would be logical to expect that the parameter p epitope could be improved by the addition of more variables in the measure. We have developed a number of potential improvements to the original p epitope . For example, one can include the influence of subdominant epitopes. One can make a distinction between conservative and non-conservative amino acid differences. One can consider the impact of amino acid differences at sites neighboring the epitope regions. And one can consider the significance of antigenic drift in the neuraminidase protein. data available to us to date. Perhaps with the addition of more human vaccine efficacy data, some of these measures will provide an improvement over p epitope .
Glassy Dynamics Suppresses Autoimmune Disease
Autoimmune disease occurs when an immune response is mistakenly directed at self antigens. 15 In most cases, the antibody/antigen interaction is highly specific. Sometimes, however, the antibody evolved in response to one antigen can bind to other antigens, and this phenomenon is called cross-reactivity. 78 Cross-reactivity occurs when another antigen has chemical features in common with the original antigen. Cross-reactivity is quantified experimentally by measuring the affinity of the antibody for the other antigen. Cross-reactivity is one mechanism by which autoimmune disease may develop. Individual susceptibility to autoimmune diseases has both a genetic and environmental basis. Multiple tolerance mechanisms at several biological levels normally act to reduce the probability of autoimmune disease.
In this section, we present two major results. 17 First, we show how different evolutionary mechanisms influence the relaxation dynamics of an evolving population of proteins. Specifically we study the dynamics of antibody generation by the immune system in response to pathogen invasion. These dynamics are crucial to the efficacy of the immune response. The immune system, as any biological system, has to respond in time to the threat, so the dynamics are crucial to the efficacy of the response. The hierarchical structure of our model protein Hamiltonian plays a critical role in the dynamics. The hierarchical structure also distinguishes our model from traditional short-or long-range spin glass energy models.
21,22 Second, we show that antibodies with significantly higher affinities to antigen than those produced in a primary immune response can be found with a biologically-plausible evolution process, but are more cross-reactive and would greatly increase susceptibility to autoimmune disorders. The concept of cross-reactivity is related to that of the chaos exponent in traditional spin glasses, 79, 80 except that for cross-reactivity we are interested in the immediate energy response rather than in the equilibrated response of the system to a change in the couplings. Taking our two results together, we show that in the primary adaptive immune response a careful balance has evolved between specificity for and binding affinity to foreign antigen.
In our first study, we replicate the immune system dynamics. Each protein sequence is of the length of N × M = 100 amino acids, corresponding to the length of the heavy chain variable region of an antibody. Initially there are 10 3 sequences, as in the human immune response. 16 Two different strategies are used in our simulations to search protein sequence space for high affinity antibodies. The first strategy mimics the normal adaptive humoral immune response. It starts with the combinatorial joining of optimized subdomains, after which the sequences undergo rounds of point mutation (PM) and selection as shown by the solid lines in Fig. 2 . This is a simulation of the VDJ recombination, somatic hypermutation, and clonal selection that occurs in B cell development. 78 We generate five optimized subdomain pools, each composed of 300 low-energy subdomains, corresponding to the L = 5 types. We use three sequences from each subdomain pool in our VDJ recombination, mimicking the known diversity.
16
In our second study, we include a more powerful search of sequence space in the antibody evolution dynamics. VDJ recombination is used to generate an initial population, as in the normal immune response, but in addition to somatic hypermutation, we perform gene segment swapping (GSS) during each round of evolution and selection as shown by the dashed lines in Fig. 2 . GSS-type processes are used by experimentalists to produce antibodies with binding constants ≈ 10 11 − 10 13 l/mol, 19 and exist within the natural hierarchy of evolutionary events.
11-14
In the process of GSS, a subdomain belonging to one of the five types is replaced by another one from the optimized subdomain pool of the same type. Each sequence undergoes an average of 0.5 point mutations in each round of selection in both strategies. In GSS+PM, each subdomain in a sequence has a probability of 0.05 of being replaced in the process of GSS. Following mutation, selection occurs, and the 20% lowest energy antibodies are kept and are amplified to form the population of 10 3 sequences for the next round of mutation and selection. The primary response is comprised of 30 rounds of affinity maturation, corresponding to a lag phase of approximately 10 days, 16 during which B cells undergo clonal selection in response to antigen and differentiate into plasma cells and memory cells. The results that follow are averaged over 5000 instances of the ensemble.
The average affinity of the population of antibodies evolves during mutation and selection. The evolution of the binding energy under the two different strategies is shown in Fig. 15 . The GSS+PM yields sequences with a lower energy than those from PM. The gap is due to each of the subdomains having an energy improved from an average to an exceptional one, ∆U ≈ 10(U sd best − U sd avg ) = −0.8, and due to better sd-sd interactions found by GSS. In other words, the former is a better mechanism than the latter in searching sequence space for higher affinity antibodies to the given antigen. The best binding energy averaged over 5000 instances of the ensemble is −21.9 in the GSS+PM case and −19.7 in the PM only case at round 30, corresponding to affinities of K = 6.7 × 10 7 l/mol and K = 1.6 × 10 6 l/mol, respectively. So, GSS+PM yields an affinity more than an order of magnitude improved, which is even better than the affinity obtained from a secondary response by PM only. 16 That is, the multi-spin flips of GSS+PM especially accelerate the optimization of U sd−sd in amino acid sequence space. Antibodies with a higher affinity to the antigen work more effectively in many ways. For example they can neutralize bacterial toxins, inhibit the infectiousness of viruses, and block the adhesion of bacteria to host cells at lower serum concentrations of antibody.
78 Based solely on Fig. 16 , it is hard to understand why Darwinian evolution did not result in GSS+PM or any other more efficient strategy, rather than somatic hypermutation, as the preferred strategy for B cell expansion.
A calculation of cross-reactivity, which quantifies the specificity of the antibody, is used to compare the antibodies generated by the two strategies. Thirty rounds of primary response affinity maturation are conducted for both PM and GSS+PM. The antigen is then changed by p, and so each interaction parameter in the Hamiltonian is changed with probability p. The affinity constants are calculated for the new antigen in the two cases. It is believed that when the affinity is less than 10 2 l/mol, the binding is not specific at all. So, we use K > K c = 10 2 l/mol to tell when in each case, the cross-reactivity stops. As shown in Fig. 16 , we find that cross-reactivity ceases at larger p in the GSS+PM case at p 2 = 0.472 than in the PM only case at p 1 = 0.368. So, cross-reactivity ceases when approximately ∆p = 0.10 larger in the GSS+PM case. Within the region of specific binding, K > 10 2 l/mol, affinity is always better in the GSS+PM case. These cross-reactivity experiments show that the antibodies generated by the dynamics of GSS+PM can recognize more antigens and with higher affinity than those given by the PM dynamics only. Such cross reactivity has recently been observed. 81 The value of K decreases exponentially with the degree of antigenic change, p, for the same reasons as described to discuss the inset of Fig. 7 .
Now the question we must answer is how many protein molecules are there between p 1 = 0.368 and p 2 = 0.472 that can be recognized by the antibodies produced through VDJ recombination and GSS+PM, but cannot be recognized by the antibodies produced through VDJ recombination and PM only. Antibodies recognize and bind to epitope regions of an antigen, so we are interested in how many epitopes these two different classes of antibodies are likely to recognize. We now show that the abnormal antibodies recognize 10 3 times more epitopes than do the antibodies produced by the normal primary immune response. We take the typical epitope length to be B = 20 amino acids. 78, 82 In the theory, the antigenic distance is defined by the chemical composition of the epitope. The total number of possible epitopes is, therefore, 20 B since there are 20 different amino acids.
83
In Fig. 17 we show the normalized number of epitopes that are at an antigenic distance of p from the native epitope of the antibody, given by
where i = pB. This number is N (p 1 )/20 B = 2 × 10 −12 and N (p 2 )/20 B = 2 × 10 −9 . The number of epitopes between p = 0 and p 1 and the number between p 1 and p 2 is approximately A 1 ≈ 2 × 10 −12 and A 2 ≈ 2 × 10 −9 , respectively, since N grows exponentially with p. In the limit of large B,
This ratio is 10 3 for 20 amino acids. The ratio varies between 160 and 4900 at the 15-25 amino acid limits of known epitope sizes. The ratio varies by only 30% with ±10% variation of both p values, within which the generalized N K model p values agree with experiment.
8,16
In order to answer the question of why selection has favored the relatively slower dynamics in the immune response, we consider the function of the immune system as a whole rather than just the function of a single antibody binding to a single foreign antigen. The immune system is a delicate balance of a strong response to invading non-self antigens and weak or no response to self antigens. Thus, it is very important for the antibodies produced by the immune system to discriminate self from non-self. [84] [85] [86] An immune system incapable of recognizing an invading pathogen and initiating a response is an inadequate defense mechanism. On the other hand, production of antibodies binding to self antigens results in autoimmune diseases, e.g. diseases such as type I diabetes and rheumatoid arthritis. 15 It might be thought that GSS+PM would be superior dynamics, if only the immune system were able to perform ≈ 10 rounds. However, each subsequent exposure to related antigen would lead to another ≈ 10 rounds. After a couple such exposures, GSS+PM has evolved an unacceptably large binding constant, which saturates after several exposures to approximately 10 10 l/mol, whereas PM saturates at the value of approximately 10 7 l/mol. The glassy dynamics of this evolution is shown in Fig. 18 . The saturation of GSS+PM comes at a lower energy and at a later time than PM. This is why the former leads to autoimmunity.
Cross-reactivity can lead to autoimmune disease. 15 From Figs. 16 to 17, we know that the antibodies obtained at the end of a primary immune response can recognize a random epitope with a length of 20 amino acids with a probability of ≈ 10 −12 . It is also known that in a typical cell there are ≈ 10 4 proteins, each with a length of ≈ 500 amino acids.
87 Antibodies binding to proteins recognize only surface epitopes. The amino acids exposed on the surface of proteins are typically part of a loop or turn, and typically 1/3 of the loop or turn is exposed. Thus, a typical contiguous recognition fragment length is 6-7 amino acids. Given a typical length of 20 amino acids for the entire loop or turn, and the typical epitope size of 20 amino acids, an antibody will recognize roughly 3 non-contiguous regions of length 6-7 total epitopes expressed in each cell. Thus, the number of epitopes recognized by a typical antibody in each cell is A 1 × 10 12 ≈ 1. Even taking an exceptional protein of length 1000 amino acids, the number increases only to 10. Regulatory mechanisms can handle the occasional aberrant antibody, but cannot handle the 10 3 aberrant antibodies that GSS+PM would produce.
This remarkable result shows that the antibodies produced by the immune system recognize on average only their intended target. Conversely, antibodies that would be evolved in an immune response composed of VDJ recombination followed by a period of GSS+PM would recognize on average A 2 × 10 12 ≈ 10 3 epitopes in each cell. Such antibodies, while having higher affinities for the intended target, would also lead to many more instances of autoimmune disease. Such promiscuous antibodies would place too large a burden on the regulatory mechanisms that eliminate the occasional aberrant antibody. 88 Thus, we find that selection has successfully evolved the human immune system to generate antibodies that recognize on average only the intended epitope after a humoral immune response. Inclusion of "more efficient" moves is generally excluded by the bound A × 10 12 = O(1). It is possible to test our prediction that proteins evolved with GSS+PM are more cross-reactive than proteins evolved with PM alone. Mechanisms such as DNA shuffling, 89 exon shuffling, 90, 91 and swapping are like GSS. We predict that antibodies evolved with these methods will have higher figures of merit 20 as well as greater amounts of cross-reactivity. That is not to say that protein evolution cannot lead The energy at round 60, U (60) , corresponding to K = 10 7 , is assumed to be the threshold of autoimmunity.
to increased specificity, but rather that on average increased antibody affinity will lead to increased cross-reactivity in the absence of other selective pressures. Even with PM dynamics, our model predicts that chronic infection may lead to autoimmune disease, a mechanism postulated to be responsible for some fraction of autoimmune diseases, 92 including rheumatic diseases such as arthritis. 93 However, the strength and significance of this correlation is controversial. 94 Our model suggests a broad distribution for the time of onset of autoimmune disease due to chronic infection. Researchers have been looking for a clear, significant correlation in time, but a long distribution of onset times would lead to weaker statistical correlations, particularly in those cases where the infection persisted the longest. Searching for this distribution could elucidate this immunological puzzle and settle the scientific controversy.
To resolve the significance of this mechanism, we show in Fig. 19 the onset time distribution for autoimmunity. To do this, we assume that when the energy decreases below the natural value of U (60) arising from the PM-only dynamics, autoimmunity ensues. The natural value of U (60) corresponds to a binding constant of K 10 7 l/mol. To take into account randomness of the individual immune response, as well as the variation between different diseases, we assume that U (30) follows a Gaussian distribution with variance of σ 2 , where 3σ = b −1 ln 10, which corresponds to K in the range 10 5 -10 7 l/mol for 99.5% of the instances of the ensemble. Based on Fig. 18 , we take
We decompose the curve into two regions and set c to be the slope of the segment between 30 and 70 in Fig. 18 in region one and the slope of the segment between 120 and 10000 in region two. Using only region one ignores glassy dynamics and assumes fast dynamics all the time. Using only region two neglects the fast dynamics before round 100 and assumes glassy dynamics all the time. Now, one can deduce the probability of reaching autoimmunity at time T due to the distribution of U (30), because p(T )dT = p[U (T )]dU (T ),
Because of the monotonic nature of U (T ), the integration P (T ) = T 0 p(T )d T is the probability of having autoimmunity at time T . We know that the function from region one is reliable only for small T and the function from region two is valid for large T . Therefore, Fig. 19 gives the time distribution of autoimmunity. We see that a significant fraction of the autoimmunity, ≈ 30%, due to chronic infection occurs beyond the secondary dynamics region, even when we assume that the threshold for autoimmunity is the average binding constant at the end of the secondary dynamics.
We also measure in the generalized N K model simulation the percentage of instances with energy lower than U (60) at round T . This is a direct measure of the probability of inducing autoimmunity at a given time. We see that the analytic result is in good agreement with the measured one. We note that the generalized N K model as calibrated by Eq. (16) has variance about 15% less than that assumed above, and this is the reason for the discrepancy between the simulation and analytic theory at large times.
Thus, a mechanism which combines fast dynamics and glassy dynamics is chosen in the immune system to search amino acid sequence space. The glassy dynamics in PM itself inhibits autoimmunity by slowing down evolution at long times. It would be interesting to search for the onset time distribution in experiments, which would serve as one test for the existence of glassy dynamics in antibody evolution.
Conclusion
The immune system normally protects the human host against death by infection. We have introduced a hierarchical spin glass model of the evolutionary dynamics that occurs in the antibody-mediated immune response. Approximate analytical bounds on the terms within the model were derived. The model was used to provide a mechanism for original antigenic sin, wherein an initial exposure to antigen degrades the response of the immune system upon subsequent exposure to related, but different, antigens. These suboptimal dynamics were shown to result from a reduction in diversity of the responding antigens from a localization in sequence space of the evolving antibodies. A new order parameter to characterize antigenic distance was introduced. This order parameter correlates with efficacy of the influenza vaccine even better than results from animal model studies used by world health authorities. This order parameter would seem to be a valuable new tool for making vaccine-related public health policy decisions. Finally, the glassy nature of evolution within the immune system was shown to play a functional role through inhibiting autoimmune disease. A balance has evolved in the mechanism for searching amino acid sequence space between affinity and specificity. That is, the normal immune response inhibits autoimmune disease at the cost of a weaker average binding affinity. It was suggested that the controversy related to the correlation between chronic infection and autoimmune disease might be addressed by searching for the predicted broad distribution of onset times for autoimmune disease.
