




Overall Damage Identification of Flag-shaped Hysteresis 
Systems under Seismic Excitation 
 
Cong Zhou1, J. Geoffrey Chase1a 
Geoffrey W. Rodgers1, Chao Xu2 and Hamish Tomlinson1 
 
1Department of Mechanical Engineering, University of Canterbury,  
Private Bag 4800, Christchurch 8140, New Zealand 
2School of Astronautics, Northwestern Polytechnical University,  
Xi’an 710072, China 
 
(Received      , Revised      , Accepted     ) 
 
Abstract.  This research investigates the structural health monitoring of nonlinear structures after a major seismic 
event. It considers the identification of flag-shaped or pinched hysteresis behavior in response to structures as a more 
general case of a normal hysteresis curve without pinching. The method is based on the overall least squares methods 
and the log likelihood ratio test. In particular, the structural response is divided into different loading and unloading 
sub-half cycles. The overall least squares analysis is first implemented to obtain the minimum residual mean square 
estimates of structural parameters for each sub-half cycle with the number of segments assumed. The log likelihood 
ratio test is used to assess the likelihood of these nonlinear segments being true representations in the presence of 
noise and model error. The resulting regression coefficients for identified segmented regression models are finally 
used to obtain stiffness, yielding deformation and energy dissipation parameters. The performance of the method is 
illustrated using a single degree of freedom system and a suite of 20 earthquake records. RMS noise of 5%, 10%, 
15% and 20% is added to the response data to assess the robustness of the identification routine. The proposed 
method is computationally efficient and accurate in identifying the damage parameters within 10% average of the 
known values even with 20% added noise. The method requires no user input and could thus be automated and 
performed in real-time for each sub-half cycle, with results available effectively immediately after an event as well as 
during an event, if required. 
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Under conventional seismic design strategy, civil engineering structures are designed to 
undergo inelastic deformation to dissipate earthquake energy, which can lead to residual 
displacements. Residual deformation increases the repair cost and downtime, as well as the 
difficulty in recovering the structure to the initial position. To solve this deficiency, a large number 
of self-centering systems and devices, which exhibit a flag-shaped hysteretic behavior, have been 
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developed to avoid residual deformation and provide energy dissipation capacity. The self-
centering system refers to the use of post-tensioned with stiffness, usually done with tendons 
associated with energy dissipation elements, to aid returning the system to its original position 
without external load and offer yielding to eliminate permanent deformation, such as post-
tensioned beam-to-column connections for moment-resisting steel frame (Christopoulos et al. 
2002, Garlock et al. 2005, Ricles et al. 2001, Rodgers et al. 2008), steel brace dissipating elements 
(Bartera and Giacchetti 2004, Christopoulos et al. 2008, Tremblay et al. 2008) and shape memory 
alloy (SMA) seismic isolation devices (Alam et al. 2009, Attanasi et al. 2009, Casciati and 
Hamdaoui 2008, Ozbulut and Hurlebaus 2011). The seismic application of these flag-shaped 
hysteretic structures has increased since the 1994 Northridge earthquake in the United States and 
1995 Hyogoken-Nambu earthquake in Japan. However, these structures can still experience 
various degrees or types of damage under extreme excitation. Real-time or rapid structural health 
monitoring (SHM) is suitable for determining the damage state of the structure, enabling a more 
optimum assessment and recovery planning after an earthquake event 
Many current vibration-based SHM methods are based on the idea that modal parameters 
change, such as natural frequency, mode shapes and damping, as a result of structural damage 
(Doebling et al. 1996). However, these methods are not robust in the presence of noise and not 
accurate to localize damage (Chang et al. 2003). Furthermore, these methods are only applicable to 
structures where vibration response is linear (Chase et al. 2005a),which is not always the case for 
real structures after extreme earthquake.  
Damage identification methods based on Eigensystem Realization Algorithm (ERA) methods 
are also commonly used (Bernal and Gunes 2000, Giraldo et al. 2004, Lus et al. 2003). The ERA 
method is based on knowledge of the time domain free response data. Flexibility-based methods 
were used to identify the changes in flexibility matrices to localize the damage in structure 
((Bernal 2002, Bernal and Gunes 2004, Koo et al. 2008, Yan et al. 2009). The damage locating 
vectors in the null space of the flexibility change are estimated from output signals, without 
reference to a model of the structure, and then can be used to localize damage by inspecting zero 
stress fields over damaged regions. These off-line approaches require the entire measured response 
to process and identify structural damage. The results might not be immediately available after an 
event, especially if human input is required. Adaptive H∞ filter techniques (Sato and Qi 1998) and 
Kalman filter methods (Lee and Yun 2008, Loh et al. 2000, Yang et al. 2006) can achieve real-time 
or rapid results. However, they have significant computational cost and complexity, and are better 
for linear systems.  
Finally, real-time LMS-based methods have been used for a benchmark problem (Chase et al. 
2005a), and also for a nonlinear rocking structure (Chase et al. 2005b). These methods can only 
track down changes in structural stiffness. A modified LMS-based method has also been used to 
identify changes in stiffness and plastic deformation (Nayyerloo et al. 2011). However, these LMS 
based methods are not accurate for nonlinear yielding structures, especially with complex 
hysteretic behavior. 
This study develops a simplified method to identify the physical parameters that are directly 
related to structural health monitoring for a flag-shaped hysteretic SDOF system. The performance 
of the proposed method is demonstrated and validated using a simulated flag-shaped hysteretic 
system. The effect of measurement noise is investigated by adding 5%, 10%, 15% and 20% RMS 
noise to the measured response. The robustness of the method is evaluated using a suite of 20 
different earthquake records. 
 
 
2. The LMS and log likelihood test ratio method (LMSLL) 
 
2.1 Equation of motion 
 
The equation of motion of a single degree of freedom (SDOF) system is defined as: 
  gxmxFxcxm                                    (1) 
where x , x and x  are the displacement, velocity and acceleration of the SDOF system; m is the 
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ξ is the initial fraction of critical damping; T is the time period of the system. Using Eq. (2), it 
can be obtained: 
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In this equation, the acceleration x and gx , which is the ground acceleration, can be measured; 
the velocity and displacement are derived by integration and correction, or by applying a set of 
sensors and methods (Fu and Moosa 2002, Hann et al. 2009, Hwang et al. 2012, Psimoulis and 
Stiros 2008, Safak and Hudnut 2006, Smyth and Wu 2007, Zhou et al. 2013, Casciati and Fuggini 
2011). Assuming m, ξ and T to be available from the basic knowledge of the system, the restoring 
force F(x) is hence consequently obtained. Thus, the hysteresis loop of the system can be 
constructed. 
 
2.2 Hysteresis model 
 
Fig. 1(a) shows the flag-shaped force-displacement relationship that is representative of a self-
centering system. The parameters for this hysteretic model are ke, α, β and dy. The coefficient ke is 
the pre-yielding stiffness, α is the ratio of post-yielding stiffness to pre-yielding stiffness. The 
energy dissipation coefficient β reflects the dissipation capacity. And dy is the yield displacement 
of the hysteresis system.  
In general, if the hysteresis loop can be divided into each single segment by the turning points 
x1-x8, the linear regression analysis can then be applied to each segment for the identification of the 
physical parameters. The Rain Flow Counting method is a widely used way to divide the time 
history of structural response into a number of half cycles for the cumulative damage assessment 
(Powell and Allahabadi 1988). ). However, the half-cycles separated by Rain Flow method are not 
in chronological order but grouped with different deformation magnitude, which is not appropriate 
to track down the evolution of damage parameters overtime if degradation occurs. Therefore, the 
hysteresis loop are divided into many sub-half cycles that are in chronological order.  In 
particular, the whole hysteretic response can be separated into many sub-half cycles according to 
the loading-unloading path turning point, such as x4 and x8, where the velocity is zero and the 
displacement is a local maximum or minimum (Xu et al. 2014). 
All the sub-half cycles are then divided into four types of piecewise linear model with one, two, 
three or four segments, as shown in Fig. 1(b). If the numbers of segments of these piecewise linear 
models could be identified from the data, then the overall least squares solution (Hudson 1966) can 
be implemented. And therefore ke, α, β and dy can be accurately defined.  
 
 
 (a)  
 
(b) 
Fig. 1 (a) Idealized flag-shaped hysteretic loop, (b) with four types of possible half cycles for r=1, 2, 3, 4. 
 
 
2.3 Parameter identification procedures 
 
The assumed number of segments for the sub-half cycles is r, where r=1, 2, 3 or 4, the r-phase 


























X are the breakpoints in the sub-half cycles, as shown in Fig. 1(b); (X1 , Y1),…, 
(Xn , Yn) are n pairs of displacement and restoring force data during the sub-half cycles, and can be 
represented by: 
nieXGY iii ,...,1)(                                  (5) 
where ei are the random errors caused by measurement noise or model uncertainty. Suppose ei 
are normally and independently distributed with zero mean and standard deviation σ2. Then the 
overall residual sum of squares for an r-phase linear model is determined as: 
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X in order to minimize Rr. 
In this model, the derivative equal to zero of Eq. (6) cannot be used here due to the 
discontinuous nature of the turning points. Thus, the data is divided into every feasible r groups. 
For each r groups, standard linear regression is implemented in every segment, in order to obtain 
the model coefficients a1,b1,…, ar,br (r=1, 2, 3, 4). Assuming that the overall model is continuous, 
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And the residual sum of squares is obtained whenever Xi≤ 
it
X ≤ Xi+1. Then the overall solution 




X that correspond to the smallest value of Rr in Eq. (6). 
The likelihood-ratio chi square test is used to test each of the sub-half cycles. The likelihood 
ratio λ is defined as: 





r                           (8) 
 
The hypothesis test is performed between [H0: there are r segments in this piecewise linear 
model] and [H1: there are r +1 segments in the model]. Then the large sample distribution of the 
likelihood ratio defined as -2logλ is a chi-squared distribution with 2(r+1) degrees of freedom 
when the null hypothesis is true (Feder 1975, Quandt 1958). Therefore, the rejection of H0 in favor 
of H1 is true whenever: 
)(log2 2 k                                   (9) 
where ε is the significance level, and is set to a low value in order to reduce the probability of 
committing an error by rejecting H0 when it is true (Walpole et al. 2011), and k is the number of 
degrees of freedom of the chi-squared distribution. The critical value of )(2 k can be found in 
statistical tables (Walpole et al. 2011). 
In this study, the significance level ε is set to 0.001 and k=2(r+1) for an r phase model 
identification. If the value of the likelihood ratio is less than )(2 k , hence there is no evidence 
against H0, and it is concluded that the sub-half cycle is an r phase model. 





X ) and regression coefficients (a1,b1,…, ar,br)for each sub-half cycle 
are obtained. And therefore the physical parameters of the flag-shaped hysteretic system are 
defined. In particular:  
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For the yield displacement dy:  
4
3
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The yielding absorbed hysteretic energy is computed for each three-segment (r=3) and four-
segment (r=4) sub-half cycles (Chopra 2001): 
       
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Summary of the proposed method: 
 
Step 1) Assume r=1and r=2 for all the sub-half cycles respectively, and compute R1, a1 and b1 
for r=1, and R2,
1t
X , a1, b1, a2 and b2 for r=2 using Eqs. (4)-(7).  
Step 2) Compute the likelihood ratio -2logλ for every sub-half cycle using Eq. (8), and identify 
the linear (r=1) sub-half cycles by Eq. (9), i.e. -2logλ< )4(2001.0  =18.47 (Walpole et al. 2011). 




X , a1, b1, a2, 
b2, a3 and b3 for r=3. Then compute -2logλ and get the two segment (r=2) sub-half cycles by 
log2 < )6(2001.0 =22.46. 






X , a1, b1, 
a2, b2, a3, b3, a4 and b4 for r=4. Compute -2logλ and identify the three segment (r=3) sub-half 
cycles using -2logλ< )8(2001.0  =26.12. The remaining sub-half cycles must then be four segment 
(r=4) sub-half cycles.  
Step 5) Estimate the physical parameters ke , kp ,dy and β by Eqs. (10)-(14) for all the sub-half 
cycles identified in steps 1-4. 
 
Fig. 2 Flowchart of the algorithm for the identification procedure. 
 
Fig. 2 shows the flowchart of the algorithm for the identification procedure. Once the hysteresis 
loop can be constructed using the measurement data, which has already been reality (Iwan 2002, 
Iwan et al. 2013), the whole procedure to identify the segment number r for each sub-half cycle 
can be processed without user input. Finally, the physical parameters ke, kp, dy and β can be 
estimated by Eqs. (10)-(13). 
 
 
3. Simulated proof-of-concept structure 
 
The simulated proof-of-concept structure is a SDOF system that is representative of a seven 
storey steel moment resisting frames (MRFs) incorporating post-tensioned energy dissipating 
(PTED) connections at all beam-to-column connections and at the base of each column. The PTED 
connections incorporates high strength steel post-tensioned bars designed to remain elastic during 
the seismic response, and confined energy-dissipation bars designed to yield both in tension and 
compression. Thus, this steel MRFs structural behaviour can be achieved without introducing 
residual drift during the seismic response, and the flag-shaped hysteretic model is considered to 
represent the hysteretic behaviour of this system (Christopoulos et al. 2002). 
This fixed base steel MRFs system founded on soil type D is designed according to the seismic 
provisions of the 1997 edition of the uniform building code (UBC 1997). Each story has 3.4m 
height, and the seismic weight of the system is 4000kN that result in the first time period of 1.0s 
and the pre-yielding stiffness ke of 157.9kN/mm. The post-yielding stiffness kp is 23.68 kN/mm 
with the post-yielding stiffness coefficient α set to be 0.15. The energy coefficient β is set to be 0.5 
and the yield displacement dy is 24.85mm for the steel MRFs with PTED connections founded on 
soil type D. In addition, a 5% damping, which is commonly adopted by design codes and 
standards (Atkinson and Pierre 2004, Pekcan et al. 1999), is considered in simulating the structural 
response. 
The proposed identification procedure was implemented in Matlab. The simulated structure 
was subjected to the 1989 Loma Prieta earthquake Hollister Differential Array record with peak 
ground acceleration (PGA) of 0.269g. The system acceleration response was simulated using the 
Newmark-β integration method. Different levels of random RMS noise was added to the simulated 
acceleration measurements to provide a more realistic measurement situation. The displacement 
and velocity were estimated using a low-frequency-measured displacement corrected acceleration 
integration method (Hann et al. 2009). In this case study, the low-frequency-measured 
displacement was taken at 1 Hz and acceleration data was taken at 1000Hz. 
To assess the robustness of the proposed method over different ground motions, a suite of 20 
different earthquake events that are representative of ordinary earthquakes having a probability of 
exceedance of 10% in 50 years are used to generate the hysteretic loop of the simulated structure. 
These records were recorded on soil types C or D, the PGA range from 0.116g to 0.417g, and the 
hypocentre distance range between 13 and 25 km. More details of these 20 earthquakes records 
can be found in the reference (Christopoulos et al. 2002). These earthquake records can be 
downloaded from the PEER strong motion database (PEER 2005). The same model parameters 
were used for all of the records and 5%, 10%, 15% and 20% RMS noise were added to the 
simulated acceleration and displacement response measurements. 
Finally, the segment numbers (r=1, 2, 3, 4) of all the sub-half cycles were identified and the 
physical parameters of the structure were obtained in each case using the overall least squares 
solution.  
During the earthquake excitation, some sub-half cycles exhibited narrow, almost negligible 
plastic or nonlinear behavior. These small plastic responses that is difficult to find the correct slope, 
can significantly affect the accuracy of the estimated post-yielding stiffness (kp). Thus, the slope of 
plastic segment for those nonlinear sub-half cycles is used to ignore these narrow sub-half cycles 
for the estimation of the post-yielding stiffness only when the plastic deformation ∆dp calculated 
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However, some small amplitude plastic cycles could be missing when this threshold is used. 
The hysteretic dissipation energy by a large number of small amplitude can significantly exceed 
that dissipated up to failure through the application of a few large amplitude cycles (Teran-Gilmore 
et al. 2003, Teran-Gilmore and Jirsa 2005). Therefore, the effect of ignoring these sub-half cycles 
on the results was investigated by varying the threshold of ∆d. 
Performance is assessed by accuracy in recovering the true model values in the presence of 
noise over several events. The impact of thresholds used to ensure significant nonlinear motion 
(r=2, 3, 4) in identified half cycles is also assessed. The overall analyses assess both performance 
accuracy and robustness to noise providing a range of trade offs. 
 
 
4. Results and discussion 
 
4.1 Identificaiton of the number of segments of sub-half cycles 
 
Fig. 3 shows the identification results for one segment (r=1) sub-half cycles for the Loma Prieta 
event. The values of -2logλ for the sub-half cycles (#11-14, 17, 19-28), with variable noise levels 
are less than )4(2001.0 =18.47 and rejection is not permitted according to model hypothesis Eq. (9). 
Thus, the sub-half cycles below the rejection value, as shown in Fig. 3(a), are identified as one 
segment (r=1) linear models or simply linear structural responses. And the sub-half cycles in Fig. 
3(b) that are not fitted well by one (r=1) segment model are processed to the next identification 
step, as shown in Fig. 4. 
 
 
(a) one segment (r=1) sub-half cycles 
 
(b) more than one segment (r=2, 3 and 4) sub-half cycles 
Fig. 4 Identification of one segment (r=1) sub-half cycles with variable noise level: (a) one segment sub-half 





(a) two segment (r=2) sub-half cycles 
 
(b) more than two segment (r=3 and 4) sub-half cycles 
Fig. 4 Identification of two segment (r=2) sub-half cycles, excluding the sub-half cycles found to be 
one segment: (a) two segment sub-half cycles with -2logλ<22.46, (b) more than two segment 
sub-half cycles with -2logλ>22.46. 
 
Fig. 4 shows the identification results for two segment (r=2) sub-half cycles, excluding the sub-
half cycles found to be one segment (r=1) in Fig. 3(a). The sub-half cycles in Fig. 4(a) are below 
the rejection value of )6(2001.0 =22.46, and thus are identified as two segment (r=2). The 
identification results for the unidentified sub-half cycles in Fig. 4(b) are shown in Fig. 5. It can be 
seen from Fig. 5(a) that the three-segment (r=3) sub-half cycles are identified using the values of -
2logλ below the rejection value of )8(2001.0 =26.12. And the remained sub-half cycle in Fig. 5(b) 
are then identified as four segment with a full flag shaped response. 
 
(a) three segment (r=3) sub-half cycles 
 
(b) four segment (r=4) sub-half cycles 
Fig. 5 Identification of three segment (r=3) sub-half cycles, excluding one and two segment sub-half cycles: 
(a) three segment sub-half cycles with -2logλ<26.12, (b) four segment half cycles with -2logλ>26.12.  
 
It also can be seen from Figs. 3(a)-5(a) that the values of -2logλ for the sub-half cycles that are 
fitted well by r segment model, vary essentially randomly with increasing noise. However, the 
values of -2logλ for the sub-half cycles that are not well fitted by that value of r, as shown in Figs. 
3(b)-5(b), decrease when the added noise is increasing. The -2logλ represents the difference degree 
between the assumed r and r+1 segment models. This difference degree are very significant, with 
the values of -2logλ very large and above the rejection value, when the sub-half cycles cannot 
fitted well by the assumed r segment model. However, with the increasing noise, the true state of 
the sub-half cycle is more discrete and the difference between r and r+1 segment models is less 
distinguishable. Thus, the values of -2logλ representing the difference degree are also decreasing 
when the added noise is increased. 
However, the difference between the assumed r and r+1 segment models is very small when 
the sub-half cycles can be fitted well by the r segment model. Even with the increasing noise, this 
difference is also very small. Therefore, the variation of the values of -2logλ for these sub-half 
cycles is mainly caused by the randomness of the added noise. 
 
4.2 Effect of threshold 
 
Fig. 6 shows the estimates of pre-yielding stiffness and post-yielding stiffness with different 
thresholds of ∆d for 5%, 10%, 15% and 20% added noise. For variable thresholds at the same 
noise level, the pre-yielding stiffness ke is robust because the elastic parts for all the sub-half cycles 
are big enough to obtain good estimates. The post-yielding stiffness kp is not robust because of the 
influence of relatively very small cycles when the threshold is low. It also can be seen that the 
estimates of stiffness ke and kp vary with noise, and good estimates can be obtained using high 
thresholds to ensure significant nonlinear motion even at 20% noise level. 
 
  
(a) 5% RMS noise (b) 10% RMS noise 
  
(c) 15% RMS noise (d) 20% RMS noise 
Fig. 6 Estimates results of stiffness, (a) at 5% RMS noise, (b) at 10% RMS noise, (c) at 15% RMS 




Figs. 7 shows the estimates of yield displacement dy and Fig. 8 shows the energy dissipation 
coefficient β. The results are robust with varying thresholds because the turning points used to 
compute the estimates of dy and β are not affected by small cycles. The results also give a good 
approximation of the true input with errors within 5% even at 20% added noise. In addition, the 




(a) 5% RMS noise (b) 10% RMS noise 
  
(c) 15% RMS noise (d) 20% RMS noise 
Fig. 7 Estimates results of yield displacement, (a) at 5% RMS noise, (b) at 10% RMS noise, (c) at 15% 




(a) 5% RMS noise (b) 10% RMS noise 
  
(c) 15% RMS noise (d) 20% RMS noise 




(a) 5% RMS noise (b) 10% RMS noise 
  
(c) 15% RMS noise (d) 20% RMS noise 
Fig. 9 Estimates results of total absorbed energy, (a) at 5% RMS noise, (b) at 10% RMS noise, (c) at 
15% RMS noise, (d) at 20% RMS noise.  
 
Fig. 9 shows the estimates of total absorbed hysteretic energy. It can be seen that the total 
energy dissipation shows a low sensitivity to different noise level at the same threshold because all 
four panels are almost the same. In addition, the total energy dissipation dropped as more cycles 
are ignored with the rising threshold at the same noise level. The result is expected and thus no 
threshold (∆d=0) should be used in calculating this value so that damage or low cycle fatigue 
assessment is not affected. Importantly, using large thresholds to estimate ke, kp, dy and β, with zero 
thresholds for dissipated energy, is computationally simple and efficient once all sub-half cycles 
are identified. 
 
4.3 Results for 20 different earthquake records 
 
As a result, a threshold ∆d=0.04 is chosen to evaluate the results of a 20 suite earthquake 
records with 5%, 10%, 15% and 20% added RMS noise, as shown in Tables 1-4, respectively. A ‘-’ 
represent elastic behavior during the entire earthquake.  
It can be seen from Tables 1-4 that the structure was identified as remaining linear during EQ1, 
3, 6, 9, 10, 12, 14, 17 and 19 when the structural response of the system is only linear during the 
whole earthquake event, which indicate the method is robustness to different ground motion. The 
mean estimates of ke, kp, dy and β across all sub-half cycles of an event at different levels of noise 
matched well with the true input parameters (ke=157.9, kp=23.7, dy=24.9, β=0.5). Although the 
errors of the mean estimates of ke, kp, dy and β show a small increase with increasing added noise, 
the average errors of the estimates of ke, kp, dy and β are within 3.6% even at 20% noise level.  
It also can be seen that the coefficient of variation (COV) of ke, kp, dy and β are very small at 
5% added noise, and the COV increases with increasing noise, as might be expected. However, the 
maximum COV is 18.7% of the mean value even with 20% added noise, with most within 10%, 
which is practically speaking a good result given uncertainty in construction and degradation over 
time. 
Table 1 Results for 20 different earthquake events with 5% noise 
Earthquake 
Record 
ke=157.9 (kN/mm) kp=23.7 (kN/mm) dy=24.9 (mm) β=0.500 
Mean COV Mean COV Mean COV Mean COV 
EQ1 157.8 0.5% - - - - - - 
EQ2 157.8 1.2% 23.8 2.3% 25.0 3.8% 0.486 8.4% 
EQ3 157.9 0.4% - - - - - - 
EQ4 158.2 1.8% 23.8 1.0% 24.4 3.9% 0.500 2.5% 
EQ5 158.3 0.6% 24.0 1.1% 24.7 3.3% 0.501 2.1% 
EQ6 157.6 0.8% - - - - - - 
EQ7 157.7 0.6% 23.7 1.9% 24.7 2.2% 0.494 4.1% 
EQ8 157.3 1.0% 23.9 1.8% 24.9 2.6% 0.501 1.5% 
EQ9 157.8 0.3% - - - - - - 
EQ10 157.8 0.5% - - - - - - 
EQ11 157.6 1.1% 23.8 2.3% 24.7 3.4% 0.485 11.5% 
EQ12 158.0 0.6% - - - - - - 
EQ13 157.5 1.2% 23.7 0.6% 24.9 2.0% 0.499 0.8% 
EQ14 157.9 0.3% - - - - - - 
EQ15 157.9 0.8% 23.8 0.3% 24.5 1.3% 0.499 0.1% 
EQ16 158.1 1.2% 23.8 0.8% 24.9 3.5% 0.499 1.7% 
EQ17 157.9 0.4% - - - - - - 
EQ18 157.9 1.4% 23.6 0.9% 24.6 4.1% 0.498 1.9% 
EQ19 158.0 0.5% - - - - - - 
EQ20 158.4 1.1% 23.8 0.7% 24.7 3.6% 0.499 1.3% 
Table 2 Results for 20 different earthquake events with 10% noise 
Earthquake 
Record 
ke=157.9 (kN/mm) kp=23.7 (kN/mm) dy=24.9 (mm) β=0.500 
Mean COV Mean COV Mean COV Mean COV 
EQ1 157.5 0.8% - - - - - - 
EQ2 157.5 1.6% 24.4 7.7% 24.7 3.7% 0.500 1.4% 
EQ3 157.9 0.6% - - - - - - 
EQ4 157.7 4.1% 23.9 1.8% 24.6 11.8% 0.498 5.4% 
EQ5 157.0 1.9% 22.9 6.7% 22.9 13.1% 0.504 2.9% 
EQ6 157.2 1.8% - - - - - - 
EQ7 158.7 1.9% 24.3 3.5% 24.6 3.0% 0.496 1.5% 
EQ8 157.2 0.9% 24.2 6.4% 25.1 7.2% 0.503 2.3% 
EQ9 158.2 0.7% - - - - - - 
EQ10 157.9 0.9% - - - - - - 
EQ11 158.5 4.1% 23.8 5.0% 24.7 4.5% 0.476 11.8% 
EQ12 157.5 1.1% - - - - - - 
EQ13 157.7 1.7% 23.6 1.4% 24.7 4.5% 0.495 3.2% 
EQ14 158.0 0.6% - - - - - - 
EQ15 158.8 2.4% 23.3 1.7% 25.0 3.4% 0.496 1.5% 
EQ16 157.3 1.5% 23.7 2.3% 24.9 6.8% 0.492 4.0% 
EQ17 157.9 0.8% - - - - - - 
EQ18 157.2 1.6% 23.7 2.6% 24.8 4.4% 0.502 2.1% 
EQ19 157.6 1.1% - - - - - - 
EQ20 157.9 2.6% 23.5 3.3% 24.9 4.0% 0.479 19.5% 
 
Table 3 Results for 20 different earthquake events with 15% noise 
Earthquake 
Record 
ke=157.9 (kN/mm) kp=23.7 (kN/mm) dy=24.9 (mm) β=0.500 
Mean COV Mean COV Mean COV Mean COV 
EQ1 157.7 1.0% - - - - - - 
EQ2 158.1 3.3% 23.6 4.5% 24.5 7.3% 0.488 4.3% 
EQ3 158.0 1.7% - - - - - - 
EQ4 156.4 5.5% 24.4 4.6% 24.8 10.1% 0.483 8.1% 
EQ5 157.6 2.8% 22.5 6.3% 24.4 4.5% 0.484 4.8% 
EQ6 158.2 2.1% - - - - - - 
EQ7 158.3 2.5% 23.3 1.7% 25.0 5.2% 0.502 2.4% 
EQ8 154.1 2.1% 23.4 3.1% 24.7 6.9% 0.502 5.4% 
EQ9 157.7 0.8% - - - - - - 
EQ10 157.5 1.8% - - - - - - 
EQ11 156.9 5.8% 23.5 4.3% 25.7 10.1% 0.481 13.6% 
EQ12 157.1 2.4% - - - - - - 
EQ13 158.3 3.1% 23.9 2.0% 25.2 4.4% 0.489 3.1% 
EQ14 157.4 1.2% - - - - - - 
EQ15 157.2 2.8% 24.1 4.9% 24.8 5.6% 0.500 1.3% 
EQ16 158.0 2.7% 24.0 6.3% 24.2 10.3% 0.508 4.5% 
EQ17 157.9 1.4% - - - - - - 
EQ18 157.1 3.1% 23.9 3.2% 25.1 7.2% 0.500 2.8% 
EQ19 157.8 1.5% - - - - - - 
EQ20 158.1 3.5% 23.4 3.2% 25.4 8.3% 0.485 5.6% 
 
Table 4 Results for 20 different earthquake events with 20% noise 
Earthquake 
Record 
ke=157.9 (kN/mm) kp=23.7 (kN/mm) dy=24.9 (mm) β=0.500 
Mean COV Mean COV Mean COV Mean COV 
EQ1 157.8 1.3% - - - - - - 
EQ2 156.6 4.0% 24.5 14.8% 25.8 6.6% 0.506 2.5% 
EQ3 158.0 1.0% - - - - - - 
EQ4 157.3 7.5% 23.7 2.2% 26.1 9.6% 0.511 7.7% 
EQ5 156.8 3.0% 26.1 11.3% 24.7 6.5% 0.506 6.2% 
EQ6 158.2 2.7% - - - - - - 
EQ7 157.8 2.5% 25.1 7.5% 23.9 5.9% 0.499 3.1% 
EQ8 154.4 3.4% 23.7 9.0% 24.8 12.9% 0.491 10.4% 
EQ9 157.3 1.3% - - - - - - 
EQ10 157.6 2.2% - - - - - - 
EQ11 154.9 5.3% 23.9 3.2% 23.8 11.3% 0.472 18.7% 
EQ12 157.2 2.7% - - - - - - 
EQ13 158.0 3.7% 24.1 3.1% 24.8 10.1% 0.474 10.7% 
EQ14 158.2 1.0% - - - - - - 
EQ15 157.6 3.0% 23.5 4.3% 23.3 10.7% 0.498 2.8% 
EQ16 157.4 3.3% 23.6 7.5% 24.2 9.9% 0.507 4.6% 
EQ17 157.8 1.6% - - - - - - 
EQ18 155.2 7.1% 24.5 5.2% 25.6 7.4% 0.503 3.7% 
EQ19 157.5 3.0% - - - - - - 
EQ20 157.0 6.0% 23.9 6.1% 25.3 9.1% 0.498 4.8% 
 
Finally, the results show that the stiffness value ke and/or kp for each sub-half cycle in 
chronological order can be identified accurately. Thus, the evolution of stiffness value over time 
can be track down if degradation occurs. In addition, if the values of stiffness degradation exceed 
pre-defined design or safety limits, an alarm or other notice can be provided immediately to 





This research develops a simple method for the damage identification of a highly nonlinear 
flag-shaped hysteretic structure. A simulated system with variable levels of added noise is used to 
demonstrate the feasibility of the method. The results show that a high threshold can yield a good 
estimates of post-yielding stiffness, and the estimation of pre-yielding stiffness, yielding 
displacement and energy dissipation coefficient are robust to different threshold. Good estimates 
of total hysteretic energy dissipation can be obtained when the threshold is not used. Given the 
computational simplicity of the method, the result can be evaluated with and without thresholds to 
ensure quality metrics are obtained from the final step of the method. 
 The sensitivity analysis shows good robustness of the method with the average coefficient of 
variation within 10% to different level noise and a range of 20 earthquake events. The accuracy of 
the method is also validated by identifying the structure as linear when the structural response of 
the system is only linear during the whole ground motion. In addition, the method can be extended 
to multi degree of freedom systems if the hysteresis loops are generated from measurement data 
obtained each floor. However, the robustness of the method to real data is still unproven since real 
data with significantly dynamic and plastic is very limited in availability. Thus, the proposed 
identification procedure remains to be experimentally validated and further tested before 
implementation in the field for final performance evaluation.  
Finally, the method is computationally simple and can be implemented automatically without 
requiring human input. Thus, a rapid assessment can be made to offer significant information 
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Fig. 1 (a) Idealized flag-shaped hysteretic loop, (b) with four types of possible half cycles for r=1, 2, 3, 4. 
 
Fig. 2 Flowchart of the algorithm of the identification procedure. 
 
 
(a) one segment (r=1) sub-half cycles 
 
 
(b) more than one segment (r=2, 3 and 4) sub-half cycles 
 
Fig. 3 Identification of one segment (r=1) sub-half cycles with variable noise level: (a) one segment 




(a) two segment (r=2) sub-half cycles 
 
 
(b) more than two segment (r=3 and 4) sub-half cycles 
 
Fig. 4 Identification of two segment (r=2) sub-half cycles, excluding the sub-half cycles found to be 
one segment: (a) two segment sub-half cycles with -2logλ<22.46, (b) more than two segment 
sub-half cycles with -2logλ>22.46.
 
 
(a) three segment (r=3) sub-half cycles 
 
 
(b) four segment (r=4) sub-half cycles 
 
Fig. 5 Identification of three segment (r=3) sub-half cycles, excluding one and two segment sub-half cycles: 
(a) three segment sub-half cycles with -2logλ<26.12, (b) four segment half cycles with -2logλ>26.12. 
 
(a) 5% RMS noise                          (b) 10% RMS noise 
 
 
(c) 15% RMS noise                          (d) 20% RMS noise 
 
Fig. 6 Estimates results of stiffness, (a) at 5% RMS noise, (b) at 10% RMS noise, (c) at 15% RMS noise, (d) 
at 20% RMS noise. The error bars show the mean and one standard deviation over all sub-half cycles. 
 
 
(a) 5% RMS noise                          (b) 10% RMS noise 
 
 
(c) 15% RMS noise                          (d) 20% RMS noise 
 
Fig. 7 Estimates results of yield displacement, (a) at 5% RMS noise, (b) at 10% RMS noise, (c) at 15% RMS 




(a) 5% RMS noise                          (b) 10% RMS noise 
 
 
(c) 15% RMS noise                          (d) 20% RMS noise 
 
 
Fig. 8 Estimates results of β, (a) at 5%, (b) 10%, (c) 15%, and (d) 20% RMS noise. 
 
(a) 5% RMS noise                          (b) 10% RMS noise 
 
 
(c) 15% RMS noise                          (d) 20% RMS noise 
 
Fig. 9 Estimates results of total absorbed energy, (a) at 5% RMS noise, (b) at 10% RMS noise, (c) at 15% 
RMS noise, (d) at 20% RMS noise. 
 
