Explaining the prediction of deep neural networks (DNNs) and semantic image compression are two active research areas of deep learning with a numerous of applications in decision-critical systems, such as surveillance cameras, drones and self-driving cars, where interpretable decision is critical and storage/network bandwidth is limited. In this paper, we propose a novel end-to-end Neural Image Compression and Explanation (NICE) framework that learns to (1) explain the prediction of convolutional neural networks (CNNs), and (2) subsequently compress the input images for efficient storage or transmission. Specifically, NICE generates a sparse mask over an input image by attaching a stochastic binary gate to each pixel of the image, whose parameters are learned through the interaction with the CNN classifier to be explained. The generated mask is able to capture the saliency of each pixel measured by its influence to the final prediction of CNN; it can also be used to produce a mixed-resolution image, where important pixels maintain their original high resolution and insignificant background pixels are subsampled to a low resolution. The produced images achieve a high compression rate (e.g., about 0.6x of original image file size), while retaining a similar classification accuracy. Extensive experiments across multiple image classification benchmarks demonstrate the superior performance of NICE compared to the state-of-the-art methods in terms of explanation quality and image compression rate.
Introduction
Deep neural networks (DNNs) have become the de-facto performing technique in the field of computer vision [1] , natural language processing [2] , and speech recognition [3] . They require only limited domain knowledge to reach state-of-the-art performance given sufficient data and computation. However, the current DNNs are basically black-boxes with hundreds of layers of convolution, non-linearities, and gates, optimized solely for competitive performance, and our understanding of the reasoning of DNNs is lagged behind. DNNs' predictions may be backed up with a claimed high accuracy on benchmarks. However, it is human's nature not to trust them unless human experts are able to verify, interpret, and understand the reasoning of the system. Therefore, the usage of DNNs in real world decision-critical applications, such as surveillance cameras, drones, autonomous driving, medicine and legal, still must overcome a trust barrier. To address this problem, researchers have developed many different approaches to explain the reasonings of DNNs [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15] . Intuitively, interpretable explanations should be concise and coherent such that they will be easier for human to comprehend. However, most existing approaches do not take these requirements into account as manifested by the opaqueness and redundancies in their explanations [4, 6, 9, 10] .
On the other hand, over 70% of internet traffic today is the streaming of digital media, and this percentage keeps increasing over the years [16] . It has been challenging for standard compression algorithms, such as JPEG and PNG, to adapt to the growing demand. Recently, there is an increasing interest of using machine learning (ML) based approaches to improve the compression of images and videos [17, 18, 19, 20] . Rather than using manually engineered basis functions for compression, these ML-based techniques learn semantic structures and basis functions directly from training images and achieve impressive performance compared to the standard compression algorithms.
Usually, neural explanation and semantic image compression are addressed independently by two different groups of researchers. In light of the similarity between sparse explanation to image classification and sparse representation for image compression, in this paper we propose a deep learning based framework that integrates neural explanation and semantic image compression into an end-to-end training pipeline. With this framework, we can train a sparse mask generator to generate a concise and coherent mask to explain the prediction of CNN; subsequently, this sparse mask can be used to generate a mixed-resolution image with a very high compression rate, superior to the standard compression algorithms. This Neural Image Compression and Explanation (NICE) framework is critical to many real world decision-critical systems, such as surveillance cameras, drones and self-driving cars, that heavily rely on the deep learning techniques today. For these applications, the outputs of NICE: prediction, sparse mask / explanation, and the compressed mixed-resolution image can be stored or transmitted efficiently for decision making, decision interpretation and system diagnosis.
The main contributions of the paper are:
• We propose a deep learning based framework that unifies neural explanation and semantic image compression into an end-to-end trainable pipeline, which produces prediction, sparse explanation and compressed image in real time;
• The proposed L 0 -regularized sparse mask generator is trained in a weakly supervised manner without resorting to expensive dense pixel-wise annotations, and outperforms many existing explanation algorithms that heavily rely on backpropagation;
• The proposed mixed-resolution image compression achieves a very high compression rate compared to the standard compression algorithms, while retaining a similar classification accuracy.
The NICE Framework
Given a training set D = {(x i , y i ), i = 1, 2, · · · , N }, where x i denotes the i-th input image and y i denotes the corresponding target, a neural network is a function h(x; θ) parameterized by θ that fits to the training data D with the goal of achieving good generalization to unseen test data. To optimize θ, typically the following empirical risk minimization (ERM) is adopted:
where L(·) denotes the loss over training data D, such as the cross-entropy loss for classification or the mean squared error (MSE) for regression. The goal of this paper is to develop an approach that can explain the prediction of a neural network h(x; θ) in response to an input image x; meanwhile, to reduce storage or network transmission cost of the image, we'd like to compress the image x based on the derived explanation above such that the compressed imagex has the minimal file size while retaining a similar classification accuracy as the original image x.
To solve these interdependent issues, we develop a Neural Image Compression and Explanation (NICE) framework that integrates explanation and compression into an end-to-end trainable pipeline as illustrated in Figure 1 . In this framework, given an input image, a mask generator under the L 0 -norm and smoothness constraints generates a sparse mask that indicates salient regions of the image. The generated mask is then used to transform the original input image to a mixed-resolution image that has a high resolution in the salient regions and a low resolution in the background. To evaluate the quality of sparse mask generator and the compressed image, at the end of the pipeline a discriminator network (e.g., CNN) classifies the generated image for prediction. Finally, the prediction, sparse mask and compressed image can be stored or transmitted efficiently for decision making, interpretation and system diagnosis. The whole pipeline is fully differentiable and can be trained end-to-end by backpropagation. In the sequel, we will introduce each of these components in more details. 
Sparse Neural Explanation
To correctly classify an image, a state-of-the-art CNN classifier does not need to analyze all the pixels in an image. Partially, this is because not all the pixels in an image are equally important for image recognition. For example, although the background pixels may provide some useful clues to recognize an object, it is the pixels on an object that play a decisive role for recognition. Based on this understanding, we'd like to learn a set of random variables (one for each pixel of an image) such that the variables on object pixels receive high values while the variables on background pixels receive low values. In other words, we want to learn a binary segmentation model that can partition pixels into object pixels and background pixels. To make our segmentation discriminative, we require the output of our model to be sparse/concise such that only the most important or influential pixels receive high values, and the remaining pixels receive low values. In addition, we expect the segmentation to be smooth/coherent within a small continuous region since most of natural objects usually have smooth appearances. We therefore request our neural explanation model to produce explanations that are concise and coherent. We will materialize these two requirements mathematically.
We model our neural explanation by attaching a binary random variable z ∈ {0, 1} to each pixel of an image:
where z i denotes a binary mask for image x i , and is an element-wise product. Furthermore, we define z j i the binary variable for pixel j of image x i . We assume both image x i and its mask z i have the same spatial dimension of m × n or P pixels. After training, we wish z j i takes value 1 if pixel j is on object and 0 otherwise.
We regard z i as our explanation to the prediction of h(x i ; θ) and learn z i by minimizing the following L 0 -norm regularized loss function:
where 1 [c] is an indicator function that is 1 if the condition c is satisfied, and 0 otherwise. Here, we insert Eq. 2 into Eq. 1 and add an L 0 -norm on the elements of z i , which measures explicitly number of non-zeros in z i or the sparsity of z i . By doing so, we'd like the masked image achieves the similar classification accuracy as the original image, while using as fewer pixels as possible. In other words, the sparse mask z i can produce a concise explanation to the prediction of the classifier (i.e., the first requirement). To optimize Eq. 3, however, we note that both the first term and the second term of Eq. 3 are not differentiable w.r.t. z. Therefore, further approximations need to be considered.
Fortunately, we can approximate this optimization problem via an inequality from stochastic variational optimization [21] . That is, given any function F(z) and any distribution q(z), the following inequality holds min
i.e., the minimum of a function is upper bounded by the expectation of the function. With this result, we can derive an upper bound of Eq. 3 as follows.
Since z j i , ∀j ∈ {1, · · · , P } is a binary random variable, we assume z j i is subject to a Bernoulli distribution with parameter π
Now the second term of the Eq. 5 is differentiable w.r.t. the new model parameters π. However, the first term is still problematic since the expectation over a large number of binary random variables z i ∈ {0, 1} P is intractable, so is its gradient.
The Hard Concrete Gradient Estimator
Existing gradient estimators for this kind of binary latent variable models include REINFORCE [22] , Gumble-Softmax [23, 24] , REBAR [25] , RELAX [26] and the hard concrete estimator [27] , among which the hard concrete estimator is the one that is easy to implement and demonstrates superior performance in our experiments. We therefore resort to this gradient estimator to optimize Eq. (5). Specifically, the hard concrete gradient estimator employs a reparameterization trick to approximate the original optimization problem of (5) by a close surrogate loss function
where σ(t) = 1/(1 + exp(−t)) is the sigmoid function, L D measures how well the classifier fits to training data D, L C measures the expected number of non-zeros in z, and β = 2/3, γ = −0.1 and ζ = 1.1 are the typical parameters of the hard concrete distribution. For more details on the hard concrete gradient estimator, we refer the readers to [27] . With this reparameterization, the surrogate loss function (6) is differentiable w.r.t. its parameters.
Smoothness Regularization
The L 0 -regularized objective function developed above enforces the sparsity/conciseness of an explanation. To improve the coherence of an explanation, we introduce an additional smoothness constraint on the mask: under the hard concrete distribution q(z i | log α i ), which can be calculated as:
Note that this smoothness constraint penalizes the discrepancy of z among its four neighborhoods, and thus a coherence explanation is preferred (i.e., the second requirement). To avoid notational clutter, in Eq. 8 some of the boundary conditions are not rigorously checked, but we hope they will be apparent given the boundary context. With this additional regularization, our final objective is then a composition of three terms
where λ 1 and λ 2 are the regularization hyperparameters that balance the data loss L D , the capacity loss L C and the smoothness loss L S . It's worthy noting that from now on we denote the parameters of classifier (discriminator) θ d to distinguish it from the parameters of generator θ g that will be introduced next.
After training, we get log α for each input image x. At testing time, we employ the following estimator to generate a sparse mask:
which is the sample mean of z under the hard concrete distribution q(z| log α).
Semantic Image Compression
Upon receiving the sparse maskẑ from above, we can use it to generate a mixed-resolution image for semantic image compression, as shown in Figure 1 . Suppose that we have an input image x and a sparse maskẑ ∈ [0, 1] P , a mixed-resolution image can be generated bỹ
where x b is a low resolution image that can be generated by subsampling from original image x with a block size of b × b, which can be efficiently implemented by average pooling with a b × b filter and a stride of b. Here b is a tunable hyperparameter that trades off between the image compression rate and the classification accuracy of the classifier. In other words, the larger b is, the lower resolution images will be generated and thus a lower classification accuracy, and vice-versa. As we can see, when b = 1 the mixed-resolution imagex is equal to the original image x; when we use the image size as b, the mixed-resolution imagex becomes a masked image with a constant value as background. When b is a value between these two extremes, we can generate mixed-resolution images of different levels of quality.
Sparse Mask Generator
The learning of sparse mask z discussed above is transductive, by which we can learn a mask for each image in training set D. However, this approach cannot generate masks for new images that are not in the training set D. A more desirable approach is inductive, which can be implemented through a generator G(x; θ g ) such that it can produce a sparse mask given any image x as input. We model this generator as a neural network parameterized by θ g .
To integrate this generator into an end-to-end training pipeline, we model this generator to output log α given an input image x; we can then sample a sparse mask z from the hard concrete distribution q(z| log α), i.e., x G(·;θg)
−−−−→ log α sample −−−→ z. With this reparameterization, the overall loss function (10) becomes L(θ d , θ g ), which can be minimized by optimizing the generator network θ g and the discriminator network θ d jointly with backpropagation. In the experiments, we employ a CNN as our sparse mask generator as CNNs are the de-facto technique today for image processing and understanding.
Related Works
Our work is primarily related to two active research areas of deep learning: neural explanation and semantic image compression. We therefore review them briefly in the next.
Neural Explanation In order to interpret DNN's prediction and gain insights of their operations, a variety of neural explanation methods have been proposed in recent years [4, 5, 6, 7, 8, 9, 10, 11, 12, 28, 13, 14, 15, 29, 30] . These methods can be categorized based on whether it is designed to explain the entire model behavior (global interpretability) or a single prediction (local interpretability). The goal of global interpretability is to identify predictor variables that best explain the overall performance of a trained model. This class of methods are crucial to inform population level decision for rule extraction or knowledge discovery [14, 15] . Local interpretability aims to produce interpretable explanations for each individual prediction and the interpretability occurs locally. Local interpretability is by far the most explored area for generating explanations to DNNs [4, 8, 12, 29, 30] . The primary idea is to measure a change of the final prediction with respect to changes of input or getting feature attribution for the final prediction. Different local explanation methods implement this idea in different ways. For example, occlusion-based explanation methods remove or alter a fraction of input data and evaluate its impact to the final prediction [9, 10, 11, 5] . Gradient-based methods compute the gradient of an output with respect to an input sample by using backpropagation to locate salient features that are responsible to the prediction [6, 7, 28, 13] . Other local interpretability methods explain data instances by approximating the decision boundary of a DNN with an inherently interpretable model around the predictions. For example, LIME [8] and SHAP [12] sample perturbed instances around a single data sample and fit a linear model to perform local explanations. RTIS [9] extracts features from a DNN classifier and feeds extracted features and target label to an U-Net like generator to generate saliency maps for local explanations. L2X [29] learns a stochastic map based on mutual information that selects instance-wise informative features. Built on top of L2X, VIBI [30] selects instance-wise key features that are maximally compressed about an input and informative about a decision based on an information-bottleneck principle. NICE falls in the category of local interpretability and aims to produce concise and coherent local explanations similar to VIBI. But our method achieves briefness and comprehensiveness explicitly through an L 0 -norm regularization and an smoothness constraint, optimized via stochastic binary optimization.
Semantic Image Compression Standard image compression algorithms, such as JPEG [31] and PNG [32] , have hard-coded procedures / components to compress images. For example, the JPEG compression first employs a discrete cosine transform (DCT) over each 8 × 8 image block, followed by quantization to represent the frequency coefficients as a sequence of binaries. The DCT can be seen as a generic feature extractor with a fixed set of basis functions that are irrespective of the distribution of the input images. Compared to standard image compression algorithms, the ML-based approaches [33, 34, 35, 36, 17, 19, 37, 20] can automatically discover semantic structures and learn basis functions from training images to achieve even higher compression rate. All of these ML-based approaches follow a similar structure of autoencoder, where an encoder is used to extract feature representation from images and a decoder is responsible to reconstruct images from the quantized representations. The main differences among these ML-based approaches are the architectures of encoder and decoder. While the majority of these algorithms [33, 36, 17, 19, 37, 20] employ CNNs as the encoder and decoder, some others explore recurrent networks such as LSTM and GRU [34, 35] . However, all of these methods are not sufficiently content-aware, except the work [18] 
Experiments
To evaluate the performance of NICE, we conduct extensive experiments on two image classification benchmarks: MNIST [39] and Caltech256 [40] 1 . MNIST is a gray-level image dataset containing 60,000 training images and 10,000 test images of the size of 28 × 28 for handwritten digits classification. Caltech256 is a high-resolution color image dataset containing 22,100 images from 256 classes of man-made and natural objects, such as plants, animals and buildings, etc. Since MNIST is a low-resolution image dataset, we use it mainly to demonstrate NICE's performance on neural explanation. For the high-resolution images of Caltech256, we demonstrate NICE's performance on neural explanation and image compression. All of our experiments are performed on NVIDIA Titan-Xp GPUs.
Implementation Details
Network architectures of the generators and discriminators used in the MNIST and Caltech256 experiments are provided in Table 1 . Specifically, we employ LeNet5-Caffe 2 as the discriminator for the MNIST dataset, which achieves a 99% classification accuracy on the original MNIST dataset. We use ResNet-18 [1] as the discriminator for the Caltech256 dataset, which achieves a 78.3% classification accuracy. These two discriminators are the CNN classifiers we aim to explain. Two approaches are used to train the NICE pipeline: (1) Discriminator-fixed: given a pre-trained discriminator (e.g., a CNN classifier), we freeze its parameters θ d in the pipeline and only update the parameters of generator θ g by optimizing the overall loss (10) . In this case, the mask generator is trained to generate sparse explanation to the original discriminator. (2) Discriminator-finetuned: similar to discriminator-fixed except that the top few layers of the discriminator θ d are finetuned. In this case, the discriminator can adjust its parameters to improve its predictions on the mixed-resolution images, and thus higher accuracy and compression rate are expected.
Explaining CNN's Predictions

MNIST
We train the NICE pipeline on the MINST dataset with discriminator-fixed in order to explain the predictions of the original discriminator. We initialize the discriminator of the NICE pipeline by a pre-trained LeNet5-Caffe on the original MNIST dataset. Different λ 1 s are used to generate sparse masks with different percentages of non-zeros (sparse explanations). λ 2 is set to 0 for all the MNIST experiments as the algorithm can generate coherent explanations without the smoothness constraint. The block size of the low resolution image x b is set to 28, which means a constant background is used to generate the mixed-resolution images. We use the Adam optimizer [41] with a learning rate of 0.001 and a decay rate of 0.1 at every 5 epochs. Figure 2 : The sparse masks generated by NICE, Saliency Map [4] and RTIS [9] on the MNIST dataset. The dark red color represents high values (close to 1), indicating strong influence to the final decisions. By adjusting λ 1 of NICE, we can control the sparsity of the explanations.
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Mask / Explanation Figure 3 : The sparse masks generated by NICE on the Caltech256 images. The predictions on (a,b,c,d) are correct and the prediction on (e) is incorrect. Even though the prediction is incorrect, the sparse mask of (e) provides an intuitive explanation why the discriminator predicts an image of "humming bird" as "bread maker". Figure 2 illustrates some example sparse explanations generated by NICE with different λ 1 s (and λ 2 = 0). As we can see, when λ 1 increases, the amount of non-zeros in the mask z decreases and NICE can produce sparser explanations to the final predictions. When λ 1 = 1, the explanations are almost identical to the input images, and when λ 1 = 30, the masks identify more influential regions for the final predictions. As a comparison, we also include the explanation results produced by Saliency Map [4] and RTIS [9] . While NICE highlights coherent regions over digits as explanations, Saliency Map, a backpropagation-based approache, identifies discontinued regions as explanations, which are quite blurry and difficult to understand. RTIS can yield coherent regions as explanations but it seems the regions identified are overly smooth. Apparently, the explanations produced by NICE are more concise, coherent and match well with how humans explain their own predictions.
Caltech256
Similarly, we train the NICE pipeline on the Caltech256 dataset with discriminator-fixed in order to explain the predictions of the original discriminator. We split the dataset into a training set of 16,980 images and a test set of 5,120 images. The images are then resized to 256 × 256 as inputs. We initialize the discriminator by a pre-trained ResNet-18 on the original Caltech256 dataset. We set b = 256 to generate the lowest resolution images x b , and set λ 1 = 5 and λ 2 = 0.01 and train the pipeline by using the SGD optimizer with a learning rate of 0.001 and a cosine decay function. Figure 3 demonstrates the sparse masks produced by NICE for different images of Caltech256. As we can see, the generated explanations are very concise and coherent, i.e., the sparse masks are mainly concentrated on the object regions, which align very well with our reasoning on these images. Additionally, the generated sparse masks also provide intuitive explanations when the discriminator makes mistakes. For example, as shown in Figure 3 (e), the discriminator incorrectly predicts an image of "humming bird" as "bread maker". The corresponding sparse explanation highlights the influential regions contributing the most to the discriminator's prediction. Clearly, the discriminator utilizes both the regions of the humming bird and the bird-feeder for the prediction, and the combination of the two regions confuses the discriminator and leads to the incorrect classification. This kind of explanations is very useful for system diagnosis: it provides greater visibility over unknown vulnerabilities and flaws, and can help to improve the performance of the system.
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RTIS
Ours Saliency Map Figure 4 : The sparse masks generated by NICE, Saliency Map [4] and RTIS [9] on the Caltech256 dataset. NICE highlights the whole body of object as the explanation instead of edges or scattered pixels as identified by Saliency Map, or overly-smooth regions as identified by RTIS. Figure 4 illustrates the comparison of NICE with the two other explanation algorithms: Saliency Map [4] and RTIS [9] on the Caltech images. As we can see, our algorithm highlights the whole body of object as the explanation while Saliency Map typically identify edges or scattered pixels as the explanation. RTIS can identify coherent saliency regions of an image, however, those regions are overly smooth and cover large background regions 3 . Apparently, our explanations are more concise and coherent than those of the competing methods, and can preserve semantic contents of the images with a high accuracy. The superior performance of NICE on identifying semantic regions of images plays a critical role for image compression as we demonstrate next.
It's also worth noting that due to the inductive training of the sparse mask generator NICE can produce explanations in nearly real time as it only requires forward evaluation of the generator network. For Saliency Map [4] , it require both forward and backward propagations through the original discriminator to generate explanations, and thus are much more expensive than NICE.
Semantic Image compression
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Figure 5: The mixed-resolution images generated by NICE with different block size bs. The salient regions of images are kept with the original high resolution, and the background regions are subsampled to reduce resolution. As the salient regions are identified accurately by NICE, the discriminator can still yield correct classification despite the background regions are compressed significantly.
Next, we evaluate the image compression performance of NICE on the Caltech256 images. As a start, we use the sparse masks identified by NICE in Figure 4 to generate a few mixed-resolution images via Eq. 12. Figure 5 illustrates some example mixed-resolution images generated with different block size bs. The mixed-resolution images maintain original high resolution in the salient regions identified by the sparse masks, and low-resolution in the background regions through subsampling. Thanks to the high accuracy of NICE on identifying salient regions, even when the background regions are subsampled with a block size of 32, the discriminator can still successfully classify these images. As a result, high compression rate and high classification accuracy can be achieve simultaneously. Figure 6 : The evolution of (a) average file size of the PNG compressed image and (b) classification accuracy as a function of block size b. With the block size of 8, NICE achieve a 1.6x compression rate with a small 3.35% accuracy drop.
To quantitatively evaluate the trade-off between image compression rate and classification accuracy, we train both pipelines discriminator-fixed and discriminator-finetuned 4 with b = 16 to generate sparse masks for each test image of Caltech256. After training, we generate mixed-resolution images with a different b in {1, 2, 4, 8, 16, 32, 64}. We then use PNG [32] , a standard image compression algorithm, to store the generated mixed-resolution images and report the file sizes 5 . We also classify the mixed-resolution images with the discriminators to report classification accuracies. Figure 6 shows the average file size of compressed images and the corresponding classification accuracy as a function of block size b. As we can see, when the block size increases, the file size of the compressed images decreases (higher compression rate) and the classification accuracy also decreases (lower classification accuracy), and vis-versa. Comparing the results from both pipelines, the compression rate and classification accuracy of discriminator-finetuned are significantly better than those from discriminator-fixed. This is because discriminator-finetuned has an additional flexibility to finetune the discriminator and therefore higher compression rate and classification accuracy are expected. When the block-size is 8, discriminator-finetuned achieves a 1.6x compression rate (87KB vs. 54KB) with a small (3.35%) accuracy drop (78.30% vs. 74.95%), demonstrating the superior performance of NICE for neural explanation and image compression.
Conclusion
We propose a unified and end-to-end trainable framework NICE for neural explanation and semantic image compression. Compared to the competing explanation methods, such as Saliency Map and RTIS, the generated sparse masks from NICE are are much more concise and coherent and align well with the reasoning of humans. In addition, due to its inductive training NICE can generate sparse explanations in real time, making it deployable to the real-time embedded systems. We conduct a series of experiments on multiple image classification benchmarks and demonstrate its improved explanation quality and image compression rate.
As for future work, we plan to investigate different image subsampling algorithms to generate x b . We also plan to extend the technique developed here to other domains, such as text and bioinformatic data analysis.
