University of South Florida

Scholar Commons
Graduate Theses and Dissertations

Graduate School

2006

Measurement and modeling of oxides of nitrogen
from vehicular contributors
Kerstin Lesley Kenty
University of South Florida

Follow this and additional works at: http://scholarcommons.usf.edu/etd
Part of the American Studies Commons
Scholar Commons Citation
Kenty, Kerstin Lesley, "Measurement and modeling of oxides of nitrogen from vehicular contributors" (2006). Graduate Theses and
Dissertations.
http://scholarcommons.usf.edu/etd/2582

This Dissertation is brought to you for free and open access by the Graduate School at Scholar Commons. It has been accepted for inclusion in
Graduate Theses and Dissertations by an authorized administrator of Scholar Commons. For more information, please contact
scholarcommons@usf.edu.

Measurement and Modeling of Oxides of Nitrogen from Vehicular Contributors

by

Kerstin Lesley Kenty

A dissertation submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
Department of Chemical Engineering
College of Engineering
University of South Florida

Co-Major Professor: Scott W. Campbell, Ph.D.
Co-Major Professor: Noreen D. Poor, Ph.D.
Aydin Sunol, Ph.D.
Thomas Atkeson, Ph.D.
Venkat Bhethanabotla, Ph.D.

Date of Approval:
November 20, 2006

Keywords: NOx, CALINE4, air pollution, DOAS, NO
© Copyright 2007, Kerstin Lesley Kenty

I dedicate this Dissertation to my husband Jay, who moved away from his family and
gave up everything he ever knew to follow me in this pursuit. He has supported me,
both emotionally and financially, pushed me, and always reminded me that if it was
easy, everyone would do it.

Acknowledgments

I would like to acknowledge my Co-Advisors, Dr. Poor and Dr. Campbell, and my
committee members Dr. Sunol, Dr. Atkeson, and Dr. Bhethanabotla. I would
especially like to thank Dr. Campbell for without his support I’m sure I would have
quit long before achieving the goal.

I would like to acknowledge John Santore Burt Smith, and Steve Cogswell. John
did the programing that made the monitoring data web-live during the monitoring
period. Burt Smith assisted with data processing programming, so multiple program
runs took only minutes to complete. Steve read and edited the complete manuscript
providing corrections that enhanced ehe final draft.

Others include Kip and Karen Kenty, always a source of strength and
encouragement; I know that I’ve achieved this through their prayers and energy as
much as my own, and Candy and Les Larson, who taught me the value of education
and provided the foundation that this was built upon. Finally, I would like to thank
everyone who touched my life throughout this journey. This achievement is the sum
total of all of the influences in my life.

Many people provided prayers,

encouragement, insight, perspective, and most of all humor. The list is longer than
I have space for here, but you all know who you are.

Table of Contents

List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
1.0 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2.0 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Differential Optical Absorption Spectrometry . . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Background on Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Theory of Differential Optical Absorption Spectrometry
(UV-DOAS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.3 Differential Optical Absorption Spectrometry Instrument
History and Development . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.4 Advantages of UV-DOAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.5 Comparisons to Fixed Point Monitoring Methods . . . . . . . . . . . . . 19
2.2.6 Known Limitations and Interferences with the Instrumentation . . . 25
2.2.7 Open Path Limitations for NO Measurement . . . . . . . . . . . . . . . . 25
2.3 Nitrogen Species, Sources, and Chemistry . . . . . . . . . . . . . . . . . . . . . . 27
2.3.1 Nitrogen Species and Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.2 Nitrogen Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.3 The Alkylperoxy Radical as an Oxidizing Agent for NO . . . . . . . . 29
2.3.4 Nighttime Nitrogen Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4 Line Source Emissions Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.1 Introduction to Near Source Line Source Emissions Modeling . . . 34
2.4.2 Line Source Emissions Modeling History . . . . . . . . . . . . . . . . . . . 35
2.4.2.1 GM Sulfate Experiment Data . . . . . . . . . . . . . . . . . . . . . . 43
2.4.2.2 GM Sulfate Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.3 Pasquill Stability Class . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.5 CALINE4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5.1 CALINE4 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5.2 CALINE4 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.5.3 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
i

2.5.4 Roadway Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.5 Modal Emissions Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.5.6 NO2 Option in CALINE4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.0 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.1 Siting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2 Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2.1 Gandy South Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2.1.2 Calibration of DOAS . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2.1.3 Span Calibration Procedure . . . . . . . . . . . . . . . . . . . . . .
3.2.2 Meteorological Instruments at Gandy South . . . . . . . . . . . . . . . . .
3.2.3 Gandy North Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2.3.1 USEPA NO and NO2 Instruments . . . . . . . . . . . . . . . . . .
3.2.3.2 EPCHC Ambient O3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2.4 Gandy West Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.2.4.1 Incoming Solar Radiation . . . . . . . . . . . . . . . . . . . . . . . .
3.2.4.2 Virtual Temperature Profiles . . . . . . . . . . . . . . . . . . . . . .
3.3 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
3.4 Data Quality Control and Assurance Criteria . . . . . . . . . . . . . . . . . . . . .
3.5 Traffic Volume Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

66
66
69
69
73
74
76
76
76
77
78
78
79
80
81
82

4.0 Investigation of Measured and CALINE4 Modeled Results . . . . . . . . . . . .
4.1 Model Inputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.1.1 Values for Model Inputs Used in Model Runs . . . . . . . . . . . . . . . .
4.2 Model Sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3 Model Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3.1 Photolytic Rate Constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3.2 Receptor Placement for Open Path Measurements . . . . . . . . . . .
4.3.3 Stability Class and Mixing Height . . . . . . . . . . . . . . . . . . . . . . . . .
4.3.4 Model Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.3.5 NOX Emission Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
4.4 Results and NO Conversion Bias in CALINE4 Model Calculated
Concentrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

84
85
85
87
89
89
91
91
92
92

5.0 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.1 Validity of Calculated Emission Factor . . . . . . . . . . . . . . . . . . . . . . . .
5.2 Explanation of NO2 Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.2.1 Validity of Mixing Effects as Explanation for NO2 Bias . . . . . . . .
5.2.2 Validity of Rate Constant k3 as Explanation for NO2 Bias . . . . . .
5.2.3 Validity of NO/NOX Ratio within Model as Source of NO2 Bias . .
5.2.4 Validity of Effects of Hourly Averaging as Source of NO2 Bias . .
5.2.5 Determination that Model Accuracy was within the Averaging
Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.2.6 Validity of the Kinetic Mechanism as Source for NO Conversion
Bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ii

93

100
100
101
101
101
103
104
105
108

5.3 Model Improvement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.3.1 Basic Kinetic Mechanism for NO/NO2 . . . . . . . . . . . . . . . . . . . . .
5.3.1.1 Entire Basic Kinetic Mechanism . . . . . . . . . . . . . . . . . .
5.3.2 Mechanism Solution Method and Modification . . . . . . . . . . . . . .
5.3.2.1 Hydrocarbon Reaction Rate (Equation 53) . . . . . . . . . .
5.3.2.2 Simplifications of Basic Mechanism . . . . . . . . . . . . . . .
5.3.3 Examination of Kinetic Mechanism with O3 <50 ppb . . . . . . . . . .
5.3.3.1 Initial Species Concentrations . . . . . . . . . . . . . . . . . . . .
5.3.3.2 Changes to Simplified Mechanism Simulation . . . . . . . .
5.3.3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.4 Suggested Improvement to Kinetic Mechanism . . . . . . . . . . . . . . . . .
5.4.1 Development of Simplified Model . . . . . . . . . . . . . . . . . . . . . . . .
5.4.2 Incorporation of Improved NO Conversion Mechanism Into
CALINE4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.4.3 CALINE4 Results with Improved Kinetic Mechanism . . . . . . . . .
5.4.3.1 Aged Air Mass φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.4.4 Results from CALINE4 with Improved Mechanism . . . . . . . . . . .
5.4.4.1 Point-By-Point φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.4.4.2 Average φ Value . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
5.4.4.3 On Using φ Based on Ambient Concentrations . . . . . . .
5.4.4.4 Using Average Traffic Values as Inputs to CALINE4 to
Predict Concentrations Using Modified Mechanism . . . .

111
112
112
114
115
116
117
117
118
118
119
119
123
125
125
126
126
127
128
129

6.0 Conclusions and Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
Appendices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Appendix A: Summarized Calibration Results . . . . . . . . . . . . . . . . . . . . . .
Appendix B: Calibration Procedure for Opsis Differential Optical
Absorbance Spectrometer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Appendix C: Selected Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Appendix D: Summary of Traffic Characteristics . . . . . . . . . . . . . . . . . . . .
Appendix E: Modifications to the Original CALINE4 Code . . . . . . . . . . . . .
Appendix F: TUV Model Screen View . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Appendix G: List of CALINE4 Input Data Processing from Raw Data . . . .
Appendix H: Residual Correlation Graph Examples . . . . . . . . . . . . . . . . .
Appendix I: List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

148
149
152
161
163
164
165
166
167
168

About the Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . End Page

iii

List of Tables

Table 1.

Summary of Highlighted Comparative Studies Including
Researcher, Compound, Comparison Method, Correlation
Coefficient and Researcher Comments. . . . . . . . . . . . . . . . . . . . . . 24

Table 2.

Rate Constants for the Nitrogen Reaction Sequence. . . . . . . . . . . . 28

Table 3.

Uses and Limitations of Some Line Source Emission Models
(LSEMs) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Table 4.

List of Gases Monitored by the DOAS and their Analysis Times . . . 71

Table 5.

CALINE4 Inputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Table 6.

CALINE4 Inputs and Sensitivities as Reported in the
Documentation (Benson 1989). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

Table 7.

TUV Model Inputs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Table 8.

Fractional Bias and Root Mean Square Relative Deviation for
Different CALINE4 Cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

Table 9.

Uncertainty in Calculated NO2 Concentrations Due to Averaging
of the Input Parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

Table 10. Correlations for Input Parameters with Residuals. . . . . . . . . . . . . 107
Table 11. Reactions in Simplified Mechanism with Rate Constants
(Adapted from Seinfeld and Pandis 1998). . . . . . . . . . . . . . . . . . . 113
Table 12. Weights and Moles of Hydrocarbons in Vehicle Exhaust
(Adapted from Peter 2005). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Table 13. Initial Concentrations and Species Used in the Simplified
Mechanism. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
Table 14. NO and NO2 Span and Offset values from DOAS Calibrations. . . 149
iv

Table 15. Key For Column Headings on Selected Data Set Table 16,
Including Units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
Table 16. Selected Data Set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
Table 17. Summary of Traffic Characteristics. . . . . . . . . . . . . . . . . . . . . . . . 163
Table 18. CALINE4 Inputs Value Determination Methods. . . . . . . . . . . . . . . 166
Table 19. List of Symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

v

List of Figures

Figure 1. Diagram of True and Differential Wavelength for the Computation
of the Optical Density in the Beer - Lambert Law . . . . . . . . . . . . . . 12
Figure 2. GM Sulfate Experiment Track Layout. . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 3. Meteorological Tower Detail from GM Sulfate Experiment. . . . . . . . 46
Figure 4. Profile of a Typical Atmosphere. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
Figure 5. Atmospheric Stability Class and Air Parcel Cooling Rates . . . . . . . 49
Figure 6. Adiabatic Lapse Rate and Atmospheric Stability . . . . . . . . . . . . . . . 50
Figure 7. Diagram of Finite Elements and Gaussian Plume for CALINE4
Model Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Figure 8. Zone of Uniform Mixing Over Roadway . . . . . . . . . . . . . . . . . . . . . . 59
Figure 9. Plan View of Site Location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Figure 10. Picture of Opsis House . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Figure 11. Inside the Opsis House . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Figure 12. Upwind Minus Downwind NO and NO2 Concentrations as a
Function of Wind Direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Figure 13. Gandy West Solar - Gandy North UV Correlation . . . . . . . . . . . . . . 91
Figure 14. Factional Bias (top) and Mean Square Relative Deviation
(bottom) as Functions of Emission Factor for Conserved NOX . . . . 95
Figure 15. Calculated Versus Measured Concentrations at Optimum
Emission Factor lines represent the factor of two envelope. . . . . . . 97
Figure 16. Calculated Versus Measured NO Conversion. . . . . . . . . . . . . . . . . 99
vi

Figure 17. Residuals Between Differences in Calculated and Observed NO2
Concentrations and Uncertainty in Calculated NO2
Concentration Due to Averaging as a Function of O3
Concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Figure 18. Ratio of Calculated to Observed Conversion of NO2 as a Function
of O3 Concentration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Figure 19. Daylight Background Monitor Photostaionary State Relationship
Suggested by Equation 42. Solid line represents φ=1. . . . . . . . . . 111
Figure 20. Ratio of Original CALINE4 Conversion Basic Mechanism
Simulation Results Versus O3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
Figure 21. Results of Simulation When Run for High (top), Medium
(middle), and Low (bottom) O3 Concentrations . . . . . . . . . . . . . . . 122
Figure 22. NO2 Concentrations Versus Time for the Three Simulations . . . . . 124
Figure 23. Calculated Versus Measured NO2 Using the Daytime Simulation
Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Figure 24. Measured NO2 Versus Calculated NO2 for Improved Mechanism . 128
Figure 25. Calculated Versus Measured NO2 for Average Traffic Count . . . . 131
Figure 26. NO Expected Versus Measured Concentrations (04/22/02) . . . . . 150
Figure 27. NO2 Expected Versus Measured Concentrations (04/22/02). . . . . 150
Figure 28. NO Expected Versus Measured Concentrations (05/15/02) . . . . . 151
Figure 29. NO2 Expected Versus Measured Concentrations (05/15/02) . . . . 151
Figure 30. Screen Capture of the TUV Modes. Accessed 8/2006. . . . . . . . . 165
Figure 31. Residual NO2 Concentration Versus KL (photolytic rate constant,
jNO2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
Figure 32. Residual NO2 Concentration Versus Wind Speed . . . . . . . . . . . . . 167

vii

Measurement and Modeling of Oxides of Nitrogen from Vehicular Contributors

Kerstin Lesley Kenty

ABSTRACT

The focus of this research was the examination of the emission and transformation
of nitrogen oxides emitted from vehicles. Measured data for this experiment were
collected from May 1 thru May 31, 2002, and were compared to values modeled
with CALINE4. CALINE4 is a photochemical and dispersive model used to predict
concentrations of NOX (NO+NO2) from line sources. The measurement campaign
was coincident with the Bay Regional Atmospheric Chemistry Experiment (BRACE).
An ambient air quality monitoring site was constructed adjacent to Gandy Boulevard,
in Tampa, FL. When comparisons of measured and modeled NO and NO2 values
were made it was found that CALINE4 underpredicted NO2; i.e., underpredicted the
conversion of NO, for both daytime and nighttime conditions. Possible causes of
this bias were investigated and it was found that the simple kinetic mechanism
present in CALINE4 was not sufficient to account for all of the reactions occurring.
A simulation was run with a more comprehensive NO conversion mechanism and
it was found that the reactions containing peroxy radicals affected the conversion
rate but were not present in the simple CALINE4 mechanism. The simulation runs
viii

suggested that the ratio of radicals to O3 remained nearly constant during the course
of the reaction. This pointed to an improved mechanism where the photolytic rate
constant in CALINE4 could be replaced with a new constant, keff. This brought the
daytime calculations within reasonable agreement of the measured values, including
an unexpected improvement in nighttime concentrations.

Specifically, this

modification eliminated the negative fractional bias in calculated daytime NO2
concentrations, moving it from -0.16 to 0.043. The fractional bias in nighttime
calculations was improved from -0.17 to -0.036. Average hourly traffic counts were
then used as inputs to the model to compare to the entire month of May 2002 data
and it was found that the daytime fractional bias was improved from -0.27 to -0.06
and the nighttime from -0.35 to -0.24

ix

1.0 Introduction
The ambient air quality of the Tampa Bay area was the focus of an intensive
monitoring period in May 2002. There were multiple sites set up throughout the
region to quantify and characterize many airborne pollutants. This investigation was
performed as part of the Bay Regional Atmospheric Chemistry Experiment
(BRACE), sponsored by Florida Department of Environmental Protection. The main
objectives of that study included identification of atmospheric sources of nitrogen
loading to Tampa Bay. The focus of this dissertation is to compare measured and
modeled emissions of oxides of nitrogen (NO+NO2=NOX) from mobile sources.
Oxides of nitrogen play a major role in ozone (O3) production, aerosol formation, and
acid deposition, which are all detrimental to the environment. There are also
adverse human health effects associated with nitrogen oxides.

NOX damages the environment in many ways. While freshly emitted NOX can be
beneficial by destroying ground level O3, aged emissions which are exposed to
sunlight and volatile organic compounds will produce ground level O3. NOX will also
react to form acid rain. Acid rain is damaging and can cause deterioration in cars,
buildings, and monuments. It can be very detrimental to bodies of water causing
lakes and rivers to become acidic and unsuitable for native fish populations. NOX
reactions can also result in chemical species that can be deposited to land and
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directly to water surfaces increasing the overall nitrogen loading to waterways.
Because of natural light attenuation and scattering, NOX will also contribute to
regional haze seen in many urban areas.

Negative health affects associated with NO2 are why it is monitored as part of the
National Ambient Air Quality Standards (NAAQS). The NAAQS standards were
promulgated by the US Environmental Protection Agency (USEPA) under authority
granted by the Clean Air Act. NO2 is of interest because of its toxicity to humans.
NO2 is monitored directly, and is important in the formation chemistry of another
NAAQS monitored pollutant, O3. NO2 can react with moisture and ammonia to form
particulates, which can get into human lungs and cause damage to the respiratory
system, damage lung tissue, and even contribute to premature death in high risk
populations such as the very young, the very old, or those with asthma. Depending
on how far into the respiratory system the particles travel they can aggravate or
worsen conditions such as bronchitis, emphysema, or heart disease.

In addition to the NAAQS standards, NO2 emissions are subject to regulations
regarding conformity modeling. This requirement is promulgated from federal Clean
Air Act Legislation into the Code of Federal Regulations (42 USC 7506). This
legislation mandates modeling within an area that is under a state implementation
plan to assure compliance with NAQQS standards. The modeling is to verify that
changes or additions in emissions or emissions patterns will not increase the overall
burden and the standards will not be violated. It is because of state implementation
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plans and conformity modeling that emissions of NO2 from traffic sources needs
quantification.

In the Tampa Bay area atmospheric nitrogen loading is important because the
atmospheric deposition of nitrogen species to Tampa Bay itself is estimated to be
about 25% of the total loading (Zarbock et al. 1994). In many other urban areas in
the United States the issues surrounding atmospheric nitrogen loading include
facing reallocation of transportation dollars and other impacts due to exceedances
of the NAAQS.

Sources of NO2 typically include power plants and vehicles; essentially any process
that involves combustion. Power plants are required to monitor their loading to the
atmosphere through continuous emissions monitoring, which can lead to a fairly
good estimation of how much NO2 has been emitted. These discharges can be
paired with atmospheric dispersion models, such as CALPUFF, to use plume
characteristics, chemistry, and meteorology to deduce how much of that emission
deposits to a particular area, such as Tampa Bay itself. Although the USEPA
estimates that as much as 50% of NOX emissions come from vehicles, estimates of
traffic impacts are not as simple.

An emission source such as a power plant, where all of the loading originates from
a single stack, or clustered group of stacks, is considered a point source emission.
Though in the strictest sense every vehicle is a single point source emission, motor
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vehicles are generally modeled as line source emitters for near-source modeling.
That is, all of the emissions for a particular length of highway are added up and
equally divided over the entire roadway length.

One model used to predict vehicular emissions as a line source is CALINE4. This
is a reactive-dispersive model developed by the California Department of
Transportation (CALTRANS). Inputs to this model include meteorological data, the
number of vehicles on the roadway, and a vehicle emission factor. One method that
vehicle emissions loading can be determined is the use of an additional model,
MOBILE6. The problem with this method is that when a modeled value from
MOBILE6 is used to predict ambient NO2 values all of the assumptions and errors
built into both models are stacked upon each other and the accuracy and precision
can be affected. Additionally, there is no method to determine the source of the
error if calculated concentrations do not model measured values.

This investigation first treated NOX (NO+NO2) as a conserved species to calculate
a calibrated NOX emission factor. Then, using CALINE4's NO/NO2 transformation
chemistry, NO2 concentrations were predicted. It was found that in cases where O3
concentrations were less than 40 ppb NO chemical transformation was
underpredicted.

Other researchers have found this and suggested that the

dispersive elements of the model were the source of the error, but the work of
Kukkonen et al. (2001) and Shi and Harrison (1997) suggest that this was not the
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case and that the simple mechanism incorporated into the CALINE4 model is the
more likely source of this error.

There are only a few roadside studies in current literature. The historical data set
contains the GM Sulfate data, which were taken on a test track in 1976 (Chock
1977a, Chock 1977b). NO and NO2 were not monitored in that study, however,
these data have been used to calibrate roadside dispersion models such as
CALINE4. Kukkonen et al. (2001) studied NO, NO2, and O3 near a major roadway
in Finland. This data set is somewhat incomplete due to low traffic volumes at night.
The majority of useable data were for daylight hours.

The chosen study location, Gandy Boulevard, runs in a nearly east-west direction,
so one monitor was located north of the roadway (Gandy North) and one monitor
was located south of Gandy Boulevard (Gandy South). Gandy South was located
approximately 47 m from the roadway centerline and south of an existing
Environmental Protection Commission of Hillsborough County (EPCHC) monitoring
location. This layout provided upwind and downwind concentrations for northerly or
southerly wind directions. The main instrumentation used to collect roadside data
at the Gandy South location was an OPSIS UV-VIS Differential Optical Absorption
Spectrometer (DOAS).

Traffic volumes were sufficient to provide adequate

quantities of day and night vehicle emissions data. Some meteorological data were
provided from a monitoring station located west of the Gandy North and South
Locations (Gandy West) and operated by NOAA.
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Measured NO2 and NOX concentrations were compared to concentrations calculated
using CALINE4. Results of these modeling efforts showed that CALINE4 was
consistently underpredicting NO2 concentrations compared to the measured values.
It was hypothesized that the reason why CALINE4 underpredicted values was that
the simplified NOX chemistry transformation mechanism employed failed to account
for the peroxy radical transformation pathways.

A basic mechanism, which was still considerably more advanced that the CALINE4
mechanism, was used in simulations. Simplifying assumptions were applied that
simulation results supported until an improved mechanism resulted that adequately
represented the chemistry but was still reasonably simple enough to be easily
incorporated to CALINE4.

The results of the improved simulation led to an

improvement to the daytime chemistry of the CALINE4 model, specific to conditions
where ambient O3 concentrations were low. This change was incorporated such
that the new mechanism’s calculations approached the calculated values of the
original CALINE4 mechanism at high ambient O3 concentrations with the daytime
fractional bias being changed from -0.16 to 0.043. While nighttime conversion
mechanisms were not specifically examined, it was found that the daytime fix
improved the nighttime calculated NO2 concentrations also. The fractional bias in
nighttime calculations was improved from -0.17 to -0.036. As a final assessment of
the improved model’s performance a final comparison was run using the entire suite
of May 2002 data and average hourly traffic counts. Again, it was found that
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predicted concentrations had a smaller negative bias for both daytime and nighttime
measurements.

The main contributions of this work include:
•

Addition of a roadside data set to the literature which includes NO and NO2
concentration values for daytime and nighttime conditions

•

Improvement on the CALINE4 predictive algorithm, especially for cases where
less than 40 ppb of ambient O3 is present by:

< Finding a negative bias for NO2 calculations in the original model
< Accounting for the bias within the kinetic mechanism of the original model
< Offering an improved version of the model that does not require any
additional input information beyond what is already required to run CALINE4

This work begins with a literature review in Chapter 2, and then explores the
methodology of the siting and data collection in Chapter 3. Chapter 4 contains an
assessment of the calculated versus modeled NOX concentrations and presents the
bias. Exploration of the possible causes of the observed bias is presented in
Chapter 5, along with the examination of the kinetic mechanism and the results of
the simulations.

Chapter 5 concludes with the suggested improvement to the

kinetic mechanism in CALINE4, and is followed by the results and conclusions of the
investigation in Chapter 6.
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2.0 Literature Review
2.1 Introduction
Topics covered in this literature review include differential optical absorption
spectroscopy, the development of the CALINE4 model, and atmospheric chemistry
of nitrogen oxides.

2.2 Differential Optical Absorption Spectrometry
Platt et al. (1979) first used open path ultraviolet differential absorption spectrometry
for the analysis of pollutants at ground level.

This investigation utilized the

generation of technology available at the time. The theory and limitations of the
instrumentation are discussed here. One of the unique aspects of this research is
the state-of-the-art monitoring devices employed. The focal point of the project is
an open path ultra-violet differential optical absorption spectrometer.

2.2.1 Background on Spectroscopy
Spectroscopy is the use of energy waves (i.e., light or microwaves) to determine
information about the environment around us. With diverse applications including
the fields of astronomy and medicine, various methods of spectroscopy are used
every day to find out information about things we can not see with the naked human
eye.
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Spectroscopy is used across the entire electromagnetic spectrum.

Spectral

inferences are drawn from machines using lasers, ultraviolet (UV), infrared (IR), and
visible light. The science exploits the wave/particle nature of light, the photon.
Because the photon can be absorbed, emitted or scattered depending on the energy
it encounters (the molecules in its path), conclusions can be drawn based on the
reaction of the photon.

When light is absorbed, a photon causes the molecule absorbing it to jump from one
energy level to another. This energy is effectively transferred to the molecule from
the light. To determine how much energy is absorbed, the Beer-Lambert Law is
applied. The amount of light (energy absorbed) is proportional to both the number
of molecules present and the intensity of the light. This energy is a photon. To find
the total change of energy, this is integrated over distance, as shown below:
l
dI
= − ∫ εCdx
Io I
0

∫

If

(1)

Where I0 is initial intensity, If is the final intensity, R is the light pathlength, C is
concentration and x is the change in length. Integrating and rearranging:

If = I 0e − εCl

(2)

Equation 2 is the Beer-Lambert Law. Absorbance spectroscopy is based on the
relation that the intensity decays exponentially as the pathlength or the
concentration increases. Additionally, this relationship shows the energy (the
photon) absorbed by one molecule, g, is independent of the concentration, light
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intensity and pathlength it is only dependent on the wavelength. The energy
absorbed is known as the molar absorption coefficient. A molecule will absorb
energy when the wavelength (8) is in resonance with the molecule’s natural
frequency (To). Resonance occurs when a time dependent oscillating force with the
same frequency transfers energy to a molecule.

A simple example of this is a single electron in an atom. One can assume the
electron has a natural frequency To. If one applies an electric field, E, to cause a
force, F, response in the electron the following relation can be written:

F = − eE

(3)

Now, if E comes from a photon, then:

F = − eE cosω t

(4)

where T is the frequency of the photon. When T = To the applied field will induce
the electron to move at its natural frequency and absorb light from the field, as long
as it induces an electric dipole. If no dipole moment is induced, the molecule will not
absorb light, even if the light is at the same frequency as the molecule’s natural
frequency. This means that for absorbance spectroscopy to work a transition
between two states must be allowed for a molecule to absorb light at resonance
frequency (Skoog et al. 1996, AeroSurvey 2000).

The chemistry of a particular molecule will determine the transitions between states
allowed and those forbidden. Forbidden transitions are those transitions that are
only possible if ideal symmetry exists within a molecule. Practically, ‘forbidden’
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transitions are seen with spectroscopy, however, absorbencies are very weak. The
apparent relaxing of the dipole moment condition is actually a result of vibrational
activities within the molecule that spoil the symmetry (Cotton et al. 1995).

2.2.2 Theory of Differential Optical Absorption Spectrometry (UV-DOAS)
The theory of the UV-DOAS system is based on the Beer-Lambert law (Edner et al.
1993, Platt and Perner 1980,1983). Concentration, C (in molecules per cm3) for a
measured chemical species is determined from the spectrum by Beer-Lambert as
shown in equation 5 and illustrated in figure 1.

C=

(log Io / I )
L•ε

(5)

Where Io and I are the light intensity without absorption and reduced light intensity
due to absorption by trace gas, respectively; L represents the optical pathlength, in
cm, and F represents the differential absorption cross section of the species being
measured, in cm2 per molecule (Platt and Perner 1980, 1983). A raw spectra will
show slight variations due to light source output or atmospheric scattering over an
observed wavelength interval. To remove this, a polynomial of first to fifth order is
fit to the raw spectrum and then that spectrum is divided by this polynomial. This
does not affect the narrow bands caused by trace gas absorption.

The true light intensity Io, without any absorption cannot be found this way, so the
‘differential’ optical density is used to determine trace gas concentrations. This
differential is defined by I’o/I where I’o is the intensity in the absence of the particular
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absorption structure instead of the absence of any absorption at all. I’o/I is equal to
the trace gas absorption coefficient, ,, times the concentration, C, and the length
of the light path, L. This is shown in figure 1.

Intensity is then calculated according to equation 6, with I(81), I(82), I(83) defined as
in figure 1.

Figure 1. Diagram of True and Differential Wavelength for the Computation of the
Optical Density in the Beer - Lambert Law. Adapted from Platt and Perner (1980).
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Generally, a differential absorption coefficient will be less than the total absorption
coefficient at the same wavelength.

I ' o = I ( λ 1) + [ I (λ 3) − I ( λ 1)] ⋅

λ2 − λ1
λ3− λ1

(6)

2.2.3 Differential Optical Absorption Spectrometry Instrument History and
Development
Differential optical absorption spectroscopy (DOAS) as an atmospheric parameter
monitoring method was first used by Platt and coworkers (1979). Simultaneous
ambient measurements of CH2O, O3, and NO2 were performed over a long (5 -10
km) open pathlength. Substances were identified using their near-visible UV
absorption spectra properties. For example, CH2O absorbs at 326.1, 329.7 and
339.0 nm (Platt and coworkers 1979). Barring the existence of a parameter with
identical absorption spectra, a substance having similar spectral band strength and
shape identifies that parameter as CH2O. Advantages of this open pathlength
method include the elimination of wall effects, i.e., interactions of the molecular
species being examined with the walls of sampling equipment intakes and sampling
chambers themselves, and increased specificity (Platt and Perner 1983).

Platt et al. (1979) set up a light source and a spectrograph to measure
environmental components based on their UV absorption spectra bands. A high
pressure xenon lamp was used as a light source, which was placed at the focal point
of a spherical 30 cm diameter (f = 25 cm) mirror. The power supply for this lamp
was a 2 kW diesel engine that was kept 50 m from the light path to avoid
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interference and in such a manner that the exhaust gases did not cross the light
path. The light from the xenon lamp traveled the distance to the receiver, where it
was collected by a spherical mirror 30 cm in diameter. The receiver mirror focused
the light onto a spectrograph.

The spectrograph included a grating that dispersed the light using a rotating disk of
radial slits. When the grating was in the focal path of the light, a 13 nm section of
the spectrum could be repetitively scanned in any spectral region. These rotating
slits, kept at a constant rotational speed, were then passed through an infrared light
barrier just prior to scanning. A photomultiplier was used to monitor the light
intensity passing through the slit for 65 :s. Using a 5 km open pathlength and a 20
min measurement time, background noise was seen, which corresponded to a CH2O
concentration of 0.15 ppb. The spectral position of the machine was calibrated
against reference absorption spectra before and after measurements were taken.

Platt et al. (1979) addressed the issue of stray light entering the detector. No
problems were seen in the 323-335 nm wavelength region, however, in the 336-347
nm region stray light has to be recorded and subtracted.

The original spectra was recorded between 323 and 325 nm. Measurements were
taken simultaneously (one spectral band) and then NO2 and O3 spectral absorptions
were subtracted from the original measurements using an oscilloscope. Original
spectra were stored on floppy disc and handled with a microprocessor. The
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oscilloscope allowed for comparison, addition, subtraction or division of spectra.
Concentrations of CH2O, O3, and NO2 were determined using the differential
absorbances of suitable bands.

Perner and Platt (1979) used a modified apparatus to detect HONO. The signal was
averaged for 40 :s and the spectral resolution changed to 0.6 nm. 24 nm of
spectrum was repeatedly scanned and recorded on 230 channels in the 354.1 and
368.1 nm spectral band area. Noise for this configuration equaled about 0.024 ppb
HONO. Spectral results from Perner and Platt (1979) comparatively show air-NO2
spectrum and the resulting nitrous acid (HONO) spectrum when the NO2 absorption
was subtracted. Results clearly show strong absorption at both 354 and 368 nm,
indicating the presence of HONO.

Harris et al. (1983) employed the UV-DOAS system to measure not only HONO and
NO2, but also measured NO3. NO3 is considered a sink mechanism for NO2.
Photoactivity causes NO2 to rapidly convert to NO which slowly reacts with O3 to
form NO3 (Harris et al. 1993, Seinfeld and Pandis 1998). NO3 concentrations were
measured over 15 days at the ppt level. Optical paths were from 750 m to 970 m.
NO3 absorption bands were at 623 and 662 nm. In development of the instrument,
water vapor absorption lines were handled using the subtraction of reference
spectra taken in the early morning. Early morning spectra were chosen due to the
absence of O3 (and therefore NO3) at that time (Platt and Perner 1983).

15

Harris et al. (1983) obtained NO3 reference spectra by placing a 4 cm cell filled with
a mixture of O3 and NO2 in the light beam. Observed bands agreed with both the
reference spectra and literature values.

One of the more interesting results of the Harris study was the conclusions drawn
were based on the multicomponent monitoring capabilities of the UV-DOAS
machine. It was observed that when the humidity was greater than 70% the lifetime
of the NO3 was very short. This was presumed to be due to the reaction with N2O5
on wet aerosol surfaces. An alternate explanation offered for this short lifetime was
the concentrations of NO at the site were very low, however, this was easily refuted
due to UV-DOAS’s multicomponent monitoring ability.

Many other researchers have since used UV-DOAS to measure nitrogen
components in both ambient and indoor air (Pitts et al. 1984, Pitts et al. 1985,
Hallstadius et al. 1991, Edner et al. 1993, Evangelisti et al. 1995, Andres-Hernandez
et al. 1996, Febo et al. 1996, Ravegnani et al. 1997). Researchers have also used
UV-DOAS to measure O3 (Platt et al. 1979, Axelsson et al. 1990, Evangelisti et al.
1995, Hoffman et al. 1995, Ravegnani et al. 1997, Virkkula 1997), CH2O (Stevens
and Vossler 1991, Stevens and Conner 1991) and NH3 (Stevens and Vossler 1991,
Stevens and Conner 1991, Mellqvist and Rosen 1996a and b). UV-DOAS machine
set up and design was essentially the same for each of these investigations.
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2.2.4 Advantages of UV-DOAS
Advantages of UV-DOAS over traditional fixed-point methods are many. Firstly, the
method is non-invasive and measures gases in the atmosphere without the need to
contain them. This removes the issue of reaction with the walls of the container or
other instrumentation (Stevens and Conner 1991). Secondly, the machine has the
ability to measure many gases simultaneously, over the same path, giving real-time
measurements (Stevens and Conner 1991, Evangelisti et al. 1995, Ravegnani et
al. 1997).

Additionally, the measurement given is an integrated average

concentration over the entire pathlength. This is preferred over traditional fixedpoint measurement techniques because it is less affected by local emission sources
and fluctuations in concentrations (Hallstadius et al. 1991, Febo et al. 1996).

There are also advantages inherent in the measurement method. Because the
measurement is taken on a time order of milliseconds the machine is unaffected by
momentary interruptions in the light source (Perner and Platt 1983) and can take
hundreds of measurements over the analysis time. The speed of measurement also
dampens the instrument’s light source variations, trace gas absorbance along the
path, losses due to mirror imperfections or movement and changes in atmospheric
refraction due to turbulence (Platt and Perner 1983). Multiple measurements are
presented as a time and pathlength integrated measurement and each
measurement has an associated standard deviation (Stevens and Conner 1991).
This average represents between 10 and 40 thousand measurements, effectively
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suppressing temporal variations in signal and noise (Platt and Perner 1983,
Mellqvist and Rosen 1996a).

Additional machine advantages include the relatively low level of attention required.
The machine does not require periodic calibration (Stevens and Conner 1991) and
one set up can theoretically run until the lamp is changed (about six months) without
further calibration.

One obvious limitation of the machine is its dependence on sensing, or “seeing”, the
UV light source. If the spectra cannot make it through the path due to interference
(rain, fog, smoke) the receiver has no information to send to the analyzer. The
dependence of the standard deviations on light levels is inversely proportional
(Virkkula 1997).

As the light level decreases, the standard deviations for

concentration measurements increase. This is illustrated by Virkkula (1997). The
author used UV-DOAS for O3 measurement in Finland during the winter of 19931994. Results showed that on clear days the light levels were around 50-60% and
standard deviations were on the order of 1.5 :g m-3. However, during rain the light
level dropped to around 40% and the standard deviation was around 2 :g m-3.
During heavy snowfall and fog the light level was less than 10% and the deviations
were larger than 10 :g m-3. Additionally, the author found that the correlation
coefficient between the UV-DOAS method and fixed point measurements was very
low during conditions of low light.
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2.2.5 Comparisons to Fixed Point Monitoring Methods
Many authors have compared UV-DOAS to fixed point methods (Stevens and
Conner 1991, Stevens and Vossler 1991, Stevens et al. 1993, Martini et al. 1994,
Andres-Hernandez et al. 1996, Febo et al. 1996, Swietlicki et al. 1996, Ravegnani
et al. 1997, Virkkula 1997). Martini et al. (1994) compared O3, NO2, NO and SO2
methods at a site in Garmisch-Partenkirchen, Germany. O3 was compared to an
UV photometer, and NO2 measurements were compared to a chemiluminescent
instrument with a carbon converter. NO was compared to a chemiluminescent
instrument. SO2 was compared to a coulometric instrument. Because of variations
in measurements, a UV fluorimeter was later added for further SO2 measurement
comparison.

Results were varied. O3 measurements by UV-DOAS showed substantially higher
evening measurements than the UV photometer. However, during daylight the
measurements converge and become virtually indistinguishable. This is explained
by near ground inversion during the night causing an O3 gradient. The sampling
station for the UV photometer was about 5.5 m lower than the UV-DOAS light path,
the UV-DOAS would be expected to have higher concentration readings. It was
concluded for the methods to have identical readings a condition of vertical mixing
was required (Martini et al. 1994).

NO2 monitoring comparisons with the chemiluminescent method with carbon
converter were also in generally good agreement. The substantial differences seen
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between day and night with the O3 monitoring were not observed with NO2. This
was explained by lower concentration gradients over height attributable to a lower
deposition velocity for NO2. While the offset from the chemiluminescent method
varied significantly from zero, it was still lower than the detection limit of the
chemiluminescent machine (Martini et al. 1994).

NO monitoring comparisons were hampered by low light levels during comparison
due to improper focusing of the UV-DOAS machine. However, for the points where
reasonable light levels were available, the UV-DOAS machine correlated with the
chemiluminescent machine better than r2 = 0.72.

The slope was statistically

different than one; however, not greater than the error propagation in the calibration
techniques for both instruments (Martini et al. 1994).

Finally, SO2 was analyzed. UV-DOAS measurements were consistently lower than
those seen from the coulometric method. Because of the variations, additional
monitoring was installed with a UV fluorimeter. Comparisons of the UV fluorimeter
using data from completely mixed days showed correlation with the methods
between 0.74 and 0.89 with a slope not statistically different from one. The offset
for the UV fluorimeter was not greater than the detection limit of the machine. It was
concluded that the UV-DOAS machine was in excellent agreement with the UV
fluorimeter measurements during periods of complete vertical mixing (Martini et al.
1994).
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Stevens and coworkers (1991,1991,1993) compared the Opsis UV-DOAS to United
States Environmental Protection Agency (USEPA) federal reference methods (FRM)
for O3, NO, NO2, SO2 and volatile organic compounds (VOCs). VOCs measured
with the UV-DOAS were benzene, toluene and o-xylene. VOC FRM analysis was
carried out by a gas chromatograph (GC).

Stevens and coworkers (1991,1991,1993) also found very good correlation between
the FRM for O3 and the Opsis UV-DOAS. Squared correlation coefficients for the
paths were excellent at r2 = 0.95 and 0.96, however, the average concentrations for
the methods were different and the FRM O3 individual concentration readings
generally averaged 15% lower than the Opsis UV-DOAS measurements. The
differences in the comparative averages was attributed to the large discrepancies
in readings at very low concentrations.

NO measurements between the Opsis UV-DOAS and the FRM showed excellent
correlation at r2 = 0.95, however, the Opsis UV-DOAS measurements were about
2.5 times higher than the FRM method. Explanations for the differences were not
known (Stevens and coworkers 1991,1991,1993).

Stevens and coworkers (1991, 1991, 1993) observed NO2 concentration
measurements that were slightly less correlated at r2 = 0.85 and 0.87 over two paths,
however, average and individual readings were in agreement within the limits of
errors of the two methods.
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Stevens et al. (1993) found that SO2 also correlated very well between the two
measurement methods (r2 = 0.96). The Opsis UV-DOAS appeared to measure SO2
at about 2-3 ppb higher than the fixed point method. This was within the uncertainty
of the calibration of the fixed point method.

Stevens and coworkers (1991, 1991) found that Opsis UV-DOAS measurements for
VOCs did not correlate well with fixed point (GC) readings. Low correlations were
possibly attributed to incomplete vertical mixing, possible instrument limitations due
to surface reactions in the GC, unknown interferences for either method and
incomplete or variable desorption of species collected for GC analysis procedure.
For benzene, squared correlation coefficients (for each of two paths) were r2 = 0.65
and 0.68, for toluene r2 = 0.17 and 0.12 and for o-xylene r2 = 0.63 and 0.68. The
localized emission of benzene and incomplete mixing for this particular component
explain the significant difference in concentration values between the Opsis UVDOAS and the GC methods (7.4 and 4.5; 8.3 and 3.7 in :g m-3 for each path,
respectively). The GC and Opsis UV-DOAS lacked any significant correlation for
toluene. The significant differences seen in concentration measurements were
attributed to the difficulties of comparing a fixed point sampling method to a 1-2 km
length open-path method and the localization of VOC emissions.

Stevens and coworkers (1993) noted that there were some times when the received
signal on the Opsis UV-DOAS went to zero. Each of these periods was associated
with either heavy rain, fog or the fogging of the mirror within the receiving telescope
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in addition to high humidity. Heating tape was added to the receiver optics to try to
eliminate the difficulty of fog within the receiver. The instances of zero light occurred
for only a few hours during the one month study.

Febo et al. (1996) did a comparative study of UV-DOAS and diffusion denuders in
Milan, Italy. By generating HONO (nitrous acid) the authors were able to accurately
calibrate the UV-DOAS system.

Previously, sufficiently pure HONO was

unavailable. This pure source allowed for an interference free spectra for HONO.

Virkkula (1997) compared UV-DOAS with fixed point measurements of O3 taken with
a Dasibi monitor. The main finding of this study was the light dependence of the
UV-DOAS readings when correlating with a fixed point monitor. The author found
that when the light level was better than 20% the squared correlation coefficient was
very high (r2 = 0.76) but when the light level was less than 20% the correlation
coefficient decreased accordingly (r2 = 0.26).

Collected data showed good agreement in both high and low mixing ratios over the
12 day sampling period. Statistical analysis of the two methods resulted in a
correlation coefficient of 0.98 with a slope of 0.99 and an intercept value of 0.7 ppb.
The results had no outliers and the 0.7 ppb scatter is attributed to the instrumental
offset of the UV-DOAS method. It was further stressed that the data agreement was
also due to a sampling location that was sufficiently far away from emission sources
(Febo et al. 1996).
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Table 1 summarizes the findings of researchers’ comparisons of the open-path
DOAS to traditional fixed point monitoring methods.
Table 1. Summary of Highlighted Comparative Studies Including Researcher, Compound,
Comparison Method, Correlation Coefficient and Researcher Comments.
Researcher

Compound

Comparison
Method

Correlation

Comments

Stevens and
coworkers
(1991, 1991,
1993)

O3

FRM

Path 1 r2 = 0.95
Path 2 r2 = 0.96

DOAS readings
generally biased 15%
lower than FRM

Stevens and
coworkers
(1991, 1991,
1993)

NO

FRM

Path 1 r2 = 0.95

DOAS readings about
2.5 times higher than
FRM

Stevens and
coworkers
(1991, 1991,
1993)

NO2

FRM

Path 1 r2 = 0.85
Path 2 r2 = 0.87

Stevens and
coworkers
(1991, 1991,
1993)

SO2

FRM

r2 = 0.96

Martini et al.
(1994)

NO2

Chemiluminescent

r = 0.924

Martini et al.
(1994)

O3

UV photometer

r = 0.883+/0.042

Virkkula
(1997)

O3

Dasibi

Lt>20% r2 =
0.967
Lt<20% r2 = 0.26

Better correlation and
better DL when light
was > than 20%.

Febo et al.
1996

HONO

Denuders

r = 0.98

Sample location not
fumigated

Stevens and
coworkers
(1991, 1991,
1993)

Benzene

Gas
Chromatograph

Path 1 r2=0.65
Path 2 r2=0.68

Discrepancies
attributed to the
difficulties of
comparing an open
path instrument to a
fixed point instrument
for a generally
localized parameter.
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2-3 ppb bias high vs.
FRM

Table 1. (Continued)
Researcher

Compound

Comparison
Method

Correlation

Comments

Stevens and
coworkers
(1991, 1991,
1993)

Toluene

Gas
Chromatograph

Path 1 r2 = 0.17
Path 2 r2 = 0.12

See benzene note.

Stevens and
coworkers
(1991, 1991,
1993)

o-Xylene

Gas
Chromatograph

Path 1 r2 = 0.63
Path 2 r2 = 0.68

See benzene note.

Martini et al.
(1994)

NO

Chemiluminescent

r = 0.722

Martini et al.
(1994)

SO2

UV fluorimeter

r = 0.744 to
0.894

Also compared to
coulormetric, but
results were very
different so UV
flourimeter also used.

2.2.6 Known Limitations and Interferences with the Instrumentation
The spectral interferences for UV-DOAS are generally known. Interferences occur
when two compounds have absorbances at the same wavelength.

Improper

resolution of these spectra can lead to inaccurate concentration readings.

2.2.7 Open Path Limitations for NO Measurement
The factor that limits the pathlength for nitrogen oxide (NO) measurement is the
strength of the absorbance for this species. Due to the oxygen dissociation
continuum, the attenuation is very strong in the region around 220 nm (Hallstadius
et al. 1991). This means that a very large portion of light in that spectral range is
absorbed by the atmosphere as it travels from emitter to receiver. Therefore, the
recommendation for pathlength is to not exceed a few hundred meters.
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Attenuation is an issue on two levels: first, it is a decrease of signal strength at the
receiver. Secondly, a highly attenuated signal becomes more sensitive to other
environmental effects such as stray ambient light (diffuse radiation).

Attenuation of ultraviolet (UV) light is caused by two main effects. First, light
scattering, which is the effect of particles and gas molecules absorbing and reemitting the light in all directions. This reduces light in the original direction. This
effect is called Rayleigh scattering when the particles and gas molecules have
dimensions that are small compared to the light’s wavelength, and is of great
importance in the UV region because it can have a fourfold diffusion effect. Mie
scattering is when the particles have dimensions on the order of magnitude as the
wavelength, the scattering is then dependant on the particle’s dimensions (Simeone
and Donati 1998). Geometric scattering occurs when the particles have dimensions
that are large compared to the wavelength (Seinfeld and Pandis 1998).
The second cause of attenuation is absorption of the photon by particles or
molecules. This includes wholly absorbed photons, and those re-emitted at different
wavelengths (Simeone and Donati 1998).

Additionally, the NO absorbance band is very narrow and at high optical densities
this leads to a nonlinear concentration response (Pitts et al. 1984).
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2.3 Nitrogen Species, Sources, and Chemistry
2.3.1 Nitrogen Species and Sources
Nitrogen can be emitted as NO, NO2 (NO + NO2 = NOX)or as ammonia/ammonium
(NH3/NH4+).

After these species are emitted, they are both transported and

transformed. After transformations take place, it is nearly impossible to determine
where the air mass obtained its constituents. This research is unique as it seeks to
use modern analysis methods, such as the DOAS, to answer this question.

Combustion sources emit NOX, which is instrumental in tropospheric chemistry.
These sources can range from automobiles with combustion engines to huge coalfired power plants. The Tampa Bay area has both of these sources.

2.3.2 Nitrogen Chemistry
NO is oxidized to NO2, which is again oxidized to nitric acid (HNO3). Formation of
HNO3 is considered a termination reaction because once it is formed it generally
deposits itself out of the atmosphere and is no longer part of the reaction cycle. NO2
is photolyzed at wavelengths less than 424 nm, which are present in sunlight. This
leads to the products NO and O*, where the O* is an oxygen radical and goes on
to form O3. The O3 goes on to react with NO to regenerate NO2. This is illustrated
in the reaction sequence below (Seinfeld and Pandis 1998):
k3

O3 + NO  → NO2 + O2

(7)

k1

(8)

NO2 + hν  → NO + O *
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k2

O * + O2 + M  → O3 + M

(9)

k4

OH ⋅ + NO2 + M  → HNO3 + M

(10)

M can be any molecule that absorbs the excess vibrational energy to stabilize the
formation of the O3 molecule, such as N2 or O2. Reaction rates for these equations
are shown in table 2.

Table 2. Rate Constants for the Nitrogen Reaction Sequence.
Reaction

Rate Constant

Units

k1 (jNO2)

8 x 10-3

sec -1

k2 (see note)

k0,300 = 6.0 x 10-34, n = 2.3

cm3 molecule-1 sec-1

k4,300 = 0, m = 0
k3

1.8 x 10-14

cm3 molecule-1 sec-1

k4 (see note)

k0,300 = 6.2 x 10-30, n = 3.2

cm3 molecule-1 sec-1

k4,300 = 6.2 x 10-30, m = 1.3
Note: for k2 and k4, the following formulas must be applied:

 T 
k 0(T ) = k 0,300

 300 
 T 
k∞ (T ) = k∞ ,300

 300 

− n

(a )
−m

(b)

k 0(T )[ M ]

 {1+[log ( K ( T )[ M ]/ k ( T ))]2} − 1
10
0
∞
k (T , z ) = 
 0.6
 1 + ( k 0(T )[ M ] / k∞ (T )) 

( c)

Where T is the ambient temperature and k0,300, k 0,4, n and m are as defined in table 2 (Seinfeld and
Pandis 1998).
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For the above sequence, k2 and k4 are temperature dependant and k1 is jNO2,
dependent on solar angle (actinic flux).

2.3.3 The Alkylperoxy Radical as an Oxidizing Agent for NO
Alkylperoxy (RO2) free radicals are also oxidizing agents for NO. These species are
formed in the troposphere through the reaction of alkenes and other volatile organic
compounds (VOCs) primarily with OH, and to a much lesser extent (<10% during
the daytime), NO3 radicals (Seinfield and Pandis 1998).

The alkylperoxy radical is formed when the hydrogen atom is removed from an
alkane’s organic bonds, either by OH radicals or NO3 radicals as shown in equations
11 and 12. Equation 12 is of minor importance, accounting for less than 10% of
hydrogen abstraction.

RH + OH ⋅ 
→ R ⋅ + H 2 O

(11)

RH + NO3  → R ⋅ + HNO3

(12)

Where R@ is the alkyl radical. Any hydrogen in the alkane chain is susceptible to the
attack, but the probability of a tertiary (>CH) hydrogen atom being abstracted over
a primary (CH3) or secondary (CH2) is much greater, as this is the weakest C-H
bond. Typically, The OH rate constant for alkanes is based on the number of
hydrogen atoms available and the relative bond strengths (Seinfield and Pandis
1998).
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The alkyl radical proceeds to react “rapidly and exclusively” with O2 under
atmospheric conditions (Seinfield and Pandis 1998), and yields the alkyl peroxy
radical (RO’2), shown in equation 13.

R ⋅ + O2 + M 
→ RO' 2 + M

(13)

The alkyl peroxy radical then reacts with NO to form the alkoxy radical (RO@) and
NO2 as shown in equation 14. This is the dominant reaction pathway for RO’2
radicals (Seinfield and Pandis 1998).

RO' 2 + NO 
→ RO ⋅ + NO2

(14)

The reactions of alkoxy radicals determine the resultant products from reaction with
atmospheric VOCs (volatile organic compounds). While alkoxy radicals react in a
variety of processes in the tropospher, the general alkoxy radical-O2 reaction
(equation 15) produces a HO2 (hydroperoxy) molecule and a carbonyl species
through hydrogen abstraction (Seinfield and Pandis 1998).

RO ⋅ + O2 → R' CHO + HO2

(15)

The hydroperoxy species formed in equation15 reacts with NO to form NO2 and OH,
as shown in equation 16.

HO2 + NO → NO2 + OH ⋅

(16)

This sequence sets up so that NO and HO2 react continuously depleting NO and
forming fresh OH radicals (Seinfield and Pandis 1998).
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2.3.4 Nighttime Nitrogen Chemistry
Two groups of researchers, Platt et al. (1990) and Shi and Harrison (1997),
proposed reaction mechanisms for enhanced NO transformation at night, when jNO2
is zero.

Platt et al. (1990) examined the formation of peroxy radicals at night from NO3
oxidation. The authors postulate that in the absence of daylight, peroxy radical
formation can be significant through the NO3 pathway. These high tropospheric
nighttime concentrations of radicals are possible especially in coastal areas and in
forests, where there are no urban emissions.

All of the proposed reactions start with the formation of NO3 radicals from O3 and
NO2:

NO2 + O3 
→ NO3 + O2

(17)

While the authors propose that several reactions can generate the peroxy radicals,
including olefins and aldehydes (very slow), the reaction with dimethyl sulphide
(DMS) is proposed as the most important NO3 loss reaction in coastal air masses.
This reaction sequence, shown below, would produce a significant number of peroxy
radicals.
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There has been research to indicate that the second set of products in equation 18
would be dominant (Jensen et al. 1991), the authors postulate that the weaker S-C
bond, versus the S-ONO2 bond, makes the first reaction possible. Regardless of

NO3 + CH3 SCH 3 
→ CH 3 SONO2 + CH 3

(18)

which product results, either reaction will add O2 to form peroxy radicals, CH3O2 (the
first reaction) and CH3SCH2O2. CH3O radicals will be formed by further reaction with
NO3, as will CH3SCH2O radicals. The CH3SCH2O radicals will quickly decompose
as shown in equation 19.

CH 3 SCH 2 O 
→ CH 3 S + CH 2 O

(19)

The CH3S radicals would then be oxidized to CH3SO2. This product would then
decompose, as shown in equation 20, and form CH3 radicals. These CH3 radicals
would ultimately form CH3O2, a peroxy radical.
m
CH 3 SO2 
→ CH 3 + SO2

(20)

CH3O2 would then proceed to react as RO2, shown in equation 14. However,
equation 14 can only proceed during daylight or under O3 free nighttime conditions
and would be negligible in the presence of NO3 (Platt et al. 1990). The rate of this
reaction for CHO2 is about 2.3 x10-12 cm3 moles-1 sec -1 (Crowley et al. 1990).

The authors also note that special conditions would have to exist for this mechanism
to have increased production of HOX radicals. The conditions would be high NOX,
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such as in urban areas, and the presence of dimethyl sulphide, such as in a coastal
airmass. Polluted coastlines, like that in the Tampa Bay region, are cited as the
areas where this night time chemistry could occur. The authors noted that in a rural
area a nighttime concentration of RO2 radical concentrations were as high as 1.2 x
1010 cm-3 (Michelic et al. 1985).

Ultimately, these additional peroxy radicals would go on to react further either with
NO2, or possibly with NO as shown in equation 14.

Shi and Harrison (1997) also explored the night time reaction chemistry for vehicle
exhaust. The authors specifically investigated the enhanced rate of reaction for
NO + O2 in the presence of other vehicle exhaust species (Harrison and Shi 1996).
The authors specifically examined how NO2 would be formed in the vehicular
exhaust catalyzed by dienes (Atkinson et al. 1984; Cueto and Pryor 1994; Ohta et
al. 1986) .

The researchers found that calculating rate constants using an oxygen concentration
of 0.21x106 ppm, within the range of what would be found in ambient air. Using
k=1.45x10-9 ppm-2 min-1 at 298 K (Atkinson et al. 1996) to model the oxidation of NO
in diluted engine exhaust predicted conversion of 0.3 ppb min-1, however,
experimental results showed conversion rates between 0.7 and 3.2 ppb min-1. The
authors then performed additional experiments with benzaldehyde, known to inhibit
free radicals (Carter et al. 1982) , used filters to enhance HONO/NO-NO2 removal,
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and used annular denuders to test experimental blanks. The researchers concluded
based on the results of those experiments that the enhanced conversion of NO to
NO2 could be attributed to free radicals.

Based on this experimentation, the authors proposed a mechanism for this faster
conversion of NO to NO2, which was the same as equations 13-16 above. The
hydroxyl radical formed in the process will also react with other reactive
hydrocarbons to produce more hydroxyl radicals and further oxidize NO to NO2.

2.4 Line Source Emissions Modeling
2.4.1 Introduction to Near Source Line Source Emissions Modeling
Pollution from roadways is modeled differently than pollution from point sources
such as power plants or area sources such as biomass burning. Considered line
source emissions for near sources, specific models have been developed to predict
the behaviors of roadway emissions. These models are generically called line
source emissions models (LSEMs). These models are not appropriate for use when
modeling long range regional transport of roadway pollutants.

LSEMs typically are stochastic, using probability based methods and historical
performance, or deterministic, modeling every event independently (Nagendra and
Khare 2002). However, very recent models are beginning to apply artificial neural
networks or multilayer perception (Nagendra and Khare 2002). Parameters of these
models typically include meteorology, highway geometry, downwind receptor
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location and number of vehicles (Noll et al. 1978, Sharma and Khare 2001).
Mathematical approaches vary from Gaussian to numerical solutions (Rao et al.
1980).

Current models in use include CALINE4, CALHQ3, and HIWAY. Most models have
been developed to determine receptor concentrations of carbon monoxide to
determine compliance with the National Ambient Air Quality Standards (EPA
models, www.usepa.gov). As this application investigates nitrogen oxides (NO,
NO2, NOX), the only suitable model that is used in common practice today is
CALINE4.

CALINE4 is a Gaussian model that estimates downwind receptor

concentrations based on temporal and spacial variabilities (Sharma and Khare 2001,
Benson 1989,1984). Parameters for input typically include meteorology such as
wind speed, wind direction, temperature, relative humidity, road geometry, receptor
locations and atmospheric conditions such as stability class and mixing height
(Benson 1989). However, the historical development of Gaussian line source
emission modeling is relevant and significant contributions are described.

2.4.2 Line Source Emissions Modeling History
Considered to be the first work of modeling line sources, Sutton (1932) developed
a perpendicular wind model. Sutton’s model assumed a line source could be
approximated as infinite if the receptor was located very near to the line source
(Sharma and Khare 2001). Next, Turner (1970) expanded this relation to include
wind angles greater than 45° (Sharma and Khare 2001). Calder (1973) followed,
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showing that Turner’s relation was inaccurate for non-perpendicular winds other
than 45°(Sharma and Khare 2001). Calder derived a relation for oblique winds
accurate to 15°.

For finite sources, Csanady (1972) developed a model for use with perpendicular
wind angles (Sharma and Khare 2001). However, with finite line sources edge
effects must be considered. For a perpendicular wind, both Sutten (1932) and
Mikkelson et al. (1982) can be applied, but for oblique winds these solutions break
down. For finite sources and oblique winds no solution exists (Sharma and Khare
2001, Esplin 1995). Calder (1973) did derive a solution for the infinite oblique line
source problem (Sharma and Khare 2001), and Esplin (1995) presented a
computationally efficient solution to the general finite line source problem (Sharma
and Khare 2001). Luhar and Patil (1989) developed a general finite line source
emission model based on the General Motors Sulfate data. Each of these papers
will be examined in detail below.

Sutton (1932) began by proposing a model to account for atmospheric diffusion.
Having observed that the Taylor (1915) and Richardson (1922) explanation of eddy
diffusion did not accurately describe the phenomenon of atmospheric diffusion,
Taylor’s explanation assumed that the duration of the sampling period was
independent when modeling the observation, only the distance traveled.
Additionally, with the exception of scale, the Taylor relation does not differentiate
between fluids at rest, molecular forces and turbulent motion (Esplin 1995). Sutton
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derived expressions for both instantaneous and continuous point source emissions
that are Gaussian in nature. Furthermore, Sutton applied these derivations to a line
source. The assumption was made that the wind angle was perpendicular. Sutton
also stated that line sources behave as infinite sources for distances up to four times
their length (1932). The relations for ‘puffs’ of pollution derived by Sutton were:
Continuous Finite Line Source

 y − y
 y + y 
Q exp( − z 2 / Cz2 x m ) 
0


χ=
Erf
+ Erf  0 1 m  
1
1
m
m


 C x2  

2 π Cz ux 2
 Cy x 2 
 y



(21)

Continuous Infinite Line Source

χ =

Q
1

π Cx ux 2 m


z2 
exp − 2 m 
 Cz x 

(22)

Where P is density in gm cm3, Q is source strength in gm sec-1 cm-1, Cx,y,z are
primary axis diffusion coefficients in cmc, u is wind speed in cm sec-1, m is an
adjustment parameter (values between 1 and 2),

and x,y,z are the three

dimensional coordinates of the puff in cm.

Sutton developed a theory of diffusion in a turbulent atmosphere for finite and infinite
line sources, assuming that the motion of the particle could be followed and that the
average size of eddies increases continually. It was also assumed that the further
the particle was removed from the source the less influence the original motion of
the particle had on its final destination. This is how the density distributions in
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equations 21 and 22 were derived. These formulas fit well for most observations
at the time (Sutton 1932).

Sutton’s work also focused on how the diffusion coefficients would change as
emitted particles traveled from the source. Sutton concluded that for up to 600 km
diffusion coefficients remained constant, but diffusion for greater distances would
vary with the observation period.

Turner (1970) developed a model for infinite line source concentration estimates
during oblique winds. This was a modification of Sutton’s (1932) original equation
(equation 22). Turner defined N as the angle between the wind direction and the
line source and presented equation 23 (below).

 1 H 2
2Q
χ ( x , y ,0, H ) =
exp −   
sin ϕ 2πσ Z u
 2  σ Z  

(23)

Where P is density in g m3, Q is the source strength per unit distance (g sec-1 m-1),

Fz is the standard deviation of the wind from the z direction in degrees, u is the wind
speed in m sec-1, and H is the plume rise in m. It is important to note that the
horizontal dispersion parameter, Fy, does not appear (in the Turner nor the Sutton
relations) due to the assumption that dispersion in the opposite direction for adjacent
segments compensates for the lateral dispersion from the current segment.

Calder (1973) examined Turner’s (1970) equation for oblique winds and found it was
insufficient (Sharma and Khare 2001).
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Calder derived a model using an

approximation formula and predicted accurate results down to 15° wind angles.
This model is:





t 2 cos2 θ
H2
exp
−
exp
−




2
2
∞
 2σ y ( χ / cosθ + t sin θ ) 
Q
 2σ z ( χ / cosθ + t sin θ )  (24)
C(θ , X 0 ) =
dt
σ y ( χ / cosθ + t sin θ )σ z ( χ / cosθ + t sin θ )
πu −∫∞

Where Q is line source strength, u is wind speed, t is perpendicular distance (for
vector resolution), H is height, 2 is the angle required for vector resolution
(correction from perpendicular for wind direction) and Fy,z are the wind direction
deviations along the y and z axis, respectively. The Calder equation compared with
the Turner (1970) solution for oblique winds less than 60°, however, for greater
oblique winds the results differ considerably. For winds between 15° and 60° the
agreement is better closer to 15° and for cases further from the source.

In 1972, Csanady developed a perpendicular finite line source model (Sharma and
Khare 2001). Csanady had observed over a series of experiments that when a
tracer pollutant cloud was released, at a downwind distance beyond 10 km the cloud
of the tracer pollutant was usually wide enough to follow the cross-wind growth of
the pollutant cloud with grid-points and a cross-wind dosage profile. This, of course,
was, “provided that the wind was indeed of the right direction for the cloud to pass
over the grid and provided that not too many sampling instruments failed“ (Csanady
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1972). From these experiments Csanady deduced that line-source diffusion for a
finite source could be treated regarding each element in the line as a point source,
and the line source could be approximated using Gaussian lateral (y-axis)
distribution and superposition of these elements. Csanady’s solution is shown
below in equation 25:

2
2
 

 z − H  
 z + H  
1
1

C=
exp− 
  + exp− 
 
2  σ Z  
2πσ Y σ Z u   2  σ Z  




 

Q

 1 y − y 2
1
x ∫ L exp −  1
 dy1
−2
2
 σ Y  


(25)

L
2

Where QL is the line source strength in unit m-3; FY, FZ are the horizontal and vertical
dispersion coefficients, respectively, and are both functions of the receptor position
and stability class; Z is the receptor altitude in m; H is line source height in m; u is
source height mean ambient wind speed in m/s and L is the length of the line source
(Nagendra and Khare 2002). The Gaussian distribution had a standard deviation
based on point source diffusion theory, such as Pasquill (1962). It is important to
distinguish the individual element point source distribution Csanady refers to from
the entire cloud standard deviation for modeling a continuous source. At large
distances from the source, however, this distinction will become unimportant
(Csanady 1972).

Starting with Sutton’s (1932) work, Mikkelson et al. (1982) used statistics to derive
a finite line source model for perpendicular winds. This was done by taking
advantage of the straightforward mathematics in Sutton’s model (Sharma and Khare
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2001). However, Esplin (1995) points out that for oblique winds the mathematics
is not so straightforward and a simple solution does not exist. Esplin’s solution is
valid down to 15° wind angles. Esplin’s solution was based on the work of Calder
(1973) to extend Sutton’s work (1932) to the general case of a finite oblique line
source.

Esplin’s (1995) work suggests that for wind angles down to 15° the best way to
approximate a line source is with a series of equally spaced point sources. As the
wind angles decreased, approaching parallel, the model ‘blew up’ (Esplin 1995).
The importance of Esplin’s work is that it recognized the computational cost of using
many point sources to approximate a line source.

Esplin’s solution is a

computationally efficient solution to the general finite line source problem (Sharma
and Khare 2001).

Luhar and Patel’s (1989) model solved for a general finite line source emission
model (Nagendra and Khare 2002, Sharma and Khare 2001). This was the first
model to overcome the constraint of using an infinite line source to approximate
modeling (Sharma and Khare 2001). The authors claimed that this model was valid
for all orientations of wind to the road (Luhar and Patel 1989). This model also
incorporates the work of Chock (1978) to incorporate mixing due to the traffic wake
itself (Nagendra and Khare 2002). The Luhar and Patel model is shown in equation
26. Where 2 is the angle between the roadway and the wind direction, ue=u sin 2
+ u0, where u0 is the Chock (1978) turbulence corrected wind speed factor and u is
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the wind speed; and h0 is plume rise (H0 = H + Hp, Hp is plume rise) adjusted height
(Luhar and Patel 1989, Nagendra and Khare 2002).

Khare and Sharma (1999) applied the Luhar and Patel (1989) to traffic conditions
in Delhi, India, and found that this model tended to overpredict for CO. Khare and
Sharma found that removing the error function caused the model performance to
improve. One explanation given for the discrepancy is the original model does not
account for sunlight nor cloud cover. Sunlight helps break up the CO cloud causing
faster dispersion (Rao et al. 1980). The other factor given to contribute to Luhar and
Patel’s model overpredicting is overnight inversion. Luhar and Patel’s model has no
mechanism to account for this phenomenon and is a reasonable explanation for
many evening spikes in actual data not modeled properly (Khare and Sharma 1999).

2



 z − H0  


1
exp − 
  +
Q
2
σ

 

x

Z
C=



2πσ Y σ Z ue 
2



 1  z + H0   
  
exp − 2 
σ

 

Z



  sin θ L − y − χ cosθ   
 

2
  +
erf
−



 
2
σ
Y
 



 


  sin θ L + Y + χ cosθ   


2
 
erf  − 

 

2
σ
Y
 




(

)

(

)

42

(26)

2.4.2.1 GM Sulfate Experiment Data
One of the first data sets collected on roadway emissions was the GM Sulfate data
set (Chock 1977a,1977b).

These data were collected by General Motors to

“investigate the validity of the EPA HIGHWAY model” (Chock 1977a). General
Motors was not as convinced as EPA in 1976 that the HIGHWAY sulfate roadside
predictions were valid for vehicles equipped with catalytic converters. This data set
has also been used to validate other dispersion models, such as ROADWAY-2 (Rao
et al. 2002, Rao 2002), HIGHWAY-2, as well as the development of an independent
model by Chock (1978). Rao and coworkers (Rao et al. 1980) also used the GM
data to evaluate seven models available in 1980, including CALINE2, HIGHWAY,
the Chock (1978) model. Other models that were developed from this data set
included traffic-induced turbulence dispersion modeling (Eskridge and Hunt 1979)
and a finite-difference theory model based on the turbulence dispersion modeling
(Eskridge, et al. 1979). Eskridge and Rao (1983) suggested temporal and spacial
data resolution requirements for future traffic-induced turbulence measurements,
using the GM sulfate dispersion experiment and others (Long Island Expressway
experiment and wind tunnel experiments).

Because of the historical significance of this data set, and the longevity of it within
model development, a description of the experiment and the data collected are
explained here. It is one of few unique data sets where automobiles were driven for
the sole purpose of obtaining emissions data. Most traffic data are gathered from
either single vehicles (e.g., Shi and Harrison 1997), tunnel studies (e.g., Kurtenbach
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et al. 2001),or ambient measurements (e.g., Kukkonen et al. 2001, Kourtidis et al.
2002, Carslaw 2005).

2.4.2.2 GM Sulfate Experiment
Detailed description of the experiment can be found in Eskridge and Hunt (1979)
and Eskridge et al. (1979). A salient summary of the experiment follows.

GM conducted the experiment during September and October 1975 on their proving
grounds in Milford, MI. A fleet of 352 vehicles, driven in groups, or packs, of 22
vehicles (vehicles spaced 300 m apart), with a lead car traveling at 80 km hr-1. The
10 km track had four lanes and a north-south orientation. The experiment was
conducted over 17 days in the morning hours. The resulting traffic density (based
on the experimental distribution of vehicles) was 5462 cars per hour, or 1356 cars
per lane per hour (Eskridge and Hunt 1979).

As shown in figure 2, meteorological and chemical samplers were located on six
towers and two stands on the south end of the test track (Eskridge et al. 1979).
Wind speeds from 20 anemometers were recorded at a rate of one measurement
per second. Wind instruments were located at three heights: 1.5, 4.4 and 10.44 m
(from surface). Detail of the meteorological towers is in figure 3.Temperature was
recorded at a rate of 6 Hz at towers 1 and 6 (see figures 2,3). Temperature
instruments were located roughly the same height as the anemometers (Eskridge
et al. 1979).
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Figure 2. GM Sulfate Experiment Track Layout. The
meteorological towers were spaced from the centerline
fo the oval track and also contained chemical
monitoring equipment. Figure 3 details a typical tower.
Figure adapted from Eskridge et al.(1979).

One interesting aspect of the experiment was the attempt to quantify dispersion in
moving vehicles. Within the 16 packs of 22 vehicles were seven or eight pickup
trucks emitting SF6 tracer gas. This was sampled at the towers, with the samples
beginning approximately five minutes after the vehicles began the test run. Four
sequential samples, each taken over 30 mins, were analyzed for SF6 at each
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observation point. The sample size was 30 cc. SF6 samples were analyzed using
an automatic dual-column gas chromatography with electron capture detectors
(Eskridge et al. 1979). SF6 samplers were located at the heights of 0.5, 3.5 and 9.5
m.

Figure 3. Meteorological Tower Detail from GM Sulfate Experiment. Three anemometers and
temperature sensor pairs were placed at heights of 1.2, 4.4 and 10.44 m from the surface. SF6
samplers were placed at heights of 0.5 (not shown), 3.5 and 9.5 m. Figure adapted from Eskridge
et al. (1979).

Chock (1977b) drew some interesting conclusions from this experiment and data
set.

First, when cross road wind components are low the upwind roadside
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dispersion becomes important. Chock also points out that wind shear will develop
when wind is opposing traffic and this dispersion will be “more striking.” Another
conclusion Chock drew from the GM Sulfate Experiment is that vertical velocity
fluctuation is proportional to wind speed. This effect is exaggerated for unstable air.
However, on the downwind side, the deviation of the wind direction increases and
is independent of stability. Chock attributes this to the mechanical turbulence from
the traffic itself.

Chock also concluded there was plume rise due to heated exhaust. Furthermore,
Chock stated that within 100 m of the road the turbulence due to traffic dominated
the stability induced mixing, and that for low wind speeds buoyancy and outward flux
kept observed concentrations lower than models predicted (1977b).

2.4.3 Pasquill Stability Class
Atmospheric stability is an important parameter input into dispersion modeling for
both point and line sources. Most models use the Pasquill-Gifford definitions for
stability class.

Atmospheric stability is a measure of how a plume of emitted

pollutants will behave with respect to the inherent atmospheric vertical forces and
is indicated by numbers 1 thru 5, where 1 is stable and 5 is unstable. When an
unsaturated air mass that is warmer and less dense than the air around it rises it
cools and expands dry adiabatically. However, if this air mass is cooler and more
dense than the air around it the air mass will sink, compress, and warm until it is
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indistinguishable from the air around it (Jacobson 2002, Seinfeld and Pandis 1998).
The profile of a typical atmosphere is shown in figure 4.

Figure 4. Profile of a Typical Atmosphere. The lapse rate, or cooling, for the
boundary layer defines the stability class. A lapse rate of 10 K per km or greater
represents an unstable atmosphere Jacobson (2002).

When the buoyancy forces oppose vertical motion of an air mass the atmosphere
is defined as stable. When vertical forces enhance buoyancy, and the parcel rises,
the atmosphere is defined as unstable, shown as line Γd in figure 5 representing the
rate of cooling, or lapse rate. Figure 5 also shows Pasquill stability classes along
with the adiabatic lapse rates for stable and unstable atmospheres. If the air mass
neither rises nor falls, the atmosphere is neutral (Jacobson 2002, Seinfeld and
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Pandis 1998). Stable atmospheric conditions are most often associated with
pollution episodes because cool air masses get trapped close to the earth and build
up pollutant concentrations, whereas unstable air is associated with pollutant
transport. Neutral air causes an air mass that is perturbed vertically to continue
along neither accelerating nor decelerating. Neutral air causes a slower dilution
than an unstable atmosphere, but faster than stable conditions (Jacobson 2002,
Seinfeld and Pandis 1998).

Figure 5. Atmospheric Stability Class and Air Parcel Cooling Rates. The air
parcel released at 10°C will follow different cooling curves (adiabatic lapse rates)
depending on the stability of the atmosphere it is released to. For a stable
atmosphere, the parcel will cool more slowly than for the unstable atmosphere.
The numbers in this figure represent Pasquill stability classes, where 1 is the
most unstable and 4 is the least unstable. Figure adapted from Jacobson (2002).

A quantitative measure of the atmospheric stability can be determined using the
comparison between the adiabatic lapse rate, ', and the actual lapse rate, 7.
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Figure 6 illustrates this. During an adiabatic expansion of an air mass the kinetic
energy of the molecules within the air mass is converted to work. This work
expands the air mass.

Temperature is proportional to the kinetic energy of

molecules, so kinetic energy converted to work is a net loss of kinetic energy and
the temperature decreases. Near the surface of the earth, the rate of cooling for an
adiabatic expansion is about 9.8 K or °C per km (Jacobson 2002).

Figure 6. Adiabatic Lapse Rate and Atmospheric Stability. An air parcel released at 20°C
will rise, heat or cool and expand depending on the atmospheric stability. In this example,
a the parcel cools as it rises, but remains warmer than the atmosphere around it (solid line
to the left of the parcel). This is a condition of an unstable atmosphere. Figure adapted
from Jacobson (2002).

If the actual lapse rate is greater than the adiabatic lapse rate (7>'), a warm air
mass will continue to rise. This defines an unstable atmosphere. If the adiabatic
lapse rate is less than the actual lapse rate (7<'), a warm rising air mass will rapidly
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cool and equilibrate with its surroundings, as illustrated by the path between lines
2 and three in figure 6. In this case, acceleration opposes the motion of the particles
within the air mass, and the atmosphere is defined as stable (Seinfeld and Pandis
1998). The same definitions apply for a moist atmosphere, however, a rising wet
air mass will cool at a slower rate than a dry one because of the latent heat of
vaporization (Seinfeld and Pandis 1998).

One unique instance of a stable atmosphere is an inversion. An inversion occurs
when a cool air mass is trapped beneath a warmer one, so that the temperature
profile actually increases with altitude. This condition traps pollutants to a greater
extent than a normal stable atmosphere (Jacobson 2002).

2.5 CALINE4
2.5.1 CALINE4 Literature Review
Since Sutton (1932), there have been numerous line source emissions models to
predict pollutants from roadways (Sharma and Khare 2001). Rao and coworkers
(1986, Rao 2002) evaluated four roadway models to determine their robustness with
respect to turbulent diffusion: CALINE3 (Benson 1979), HIWAY-2 (Rao and Keenan
1980, Sistla et al. 1979), and ROADWAY (Eskridge and Hunt 1979, Eskridge and
Thompson 1982, Eskridge and Rao 1983, Eskridge and Rao 1986). Today, even
a cursory literature review would reveal that many individually developed models
exist for roadway and line source pollutants (eg. Hlavinka et al. 1987, Kukkonen et
al. 2001b, Meruti and Al-Omishy 1985, Olcese et al. 2001, Peace et al. 1998, Saija
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and Romano 2002, Sharma and Khare 2000, Rao 2002, Zimmerman and Thompson
1975) some incorporating unique methods such as time-series analysis (GonzalezMantiega et al. 1993), neural network modeling (Gardner and Dorling 1999) and
regression modeling (Shi and Harrison 1997).

The majority of these models are either for carbon monoxide, or non-reactive
species, only, or are very site specific. Because of this, the CALINE4 (the next
generation model of CALINE3) has been chosen for this investigation. This model
was chosen because of the reactive chemistry incorporated for NO/NO2 mixtures
and the pollutant of interest is NO2, and because CALINE4 is currently the only
LSEM model that is both state of the art and tested to be robust (Gardner and
Dorling 1999). CALINE4 is also readily available from the CALTRANS website
(http://www.dot.ca.gov/hq/env/air/calinesw.htm). Roadway-2 (Gonzalez-Mantiega
et al. 1993, Rao 2002) is very near completion, however, it has not been tested with
‘real world’ data sets. Uddin (2002) is also in the process of developing a model to
better incorporate oxides of nitrogen, but this work is in the very early stages.

The LSEM approach, while the most logical and traditional method, has limitations
(Nagendra and Khare 2002). As with all models, the model formulation incorporates
simplifications and assumptions which affect the prediction capabilities of the
models. For example, Gaussian-based models will reach singularity in the solution
as the wind speed approaches 0, and all perform poorly at wind speeds under 1 m
sec-1 (Nagendra and Khare 2002). Also, if the integration time is short (< 1 day) the
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steady state assumptions may not be valid and model results may not be
satisfactory (Finzi and Tebaldi 1982).

Gaussian modeling is generally preferred for long-term planning decisions (Rao et
al. 1980, Juda 1986), but not the best choice for extreme value predictions (North
et al. 1985) as the accuracy decreases in the 98th percentile distributions
(Nieuwstadt 1980). The best accuracy is for long-term average concentrations and
for frequency distribution up to 90th percentile (North et al. 1984). Table 3 displays
the uses and limitations of some LSEMs.
Table 3. Uses and Limitations of Some Line Source Emission Models (LSEMs). Adapted from
Nagendra and Khare 2002.
Model

Pollutant
Type

Receptor location/
Traffic type

Limitations

California Line
Source Model
(Beaton et al. 1972)

CO,
NO2,
SPM

Roadside/
Homogeneous

Over prediction for parallel winds

HIWAY-1
(Zimmerman and
Thompson 1975)

CO

Roadside/
Homogeneous

Plume rise due to hot vehicle
exhaust not treated

CALINE2 (Ward et al.
1977)

CO,
NO2,
SPM

Roadside/
Homogeneous

Over prediction for parallel winds
and stable atmosphere
Plume rise due to hot vehicle
exhaust not treated

GM Model (Chock
1978)

CO

Roadside/
Homogeneous

Unstable and neutral stable
conditions predicted poorly

HIWAY-2(Peterson
1980)

CO

Roadside/
Homogeneous

Inadequate dispersion parameters
Plume rise due to hot vehicle
exhaust not treated
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Table3. (Continued)

Model
HIWAY-3 (Rao et al.
1980)

Pollutant
Type
CO

Receptor location/
Traffic type
Roadside/
Homogeneous

Limitations

Low wind predictions poor
For parallel wind tends to overpredict
Plume rise due to hot vehicle
exhaust not treated

HIWAY-4 (Rao et al.
1980)

CO

Roadside/
Homogeneous

Over prediction for parallel winds
Plume rise due to hot vehicle
exhaust not treated

CALINE4 (Benson
1989)

CO,
NO2,
Aeroso
l

Roadside/
Homogeneous

Over prediction for parallel winds

ISCST-2 (EPA 1992)

CO,
NOx,
SPM

Roadside/
Homogeneous

Over prediction for parallel winds

GFLSM (Luhar and
Patil 1989)

CO,
SPM

Roadside/
Homogeneous

Low wind predictions poor

DFLISM (Khare and
Sharma 1999)

CO,
SPM

Roadside/
Homogeneous

Low wind predictions poor

Turbulence due to vehicle exhaust
not addressed

CALINE4 was chosen as the model for this investigation because it was the best
available and tested model for NO2 modeling.

2.5.2 CALINE4 Model
CALINE4 is a 4th generation Gaussian line source emissions model developed by
CALTRANS with funding from the US Department of Transportation’s Federal
Highway Administration. The first version was written in 1972 to predict CO
emissions. It allowed the user to use estimated meteorology and traffic numbers
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and used a modified Gaussian model to estimate transport and dispersion. Line
sources were modeled as virtual point sources (Beaton et al. 1972, Benson
1982,1984,1989).

In 1975 Ward and co-workers improved the original model and developed
CALINE2. CALINE2 kept the virtual point source modification for Gaussian
modeling, but included a FORTRAN version, as well as added an algorithm to
handle depressed sections of highway. Additionally, it added calculations for
winds parallel to the highway, however it was later found that this model over
predicted for parallel winds (Benson 1984, 1989, 1992).

This model also

incorporated modified Pasquill-Gifford horizontal dispersion curves, but they were
not adjusted for averaging times used within the model (Benson 1992, Ward et
al. 1975). This model was unable to handle multiple line sources, specify lengths,
modify line source strength nor modify surface roughness dispersion parameters
(Benson 1984, 1989, 1992).

Benson (1979, 1980) developed CALINE3. CALINE3 replaced CALINE2's virtual
point source modeling with the finite line source formulation, while still using
modified Gaussian dispersion modeling. This generation of the model was more
versatile with new horizontal and vertical dispersion curves, multiple link capability
and the addition of user specified surface roughness, averaging time and
incorporated vehicle induced turbulence (Benson 1994,1989). This model was
improved over CALINE2 because it reduced both the magnitude and frequency
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of parallel wind over predictions and was approved by the EPA in 1980 for
predicting CO concentrations from vehicle contributions.

CALINE4 was released in 1984 and was a much improved version of the model
(Benson 1984,1989). This version included both NO2 and aerosol prediction
capabilities. Furthermore, the capability to model intersections was added. The
model incorporated a modified Gaussian plume model that was similar to the one
employed in CALINE3, however, lateral plume spread and vehicle induced
thermal turbulence were incorporated. The algorithm used sub models for CO
and for the reactive plume chemistry (Benson 1984, 1989).

2.5.3 Model Description
CALINE4 models the roadway links each as a series of elements.

The

incremental concentration is determined for each element and then summed for
a total link concentration. Each element is modeled as an equivalent finite line
source as shown in figure 7 (Benson 1984, 1989).

Receptor distance is measured normal to the receptor, as shown in figure 7.
Elements are formed as squares with sides equal to highway width. The location
of the elements is determined by the crosswind road angle. If the crosswind road
angle is greater than 45° the element center is directly upwind of the receptor.
If the wind angle is less than 45°, the location is equal and constant to the
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location when the crosswind angle is 45°. This is for smooth model response in
the case of close receptors (Benson 1989).

Because the importance of element resolution is reduced for receptors further
from the source, the elements become large in these instances. The elemental

Figure 7. Diagram of Finite Elements and Gaussian
Plume for CALINE4 Model Formulation. Each if these
elements progresses independently as the model
propagates. Adapted from Benson (1989).

growth inaccuracies are much smaller than the model’s level of significance.
Vertical dispersion curves are consistent with the square shape of the initial
element and are calibrated for an initial distance equal to the link half-width
(Benson 1989).
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Downwind, the incremental concentrations are calculated using finite length-line
source crosswind Gaussian formulation, shown in equation 27:

dC =

qdy
2πuσ y σ z

  − y 2    − (z − H ) 2 
 − ( z + H ) 2 

exp
+
exp
exp





2  
2
2
  2σ y     2σ z

 2σ z
 

(27)

where q is the line source strength, u is wind speed, Fy and Fz are the horizontal
and vertical Gaussian wind dispersion parameters, respectively; and H is the
source height (Benson 1984, 1989, 1992).

After the finite elements are defined, each is divided into three sub-elements.
The sub-elements consist of a central element and two peripheral elements.
Roadway geometry and wind angle determine the geometry of the sub-elements,
and it is assumed that the emissions within the elements are uniform. For the
peripheral sub-elements the model decreases concentrations to zero at the ends
of the finite line source (Benson 1984, 1989, 1992).

Above the highway, a zone of uniform mixing and turbulence is assumed. See
figure 8. The boundaries of this zone are defined as the region over the roadway
plus 3 m on either side. Pollutant dispersion resulting from vehicular wake effects
are accounted for in the additional 3 m horizontally. Mechanical turbulence
(vehicle motion) and thermal turbulence (vehicle exhaust can be hot) are treated
as significant dispersive mechanisms within this area, as shown important by
other researchers (Benson 1984, 1989, Dabbert et al. 1981, Eskridge and Rao
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1983). This assumption is valid for all but the most unstable atmospheric
conditions (Benson and Squires 1979).

Figure 8. Zone of Uniform Mixing Over Roadway. The mixing zone, with
thermal and mechanical turbulence, is assumed totally mixed and to cover the
roadway itself plus 3 m on either side. Figure adapted from CALINE4 users
manual (Benson 1989).

A correlation between crossroad wind speed and initial vertical dispersion has
been reported by Chock (1977b), Benson (1979), Rao and Keenan (1980) and
Dabberdt et al. (1980). Each of these researchers has concluded that when wind
speeds are low, the initial vertical pollutant dispersion is greater. CALINE4
assumes this initial vertical dispersion occurs at the edge of the mixing zone and
employs the following empirically derived equation:

t 
σ z (i ) = 15
. + r
 10 
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(28)

were Fz is the initial vertical dispersion and tr is the air’s mixing zone detention
time (Benson 1984, 1989, 1992).

To incorporate the effects of vehicle induced turbulence the Pasquill-Smith
vertical dispersion curves (Pasquill 1974) were modified by CALINE4. A stability
nomograph (Smith 1972) is coupled with a composite heat release rate of 24.6
J cm-1 per vehicle to create a modified stability class within the mixing zone.
Composite heat release is assumed based on fuel economy at 8.5 km L-1, 0.6
heat loss factor and specific energy of 3.48 x 10-7 J L-1. The modified stability
class is assumed to be followed for plume spread until more than 50% of the
plume leaves the mixing zone. After the plume leaves the mixing zone, the
ambient stability class plume dispersion begins to dominate. The full transition
is completed after the plume travels 10 km from the source (Benson
1984,1989,1992).

Wind direction standard deviation, Fz, is used to directly estimate horizontal
dispersion, following a method described by Draxler (1976), which is an
improvement over the CALINE3 method. Wind shear is accounted for in the
lateral plume thread with an adjustment factor. It is recommended that Fz be
either measured directly or estimated using the methods of Hanna (1983) or
Yamartino (1984) (Benson 1984,1989,1992).
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2.5.4 Roadway Geometry
CALINE4 allows the specification up to 20 each of links and receptors. Each link is
modeled as a straight highway section with a uniform width, height, traffic volume
and emission factor. Actual roadway geometries are modeled using multiple links.
Link location is specified using endpoint coordinates for the link centerline.
Receptors are also defined using a uniform coordinate system. Link contributions
are summed and ambient concentrations added for each receptor and a composite
concentration prediction reported. CALINE4 assumes that surface roughness,
atmospheric stability, wind speed and wind direction are constant (and equal) for all
links. (Benson 1984,1989,1992). CALINE4 has the ability to handle both elevated
and depressed sections of highway, however, neither of these applications were
employed in this investigation.

Gaussian formulations in CALINE4 also assume horizontally homogeneous wind
flow and steady-state meteorological conditions.

Complex topography can

challenge the validity of these assumptions. CALINE4 has specific algorithms
(based on Turner 1970) to handle bluff and canyon situations, however, neither of
these is appropriate for this study and neither was used in this investigation. For
complex terrain situations that are neither bluff nor canyon it is suggested that use
of the model be restricted to smaller areas that would be reasonably expected to
follow the assumptions such as horizontally homogeneous wind flow, such as a hot
spot or an intersection where the bulk emissions are confined to a small area
(Benson 1984,1989,1992).
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2.5.5 Modal Emissions Algorithm
CALINE4 requires that a composite vehicle emission factor be provided for each
roadway link specified. This factor should be representative of the average driving
cycle average emission rate and should be derived from the variable driving cycles
that are representative of typical urban trips. Most work of this kind is based on the
1975 Federal Testing Protocol (FTP-75). Accelerations, decelerations, cruise and
idle modes are included in this urban driving cycle, and each mode has a specific
modal emission factor. While this modality becomes more important modeling
special cases, such as intersections, where traffic flow tends to be non-steady state,
on a free-flow highway the modal nature of emission factors becomes less
important. CALINE4 takes a total composite emission factor and converts it to
modal factors (Benson 1984,1989,1992).

The modal emissions model used in CALINE4 is patterned after the Colorado
Department of Highways (CDOH) module (Griffin 1980). This emissions factor
is based on time, not distance. The dependant variable is the ratio of the modal
BAG2 hot stabilized portion of the FTP-75 factor. The independent variable is
AS, the average acceleration times the average speed for the acceleration
event (ft2 s-3), which is also shown in Griffin (1980). This relation works for
vehicles that are accelerating or decelerating. CALINE4 employs separate
forms of the model depending on the modal vehicle operation (i.e., vehicle
accelerating or cruising). CALINE4 assumes that all emissions factors are
based on hot-stabilized vehicles, and acceleration schemes should be
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employed in situations where vehicles are not running in this mode (Benson
1984, 1989).

2.5.6 NO2 Option in CALINE4
Common methods for applying Gaussian plume formulations to reactive
species, such as NO2, include exponential decay, O3 limiting and
photostationary state. The limitation of these methods is the use of time
averaged concentrations to predict reaction rates because they assume that the
reactants mix instantaneously as they disperse. This assumption is not valid
for NO and O3 due to the relatively large-scale processes that disperse them,
and it leads to overprediction of NO2 production (Benson 1992). Therefore,
dispersive and reactive processes are modeled separately within CALINE4.

CALINE4 uses simplified reaction scheme from equations 7 through 9, as
shown below in equations 29 thru 31:

NO2 + hν = NO + O

(29)

O + O2 + M = O3 + M

(30)

NO + O3 = NO2 + O2

(31)

where M is any molecule and h< is a photon of interacting sunlight (Benson
1984, 1989, 1992).
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Other assumptions include that equation 30 occurs instantaneously because of
the high ambient O2 concentration and that emissions and reactants are fully
mixed over the roadway. Initial tailpipe emissions are assumed to be 92.5% NO
and 7.5% NO2, by mass. CALINE4 assumes that independent emissions
parcels maintain their molecular scale identity for 300 m downwind (Benson
1984, 1989, 1992).

Upwind concentrations determine the initial mixing zone concentrations of NO,
NO2 and O3 and vehicular emissions of NOx. Because reaction rates are
controlled by local reactant concentrations and the dispersion processes occur
on a much larger scale, discrete parcels are modeled as independent parcels
and reactions are isolated processes within these parcels. For final receptor
concentrations, initial concentrations and travel time govern discrete parcel final
NO2 predictions. The photolysis rate constant is determined by user-entered
values, until diffusion becomes the dominant process. For every elementreceptor combination, CALINE4 computes a discrete parcel NO2 concentration.
This is because the variation in element-receptor travel times. Because this is
not the same as a time-averaged concentration, CALINE4 adjusts link source
strength by element to produce an initial NO2 concentration in the mixing zone
that equals the independent parcel concentration at the receptor. After this, the
time averaged concentration is computed as with the non-reactive species
(Benson 1984, 1989, 1992).
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It is important to note that the CALINE4 approach is only valid when the
assumptions of fully mixed initial reactants and short travel times are satisfied.
For strongly convective conditions or for parallel wind conditions, these
assumptions may not be met, because travel times may become too long and
the model simplifications regarding reaction vs. dispersion may no longer be
met. The best situation to apply this module is during a stable, crosswind
condition (Benson 1992).

It is suggested that the model be calibrated for use in parallel wind conditions,
using location specific data (Benson 1992).
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3.0 Methods
3.1 Siting
The monitoring site for this investigation (Gandy South) was constructed at
5225 Gandy Blvd., along the east approach to the Gandy bridge in Tampa,
Florida. The primary instrumentation at this site was a commercial open-path
differential optical absorption spectrometer (DOAS). An existing monitoring site
(Gandy North) maintained by the Environmental Protection Commission of
Hillsborough County was located along the north side of Gandy Blvd.
immediately across the street from the Gandy South site. See figure 9.

Figure 9. Plan View of Site Location. Point A represents
Gandy North site. Points B and C represent the receiver
and the emitter, respectively, at the Gandy South location.
The roadway and the median are also depicted, as well as
the distances of the monitoring sites from the roadway.
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Siting of the DOAS instrumentation considered multiple criteria:
•

The site needed to be located within the Tampa Bay region such that it
could take advantage of data being collected concurrently with the BRACE
study

•

A suitable roadway with substantially high traffic volumes

•

Needed to be located away from the influence of signalized intersections to
enable the examination of emissions from free-flowing traffic

•

Capability to collect up-wind and down-wind NOx measurements.

•

Two available instrument mounting locations were needed for the DOAS as
emitter and receiver, with a clear line of sight

The site had to further conform to the specifications required by the DOAS. In
the case of this investigation, the instrument limitations dictated that to measure
NO the emitter and receiver could be no more than 250 m apart. It was also
necessary to have a relatively open area free of tall buildings or other
obstructions that could disrupt the airflow from the roadway and the open
measurement path.

The final site along Gandy Boulevard was selected for several reasons. With
a goal to examine the influences of vehicular emissions, it was important to
locate the experimental set-up near to a busy roadway. Data gathered in this
experiment confirmed an average of about 33,000 vehicles traverse the Gandy
Bridge daily. Traffic in this particular location is free flowing due to the absence
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of traffic signals (the nearest signal is approximately 1.2 kilometers to the east).
The route is also primarily utilized as a commuter route for persons desiring to
cross Tampa Bay, making the location ideal to measure traffic influences during
heavy peak travel periods, while allowing background monitoring during low
traffic periods.

Another reason this site was chosen was the proximity of an existing monitoring
site. On the North side of Gandy Blvd. there is a monitoring site maintained by
the Environmental Protection Commission of Hillsborough County (Gandy
North). Pollutants monitored at the Gandy North site included NO, NO2, NOx,
O3, and SO2.

During the BRACE study of May 2002, the USEPA also

measured NO and NO2 at Gandy North.

The location of the Gandy North site relative to the Gandy South site allowed
for up-wind and down-wind pollution comparisons when winds blew across the
road, either from the north or the south. Furthermore, when winds were parallel
to the road, out of the east or west, correlative measurements were made.

The site consisted of two fenced-in areas located within a public park, one
containing the emitter and the other containing the receiver and all other
monitoring equipment. The measurement path was located an average of 47
m from the centerline of the roadway and positioned approximately 2.5 m above
the ground. The pathlength between the emitter and receiver was 200.5 m.
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3.2 Instrumentation
3.2.1 Gandy South Instrumentation
Instrumentation at the Gandy South site included an Opsis DOAS AR 500 using
ER 110 emitter and receiver scopes; and an RM Young model 05305
anemometer and model 41372 relative humidity and temperature probes. The
probes were housed in a radiation shield.

On the receiver side, weather sensitive instruments were housed in a climate
controlled enclosure manufactured by ShelterOne, while others were designed
to be exposed to the weather.

In addition, relative humidity (RH) and

temperature probes, as well as an anemometer, were located at site. All data
were output as an analog signals (voltage) and logged to a PC, however the
Opsis also backed up its data independently, and required digital-to-analog
conversion modules for each logged channel. A picture of the shelter enclosing
the Opsis spectrometer and the datalogger PC inside it are included in figures
10 and 11.
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Figure 10. Picture of Opsis House.

Figure 11. Inside the Opsis House. The box
on the bottom box is the Opsis spectrometer,
and the PC to the left (backwards) is the
datalogger. Digital-to-analog channel
conversion modules for the Opsis are on the
left above the PC.

3.2.1.1 Opsis Differential Optical Absorption Spectrometer
The Differential Optical Absorption Spectrometer (DOAS), manufactured by
Opsis, Inc., used absorbance of UV and visible light to determine real-time
concentrations of pollutants in the atmosphere.

This is an open-path

instrument, as shown in figure 9.The total list of data collected was as follows:
NO, NO2, SO2, benzene, toluene, m,p-xylenes, temperature, relative humidity,
wind speed and wind direction. O3 was collected with the DOAS, and was part
of the total measurement cycle, however the measurements were taken with an
O3 generating lamp which was not accounted for in measurement or calibration.
The main monitoring period extended from May 1, 2002, through May 31, 2002,
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with a 12 hour calibration activity the evening of May 15, 2002. From June 2-7
the machine was in the laboratory for a final challenge.

Pathlength for this investigation was 200.5 m. Height of the monitoring path
was approximately 2.5 m. The DOAS monitors only gaseous pollutants. Some
gases are looked at independently, while some are examined simultaneously.
NO, NO2, SO2, benzene, and O3 are all seen independently. Toluene and m,pxylene, however, are examined simultaneously. Therefore, the number of
gases examined and the amount of time chosen to look at each gas will affect
the overall measurement cycle for the machine. For this application, the
measurement cycle was 211 seconds, which included the actual monitoring
times for each gas (or set of gases if simultaneously analyzed) and the time it
would take for the machine to move the diffraction grating between analyses.
Table 4 lists the pollutants and the monitoring times for each.
Table 4. List of Gases Monitored by the DOAS and
their Analysis Times.
Gas Monitored

Monitoring Time
(seconds)

Nitrogen Oxide (NO)

40

Toluene, m, p-xylene

20

Ozone (O3)

30

Sulfur Dioxide (SO2)

20

Nitrogen Dioxide (NO2)

20

Benzene

60
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Monitoring times varied for different components due to the machine limitations.
For most applications and gases, 20 seconds is more than adequate for a
reading at the manufacturer’s stated detection level with a low deviation. SO2,
NO2, toluene and xylenes are seen especially well by the machine and require
only short integration times.

O3 is not sensed quite as easily, and the

recommended analysis time is 15-30 seconds. Other gases, such as benzene,
are better seen over a longer pathlength, but the desire to examine NO did not
allow placement of the preferred 700 m path for benzene. Therefore, a longer
benzene monitoring time was required to get a desirable detection limit.
Likewise, because the spectral section where NO is examined attenuates
naturally over the pathlength, the DOAS requires the use of a filter during the
NO measurement times. This greatly reduces the amount of overall light the
detector sees, so the measurement time for NO was greater (40 seconds).

The manufacturer’s minimum detection level for NO2 was 1 ppb for a 500 m
pathlength. For each reading, the DOAS gives a concentration (ppb) and a
deviation (ppb).

The reported concentration represents a time and path

integrated value. The deviation is the machine’s expression of how well the
analyzed spectra fit the reference spectra for the desired gas. How much light
the machine receives from the emitter affects data quality. As the light levels
approach zero, deviations will approach the concentration values reported by
the machine. For this experiment, data has not been reported where the
concentration is less than or equal to two times the deviation.
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The emitter and receiver must be well aligned to maintain acceptable light levels
producing readings with low deviations. Adequate light levels were especially
important for the NO measurements because of the filter. Influences such as
thermal expansion due to heating and cooling as the sun rose and set, as well
as pedestal settling or loose bolts all affect the light path alignment. Often, a
zero-light condition would exist for NO. The light path was realigned when
trended light levels indicated the NO light amount was degraded. Realignment
would be required as soon as the next day, or sometimes not for a full week.

Other factors, such as fog and rain, can cause a decrease in light levels, as
well. In this case, data is lost. The machine cannot perform its analysis if the
light from the emitter cannot be brought into the machine via the receiver.
During the short alignment periods (~15 min) no data was collected for the
DOAS.

3.2.1.2 Calibration of DOAS
Calibration of the DOAS was performed in the laboratory. Initial calibration was
performed in April 2002, and at the halfway point of the May intensive (May
15th). At the end of the May intensive, the instrument was brought back to the
laboratory and challenged, but was not recalibrated.

The calibration was done in the laboratory with a special calibration bench using
a 1 m long light path. Calibration cells of known lengths are filled with gases of
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a known concentration.

The concentration measured from the cells is

proportional to the concentration the machine is expected to see over the actual
pathlength. When the calibration is performed, the machine behaves as if it
were receiving light from the field pathlength. Target concentrations (expected
values) are calculated from the following equation:

CcLc
Lp

Cp =

(32)

Where Cp is the expected path concentration, in appropriate concentration units
for the machine to report, ppb in this case; Cc is the known gas concentration,
in the same concentration units as Cp, flowed through the calibration cell; Lc is
the length of the calibration cell in meters and Lp is the actual pathlength in
meters. Target concentrations are then compared to actual readings using
linear least squares regression. This experiment used at least three calibration
points plus a zero for the regressions.

3.2.1.3 Span Calibration Procedure
The full manufacturer’s reference calibration instructions can be found in the
Opto-Analyzer manual beginning on page 30, section 5.3. A multipoint span
calibration consists of at least four roughly equally spaced calibration points
(zero included) covering at least 80% of the measurement range.

The span calibration is based on a physical relation between the amount of light
absorbed, the monitored gas concentration and the pathlength. While the
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actual light absorbance for a particular component is dependent on the actual
number of component molecules in the light path, it is of no consequence to the
machine if this concentration of molecules is very high over a short path (e.g.,
calibration bench) or rather low over a long path (e.g., actual measurement
path).

The relation employed in span calibration is equation 33:

L ⋅ C = Lc ⋅ Cc

(33)

Where L is the monitoring pathlength (m), C is the upper range concentration
limit (ppb), Lc is the length of the calibration cell (m) and Cc is the calibration gas
concentration(ppb). Ideally, the actual path limiting concentration and length
are used to determine the concentration of the calibration gas you expect to see
on the bench. By varying either Lc or Cc several points on the calibration curve
were obtained. Other advantages of this method included no required dilution
and no zero air supply requirement. The entire calibration was performed with
one standardized gas concentration. NIST traceable gas concentrations were
used when available. When NIST traceable gases were not available, the most
accurate standard available was used. The full calibration methodology can be
found in Appendix B.
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3.2.2 Meteorological Instruments at Gandy South
The anemometer utilized was an RM Young model 05305. Wind speed was
recorded in m sec-1, direction in degrees from N. The minimum wind speed
detected by the instrument was 0.5 m sec-1. The directional channels allowed
for analog output from 0 - 355 degrees from north, with five degrees left open.
Uncertainty for the wind speed was ± 0.2 m sec-1 and for wind direction was ±3
degrees. Height of the anemometer was 4.6 m. Instances where encountered
where the wind instrument would maximum wind speed and would output a
direction of 359.9 degrees. While the cause of this error was never determined,
it was intermittent and these data were neither reported nor analyzed.

The temperature and relative humidity probes utilized were a RM Young model
41372.

The measurement parameters for this instrument included a

temperature range from -50 to 50°C. Temperature accuracy was ±0.3°C. The
relative humidity range was 0-100%. Humidity accuracy was ±4%. This
instrument did not experience the same odd electrical surges as the wind
instrument. Height of this probe was 4.78 m.

3.2.3 Gandy North Instrumentation
3.2.3.1 USEPA NO and NO2 Instruments
USEPA gathered real-time NO and NO2 data at the Gandy North monitoring
location during May 2002. These data were obtained using a Model 81800
photolytic converter (ThermoOriel, Stratford, CT) combined with two Thermo76

Environmental Instruments Model 42C chemiluminescent NO monitors. The
method involved pairing one chemiluminescent NO monitor with the photolytic
converter. The photolytic converter obtained a value for NO + f*NO2, where f*
is the fraction of NO2 converted. The difference between the chemiluminescent
NO measurement and the NO + f*NO2 measurement was the reported NO2.
The other chemiluminescent NO monitor was for NO readings (Kronmiller and
McClenny 2004). Data were accumulated in 1 min averages in a separate data
acquisition system.

Calibration for the Gandy North NO monitors was performed at the beginning
of the study period. Zero and span checks were performed daily using NIST
traceable Standard Reference Material (SRM). A compressed gas standard of
NO2 was used to check the photolytic converter efficiency daily.

3.2.3.2 EPCHC Ambient O3
Ambient O3 measurements were obtained at Gandy North by EPCHC. The
instrument used was a Thermo-Environmental Instruments Model 49C UV
photometric O3 analyzer. This is an automated equivalent method to EQOA0880-047. Scaled instrument range was 0-500 ppb, with 1 ppb resolution. Data
were reported as 1 minute averages. Zero and span checks were performed
nightly with span and precision accuracy checked every two weeks. Multi-point
calibration was performed on the instrument quarterly.
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3.2.4 Gandy West Instrumentation
On the western end of the Gandy Bridge, NOAA Environmental Technology
Laboratory operated a suite of meteorological instruments as a part of the
BRACE study. The location was 7 km north of St. Petersburg, FL, and was 7
km west of the Gandy North and South sites.

3.2.4.1 Incoming Solar Radiation
A LI-200 manufactured by LI-COR, Inc. pyranometer was installed to obtain
incoming solar radiation. The solar radiation was measured using a silicon
photovoltaic sensor mounted in a cosine- corrected head. Range for the
instrument was 400 - 1100 nm. Calibration was performed against an Eppley
precision spectral pyranometer. While the absolute error was ±5%, typical error
was about ±3%.

During the campaign there were difficulties installing a pyranometer at Gandy
South due to grounding issues.

The instrument would connect to the

datalogger and work perfectly for random periods of time, and then the data
output would register as a spike to the maximum output voltage. This issue was
not able to be resolved with the Gandy South datalogger and system and
ultimately the instrument was installed at Gandy North. This resulted in about
two weeks of valid solar radiation data. Because of the incompleteness of the
data set a correlative method was required to determine the incoming solar
radiation at Gandy based on measurements nearby. An excellent correlation
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between these UV measurements and solar radiation measurements taken ~7
km west, near St. Petersburg, FL, was found. Since solar radiation values were
available for all hours of the study, they were used to correct jNO2 for cloud
cover. These correlations are shown in Chapter 4.

3.2.4.2 Virtual Temperature Profiles
A combination Radio Acoustic Sounding System (RASS) and 915-MHz wind
profilers were employed to measure virtual temperature profiles to about 1.5 km
about ground level. Height of profiles was affected by weather conditions. The
wind profiler’s radial components were two oblique antennas with at 15° off
zenith tilt and one vertical antenna. Four RASS acoustic sources surrounded
the profile antennas. The profiler operated in two vertical resolution modes, 60
and 100 m. Sampling for each profiler radial was in succession for about 60 s,
which provided eight individual profiles hourly for each radial component. The
RASS employed Doppler radar to measure refractive index perturbation speeds,
which were induced by acoustic waves ascending at the local speed of sound.
The local speed of sound is proportional to the square root of the virtual
temperature.
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3.3 Data Collection
Data Collection began May 1, 2002, and was completed on May 31, 2002. This
investigation was conducted as part of the Bay Regional Atmospheric Chemistry
Experiment (BRACE).

All data collected at the site were recorded via a National Instruments PCI DAQ6033e card using differential analog inputs.

Card resolution (16-bit) was

scalable to the input device voltage range. Devices were either 0-1 volt or 0-5
volts output. Data logging (written once per measurement cycle) was done on
a Gateway pentium II 266 Mhz computer running National Instruments Labview
6i. The Labview program was a modified version of the included datalogger vi
(where vis are programs and sub programs written to run in the Labview
environment). Data was logged once each 211 second measurement cycle, as
dictated by the DOAS.

For each measurement cycle, the current data was also written to a separate
file on the local PC. The data file was then automatically uploaded to the
University of South Florida (USF) UNIX computing environment via dial-up
internet connection and standard file transfer protocol (FTP).

The FTP

transferred data record was then appended to a running data logger on the
University of South Florida College of Engineering Unix cluster, as well as
displayed on the web page designed for the Gandy South data presentation.
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All data was displayed real-time on the web page, with up-to-date 24 hr trend
charts for each parameter.

3.4 Data Quality Control and Assurance Criteria
After data were collected they had to be examined as part of a quality control
and assurance protocol.

All DOAS data was examined and data points

collected when there was a zero light condition were removed. Only the NO
had significant data periods without enough light for the DOAS to report a valid
reading. The next level involved deviations reported by the DOAS for each
reading. Every DOAS reading is reported as a concentration (in ppb) and a
deviation (in ppb). For every reading, the deviation was compared to the
concentration reported. The reported concentration was required to be at least
two times the reported deviation. For conditions where there was sufficient light
yet the deviation was near to the reported concentration, it was assumed that
the reading was below the detection level of the machine. Since these readings
were generally on the range below one ppb, these values were treated as
conditions where the pollutant was not in the DOAS path.

Examination of ambient data revealed a definite correlation between wind
patterns and relative concentrations between the north and south NO2 monitors.
Figure 12 shows that as the wind angle changed from north to south, the
influence of the road is seen at both monitors. The minimum is not exactly at
180° because Gandy Boulevard does not run exactly east-west.
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Figure 12. Upwind Minus Downwind NO and NO2 Concentrations as
a Function of Wind Direction. Downwind concentrations were
determined by subtracting the upwind concentrations from the
measurement.

3.5 Traffic Volume Data
TEI Engineers and Planners Inc. collected traffic information. Traffic counts
were reported in 15 minute intervals and included directional speeds and the
vehicle class by lane. Due to an unforseen issue with maximum memory in
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their machines, the contractor for the traffic counts only gathered six full days
and four partial days of data in May 2002.
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4.0 Investigation of Measured and CALINE4 Modeled Results
CALINE4 superimposes the O3 and NOX reaction model over a dispersion
process. This chapter shows a comparison of the predicted NOX concentrations
from CALINE4 with the measured concentrations taken during the May 2002
measurement campaign. The measurement instrumentation described in the
previous chapter were used to obtain the model inputs. As previously described,
CALINE4 predicts hourly concentrations and requires hourly inputs. Hourly
averages were taken of each required input measurement and used to run the
CALINE4 model.

The entire data set was computed based on hours where each of the required
inputs had an hourly average available. Then, only wind directions which were
clearly upwind were examined. This corresponded to wind directions from 26060. This reduced the line source model’s sensitivity to wind direction during
shifts when the wind direction was parallel to the roadway (Benson 1992). This
allowed the best simulations to be used to test the model’s chemical reaction
algorithm.
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Figure 12 shows the difference between the up and down wind roadside NO2
and NO concentrations, respectively, as a function of wind angle. Wind angles
examined were 260-60°, 10° from the roadway angle in either direction.

4.1 Model Inputs
The model inputs are listed in table 5, along with the values chosen for each.
There is also a list of the reported overall model sensitivity to some inputs.

4.1.1 Values for Model Inputs Used in Model Runs
Table 5. CALINE4 Inputs. Inputs were defined in the CALINE4 User’s manual (Benson 1989).
Appendix G lists the inputs if the original data was processed from raw form before being input
into CALINE4.
Input

Value

Units

Z0, Aerodynamic
roughness

3

cm

Molecular wt.

46

Atomic
mass units

VS

0

cm sec-1

Typically, the model is run with this
parameter set to zero to predict
worst-case concentrations. Model
was calibrated to this data set with VS
at 0. All receptors are relatively close
to the roadway so the effect of VS is
minimized.

Vd

0

cm sec-1

Typically, the model is run with this
parameter set to zero to predict
worst-case concentrations. Model
was calibrated to this data set with Vd
at 0. All receptors are relatively close
to the roadway so the effect of Vd is
minimized.

Altitude

0

m

Altitude above sea level.

0.5

m

Roadway height based on informal
site survey.

Roadway height
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Notes
Based on cut grass value (Seinfield
and Pandis 1998).
Molecular weight of NO2.

Table 5. (Continued)
Input

Value

Units

Notes

30

m

Based on actual road width, including
median.

variable,
based on
data

vph

0.86

g v-mi-1

Wind bearing

Variable,
based on
data

deg

Gandy South measurement, hourly
average.

Wind speed

Variable,
based on
data

m sec-1

Gandy South measurement, hourly
average.

Atmospheric
stability class

Variable,
based on
data

A=1, G=7

Mixing height

Variable,
based on
data

m

Calculated from Gandy West hourly
sounding information.

Wind direction
variability

30

deg

Fixed value based on model defaults
(Benson 1989).

Temperature

Variable,
based on
data

°C

Gandy South measurement.

Ambient NO

Variable,
based on
data

ppm

Gandy North measurement, hourly
average.

Ambient NO2

Variable,
based on
data

ppm

Gandy North measurement, hourly
average.

Ambient O3

Variable,
based on
data

ppm

Gandy North measurement, hourly
average.

jNO2

0-0.01

sec-1

As determined by TUV model. Not
actually a user model input, was
changed in hard coding

K r,

0.006

sec-1

Reverse reaction rate

Roadway width
Vehicles per hour

Emission factor
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Actual hourly values.

Optimized for this data set, see
below.

Numeric input to model.

4.2 Model Sensitivity
CALINE4 documentation provides the model’s sensitivity to many inputs
including emission factor, traffic volume, wind speed, stability class, wind angle,
wind direction, receptor distance, surface roughness, deposition velocity,
settling velocity, highway length, highway width, source height, median width
and mixing height. The sensitivity of the model to these inputs is summarized
below. It is important to note that these sensitivities were reported in the
documentation were determined using CO receptor concentrations. The model
also has a user input mode that can be specified as nonreactive (Benson 1989).

Table 6, below, is the model’s general sensitivity to various inputs as reported
by Benson (1992, 1989).
Table 6. CALINE4 Inputs and Sensitivities as Reported in the Documentation (Benson 1989).
Input

Sensitivity

Notes

Emission factor

Directly proportional

Wind angle and speed can affect final
concentrations

Traffic volume

Directly proportional

Wind angle and speed can affect final
concentrations

Wind speed

Inversely proportional

Greater influence of thermal and mechanical
turbulence

Stability class

Little dependence

Mixing zone concentrations are independent of
atmospheric parameters. Sigma-theta (wind
direction variability) is directly input by the user
and the Gaussian curves beyond the mixing
zone employ this instead. Important for vertical
dispersion outside of mixing zone.

Wind angle

The model does not
perform well for parallel
winds

This is the angle of the wind relative to the
roadway. A smooth buildup of pollutants within
the mixing zone is predicted at ground
level/perpendicular wind conditions
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Table 6. (Continued)
Input

Sensitivity

Notes

Wind direction

Not sensitive to
crosswind positions.
For parallel winds,
inversely proportional

Wind direction variability is defined by sigmatheta. Stability class is not used in horizontal
dispersion calculations.

Receptor distance

Higher receptors
predict lower
concentrations at the
same distance.

High directional variability, the peak wind angle
will change from 0° to more oblique angles,
which is an indicator of model instability for this
condition.

Surface
roughness

Relatively insensitive

This is especially true near the roadway.
Mixing zone turbulence is dominated by
mechanical and thermal means.

Deposition
velocity

Higher deposition
velocities lessen the
impact of further
roadway elements

High deposition velocities can lower parallel
wind condition predictions, also.

Settling velocity

Lower settling velocities
can increase distant
receptor concentrations

Model can be used to set the settling velocity
to a particular value and the deposition velocity
to zero to predict elevated ground
concentrations, if the situation is appropriate

Roadway length

Greater distance from
link beginning to
receptor increases
concentrations

Longer links, more emissions, greater
contribution. This effect will decrease as
directional variability increases.

Roadway height

Elevated roadways will
decrease receptor
concentrations.

Model response to roadway height is very
complex.

Roadway width

Inversely proportional

The greater the roadway area, the greater the
residence time within the mixing zone.

Median width

Can increase
concentrations when
the median is large and
not accounted for

The median area becomes part of the mixing
zone when not explicitly defined.

Mixing height

Only significant for
parallel winds and
extremely low values.
Sensitivity increases for
unstable atmospheres.

Best used for studying special case nocturnal
inversion conditions.
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4.3 Model Conditions
4.3.1 Photolytic Rate Constant
Hourly values for the photolytic rate constant, jNO2, were obtained for a given
hour using the Tropospheric Ultraviolet & Visible Radiation (TUV) Model
(Madronich et al. 2002) and corrections for cloud cover. A screen view of the
TUV model can be found in Appendix F. This model was developed (and is
maintained by) the Atmospheric Chemistry Division of the National Center for
Atmospheric Research in Boulder, CO.

Inputs to the model include latitude, longitude, time, date, O3 column, surface
albedo, elevation, and measurement altitude. The input values with units and
a short rationale are listed in table 7, below. The output is the molecular
photolysis frequency, jNO2, in s-1.

Table 7. TUV Model Inputs.
Parameter

Value

Units

Reasoning

Latitude

27.89

Deg

Location of Gandy North

Longitude

-82.53

Deg

Location of Gandy North

Time

Each hour

hh:mm:ss, GMT

Different photolysis frequencies
were required for different times of
the day due to solar angle, see
below.

Date

0205115

YYMMDD

The incidence angle of the sun
changes daily. Mid-month was
chosen as an average value
(05/15/02), see below.

O3 Column

300

du

NASA total O3 mapping
spectrometer (TOMS) data
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Table 7. (Continued)
Parameter

Value

Units

Reasoning

0.1

Unitless

Factor to account for reflectivity at
the surface of the earth

Elevation

0

km

Gandy North elevation was nearly
sea level.

Measurement
Elevation

0

km

Gandy North elevation was nearly
sea level.

Surface albedo

A surface albedo of 0.1 was applied. Bare ground surface albedo numbers are
given in the range of 0.1-0.2. These are typical values for bare ground and
represent the reflectivity, from 0 to 1, of the surface. Data from NASA’s total
O3 mapping spectrometer (TOMS) database indicated that for Tampa, FL, an
O3 column of 300 du is appropriate.

The TUV model was run for May 1, 2002, and May 31, 2002. It was found that
average values for each hour of those dates showed no significant difference
from the values determined when the model was run for May 15, 2002. Data
from May 15 was used.

The hourly values of jNO2 from the TUV model were corrected for cloud cover
using the method of Finlayson-Pitts and Pitts (2001) via scaling the UV radiation
to clear sky values. UV radiation measurements at Gandy were only available
for part of the study period. There was, however, excellent correlation between
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these UV measurements (shown in figure 13) and the solar radiation
measurements taken at Gandy West.

Since the solar radiation values were available for all hours of the study, and UV
radiation measurements were only available limited hours, these values were
used to correct jNO2 for cloud cover.

4.3.2 Receptor Placement for Open Path Measurements
The DOAS is an open path measurement instrument that provides the time
integrated average concentration over its’ pathlength for the measurement
period. Because CALINE4 is a source/receptor model, the open path of the
DOAS had to be modeled as two discrete receptor points within CALINE4. A
receptor was placed at each end of the measurement path (the emitter and the
receiver) and these concentrations were then subsequently averaged to
approximate a path concentration. The DOAS path was parallel to the road,
and CALINE4 calculated concentrations at the two receptors were in good
agreement, showing an average difference of less than six percent.

4.3.3 Stability Class and Mixing Height
The model requires Pasquill stability class and mixing height as inputs. Solar
radiation and wind speed measurements were used to determine stability class,
applying the table provided by Turner (Seinfield and Pandis 1998). Hourly
mixing heights were estimated from measured changes in temperature with
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altitude at the Gandy West site, and assumed to be the height of the lowest
inversion.
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Figure 13. Gandy West Solar - Gandy North UV Correlation. The correlation
between UV measurements at Gandy North and solar radiation measurements
taken by NOAA at Gandy West.

4.3.4 Model Correction
The June 1989 (Benson 1989) version of the CALINE4 model did not include
programming for initial NOX calculations for stability class 1. This was assumed
to be an error and was corrected. Further details and the code modification can
be found in Appendix E.

4.3.5 NOX Emission Factor
The NOX emission factor is an important input to the model, as it directly affects
the resultant modeled concentrations. Typically, an emissions model such as
MOBILE6 is used to determine a composite emission factor (USEPA 2003).
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However, this would require fleet information that is not available from the traffic
counts obtained and would have to be estimated or assumed. Even with
detailed fleet information and analysis, such as was done by Pierson et al.
(1996), emission factor predictions may only be within 50% of observed values.

Because the focus of this study was the examination of the NO/NO2 kinetics, it
was desirable to minimize the emission factor uncertainty in the conclusions.
Therefore, the following strategy was used to estimate an emission factor.
CALINE4 was applied treating NOX (NO + NO2) as a conserved species. Then,
the emission factor was obtained by minimizing the sum of the squares of the
differences between observed and calculated NOX concentrations. By treating
NOX as a conserved species the chemical reaction submodel was not required
and only the dispersive part of the model was used. NO2 concentrations were
then calculated using the reactive part of the model and this emission factor.

4.4 Results and NO Conversion Bias in CALINE4 Model Calculated
Concentrations

Model calculations were assessed using the mean square relative deviation
(MSRD) and the fractional bias (FB). MSRD is defined as:

1  2(Ccalc − Cobs ) 
MSRD = ∑ 

n i =1  Ccalc + Cobs 
n
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2

(34)

Where n is the number of observations, Ccalc is the concentration of either NOX
or NO2 obtained from the model, and Cobs is the measured value of either NOX
or NO2.

Fractional bias (FB) is defined by Kukkonen et al. (2001) as:
_
 _

2(Ccalc − C obs ) 

FB =
_
 _

(
C
+
C
obs ) 
 calc

(35)

Where the overbar indicates an average value over all hourly concentrations.
The method for determining the optimum emission factor was to locate the
value where the NOX MSRD was minimized.

Figure 14 shows the MSRD and the FB in NOX concentrations as a function of
emission factor. The emission factor is expressed in moles of NO+NO2 per
vehicle mile. The crosses in figure 14 represent average deviations based on
all data points (day and night) and indicate an optimum emission factor of 0.028
mol mi-1. Because the reaction in equation 40 is photolytic, the reaction kinetics
of NO/NO2 will vary with the level of sunlight. The present NOX measurement
fits were unaffected by chemical reactions, but it was important to determine if
model artifacts were introduced by the single value emission factor assumption
that might skew results for NO2 discussed later. Figure 14 shows both MSRD
and FB, respectively, plotted separately for daytime and nighttime hours.
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Figure 14. Factional Bias (top) and Mean Square Relative Deviation (bottom) as
Functions of Emission Factor for Conserved NOX. Open circles indicate daytime
hours, filled circles are for nighttime measurements, and crosses are based on
all day (day plus night) data.

Nighttime hours were assumed to be those where the photolytic rate constant,
jNO2, was zero.

Figure 14 (bottom) indicates the daylight optimum emission factor (~0.026 mol
mi-1) shows a 14% difference from the optimum nighttime emission factor
(~0.030 mols mi-1). Figure 14 (top) indicates that the overall fractional bias
passes through zero close to the global optimum of 0.028 mols mi-1, being
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slightly positive for daytime at this point and biased slightly negative for night.
Table 8 provides numerical values for both the FB and root mean square
relative deviation (MSRD)½. Computations from this point are based on a NOX
emission factor of 0.028 mol mi-1, realizing that this is a compromise between
the ideal daytime and the ideal nighttime values.

Table 8. Fractional Bias and Root Mean Square Relative Deviation for Different CALINE4
Cases.
Species

Reactions

Fractional Bias

RMS Relative Deviation

Day

Night

All

Day

Night

All

NOX

no

0.06

-0.02

0.02

0.26

0.32

0.29

NO2

yes

-0.16

-0.17

-0.17

0.29

0.33

0.31

Figure 15 (top) is a scatter plot of calculated versus measured NOX
concentrations. This figure reinforces the observation that no large biases exist
between measured and modeled concentrations. Within figure 15 the solid line
represents the 1-1 line, or perfect agreement. The dashed lines represent the
“factor of two” relationship for the plots. That is, the points under the upper
dashed line are less than twice the measured values, and the modeled points
that fall above the lower dashed line (but under the 1-1 line) are within half of
the measured value. Overall, the CALINE4 model’s predictions are not outside
of the acceptable range.
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Figure 15. Calculated Versus Measured Concentrations at Optimum Emission
Factor. The optimum emission factor was 0.028 mols NOX mi-1 for NOX (top) and
NO2 (bottom). Open diamonds are for nighttime conditions and filled diamonds
are for daytime conditions. Solid line represents 1-1 and the dashed lines
represent the factor of two envelope.

The next step was to apply the optimum emission factor found from NOX model runs
to the calculation of NO2. CALINE4 assumes tailpipe NOX emissions are a mass
basis of 92.5% NO and 7.5% NO2. This assumption is retained to obtain an
emission factor of 0.86 gr mi-1 from the overall (NO + NO2) emission factor of 0.028
mol mi-1. The calculated emission factor was then used in CALINE4 to calculate
NO2 concentrations and those calculated values were compared to measured NO2
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concentrations.

While there is no visible bias in the NOX calculated versus

measured values (figure 15, top), the majority of the points for the NO2 measured
versus calculated values plot (figure 15, bottom) lie below the 1-1 line, indicating a
negative bias between the measured and calculated values.

Referring back to table 8 for fractional biases and root mean square relative
deviations, the root mean square relative deviations indicate that the NO2
concentrations are represented similar to the NOX case. However, there is a strong
negative bias, -17% with NO2 compared to +2% for NOX, between calculated and
measured NO2 concentrations. This indicates that the model under-predicts NO2
concentration values. Figure 16, which is a comparison of measured and calculated
conversion of NO, shows the bias more clearly. For this figure, conversion is
defined as the fraction of emitted NO that reacts to form NO2, calculated as shown
in equation 36.

X NO =

∆NO2
0.05
−
(0.95NOx ) 0.95

(36)

There is a bias shown for NO2 concentrations for both daytime and nighttime
conditions, suggesting that the under-prediction cannot be entirely explained by the
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Figure 16. Calculated Versus Measured NO Conversion. Solid line
is 1-1. Points that lie below the 1-1 line indicate that the calculated
conversion is less than the measured conversion rate.

deficiencies in the photolytic part of the reaction sequence. Chapter 5 investigates
the possible causes of this bias and proposes a method to correct the bias.
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5.0 Discussion
5.1 Validity of Calculated Emission Factor
The emission factor obtained as described in Chapter 4 cannot be a cause of the
bias seen between calculated and measured NO2 concentration , however, the value
should be examined to determine if it is reasonable. Tunnel studies that have been
used to compute emission factors empirically show wide variations. If an average
fuel consumption of 0.12 l km-1 and a fuel density of 0.74 kg l-1 (McGaughey et al.
2004) is assumed, the emission factor calculated here (0.86 g mi-1, 4.5 gl-1 or 6.0 g
kg-1) is on the lower end of the range reported for pre-1996 studies (Sawyer et al.
2000). However, if the results of Pierson et al. (1996) for the same percentages of
heavy duty vehicles results in a NOX emission factors of 0.77 and 0.91 g mi-1,
respectively, for the Fort McHenry (Baltimore) and Tuscadora Mountain
(Pennsylvania) tunnels. These emission factors bracket the results found here. The
more recent Washburn tunnel study (McGaughey et al. 2004) emission factor can
also be corrected for the same percentage of heavy duty traffic and becomes 10.2
g kg-1, or about 50% higher than the value obtained here. Emission factors from
tunnel studies are more likely to be a better representation of real vehicle fleets than
calculated numbers, like done here, that fit numbers to an unconfined domain.
However, the emission factor found here is reasonably consistent with tunnel
studies.
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5.2 Explanation of NO2 Bias
Many different possibilities were explored in determining what could be influencing
the NO2 bias including improper mixing effects in the model, the rate constant k3, the
NO/NOX ratio assumed within the model, the artifacts of using hourly averages, the
averaging uncertainty, and the kinetic mechanism within CALINE4.

5.2.1 Validity of Mixing Effects as Explanation for NO2 Bias
The bias observed cannot be explained by mixing effects. Keyes et al. (1981)
reported NO conversion to NO2 by O3 was primarily limited by plume mixing.
However, CALINE4 assumes fully mixed conditions between emitted and ambient
gases before dispersion occurs. If mixing effects were the cause of the bias, the
result would be overprediction of NO2 concentrations, not a negative bias, as shown
here.

5.2.2 Validity of Rate Constant k3 as Explanation for NO2 Bias
CALINE4's ability to model the dispersion of NOX was quite good with 38 of the 40
points falling within the factor-of-two lines. As previously stated, and indicated by
figure 16, CALINE4 underpredicts NO2 concentrations (NO conversion). If the rate
constant k3, from equation 9, is increased by a factor of two these biases can be
removed.
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Moonen et al. (1998) performed an experiment to confirm the applicability of the
reaction rate constant for NO + O3 (k3) can be described by the Arrhenius equation,
shown in equation 37.

k (T ) = A ⋅ e ( − Ea / RT )

(37)

Where A= 2.0 x 10-12 cm3 molecule -1 sec-1 and Ea/R is 1400 ±200 K. Moonen et al.
(1998) give the uncertainty at 298 K at ±20%. In this work, five historical studies
were examined, and one unique study performed to examine the hypothesis. Four
of the historical studies chosen were performed in about 1 m long fast flow reactors.
One study examined the reaction using a 220 m3 batch reactor (zero flow).
Detection methods for reactants and pollutants included chemiluminescence,
induced fluorescence and quadruple mass spectrometers. The total pressures for
each system were very low and helium was used as the carrier gas for all reactants.
Pseudo-first-order kinetics were created by using a 50-fold excess of NO over O3,
except one study which used O3 over NO. Temperatures and concentrations varied
widely, and the uncertainty for each individual study varied from ±10% to ±20%.

Moonen and coworkers’ (1998) study was different from the other five because it
used “zero air” as a carrier gas. Also, initial NO and O3 concentrations were similar,
instead of forcing a pseudo-first-order condition. Second order reaction kinetics
were assumed in analysis. The analysis of six studies by Moonen et al. (1998)
indicated that the uncertainty in this rate constant at 298 K is less than 10%. This
uncertainty is too small to explain the observed bias.
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5.2.3 Validity of NO/NOX Ratio within Model as Source of NO2 Bias
Another possible source of the bias could be the assumed NO/NOX emissions ratio
(92.5%) within the model. Harrison and Shi (1996) measured NO/NOX ratios in the
Queensway Tunnel on October 31, 1992, January 26, 1993, and February 11, 1993.
Vehicles flow about 20-45 vehicles minute-1 in both directions. About 5% of vehicles
were diesel powered. A chemiluminescent monitor was employed to monitor NO
and NO2 concentrations. The three sampling days resulted in NO2/NOX ratios of 6.3
to 8.1%. When the background NO2 was subtracted from measured mixing ratios
the NO2/NOx were 3-5.5%, 4-6% and 5-7.5% on each day, respectively. The
resulting NO/NOX ratios can be extended to be 94.5-97%, 94-96%, and 92.5-95%,
respectively. Pierson et al. (1995) examined many vehicular emissions, including
NO/NOX. The research was conducted in two tunnels, the Ft. McHenry Tunnel and
the Tuscarora Mountain Tunnel, both in 1992. The researchers concluded that
nearly all of the emitted NOX was NO, with ratios ranging from about 93% to about
97%. Both studies suggest that a NO/NOX ratio on the order of 92.5% is a
reasonable value and that the value of 78% that would be needed to explain the bias
here would not be reasonable.
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5.2.4 Validity of Effects of Hourly Averaging as Source of NO2 Bias
The effects of using hourly-averaged data were also examined. This was pursued
when it was realized that measured input uncertainties were much smaller than the
uncertainty introduced through averaging. The analysis of averaging input variables
on the model’s calculated NO2 concentrations was performed using the following
propagation of error formula to estimate averaging error:
2

∆C NO2

 δC NO2 
2
= ∑
 ( ∆x i )
i  δxi 

(38)

where ∆CNO2 is the uncertainty of the model-calculated NO2 concentration due to the
averaging of input parameters, xi. The quantity ∆xi is the standard deviation of the
input parameter xi during the averaging period (one hour). Partial derivatives
required in equation 38 were obtained through a series of model calculations, each
with a small perturbation in one of the input parameters.

Input parameters

evaluated as xi included wind speed, wind direction, temperature, stability class,
mixing height, photolytic rate constant, and background concentrations of NO, NO2
and O3.

The uncertainties calculated for ∆CNO2 as a result of input parameter averaging are
reported in table 9.
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Table 9. Uncertainty in Calculated NO2 Concentrations Due to Averaging of the Input
Parameters. Uncertainty is expressed as an average percent of the calculated NO2
concentration.
Input Parameter xi
Averaging Uncertainty in xi
% Uncertainty in CNO2
Wind Speed
1.4 m/s
29.0
Wind Direction
30 degrees
14.3
Temperature
0.3 oC
0.3
Stability Class
1
4.1
Mixing Height
45 m
0
Photolytic Rate Constant
0.001
1.4
Ambient O3 Concentration
4 ppb
10.0
Ambient NO Concentration
0.8 ppb
9.4
Ambient NO2 Concentration
2 ppb
1.5

Input parameters that have small effects on the calculated NO2 concentration are
stability class, photolytic rate constant, mixing height, temperature, and background
NO2 concentrations. However, wind speed, wind direction, and background O3 and
NO levels have larger effects, with the greatest sensitivity being to wind speed and
direction.

5.2.5 Determination that Model Accuracy was within the Averaging Uncertainty
The next step was to determine if the model was accurate within the determined
uncertainty. This was achieved through the comparison of two quantities, the
absolute difference between observed and calculated NO2 concentration |Cobs-Ccalc|
and the uncertainty in Ccalc due to the averaging, given by ∆CNO2 in equation 38. A
negative residual |Cobs-Ccalc| - ∆CNO2 implies that the model is accurate within the
input parameter uncertainties. The residual is negative for 58% of the data.
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These residuals also correlate with O3, as shown in figure 17. Residuals that fall
below the x axis are negative and indicate that the measurements and model agree
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Figure 17. Residuals Between Differences in Calculated and Observed NO2
Concentrations and Uncertainty in Calculated NO2 Concentration Due to
Averaging as a Function of O3 Concentration. Solid line represents best fit. R2
value is 0.412.

within the averaging uncertainty.

Note that the figure shows that the model

becomes more accurate as the O3 concentration increases and has its lowest
accuracy a low O3 levels. Graphic representation of the correlations for other
parameters are shown in Appendix H. The correlation with O3 alone suggests the
simple kinetic mechanism within the model produces the observed bias, however,
the other parameters that correlate (the photolytic rate constant, jNO2; temperature,
and ambient NO2) only further point to the reaction mechanism as the source.
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Table 10. Correlations for Input Parameters with Residuals. Residuals are
defined as the calculated minus the observed NO2. jNO2 is the photolytic reaction
rate and therefore is not relevant for nighttime measurements.
jNO2

All R2
N/A for Night

Day R2
0.612

O3

0.418

0.553

Temperature

0.355

0.416

NO2 Ambient

0.257

0.303

Vehicles Hour-1

0.217

0.404

Wind Direction

0.167

0.224

Stability Class

0.148

0.124

Wind Speed

0.059

0.125

NO Ambient

0.048

0.140

Mixing Class

0.007

0.029

Variable

The temperature would directly affect the reaction rate, as would the initial NO2
concentration. The vehicles per hour parameter also provides a greater emission
factor, increasing the reactive species available and boosting reaction rate.

It is

interesting to note that the top five correlating parameters relate to the kinetic
mechanism while the bottom five relate more to the dispersive processes.

Figure 18 displays the ratio of calculated to observed NO versus O3 concentration.
For this, NO conversion is defined as the fraction of emitted NO that is converted to
NO2. For daylight hours, the calculated concentrations are in better agreement with
higher O3 values.

This correlation is not shown for nighttime hours possibly

suggesting that a different kinetic mechanism dominates at night.
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Figure 18. Ratio of Calculated to Observed Conversion of NO2 as a Function of
O3 Concentration. Open squares are at night and filled diamonds are for daylight
hours. The correlation coefficient applies to the daylight data only.

5.2.6 Validity of the Kinetic Mechanism as Source for NO Conversion Bias
The analysis so far point to the CALINE4 kinetic mechanism, equations 34-36, as the
most likely cause of the observed bias between calculated NO2 concentrations and
measured NO2 concentrations. The likely source of the bias is that there are
chemical reactions in addition to those shown in equations 29 - 31. In particular,
hydroperoxy (HO2) and alkyperoxy (ROX) free radicals are known (Finlayson-Pitts
and Pitts 2001) to be oxidizing agents for NO as shown in reactions 14 and 16.

If the rate equation for NO from equations 7 and 9, shown below,

dNO
= j NO 2 − k 3 [O3 ][ NO]
dt
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(39)

is extended to include reactions 14 and 15 it becomes:

dNO
= j NO 2 [ NO2 ] − k 3 [O3 ][ NO] − k14 [ RO2 ][ NO] − k16 [ HO2 ][ NO]
dt

(40)

The additional terms containing k14 and k16 serve to enhance the conversion of NO
beyond the original CALINE4 model.

There is some evidence that there were HO2 radicals present at the Gandy site
during the monitoring period. In the absence of these oxidants, daylight hour steadystate is quickly formed between NO, NO2, and O3. During steady-state conditions,
the concentrations of these species can be related to each other using the Leighton
(1961) relationship:

φ=

j NO2 [ NO2 ]
k 3 [ NO][O3 ]

=1

(41)

where subscripts on rate constants refer to equations in this document. In urban
areas where NOX levels are high the Leighton relationship has been confirmed
(Carpenter et al. 1998), because relatively high levels of NO tend to suppress the
formation of other oxidants of NO (Ridley et al. 1992). Due to the presence of
oxidants besides O3, non-urban areas have shown that (Parrish et al. 1986) N
typically exceeds a value of one, and can have values as high as 5.7 (Mannschreck
et al. 2004). If both HO2 and RO2 are present, it can be shown (as in Carpenter et
al. 1998) that:

φ = 1+

k11 [ HO2 ] k 9 [ RO2 ]
+
k 3 [O3 ]
k 3 [O3 ]
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(42)

and suggest that N>1 for this case. Note, equation 42 can also be obtained from
equation 41 by setting dNO/dt = 0. Figure 19 shows a plot of jNO2[NO2] versus
k3[NO][O3] using background monitor daytime concentrations at the Gandy North
site. The solid line represents N=1. While this plot does not identify what other
oxidants were present at the Gandy North side, it suggests that additional oxidants
were, indeed, present. If it is assumed that the additional oxidants present were
HO2 and RO2, the concentrations were sufficient to enhance the NO transformation
rate by a factor of two.

However, it would be required that these oxidants

regenerate themselves or they would be depleted quickly.

This explanation cannot be used to explain enhanced nighttime concentrations of
NO because jNO2 becomes zero at night. Some reactions in the rate equations
shown are photolytic so they do not occur at night, and the net effect is that the
concentration of hydroxyl radical and RO2 is very low during this time. It has been
suggested by Platt et al. (1990) that the NO3 can react with olefins to form peroxy
radicals during nighttime hours. It is also suggested that the presence of dimethyl
sulphide near coastal sites creates another pathway (NO3 reaction) that will form
RO2 radicals.

At this point not enough is known to examine the nighttime mechanism pathways
to improve them within CALINE4. Therefore, this work focuses on the daytime
chemistry.
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Figure 19. Daylight Background Monitor Photostaionary State Relationship
Suggested by Equation 42. Solid line represents φ=1.

5.3 Model Improvement
It has been shown so far that the CALINE4 model applied to the roadside
measurements of NO and NO2 obtained during the May 2002 measurement
campaign represents NOX, as a conserved species quite well, but under-predicted
NO2 concentrations. This suggests that the simple kinetics employed in the model
are insufficient, as was explored in the previous section.

The enhanced

transformation of NO can be explained by reactions of NO with other species, such
as peroxy radicals. These radicals are produced from reaction of OH or NO3
radicals with the hydrocarbons present in the atmosphere or the vehicle exhaust.
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This section will outline the suggested improvements to CALINE4’s simplistic kinetic
mechanism. The kinetic mechanism is examined as a manner to remove the
model’s bias and improve prediction. The mechanism examined below is too
complicated for practical implementation in a roadside study such as this work, but
will provide clues and suggest a way to improve CALINE4’s mechanism with a
simple solution that mimics the mechanism used here.

5.3.1 Basic Kinetic Mechanism for NO/NO2
Peter (2005) examined the various reactionary pathways for NOX. The author’s
exploration focused on the free radical reaction pathways. The author set up a
simulation of the generalized NOX mechanism, as shown in Seinfeld (1998), to
determine which reactions were the most important. The author found that some
reactions had little or no probability of occurring and these reactions were not
included in the final mechanism.

5.3.1.1 Entire Basic Kinetic Mechanism
The entire basic kinetic mechanism for NOX and free radicals is complicated and
consists of many steps.

Free radicals considered include peroxide (H2O2),

hydroperoxy radical (HO2), and hydroxyl radicals (OH). Other hydrocarbon species
also contribute to the reactions. A basic reaction sequence is as follows (Seinfeld
and Pandis 1998):
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Table 11. Reactions in Simplified Mechanism with Rate Constants (Adapted from Seinfeld and
Pandis 1998).
Reaction

Rate

NO2 + hν → NO + O (43)

8.0 X 10-3 s-1

O + O2 + M → O3 + M (44)

6.0 X 10-34 cm6 molecule-2 s-1

O3 + NO → NO2 + O2 (45)

1.8 x 10-14 cm3 molecule-1 s-1

RH + OH ⋅ → RO2 ⋅ + H 2 O (46)

23.3 x 10-12 cm3 molecule-1 s-1

HCHO + hν → 2 HO2 ⋅ + CO (47)

2.96 x 10-5 s-1

HCHO + hν → H 2 + CO (48)

4.25 x 10-5 s-1

HCHO + OH ⋅ → HO2 + CO + H 2 O (49)

9.37 x 10-12 cm3 molecule-1 s-1

RCHO + OH ⋅ → RC(O)O2 + H 2 O (50)

15.8 x 10-12 cm3 molecule-1 s-1-1

RO2 ⋅ + NO → NO2 + RO ⋅ (51)

8.9 x 10-12 cm3 molecule

RC(O)O2 ⋅ + NO → NO2 + RO2 ⋅ + CO2 (52)

2.4 x 10-11 cm3 molecule-1 s-1

RO + O2 → R' CHO + HO2 ⋅ (53)

1.9 x 10-15 cm3 molecule-1 s-1

HO2 ⋅ + NO → NO2 + OH ⋅ (54)

8.6 x 10-12 cm3 molecule-1 s-1

O3 + hν → O2 + O( 1 D) (55)

3.65 x 10-5 s-1

O( 1 D) + H 2 O → 2OH ⋅ (56)

2.2 x 10-10 cm3 molecule-1 s-1

OH ⋅ + NO2 + M → HNO3 + M (57)

1.15 x 10-11 cm3 molecule-1 s-1

HO2 ⋅ + HO2 ⋅ → H 2 O2 + O2 (58)

Not used in final mechanism

RO2 ⋅ + HO2 ⋅ → ROOH + O2 (59)

5.6 x 10-12 cm3 molecule-1 s-1

-1
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s-1

Table 11. (Continued)
Reaction

Rate

RC(O)O2 ⋅ + NO2 + M → PAN + M (60)

8.5 x 10-12 cm3 molecule-1 s-1

PAN → RC(O)O2 ⋅ + NO2 (61)

5.2 x 10-4 s-1

HO2 ⋅ + O3 → OH ⋅ +2O2 (62)

2.0 x 10-12 cm3 molecule-1 s-1

The mechanism sequence above is oversimplified with respect to photochemical
smog chemistry, however, the qualitative behavior of the mechanism mimics results
observed in laboratory simulations, atmospheric data, and computer simulations with
more detailed mechanisms (Seinfeld and Pandis 1998).

5.3.2 Mechanism Solution Method and Modification
Peter (2005) examined the basic mechanism in section 5.2.1.1 and determined that
some reactions could be further eliminated by the application of a pseudo-steady
state approximation. What this assumption does is holds a value constant for a
particular iteration in a numerical solution method. This allows the problem to be
simplified enough to allow a numerical methods solution using a first order Euler’s
method, but not so simplified that it loses the ability to model the system. In
addition, the rate constant for equation 53 was computed as an aggregate of four
of the most reactive species of hydrocarbons in vehicle exhaust, using a product of
reactivity and concentration.
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5.3.2.1 Hydrocarbon Reaction Rate (Equation 53)
This process was completed using initial hydrocarbon values of the following
species: ethylene, propylene, toluene, m/p-xylene, and 1-,2-,4-trimethyl benzene
from the literature. These species were selected based on a combination of the
reactivity and the concentration present, as a product, and these species represent
65% of the total specific reactivity of available hydrocarbons (Na et al. 2002).
Reactivity was defined by grams of O3 formed by photochemical reaction in the
atmosphere per gram of organic species emitted (Na et al. 2002). All other
hydrocarbon species were assumed present in quantities not sufficient to change
the mechanism. The research for the initial concentrations included tunnel studies
in Seoul, Korea (Na et al. 2002).
The rate constant for the reaction was obtained using rate constants and weight
percentages.

First, a total mass balance was performed for all hydrocarbon

species, using a basis on 1 g of non-methyl hydrocarbons (NMHC). From this it was
determined the total moles of NMHC was 0.00661 mols. Breakdown of each
species is shown in table 12.
Table 12. Weights and Moles of Hydrocarbons in Vehicle Exhaust (Adapted from Peter 2005).
Computation based on 1 g NMHC.
Species

Wt. In Exhaust (g)

Moles in Exhaust (mol)

Ethylene

0.111

0.003964

Propylene

0.052

0.000895

Toluene

0.108

0.001173

m/p Xylene

0.034

0.0003202

1-,2,-4 Tri-methyl Benzene

0.031

0.000259

0.335

0.00661

Totals
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Using these moles with the rate constants the following overall reaction k was
determined:

k overall = (0.003964 k ethelene + 0.00895k propylene + 0.001173k toluene
+ 0.003202 k m/ pxylene + 0.0002579 k1− ,2 − ,4 − TMB ) / 0.00661

(63)

5.3.2.2 Simplifications of Basic Mechanism
Water and M concentrations were assumed constant and incorporated into the
overall rate constant. From the results of this step, reactions that were not likely to
occur or which had small rate constants were eliminated. One reaction that was
assumed to be of low probability of occurrence was a radical-radical reaction. This
eliminated equations 58 and 59 from the sequence.

Due to the assumed

instantaneous reaction of equation 45 it was combined with equation 44. Peter
(2005) confirmed through simulation that eliminating equation 55 did not significantly
affect the mechanism’s outcome. By corollary (no O1(D) reacting) this eliminated
equation 56.

During the simulation, free radicals were treated as steady state species, as well as
oxygen and O3. Other parts of the mechanism were examined, including the
addition of CO and turning off the termination reactions. None of the modifications
made by Peter resulted in an improvement over simulations of the original CALINE4
mechanism, however, Peter did not examine cases where O3 concentrations were
less than 50 ppb. This is significant because of the correlation shown (figure 17)
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between the residuals in measured and calculated values of NO2 and O3
concentrations lower than 50 ppb.

5.3.3 Examination of Kinetic Mechanism with O3 <50 ppb
While the Peter (2005) mechanism did not initially show improvement to the original
CALINE4 mechanism, it was found during this research that the mechanism
responded when O3 ambient concentrations dropped below 50 ppb The model was
run with the same initial species concentrations, but with some changes to the
mechanism.

5.3.3.1 Initial Species Concentrations
Initial concentrations for the species modeled in the simplified mechanism came
from data collected during the May 2002 measurement campaign, from empirical
assessments, from literature values, and from calculation using pseudo-steady state
relationships. Table 13 shows the species, the initial concentrations, and the
source.
Table 13. Initial Concentrations and Species Used in the Simplified Mechanism.
Species

Concentration (PPB)

Source

NO2

6

Average NO2 Gandy
North/Wind from the north

NO

16

Average NOxKerstinNOxKeith

O3

10 to 50

Measured at Gandy North

HC

4

Pierson et al. (1996)

RO@

0 (No initial concentration required)

Calculated from PSS

OH@

0 0 (No initial concentration required)

Calculated from PSS
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Table 13. (Continued)
Species

Concentration (PPB)

Source

RCOOH@

0 (No initial concentration required) 0

Calculated from PSS

HO2

0.018

Empirical

RO2

0.018

Arbitrarily set to HO2 value

HCHO

4

BRACE

RCHO

4

Arbitrarily set to HCHO value

PAN

0.5

BRACE

5.3.3.2 Changes to Simplified Mechanism Simulation
The simulation as run for this investigation was modified slightly from the Peter
(2005) version.

First, pseudo-steady state species were eliminated until the

simulation model no longer worked, and then that one was added back in.
Therefore, there were fewer species assumed to be at pseudo steady state. Only
OH, RCOO2, and RO were assumed to be pseudo-steady state for the purposes of
this simulation.

5.3.3.3 Simulation Results
The results of the simulation showed that the calculated NO2 conversion rates could
be improved if the basic mechanism was employed for conditions where O3
concentration was less than 50 ppb. The simulation was run both with the original
CALINE4 mechanism and with the modified basic mechanism. Comparison of the
simulated CALINE4 daytime conversion rates to the basic mechanism rates also
verified what was seen when the CALINE4 model was used to calculate the Gandy
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South concentrations (figure 18, daytime); as the O3 concentration increased, the
basic mechanism’s NO conversion rate matched the conversion rate of the
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Figure 20. Ratio of Original CALINE4 Conversion Basic Mechanism Simulation
Results Versus O3. This graph shows how the basic mechanism used in the
simulation approaches the same conversion values calculated by CALINE4 as the
O3 concentration increases.

simulated CALINE4 mechanism. Figure 20 illustrates this. This provides additional
evidence that the kinetic mechanism is the source of the bias.
Figure 20 shows the ratio of the conversion of NO to NO2 as a function of O3
concentration. As the O3 concentrations increase, the ratio of the simulation’s
conversion to that of the original CALINE4 mechanism approaches 1.

5.4 Suggested Improvement to Kinetic Mechanism
This section explains the proposed simplified kinetic mechanism.

5.4.1 Development of Simplified Model
This development begins from rate expression for dNO/dt; equation 40:
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dNO
= j NO 2 [ NO2 ] − k 3 [O3 ][ NO] − k14 [ RO2 ][ NO] − k16 [ HO2 ][ NO]
dt

(40)

This is already a simplified version of the basic mechanism because equation 57 is
not included. Note that equation 14 is equivalent to equation 52 in table 11 and that
equation 16 is equivalent to equation 51 in the table. From table 11, k14.k16. This
allows k16 and [NO] to be factored out as k14 and leaves the sum of [NO] and [OX].
Additionally, group RO2 + HO2 as one species, [OX], to get:

dNO
= j NO 2 [ NO2 ] − k 3 [O3 ][ NO] − k14 [OX ][ NO]
dt

(64)

NO2 reaction rate is determined by treating NOX as a conserved species. While this
will eliminate the termination reactions in the basic mechanism outlined in table 11,
simulations show that with realistic numbers NOX changes by less than half a percent.
Equation 65 results for the rate of NO2 conversion:

dNO2
= − j NO 2 [ NO2 ] + k 3 [O3 ][ NO] + k14 [OX ][ NO]
dt

(65)

This is a significantly simplified mechanism when compared to the basic mechanism
put forth by Seinfeld and Pandis (1998). The second term in equation 65 is also the
rate of consumption of O3 and equation 66 is the full rate equation for O3.

dO3
= j NO 2 [ NO2 ] − k 3 [O3 ][ NO]
dt

(66)

While an additional term is suggested by the basic mechanism outline in table 11,
this reaction is found to contribute less than 0.01% to the O3 reaction rate when
reasonable numbers are used in simulations including it.
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Simulations were run for the modified Peter (2005) mechanism during this
investigation. Simulations were run using realistic numbers and the simulation was
allowed to run until the airmass was aged. An aged airmass was defined as an
airmass where concentrations of NO and NO2 were nearly constant. Five minutes
was found to be sufficient time to age an air mass. Then, a spike representing the
airmass passing over the roadway was introduced, and the simulation ran five more
minutes, until the reactive species were no longer reacting.

Simulation results also showed that the ratio of [O3] to [OX] remained nearly
constant after the spike for a range of initial NO and O3 concentrations. Figure 21
shows representative simulation results for high (top, O3 greater than the scale of
the graph), medium (center), and low (bottom) O3 concentrations and an average
NO concentration.

If it is assumed that the [OX]/[O3] concentration remains constant the reaction
mechanism can be simplified by substituting [OX]/[O3] = C in equation 66:

dNO2
= − j NO 2 [ NO2 ] + k 3 [O3 ][ NO] + k14 [ NO]C[O3 ]
dt

(67)

Rearranging and grouping k3, k14, and C together as keff yields:

dNO2
= − j NO 2 [ NO2 ] + k eff [ NO][O3 ]
dt
The reaction for NO would just be the negative of equation 68.

(68)

Equations 66 and

68 (where dNO2/dt = -dNO/dt) are the reaction rates for O3, NO, and NO2.
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Figure 21. Results of Simulation When Run for High (top), Medium (middle), and Low
(bottom) O3 Concentrations. The jagged black line represents [NO] (the discontinuity
is the spike at 5 minutes), the black line represents [OX]/[O3], the wide gray line
represents [NO2], and the heavy black line represents [O3], which is off the scale ( [O3]
= 0.060 ppm) for the top graph. All concentrations are in ppm. For all runs, the ratio
[OX]/[O3] remains nearly constant after the NO spike.
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5.4.2 Incorporation of Improved NO Conversion Mechanism Into CALINE4
Equations 66 and 68 present a reasonable mechanism for the incorporation of
additional oxidants, i.e., peroxy radicals, into the rate equation through the use of
keff. They are also coupled differential equations. While it would not be difficult to
incorporate these coupled differential equations into the CALINE4 mechanism, the
aim of this work is to find a method where the existing CALINE4 code can be
implemented and then the model easily calibrated for each unique location. It is
noted that if k3 in equation 68 is replaced with keff, the mechanism becomes identical
to that already employed in the CALINE4 algorithm with a different value for the rate
constant.

With this in mind, the next step was to examine how large of an effect this
assumption would have on the CALINE4 calculations. The original CALINE4
mechanism exhibited a negative bias when calculating NO2 concentrations,
indicating that the NO reaction rate is not sufficient. Therefore, simulations were run
to compare the original CALINE4 mechanism to two varied mechanisms: one run
replaced k3 with a larger keff throughout the mechanism; and one run kept k3 in
equation 66 but replaced k3 with a larger keff in equation 68.

Figure 22 illustrates the results of these simulations. Keeping in mind that the goal
is to remove the negative bias of NO2 concentration calculations, the majority of the
model improvement, i.e. bias removal, was seen when keff was substituted for k3 in
the original CALINE4 mechanism. The further gains of using the coupled differential
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equation mechanism, the case where k3 and keff were kept separate, were not
significant. In figure 22, the black solid line represents the original CALINE4
mechanism calculations. The gray line represents setting k3 equal to keff. Clearly,
there is a marked improvement over the original CALINE4 NO2 calculations and the
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Figure 22. NO2 Concentrations Versus Time for the Three Simulations. The top
graph represents when O3 = 0.050 ppm. The bottom graph represents low O3
(=0.010 ppm). The three cases represent the original CALINE4 mechanism and
the two simplifying assumptions for incorporation into CALINE4. Exploration of
these results follows in sections 5.3.1 and 5.3.2.

majority of the NO conversion rate deficiency is ameliorated by setting k3 equal to
keff. The line with diamonds represents the additional gain by decoupling k3 and keff
and keeping k3 separate from keff.

While this does change the calculated
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concentrations of NO2, it was felt the ease of implementation using k3 = keff
outweighed the small loss of accuracy from the case where k3 is kept separate from
keff. The simplification of setting k3 to keff in equation 70 has a much smaller effect
than keeping the k3 and keff decoupled overall but will make the program easier for
users and still serves to improve the NO conversion rate. Figure 22, bottom,
represents an extreme case because only three points had O3<15 ppb.

5.4.3 CALINE4 Results with Improved Kinetic Mechanism
The purpose of this section is to choose a suitable value of keff to show improvement
in the CALINE4 mechanism. Specifically a method for estimating keff based on
parameters that are already available is presented.

5.4.3.1 Aged Air Mass φ
Consider an aged air mass before it reaches the roadway. In this case, dNO2/dt =
0 and the concentrations of O3, NO2, and NO are the ambient concentrations.
Setting equation 68 equal to zero and using ambient concentrations yields:

k eff NO Amb O3 Amb = j NO 2 NO2 Amb

(69)

Solving for keff puts it in the form:

j NO 2 [ NO2 ] Amb

k eff =

[ NO] Amb [O3 ] Amb

(70)

Recall equation 41 (by definition):

φ=

j NO2 [ NO2 ]
k 3 [ NO][O3 ]
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=1

(41)

Multiplying the right hand side of equation 70 by k3/k3 results in:

k eff = φ Amb k 3

(71)

Values for φAmb can be calculated without requiring any additional data beyond what
is already required for CALINE4. So, equation 71 provides a means to adjust the
model using the information already at hand.

5.4.4 Results from CALINE4 with Improved Mechanism
Runs incorporating keff into CALINE 4 were performed using both an average φ value
and a point-by-point calculated φ value.

Both versions resulted in a marked

decrease in the bias in NO2 predicted concentrations for daytime conditions. In
addition, it was noted that nighttime concentration bias was also improved by
incorporating this improvement.

5.4.4.1 Point-By-Point φ
This run of modified CALINE4 code involved inputting equations 41 and 71 directly
into the code. This allowed the φ value to be calculated for each point, instead of
using an average value. While this modification is not intended to affect nighttime
concentrations, the worst case scenario would be 100% conversion of NO during
nighttime conditions, which is not an unrealistic assumption. Additionally, the
program will not convert NO that does not exist, so it cannot overpredict NO2
concentrations from converting more NO than is originally present.
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Figure 23 illustrates the results from this simulation for daytime measurements. The
solid line represents the 1-1 line and the dashed lines are the factor of two envelope.
Daytime fractional bias changed from -0.16 to 0.051. Because this method
inherently assumes an very large value for φ, nighttime values were not examined.
This is because φ is the ratio of NO2 to NO and O3 and the nighttime concentrations
of NO and O3, equation 41, are low.
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Figure 23. Calculated Versus Measured NO2 Using the Daytime Simulation
Calculations. Simulated results showed that the negative bias for daytime
measurements was removed when k3 was replaced with a keff based on hourly
ambient concentrations. The open squares are daytime values and the dashed
lines represent the factor of two envelope. The solid line is 1 =1.

5.4.4.2 Average φ Value
Figure 24 shows the measured NO2 concentrations versus the improved model
results using an average value of 2.2 for φ. In figure 24, the open squares represent
daytime values, while the closed squares represent nighttime values. The dashed
lines are the factor of two envelope and the solid line is the 1-1 line.

127

The bias for daytime values changes from -0.16 to 0.043 .

While nighttime

chemistry was not examined, it was noted that nighttime calculations were also
improved, going from -0.17 to -0.036.
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Figure 24. Measured NO2 Versus Calculated NO2 for Improved Mechanism. The
open squares represent daytime and the dark squares represent nighttime
values. The dashed lines show the factor of two envelope and the solid line is
1 =1.

5.4.4.3 On Using φ Based on Ambient Concentrations
Equation 71 is based on using ambient, or upwind, measurements. Simulations
(figure 21,all), however, indicate that the ambient concentration values are different
from downwind, or post-source, values.

The result is that keff is probably

overestimated. However, using the ambient ratio is a reasonable solution, keeping
the following notes in mind:
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•

When simulations were run, the upwind [OX]/O3 ratio was never
obtained at observed levels using realistic input numbers for HC,
CH2O, and RO.

•

At the spike the value for the [OX]/O3 ratio is continuous (see figure
22). Use of the method described here to obtain keff should provide
the worst case conditions for keff.

•

If keff is critical to the application, this method provides a starting point
for adjusting keff. The value can be calibrated further with the value
determined from this method considered an upper bound.

5.4.4.4 Using Average Traffic Values as Inputs to CALINE4 to Predict
Concentrations Using Modified Mechanism
All of the analysis to this point used actual traffic counts, which were obtained on
limited days in May 2002. However, meteorological and ambient concentration data
were available for the entire month of May. Because the traffic count data capture
in May was so low the contractor offered to take an additional set of data in August
2002. As a rough check to the validity of the CALINE4 modification, average traffic
values comprised of both the May and August data were used as inputs along with
all of the additional May meteorological and ambient concentration data that were
already available. This expanded the data set to over 600 points for analysis,
including both daytime and nighttime values.
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Because traffic counts were incomplete in the month of May 2002, a full month of
traffic counts were subsequently obtained in August 2002. It was found that the
August hourly traffic count values correlated quite well with the May hourly values.
As a result, a set of average hourly traffic values was created for a representative
week. Average hourly traffic values for each hour of each day of the week were
determined by averaging all data points from both the May and August counts. For
example, every Thursday morning at 10:00 AM that had data for that hour was
averaged together. The result was a data set of average hourly values for each
hour of each day. These values were then used as an input file to CALINE4. For
the majority of hourly averages the standard deviation is low and the average value
for all deviations is less than 10%.

CALINE4 was run both unmodified and with an average φ value of 2.2 using the
average traffic counts. The predicted NO2 concentrations for both runs are shown
in figure 25. For top and bottom figures, daytime values are open squares and
nighttime values are closed squares. The solid line is the 1 - 1 line and the dashed
lines are the factor of two envelope. The original model (figure 25, top) shows both
daytime and nighttime values. For lower NO2 concentrations, which are also
typically low O3 concentrations, the majority of points lie below the 1 - 1 line. For the
modified version of CALINE4 (figure 25, bottom), it can be seen that these points
now lie around the 1 - 1 line, instead of mostly below it.

For the larger

concentrations, typically when higher O3 concentrations exist, it can be shown that
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there is no difference in predicted concentrations between the original model and
the modified version of CALINE4.

The daytime and nighttime fractional biases were both lower than what was
originally seen with the true traffic counts, however, some of the improvement could
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Figure 25. Calculated Versus Measured NO2 for Average Traffic Counts.
CALINE4 was run in its original form and in the modified form. The top graph
represents the original model, and the bottom graph is the modified version. For
low NO2 concentrations, typically coincident with low O3 concentrations, a slight
shift of points towards the 1 - 1 (solid) line can be seen. For higher NO2
concentrations, the same concentrations are predicted as the original model.
The dotted lines are the factor of two envelope.
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be the result of using average traffic values. The fractional bias is reduced when
compared to the original model run with average traffic counts from -0.27 to -0.06
for daytime and -0.35 to -0.24 at nighttime. Use of average traffic counts is not an
unrealistic application, and is probably more representative of the type of data that
would be typically available.
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6.0 Conclusions and Recommendations
This project incorporated many principles of Chemical Engineering including
reaction kinetics and transport phenomena. The atmosphere is a large and complex
system which requires understanding of both the chemistry of the constituents within
it and the processes that disperse the constituents. For any plume that propagates
from a source both the reactions within that plume and the dispersive processes
acting on the plume are important. Forces that drive the dispersive and reactive
processes for emissions include temperature, wind, light, relative concentrations of
constituents, reaction rates, atmospheric conditions, and rate of emissions. This
project, both in the construction and installation of the ambient atmospheric
monitoring station and throughout the examination of the CALINE4 model required
consideration and understanding of all of these principles.

6.1 Conclusions
One major conclusion of this work is that the data set obtained from this research
is a valid data set for the analysis of roadside concentrations of NO and NO2. This
data set contains both daytime and nighttime data.

Secondly, it is concluded that the simplified mechanism contained in the CALINE4
model calculates NO2 concentrations with a negative bias. This conclusion is similar
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to that of Kukkonen (2001) and Shi and Harrison (1999), who also determined that
the simplified mechanism that is used in the CALINE4 model underpredicts NO2
concentrations.

Finally, it is concluded that by using a corrected value for k3 in the mechanism, the
bias can be removed from the CALINE4 mechanism.

The corrected value, keff, is

equal to k3 times the φ value for each data point. This method only corrects for
daytime values, however it was found that the bias for nighttime values was
reduced. The corrected value of k3 is a simple fix for the model and it can be
implemented without any additional data beyond what is required to run CALINE4.
This was confirmed using average traffic values to re-run the improved model for a
larger meteorological data set.

While simulation results indicated that this method may overestimate keff, it will
provide the value for the upper extreme case and can then be used as a starting
point to further fine-tune the model. For urban environments, where φ –1, this
modification will default to the original CALINE4 model.

6.2 Recommendations
There are two recommendations for further research from this work. First, the
nighttime mechanism for NO transformation was not examined. This could be
explored to further improve the CALINE4 model.
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The second recommendation involves further research to validate the
conclusions of this research. An ambient study in a very urban environment, i.e.,
where φ is about 1, as well as one in a very rural environment, where φ is very
large, would be relevant. These data could be used to show that this solution is
valid over the entire range of possible ambient NO concentrations and resulting
values of φ.
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Appendix A: Summarized Calibration Results
The DOAS was calibrated (Calibration procedure is in Appendix B) before the
beginning of the campaign, in the middle of the measurement period, and was
challenged and recalibrated at the conclusion of the measurement period. The
dates for the calibrations were April 22, 2002, and May 15, 2002. The instrument
was challenged on June 3, 2002 and was found to be reporting results within an
acceptable tolerance. Table A1, below, outlines the span and offset settings that
resulted from the calibrations. The calibration curves for NO and NO2 follow.
Table 14. NO and NO2 Span and Offset values from DOAS Calibrations.
NO
Date

Span (1/k)

NO2
Offset (-b)

Span (1/k)

Offset (-b)

04/22/02

0.972

2.64

1.111

0.2521

05/15/02

1.072

0.575

1.179

0.2638
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NO Expected vs. Measured Concentrations (4/22/02)
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Figure 26. NO Expected Versus Measured Concentrations (04/22/02).
NO calibration results, r2=0.9999.

NO2 Expected vs. Measured Concentrations (4/22/02)
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Figure 27. NO2 Expected Versus Measured Concentrations (04/22/02).
The r2 for this calibration curve is 0.9999.
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NO Expected vs. Measured Concentrations (5/15/02)
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Figure 28. NO Expected Versus Measured Concentrations (05/15/02). The
r2 for this calibration was 1.
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Figure 29. NO2 Expected Versus Measured Concentrations (05/15/02). The
r2 for this calibration curve is 1.
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Appendix B: Calibration Procedure for Opsis Differential Optical Absorbance
Spectrometer.
The method of calibration described here will be the most common utilized. This
is where Cc remains constant and Lc varies. To aid in span calibration
documentation, the OPSIS supplied Dynamic Calibration Sheet is utilized. This
sheet can be found on page 40 of the Opto-Analyzer manual (Appendix A1).
Copies of this form should be available with this manual, in a folder. There is
space on this sheet to record reference calibration data.

Using three calibration cells with various lengths as many as eight calibration
points can be obtained. More than one cell can be inserted into the calibration
bench at a time. If more than one cell is in the calibration bench, Lc is calculated
from the sum of the cell(s) in the bench. If there is only one cell, Lc is the length
of that cell.

If span calibration is to be performed by dilution of standard gas with zero air,
refer to Opto-Analyzer manual (Appendix A1) page 31 for further instructions on
calculating required ratios.

Calibration Set-up
Hardware required for span calibration:

•

Calibration Lamp (CA004).
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•

Calibration bench (CB100) and two RE060 units. The RE units along with
CB100 make up the assembly generally referred to as the ‘Calibration
Bench.’ Optics inside the calibration bench RE units are coated and
should not be touched as they cannot be cleaned. For this same reason,
it should be kept in a clean, humidity controlled environment

•

Lamp unit CA150. There should be a Type A lamp if NO or NH3
calibration is being performed. For ozone, benzene, toluene or xylene
calibrations a Type B lamp should be used. For SO2, NO2, formaldehyde
and others not noted, the lamp type can be either Type A or Type B.

•

Power Supply (PS150), and available power outlet.

•

Two optical cables, 3-5 m in length. As with the lamp, the type of cable is
parameter dependent. If it is desired to calibrate for NO or NH3, the
cables must be of type R. For all other parameters, either cable type is
sufficient.

•

Lux meter (LM010).

•

Calibration cells. There are three flow-through calibration cells owned by
BRACE. In addition to these cells, the DEP monitoring section owns an
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additional flow-through cell and four closed cells. Table C.2 shows cell
lengths (or if closed, parameter contained) and owner.

•

If the calibration is for NO or NH3, a UV filter for the calibration bench is
required for the bench path (GG 400) and in the RE060 unit (UF220).

•

To ensure that you have the cables required, refer to table C.1.

The span calibration procedure is as follows:

•

First perform reference calibration, as outlined above. Perform all items
including the system check and a wavelength precision check.

•

The span calibration is performed as a regular measurement using the
normal measurement mode. However, only one gas will be measured at a
time. This requires that parameters be changed withinthe software
menus, but as far as the analyzer is concerned, it ‘thinks’ it is doing normal
open path measurements. Software modifications are as follows:

•

Record the span and offset values for the path in box 2 of
calibration form, as found in the Change Span/Offset menu.
Change Span/Offset menu is found by choosing F3, Calibration and
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then Change Span/Offset (F3). After recording the existing values,
change span to 1.0 and offset 0.0.
•

Record existing station name in box 2 of calibration form. Change
the station name in the Station setup menu. This is F1 (Installation)
from the Analyzer Root menu and then F1 again from the
Installation menu. Be sure to record the original name so that it can
be set back upon completion of calibration activities. This allows
your calibration data to be stored in a file other than the general
data file. As the analyzer does not know the difference between
span calibration measurements and real measurements it is very
important to put the calibration data in a separate file.

•

Verify that the measurement setup window (from Analyzer Root menu: F1,
Installation; F2, Measurement Setup; F1, Peripheral Controls) has the
multiplexer type set to ‘none’.

•

Verify that the pathlength in the Path Specifications menu (from Analyzer
Root menu: F1, Installation; F2, Measurement Setup; F3, Path
Specifications) is the distance of the actual pathlength. Record pathlength
in box 2 of calibration form.
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•

Temperature and pressure correction should be set at constant and the
appropriate values input (typically 20°C and 101.325 kPa). It is important
to note that the flow through the calibration cells should not be
pressurized.

•

Record the component measurement time from the Measurement Time
window in box 2 of the calibration form (from Analyzer Root menu: F1,
Installation; F2, Measurement Setup; F4, Measurement Time). Change
the time for the test gas to 60 seconds and deactivate all other gases.
Record the 60 seconds monitoring time in box 3 of the calibration form.

•

Connect the optical fiber from the calibration bench to the port on the
analyzer. Remove all calibration cells from the bench.

•

Enter measurements mode (hit [ESC] until you reach the Analyzer Root
Menu, choose F4, Measurements.

•

Allow the analyzer to run for about ten minutes to stabilize the zero point.
You can connect the gas delivery system to the cells and let the gas flow
through them and a rate of about 0.2 to 1.0 L/min. Be sure to vent this
gas to the outside and that this gas system has no leaks.
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•

Typical detection limit for a 500 m pathlength is 1 ppb. If the measured
zero air concentration is higher than 3 ppb (three times the detection limit)
repeat the reference calibration procedure. Record five consecutive
readings of the zero air response and calculate the mean value.

•

Decide what cell combinations will achieve a calibration curve relevant for
the desired measurement conditions. Typically,maximum calibration
curve concentration will be 80% of the full measurement scale. Full
measurement scale is defined by the highest ambient concentration that is
expected to be seen in the field. Sometimes, the exact 80% concentration
cannot be achieved, but it is desired to use the combination of cells that
will come closest to this value.

•

A total combination of seven concentrations plus a zero is possible.
Perform the span calibration by inserting the cells into the CB100 setup in
the following sequence:
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•

•

Lc1

•

Lc2

•

Lc1 + Lc2

•

Lc3

•

Lc1 + Lc3

•

Lc2 + Lc3

•

Lc1 + Lc2
+ Lc3

Record three consecutive readings for each measurement point and
calculate each mean. Record data on the calibration form. Additionally,
note the deviations for each reading.

•

Calculate the linear relationship values of the slope (k) and the zero
intercept (b) for the measured response (Y) as a function of true test gas
concentration (X): Y = kX + b

•

The slope (k) should not deviate from 1.0 by more than K20%.

•

The intercept (b) should be within two times the mean of the recorded
standard deviation at about 10% of the measurement range level.
Recorded standard deviation is available from the measurement display.
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•

Measured values should vary within three times the mean of the standard
deviation at each level.

•

The r-value (correlation coefficient) for the defined calibration relationship
should be better than 0.99.

•

If calculated values fall outside of these guidelines, be sure to first check
the calculations for correct true concentration calculations, proper flow
measurement and improper ventilation of the system. Also, check
analyzer setting for pathlength, pressure and temperature values. Finally,
check lamp type and light level.

•

The new span and offset values are determined as follows:

•

•

Span factor = 1/k

•

Offset factor = -b

Continue this procedure until all desired gases have been
calibrated. When all calibration activities are complete, return
system name, temperature and pressure values; multiplexer
settings and measurement times back to their original values.

159

Appendix B: (Continued)
•

Exit out [Esc] to the Analyzer Root Menu and choose F4,
Measurements. Machine will now record open path measurements
in a manner that would suggest you were never even there.
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\ppendix C: Selected Data Set
The selected data set is shown in table 16. The column headings, with units, are
as shown in table 15.
Table 15. Key For Column Headings on Selected Data Set Table 16, Including Units.
Heading

Full Name

Units

Date

Date

YYYYMMDD

VPH

Vehicles Per Hour

Number of Vehicles

EFL

Emissions Factor

gr vehicle mi-1

WD

Wind Direction

degrees

WS

Wind Speed

m sec-1

MC

Stability Class

1-6

MH

Mixing Height

m

Sigma

Deviation in wind direction

degrees

Temp

Temperature

degrees Celsius

Ambient Ozone

ppm

KL

Photolytic rate constant, jNO2

sec-1

KNO

Gandy South NO Measured

ppb

KNO2

Gandy South NO2 Measured

ppb

KENO

Gandy North NO Measured

ppb

KENO2

Gandy North NO2 Measured

ppb

O3 Amb
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162

D a te

VPH

EFL

WD

WS

MC

MH

S ig m a

Temp

O 3A m b

KL

KNO

KNO 2

2050319
2050320
2050419
2050420
2050421
2050422
2050423
2050500
2050502
2050503
2050506
2050507
2050508
2050510
2050511
2050512
2050513
2050514
2050515
2050516
2050517
2050518
2050519
2050520
2050600
2050604
2050605
2050606
2050607
2050615
2050616
2050617
2050714
2050715
2050716
2051604
2051605
2051903
2051904
2051905

1018
1070
1245
1197
1172
1128
640
409
140
241
670
1054
1288
1783
1713
1763
1683
1963
1527
1303
1120
879
702
530
96
1864
2605
2237
1367
3057
1850
1116
2755
3163
1693
1673
2584
175
291
237

0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6
0 .8 6

2 7 9 .3
2 8 6 .4
2 6 9 .1
2 9 0 .5
3 1 3 .5
3 2 9 .4
3 2 9 .0
3 3 5 .9
5 4 .4
4 4 .0
3 0 .5
3 .9
3 2 7 .1
2 7 0 .8
2 7 3 .9
2 7 4 .9
2 6 3 .7
2 8 1 .9
2 9 0 .6
2 9 3 .2
2 9 9 .1
3 0 4 .2
3 3 1 .7
3 2 .9
5 8 .9
5 2 .5
4 0 .9
3 9 .9
5 6 .5
2 7 6 .0
2 7 2 .9
2 7 5 .4
2 8 2 .7
2 9 2 .3
2 8 7 .4
5 7 .8
5 5 .2
2 6 5 .0
2 7 4 .9
2 7 2 .4

2 .0
2 .2
2 .2
2 .7
2 .7
2 .7
2 .1
1 .4
0 .8
0 .8
0 .9
1 .3
1 .7
1 .6
2 .0
1 .8
1 .7
2 .5
3 .5
4 .2
3 .6
3 .6
3 .0
3 .2
4 .0
2 .6
2 .4
2 .2
3 .0
1 .9
2 .2
2 .5
2 .3
2 .8
3 .4
2 .5
3 .1
2 .1
2 .5
2 .3

5
5
5
5
5
5
5
5
5
5
2
2
2
1
1
1
1
1
1
2
3
2
5
5
5
5
5
2
2
1
4
3
1
1
1
5
5
5
5
5

1582
682
742
201
742
682
862
441
561
561
682
622
561
441
501
1041
1041
1102
1582
1041
1582
982
441
802
682
682
1582
1582
742
862
1582
982
862
1582
1582
1582
622
201
682
742

30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30
30

2 7 .7
2 7 .1
2 8 .1
2 7 .5
2 7 .0
2 6 .6
2 6 .4
2 5 .9
2 4 .9
2 4 .6
2 4 .8
2 6 .2
2 7 .3
3 0 .0
3 0 .6
3 1 .7
3 2 .8
3 2 .3
3 1 .5
3 1 .3
3 0 .7
3 0 .3
3 0 .0
2 9 .8
2 6 .0
2 5 .1
2 4 .8
2 4 .7
2 5 .5
3 2 .8
3 2 .2
3 1 .2
3 1 .8
3 1 .2
3 0 .5
2 1 .6
2 1 .7
2 4 .3
2 4 .0
2 3 .9

0 .02 1
0 .02 1
0 .02 7
0 .02 5
0 .02 8
0 .02 9
0 .02 7
0 .02 1
0 .01 2
0 .00 8
0 .00 8
0 .02 1
0 .02 3
0 .04 8
0 .05 7
0 .05 5
0 .05 4
0 .05 7
0 .04 9
0 .04 6
0 .04 5
0 .04 2
0 .03 8
0 .03 5
0 .03 1
0 .01 2
0 .02 1
0 .01 9
0 .01 9
0 .08 9
0 .07 4
0 .06 3
0 .06 5
0 .05 3
0 .04
0 .02 9
0 .02 2
0 .03 7
0 .03 8
0 .04

0
0
0
0
0
0
0
0
0
0
0 .0 0 1
0 .0 0 4
0 .0 0 7
0 .0 0 9
0 .0 0 9
0 .0 0 9
0 .0 0 9
0 .0 0 8
0 .0 0 7
0 .0 0 6
0 .0 0 3
0 .0 0 1
0
0
0
0
0
0 .0 0 1
0 .0 0 3
0 .0 0 8
0 .0 0 6
0 .0 0 3
0 .0 0 9
0 .0 0 8
0 .0 0 6
0
0
0
0
0

4 .8
3 .9
5 .1
4 .7
4 .5
5 .7
5 .5
5 .5
5 .6
1 0 .1
1 7 .9
8 .6
7 .8
4 .9
3 .4
2 .7
2 .8
3 .8
4 .3
6 .0
5 .1
3 .9
2 .8
2 .6
3 .0
4 .2
9 .9
1 2 .6
6 .6
6 .8
6 .9
6 .0
6 .4
1 0 .0
7 .6
2 .0
3 .4
1 .9
1 .6
3 .0

6 .9
4 .9
6 .0
5 .9
4 .1
5 .6
5 .5
1 1 .5
1 5 .9
2 1 .4
2 4 .3
1 2 .8
1 2 .1
9 .9
1 2 .0
1 0 .0
8 .4
7 .8
8 .4
7 .2
5 .5
5 .3
4 .6
1 5 .1
1 1 .0
3 5 .6
2 5 .4
2 9 .5
2 4 .7
2 1 .5
1 6 .1
1 6 .7
1 3 .5
1 1 .7
1 1 .3
2 5 .8
3 5 .5
3 .9
3 .1
4 .1

KENO KENO2
0 .0
0 .1
0 .1
0 .1
0 .0
0 .0
0 .0
0 .1
1 .6
0 .2
9 .0
2 .4
4 .8
0 .5
0 .2
0 .4
1 .0
0 .3
0 .5
0 .4
0 .1
0 .0
0 .0
0 .1
0 .5
0 .9
0 .1
1 .7
7 .1
0 .2
0 .2
0 .3
0 .4
0 .3
0 .2
0 .0
0 .6
0 .0
0 .0
0 .0

1 .9
1 .4
1 .6
1 .7
1 .3
2 .7
1 .6
6 .2
1 2 .3
1 5 .8
1 8 .1
7 .0
1 0 .4
2 .8
2 .0
2 .1
2 .3
2 .3
3 .1
2 .0
1 .7
2 .0
3 .8
1 1 .0
1 2 .4
2 7 .4
1 4 .2
1 7 .4
1 8 .9
3 .3
3 .4
5 .5
2 .5
2 .2
2 .5
1 6 .4
2 5 .2
0 .7
0 .6
0 .7

Appendix C: (Continued)

Table 16. Selected Data Set. The legend for this table is found in table 15.

Appendix D: Summary of Traffic Characteristics
Table 17. Summary of Traffic Characteristics.

T o ta l
C ycle s
C a rs
LD T
HDT
Bus
T o ta l

E1

E2

W1

W2

T o ta ls
P e rce n t
1504
0 .6 4
186137
7 8 .6 6
39905
1 6 .8 6
8063
3 .4 2
999
0 .4 2
236638
100

771
53310
8565
2222
183
65051

12
49894
12878
1516
322
64622

361
44549
8193
2338
222
55663

360
38384
10269
2017
272
51302

294
14045
1896
491
20
16746

4
11879
2564
277
64
14788

142
12553
2091
573
31
15390

133
10344
2352
494
52
13375

573
48821
8903
1835
167
60299

0 .9 5
8 0 .9 6
1 4 .7 6
3 .0 4
0 .2 8
100

477
39265
6669
1731
163
48305

8
38015
10314
1239
258
49834

219
31996
6102
1765
191
40273

227
28040
7917
1523
220
37927

931
137316
31002
6258
832
176339

0 .5 3
7 7 .8 7
1 7 .5 8
3 .5 5
0 .4 7
100

N ig h t
C ycle s
C a rs
LD T
HDT
Bus
T o ta l
D ay
C ycle s
C a rs
LD T
HDT
Bus
T o ta l

Cycles = Motorcycles, LDT = Light Duty Trucks, HDT = Heavy Duty Trucks, E1 = Eastbound
Lane 1, E2 = Eastbound Lane 2, W1 = Westbound Lane 1, W2 = Westbound Lane 2
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Appendix E: Modifications to the Original CALINE4 Code
Modification #1: Corrected apparent error in code line CAL07220. Changed line
to read:
IF (DMIX.GE.100000. .OR. CLAS.EQ.1) GO TO 1880

Modification #2: Lines CAL07300 and CAL07310 to read:
NO = 0
NO2 = NO2A + (1*Q1/ (3.5 *U)) * FPPM

The model was run with ambient NO and NO2 set to 0 and with KR set to 0.
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Appendix F: TUV Model Screen View
This is a screen capture of the model inputs section for the online TUV model
interface. This example was taken with the default values for the website. Web
address: http://cprm.acd.ucar.edu/Models/TUV/Interactive_TUV/.

Figure 30. Screen Capture of the TUV Modes. Accessed 8/2006.
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Appendix G: List of CALINE4 Input Data Processing from Raw Data
Table 18. CALINE4 Inputs Value Determination Methods.
Input

Notes

Vehicles per hour

The sum of 15-minute speed and type classified
measurements.

Emission factor

Optimized for this data set, see Ch. 4.

Wind bearing

Averaged by CALINE front-end processor considering the
challenges of the 360-0 averaging.

Wind speed

Average hourly value from valid 211 second cycles within
the hour from Gandy South measurements.

Atmospheric stability class

Determined from solar radiation and surface wind speed
using Seinfeld and Pandis (1998) p.872. Average hourly
values were used for the calculation.

Mixing height

Calculated for the hour from the hourly NOAA sounding
information.

Wind direction variability

Fixed value based on model defaults (Benson 1989).

Temperature

Gandy South measurement.

Ambient NO

Provided as minute data from Gandy North, averaged for
the hour.

Ambient NO2

Provided as minute data from Gandy North, averaged for
the hour.

Ambient Ozone

Provided as hourly value from EPCHC.

jNO2

As determined by TUV model. Not actually a user model
input, was changed in hard coding.
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Appendix H: Residual Correlation Graph Examples
Residual graphs for a well correlated residual (KL, figure 31) and a poorly
correlated residual (wind speed, figure 32) are presented here. Discussion is in
section 5.1.2.
6
4
2

Residual

0
0

0 .0 0 2

0 .0 0 4

0 .0 0 6

0 .0 0 8

0 .0 1

-2
-4
R 2 = 0 .6 1 3

-6
-8
-1 0
K L (s e c

-1

)

Figure 31. Residual NO2 Concentration Versus KL (photolytic rate
constant, jNO2). This figure shows how the rate constant correlates well
R2=0.613) with the differences between predicted and observed NO2
concentrations.
6
4
2

Residual

0
0

1

2

3

4

-2
-4
2

R = 0.1 25

-6
-8
-10
W in d s p e ed (m s e c -1 )

Figure 32. Residual NO2 Concentration Versus Wind Speed. This
shows poor agreement (R2=0.125).
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5

Appendix I: List of Symbols
Table 19. List of Symbols.
Symbol

Description

Units

I

Intensity

Lux

,

Energy Absorbed

L mol-1 cm–1

C

Concentration

ppm

R or L

Pathlength

length

x

Change in pathlength

length

F

Force

m sec-2

E

Magnetic field

T

T

Frequency

rad

e

Charge of an electron

1.60217646 × 10-19 C

Q

Source Strength

mass time-1 distance-1

x,y,z

Directional axis

no units

Cx, Cy, Cz

Primary axis diffusion coefficients

cm1/8

u

Wind speed

length time-1

y, y0

Distance in the y direction

length

x, xm

Distance in the x direction

length

P

Density

mass volume-1

m

Adjustment parameter

unitless

N

Angle between the wind direction and the line
source

deg

H

Plume rise

length

Fz, Fy

Variation of wind direction from reported value
in the z,y direction

deg
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Appendix I: (Continued)
Table 19: (Continued)
Symbol

Description

Units

2

Angle correction from perpendicular

deg

tr

Air mixing zone detention time

time

Cp

Concentration in the path

concentration

Cc

Concentration in the calibration cell

concentration

Lc

Length of calibration cell

length

Lp

Pathlength

length

XNO

Fractional conversion of NO

unitless

)NO2

Change in concentration of NO2

concentration

k

Rate constant

cm3 mol-1 sec-1

T

Temperature

K

A

Pre-exponential factor

cm3 mol-1 sec-1

Ea

Activation energy

eV

R

Molar gas constant

8.314 J K-1 mol-1

CNO2

Concentration of NO2

concentration

xi

Input parameter

dependent on parameter

*xi

Standard deviation for parameter

dependent on parameter

N

Leighton relationship

unitless
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