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e Maria Cláudia C. Grácio, pelos apontamentos e sugestões que con-
tribuiram, significadamente, para a melhoria deste trabalho;
• aos colegas e amigos: Juliana Bueno, Tomás Barrero, Douglas Bassani,
Eleonora Enoque da Silva, Juan Carlos Agudelo, Petr Arndt e Rodrigo
A. Freire pelos momentos de companheirismo e engrandecedores estu-
dos;
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Resumo
Este trabalho estuda o conceito de vaguidade, analisando suas principais
caracteŕısticas e criticando a viabilidade do uso da Lógica Difusa a predi-
cados vagos, mostrando diversos pontos discut́ıveis desta abordagem. Na
tentativa de propor então uma lógica apropriada para tratar dos conceitos
vagos, estuda-se as Lógicas Moduladas e conclui-se que estas se prestam
bastante bem para expressar conceitos qualitativamente vagos. Através de
quantificadores modulados aplicados a relações de pré-ordem propõe-se uma
forma de definir predicados vagos que permitam uma nova abordagem a dile-
mas como o Paradoxo do Sorites. Mostra-se assim como o dilema soŕıtico
se dissolve quando interpretado à luz das Lógicas Moduladas, e ao mesmo
tempo sugere-se uma fundamentação alternativa, puramente qualitativa, aos
predicados difusos.
Abstract
This work studies the concept of vagueness, analyzing their main charac-
teristics and criticizing the viability of Fuzzy Logic to express vague predi-
cates. We conclude by showing several debatable points on this use of Fuzzy
Logic. Looking for an appropriate logic to express vagueness we study the
Modulated Logics, and conclude that they are better suited than Fuzzy Logic
to express vague reasoning in the form of what we call qualitative vagueness.
Through modulated quantifiers applied to restrict partial order relations we
propose a new way to define vague predicates which allows us to approach the
Sorites Paradox from a new point of view. We show how Sorites Paradox can
be solved when interpreted by modulated logics, and offering an alternative,
purely qualitative, foundation to vague predicates.
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1.1 As caracteŕısticas da vaguidade . . . . . . . . . . . . . . . . . 10
1.2 Distinguindo os usos da vaguidade . . . . . . . . . . . . . . . . 18
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Há 24 séculos Aristóteles, aparentemente determinado a eliminar os argu-
mentos falaciosos em voga pelos sofistas, desenvolveu nos cinco livros chama-
dos de Organon (Instrumento) pelos antigos comentadores as bases da lógica
e o que hoje conhecemos por Teoria dos Silogismos (teoria das inferências).
A teoria inclui um conjunto de técnicas que serve para analisar e deter-
minar quais argumentos, dentro de um certo escopo lingǘıstico, são válidos
e quais não são. Os argumentos são constitúıdos por júızos categóricos e
regras de inferência; os júızos categóricos são declarações que, por definição,
recebem um dos valores ‘verdadeiro’ ou ‘falso’, e as regras de inferência de-
terminam de que forma devemos encadear os júızos para que os argumentos
sejam válidos. Assim, utilizando-se destes júızos e regras de inferência pode-
mos formar um número infinito de argumentos diferentes.
A lógica de Aristóteles, especialmente sua teoria dos silogismos, teve uma
influência sem par na história do pensamento (pelo menos ocidental), em-
bora no peŕıodo helênico a competição com as idéias de Crisipo fosse bas-
tante forte. Finalmente, as idéias de Aristóteles se tornaram dominantes, e
esta foi a lógica transmitida à tradição medieval, suplantando as idéias de
Crisipo. Alguns problemas e paradoxos foram encontrados, mas nada que
justificasse o abandono dos silogismos. A lógica como ciência formal sofreu
um grande avanço em 1854 , quando George Boole formulou seu livro “Leis
do Pensamento”, [Boo54], em que procurava moldar o racioćınio lógico de
forma algébrica. A partir desse feito, a lógica, cada vez mais, tornou-se mais
e mais formal e adquiriu um caráter matemático. Contudo, como não pode-
ria deixar de ser, os questionamentos filosóficos sempre constituiram (e isso
não foi diminuido por nenhum desenvolvimento técnico) uma das principais
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molas propulsoras de seus avanços e inovações, de tal forma que, cada vez
mais, abrem-se novos ramos e perspectivas para investigações lógicas. Em
particular, uma questão contemporânea é estudar, em termos formais, a ex-
pressabilidade de racioćınios e argumentos t́ıpicos da linguagem natural.
O chamado ‘Paradoxo do Sorites’ é um dos enigmas (e não propriamente
um paradoxo) atribúıdo ao lógico megárico Eubulides de Mileto (embora
alguns estudiosos apontem para Zenão de Eléia). Numa das versões (classi-
ficada como “crescente”), o enigma pergunta:
“Um simples grão de areia pode ser considerado como um monte de areia?
Não. Dois grãos de areia podem ser considerados como um monte de areia?
Não, etc. A questão é que, se formos acrescentando grãos de areia, deve-se
em algum momento admitir a presença do monte de areia, mas o problema
é: onde colocar o limite de demarcação?
O termo ‘Sorites’ deriva do grego soros e significa “pilha” ou “monte”.
Podemos usar este tipo de argumento de forma inversa (chamando-o de “de-
crescente”) e perguntar, por exemplo: se tirarmos um grão de um monte de
areia, ainda temos um monte? Sim. E se tirarmos mais um grão? Igual-
mente, sim, etc. Podeŕıamos então tirar todos os grãos de areia, um a um,
até que não se tenha mais areia e, mesmo assim, teŕıamos um monte de areia.
Empregado como argumento por filósofos gregos posteriores, como pelos
céticos contra a posição dos estóicos sobre o conhecimento, o velho enigma
aparece como o Paradoxo do Sorites e adquire nova importância na lógica
formal contemporânea, configurando mais um desafio que o pensamento in-
formal lança ao formal.
O Paradoxo do Sorites mostra-nos claramente que quando utilizamos ter-
mos vagos, tais como monte, careca etc, juntamente com a lógica clássica
formal, fatalmente chegamos a conclusões que vão contra o senso comum.
Isto no mostra que algo está errado quando manipulamos termos vagos a
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partir do racioćınio lógico formal, e nossa primeira atitude deve ser a de
identificarmos onde realmente se encontra o problema. Talvez ele esteja na
forma como usamos a lógica clássica nos termos vagos. Contudo, muitos re-
sultados já nos mostraram que a lógica clássica realmente funciona de forma
satisfatória quando aplicada a termos com fronteiras bem definidas, isto é,
termos não vagos. Portanto, na tentativa de resolver o incômodo Paradoxo
do Sorites, vamos no primeiro caṕıtulo desta Dissertação nos dedicar a me-
lhor compreender os conceitos vagos. Restringiremos nosso estudo aos pontos
de vista semântico e epistêmico da noção de vagueza, evitando a abordagem
ontológica. Sendo o próprio conceito de vaguidade ele mesmo vago, e a fim
de não estender demais suas discussões, vamos caracterizar a vaguidade por
meio de três de seus principais atributos, que são: 1) a falta de fronteira bem
definida, 2) a tolerância a casos limiares (ou limı́trofes) e 3) a suscetibili-
dade ao Paradoxo do Sorites. A partir dáı, exploramos suas caracteŕısticas
filosóficas e estudamos algumas propostas para solucionar o Paradoxo do
Sorites.
No segundo caṕıtulo desta Dissertação, vamos analisar as soluções dadas
ao Paradoxo do Sorites por meio das lógicas não-clássicas. Destas, a lógica
mais conhecida na literatura para tratar conceitos vagos é a chamada Lógica
Difusa (Fuzzy Logic).
Em 1965, Lofti Zadeh publicou um artigo, [Zad65], propondo uma am-
pliação no conceito primitivo de pertinência da teoria de conjuntos. A idéia
central da sua proposta é que um elemento pode pertencer a um conjunto
com diferentes graus de pertinência, assim a pertinência a um conjunto não
precisa ter apenas dois ‘estados’, total pertinência ou total não-pertinência,
como acontece na Teoria de Conjuntos clássica. Desta forma, dado um
conjunto U , caracterizamos os subconjuntos difusos F de U pelas funções
µF : U → [0, 1]. Baseado nesta intuição, Zadeh e outros que acreditaram
em suas idéias constrúıram vários sistemas de contrôle aplicados à engenha-
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ria. Estes têm tido bastante sucesso na medida em que possibilitaram que
algumas tarefas pudessem ser implementadas de forma mais simples do que
se fossem feitas por meio de sistemas binários. Assim, como a teoria de
conjuntos difusos1 teve sucesso, era natural que se buscasse uma ‘lógica di-
fusa’ subjacente aos conjuntos difusos. Uma das propostas mais aceitas é
a que adota uma classe especial de lógicas polivalentes para o papel desse
fundamento.
Em 1920, no artigo [Lu20], o polonês Jan  Lukasiewicz formulou uma
nova lógica que derrogou um prinćıpio fundamental da lógica aristotélica, o
chamado ‘prinćıpio do terceiro exclúıdo’, que afirma o seguinte: dada uma
proposição qualquer, ela será verdadeira ou falsa, não podendo ter um terceiro
valor diferente destes dois.
Assim,  Lukasiewicz apresentou uma nova lógica onde uma proposição
poderia ter um terceiro valor de verdade diferente de verdadeiro e falso, que
depois foi chamada de lógica trivalente, e que abriu caminho para que se
acrescentassem outros valores de verdade. Com a generalização desta idéia,
juntamente com A. Tarski no artigo [LuT30], chegou-se à lógica polivalente
com um número arbitrário n de graus de verdade, para n ∈ N e mesmo
para infinitos valores de verdade (todos os reais entre 0 e 1). Desta forma as
proposições passaram a receber um grau de verdade qualquer, que, normali-
zada, vai do completamente falso (simbolizado por 0) até o completamente
verdadeiro (simbolizado por 1), ou seja, podemos avaliar uma proposição
com um grau de verdade real arbitrário entre 0 e 1. Desde então, o desen-
volvimento destas lógicas foi, e continua sendo, um dos objetos de estudo da
lógica simbólica.
Com a proposta de solução do Paradoxo do Sorites pela lógica difusa
somos levados a acreditar que ela nos oferece uma maneira de tratar con-
1É comum chamar a teoria proposta por Zadeh como Teoria de Conjuntos Fuzzy ;
contudo traduziremos ‘Fuzzy Set Theory’ por ‘Teoria de Conjuntos Difusos’.
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ceitos vagos por meio da utilização de infinitos valores de verdade. Ainda no
Caṕıtulo 2 colocaremos algumas cŕıticas a esta postura.
Com o intuito de obter uma proposta mais adequada à fundamentação de
conceitos vagos, no terceiro caṕıtulo faremos um resumo do artigo [CG05].
Este trabalho teve como inspiração e propósito inicial desenvolver um trata-
mento do racioćınio indutivo de forma monotônica. A primeira abordagem
deste tipo foi proposta por A.M.Sette e W.Carnielli em 1994 [CS94], e pos-
teriormente P.A.S Veloso juntou-se ao grupo de trabalho, resultando dessa
colaboração um novo artigo em 1999 [SCV99], em que os autores propõem
uma abordagem monôtonica para formalizar argumentos indutivos do tipo
‘quase todos’, ‘a maioria’ e ‘geralmente’. Essa abordagem proporciona uma
base para o racioćınio genérico, na qual o indiv́ıduo definido como genérico
será “aquele que possui propriedades que a maioria dos indiv́ıduos possui”
(cf.[CV97], pag 34). Assim, utilizando-se de conceitos conjuntistas tais como
filtro e famı́lia fechada superiormente, pode-se formular quantificadores tais
como ‘geralmente’, ‘muitos’ e ‘vários’ simbolizados por ∇, M e V , nomea-
dos ‘quantificadores modulados ’, que formam sentenças do tipo: Mxϕ(x),
V xλ(x) que significam ‘para muitos x vale ϕ(x)’ e ‘para vários x vale ψ(x)’
respectivamente.
Obtém-se então uma ‘lógica genérica’ adicionando-se estes quantificadores
à lógica clássica. Em [CG99], demonstrou-se a completude e corretude de
várias destas lógicas, o que as tornam interessantes, pois permitem o uso de
quantificadores distintos dos clássicos ∀ e ∃ para quantificar noções qualitati-
vas. Ainda, o estudo das lógicas moduladas permite-nos esclarecer a questão
de se formar noções que sejam qualitativamente vagas, ou seja, noções que
não recebem nenhuma atribuição numérica.
No quarto e último caṕıtulo, partimos das ordens parciais e dos quantifi-
cadores modulados a fim de expressar os conceitos numericamente vagos de
maneira alternativa. Assim, se quisermos dizer que num determinado con-
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texto (base de evidências) uma pessoa x é careca, tomamos a relação: a tem
menos fios de cabelo que b, dada simbolicamente por f(a) < f(b), e a partir
dáı dizemos que esta pessoa é careca se ela tiver menos cabelos que muitas
outras pessoas, em outras palavras, x é careca se, e somente se, ‘muitas’
pessoas têm mais cabelos que x, ou ainda, utilizando os quantificadores mo-
dulados, teremos: My(f(x) < f(y)), formalizando a sentença ‘para muitos
y, x é mais careca que y’.
Dessa forma, conseguimos capturar o conceito vago de careca, pois o
predicado ‘x é careca’ (C(x)), posto desta forma, não delimita fronteiras
precisas, tendo uma melhor correspondência com nossa percepção a respeito
dos conceitos vagos. É interessante observar que num recente artigo [Gri05]
na revista Analisys Patrick Grim argumenta, sem propor qualquer aparato
técnico, mas baseando-se em argumentos pelo viés lingúıstico, que para uma
lógica conseguir lidar com conceitos vagos ela deve se basear em quantifi-
cadores diferentes dos quantificadores clásssicos universal (∀) e existencial
(∃). Grim afirma que se utilizarmos quantificadores distintos dos clássicos
aplicados a proposições comparativas, conseguiremos expressar melhor os
conceitos vagos. Contudo Grim também não explicita nem apresenta ne-
nhum aparato lógico capaz de levar adiante esta tarefa. Mesmo assim, ele
avança argumentos na direção de nossa tese e sustenta que devemos adotar
uma nova postura frente à vaguidade, pois esta, de fato, provém da existência
de quantificadores não-clássicos que estariam ‘escondidos’ na argumentação
da linguagem natural que leva ao Paradoxo do Sorites. Por fim, mostramos
que os quantificadores modulados aplicados sobre relações de ordem parci-
ais permitem-nos expressar predicados numericamente vagos de forma bem
estruturada utilizando uma expansão monotônica da lógica clássica.
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Caṕıtulo 1
Uma Discussão sobre o
Conceito de Vaguidade
Este caṕıtulo é dedicado ao estudo do conceito de vaguidade. Vamos
primeiramente caracterizar este conceito por meio de suas três principais
propriedades. Apresentaremos alguns problemas envolvendo conceitos va-
gos, de maneira a ressaltar a importância da obtenção de métodos que ma-
nipulem satisfatoriamente tais conceitos. Serão também discutidas algumas
das principais teorias que versam sobre o conceito de vaguidade, e seus pontos
cŕıticos.
1.1 As caracteŕısticas da vaguidade
O conceito de vaguidade é amplamente discutido na literatura influindo
em áreas de conhecimento como filosofia, lógica, lingǘıstica, direito, etc.
Cada uma destas áreas aborda o tema de forma própria e com significado
próprio: por exemplo, o conceito de ‘vago’ utilizado pelos lingüistas não é
exatamente igual ao utilizado pelos lógicos; desta forma, o conceito de vagui-
dade não é único, e nem completamente bem determinado em nenhuma das
áreas. Predicados como ‘alto’, ‘vermelho’, ‘careca’, ‘grande’ e ‘jovem’, entre
10
muitos outros, são paradigmaticamente vagos, além disso o própio conceito
de vaguidade é ele mesmo vago. Contudo, isso não nos impede de identificar
propriedades da vaguidade (ainda que não todas) que estariam presentes em
todos estes conceitos.
Começaremos identificando três caracteŕısticas intimamente ligadas à no-
ção de vaguidade.
Primeiramente, observa-se que os predicados vagos não exibem fronteiras
bem determinadas, isto é, não podemos decidir sempre se o predicado aplica-
se, em toda sua extensão, ao objeto referido ou não. Por exemplo, sabe-se
que um homem com 1,90 m certamente é alto. Então, podemos perguntar:
um homem com 1,80 m é alto? Ou ainda, um homem com 1,78 m é alto? Al-
gumas pessoas estão no limiar de serem consideradas altas, não sendo claro se
elas seriam altas ou não. Podemos então perguntar: a partir de qual tamanho
um homem passa a ser alto? Um outro exemplo surge na tentativa de se
caracterizar o peŕıodo da vida chamado da ‘infância’; o problema aparece
quando queremos delimitar a fronteira que divide, por exemplo, a infância
da adolescência –esta mudança ocorre aos poucos e continuamente, e assim
é muito dif́ıcil determinar exatamente em que instante uma criança torna-se
um adolescente. Portanto, a caracteŕıstica que primeiro percebemos nos pre-
dicados vagos é a falta de fronteira bem determinada. A esta propriedade
chamaremos de casos fronteiriços ou simplesmente de casos fronteira.
Uma segunda caracteŕıstica relevante ao conceito de vaguidade, ainda do
ponto de vista da fronteira, é a seguinte: mesmo que se imponha (ou se
determine) uma fronteira, variações nesta fronteira são aceitáveis. Vamos
supor, por um momento, uma fronteira bem determinada ao predicado ‘x é
alto’, ou seja, suponhamos que uma pessoa com 1,85 m de altura ou mais
seja alta; não seria sensato afirmar que alguém com 1,84 m também deveria
ser considerado alto? Ou mais drasticamente, se uma pessoa com 1,85 m é
alta, então uma outra pessoa com 1,849 m também não deve ser considerada
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alta? Sem dúvida, é plausivel respondermos afirmativamente a estas últimas
duas perguntas. Desta forma, há pessoas que estão no limiar de serem altas,
e apesar de pré-determinarmos um valor mı́nimo para o predicado ‘ser alto’,
é natural aceitarmos que pessoas com valores ‘suficientemente’ próximos de
1,85 m, também possam ser consideradas altas. Sendo assim, parece inútil a
pré-determinação de uma medida que ‘fixe’ valores (por exemplo maior que
1,85 m) que validem o predicado ‘x é alto’, pois numa região fronteiriça tal
pré-determinação está destinada a ser burlada.
De fato, em nossa opinião, a indeterminação quanto ao predicado alto
não se reduz meramente à questão de pré-definirmos valores exatos. Isto nos
leva a crer que o conceito de vaguidade não é apenas uma questão episte-
mológica, já que nenhuma informação sobre a altura exata de uma pessoa
poderia nos ajudar a decidir quanto ao fato do predicado ‘alto’ aplicar-se ou
não. Neste caso, nenhuma variável relevante para o predicado foi ignorada, e
ainda assim é indeterminada a classificação da pessoa como alta. Portanto,
para os predicados vagos, sempre há casos em que o valor de verdade da sen-
tença é discut́ıvel, sendo que essa sentença pode não ser nem verdadeira nem
falsa, e isto, certamente, acarreta uma violação do prinćıpio clássico da bi-
valência. Dos predicados que tiverem essa caracteŕıstica de admitir variações
de fronteira diremos que eles se situam em casos limiares ou casos limı́trofes.
Antes de apresentar a terceira caracteŕıstica comumente associada aos
predicados vagos, vamos esclarecer o que é um argumento do tipo soŕıtico.
Definição 1.1.1 Um argumento é soŕıtico quando num encadeamento ar-
gumentativo, a conclusão de cada sub-argumento torna-se a premissa do
próximo sub-argumento.
Um exemplo tipicamente soŕıtico é o seguinte:
Suponha que temos uma proposição válida da seguinte forma:
P (x) → P (x+ 1), com 1 < x < 3 e x ∈ N.
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Suponhamos também que a proposição P (1) seja válida; dáı, por modus
ponens, inferimos P (2), e novamente por modus ponens inferimos P (3), e
assim por diante até chegarmos à sentença P (4).
Esquematicamente:
P (1)
P (1) → P (2)
P (2)
P (2)
P (2) → P (3)
P (3)
P (3)
P (3) → P (4)
P (4)
Vale notar, parenteticamente, que o prinćıpio de indução finita dos núme
ros naturais apresenta caráter soŕıtico. De forma genérica, este prinćıpio
(que pode ser demonstrado como um teorema formal) escreve-se da seguinte
forma:
Para um k ∈ N fixo e n ∈ N, com k ≤ n temos,
(P (xk) ∧ ∀n(P (xn) → P (xn+1))) → ∀nP (xn)
Ou, mais parecido com o argumento soŕıtico;
P (xk) → (∀n(P (xn) → P (xn+1)) → ∀nP (xn))
Porém, devemos ressaltar que a validade da conclusão do teorema de
indução, ∀nP (xn), não decorre, formalmente, de um argumento do tipo
soŕıtico. É necessário que se cumpram certas condições a partir do encadea-
mento soŕıtico para que seja posśıvel derivar a conclusão ∀nP (xn).
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No caso dos números naturais, o prinćıpio (ou seja, o teorema) da indução
é válido devido à propriedade de boa ordem dos números naturais (veja
demonstração em [JH99]). Do ponto de vista conjuntista, este prinćıpio é
valido em classes de conjuntos que são constitúıdas, justamente, pelos con-
juntos indutivos (cf. [JH99]). No prinćıpio indutivo há um potente ingre-
diente adicional (a saber, a boa ordem) que lhe garante a validade. Assim
sendo, o prinćıpio de indução dos números naturais não decorre meramente
do encadeamento soŕıtico.
Em conclusão, o encadeamento soŕıtico por si só, pode nos conduzir tanto
a teoremas, quanto a conclusões paradoxais. Como veremos adiante, é a
utilização do encadeamento soŕıtico em termos vagos que nos conduz a con-
clusões paradoxais.
Vejamos alguns exemplos:
Iniciaremos afirmando que, intuitivamente, um miĺımetro não faz diferença
na determinação da altura de um homem. Essa variação mı́nima, que não
pode ser discriminada a olho nú, ou mesmo por um instrumento de medida
cotidiano, é demasiadamente pequena para ser levada em consideração, e as-
sim, acrescentar ou tirar essa quantia parece não ter a menor importância na
determinação da altura de um homem.
Podemos, então, formular o seguinte prinćıpio (S1):
(S1) se X é alto, e Y é apenas um miĺımetro de altura menor que X, então
Y também é alto.
Mas, imagine uma seqüência de homens, em que o primeiro mede 2 metros, e
cada um dos seguintes é um miĺımetro menor que o anterior. Se aplicarmos
o prinćıpio (S1) no primeiro homem, o seguinte medirá 1,999 metros, e certa-
mente ainda será considerado alto. Aplicando o prinćıpio (S1) repetidamente
aos demais homens da seqüência, teremos que cada um deles será alto. Após
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1000 aplicações do prinćıpio (S1), teremos que o milésimo primeiro homem
terá apenas 1 metro, e este também será considerado alto. Isto produz uma
conclusão que é claramente inaceitável.
Outro exemplo, no âmbito da ética, é dado a seguir.
Considere que a vida tenha ińıcio no instante da concepção, ou seja, no
instante em que o gameta masculino se junta ao gameta feminino, e a par-
tir dáı inicia-se o processo de divisão celular, isto é, o desenvolvimento de
um ser humano. Além disso, vamos admitir que a ação de matar uma pes-
soa se caracterize por qualquer atitude que tenha como efeito a interrupção
do desenvolvimento (amadurecimento e envelhecimento) natural de um ser
humano.
Considere também o prinćıpio (S2):
(S2) Se é errado matar alguém num determinado instante de tempo t, então
é errado matar num instante de tempo t menos 1 segundo.
Suponha que todos concordamos ser errado matar um bebê um ano após
sua concepção, que corresponde a uma criança de aproximadamente três
meses. No caso das leis brasileiras se um indiv́ıduo matar um bebê certamente
será condenado. Repetindo-se a aplicação de (S2) um número suficiente de
vezes, (31.104.000 segundos ∼= 9 meses) chegaŕıamos à conclusão de que a
interrupção do desenvolvimento do feto logo após a concepção é condenável.
Contudo, o uso dos medicamentos chamados popularmente de ‘ṕılulas do dia
seguinte’, que expelem óvulos possivelmente fecundados, é uma prática aceita
pelas leis brasileiras e não acarreta nenhum tipo de condenação. Entretanto,
pelo prinćıpio (S2) deveria ser um ato criminoso.
Assim, a terceira caracteŕıstica que na literatura se considera inerente
para que um predicado seja vago é que este predicado seja suscet́ıvel ao
Paradoxo do Sorites. No nosso caso, porém, como se pretende que fique claro
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ao correr do texto, tal caracteŕıstica não é em nada essencial aos predicados
vagos. De fato, veremos no Caṕıtulo 4 que é posśıvel formular predicados
vagos que resistem ao Paradoxo do Sorites.
O exemplo discutido acima, a respeito do ińıcio da indeterminação do
ińıcio da vida, justifica o interesse em um tratamento mais adequado aos
conceitos vagos, dado que tais argumentos são constantemente relevados ao
se constituirem as leis que determinam a conduta de pessoas e sociedades.
Vamos, agora, expressar o Paradoxo do Sorites em termos formais.
Seja F um predicado, e ai uma seqüência de objetos, com i ∈ N; expres-
samos o Paradoxo do Sorites da seguinte forma:
(1) F (a1) é válida;
(2) Para todo i ∈ N se F (ai) é válida, então F (ai+1) é válida;
(3) Existe pelo menos um n tal que F (an) falha.
Porém, como conseqüência lógica de (1) e (2), somos levados à conclusão
da validade de F (an), o que contradiz o ı́tem (3).
Vale notar que nas formas usuais o que se tem, em lugar de (3) é algo
mais forte: existe um n tal que para j ≥ n, F (aj) falha.
Uma segunda forma do Paradoxo do Sorites pode ser expressa substituindo-
se a premissa indutiva 2, por uma coleção de premissas condicionais particu-
lares (2Ci), cada uma na forma ‘se F (ai) então F (ai+1)’, como o exemplo a
seguir.
Vamos definir o predicado F (x) como sendo ‘x é alto’, dáı teremos:
(2C1) Se a1 é alto então a2 é alto
(2C2) Se a2 é alto então a3 é alto
e assim por diante.
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Até agora nos focamos na variação de predicados com escalas de medi-
das de uma única dimensão, tais como altura (dada em metros, para ‘alto’,
por exemplo) e quantidade (dada em número de grãos para um monte de
areia, por exemplo). Mas muitos predicados vagos são multidimensionais,
por exemplo, o predicado ‘grande’, depende de pelo menos dois parâmetros,
altura e volume, enquanto que para o predicado ‘agradável’ não parece ser
dado um conjunto bem definido de dimensões associadas. Os parâmetros,
por si só, podem não ser suficientes para determinar o conceito vago: por
exemplo, o próprio conceito vago de ‘empilhamento’ (monte) não depende
somente do número de grãos, mas também de sua disposição temporal e es-
pacial. Vamos mostrar alguns exemplos simples, mas bastante ilustrativos.
Tomemos o predicado g(x) com sendo ‘x come muito’ ( x é glutão). Considere
uma pessoa que faça duas refeições diárias, e coma um pedaço de pizza por
refeição; ao final do quarto dia, ela terá comido 8 pedaços, ou seja, ela terá
comido uma pizza inteira em quatro dias. Esta pessoa, certamente, não pode
ser considerada glutona. Já se tivermos outra pessoa que coma uma pizza
inteira numa única refeição, esta sim, certamente, será considerada glutona.
Este exemplo ilustra o fato de que a distribuição temporal é um importante
fator para determinar se um predicado vago se aplica ou não a um objeto.
O mesmo se pode dizer com respeito a distribuição espacial. Um exem-
plo recorrente de argumento soritico falacioso, e que usaremos bastante nos
próximos caṕıtulos, é o caso de se classificar alguém como careca.
Nos exemplos, como veremos, estaremos nos fixando (assim como o para-
doxo em sua forma tradicional) na quantidade de cabelos de uma pessoa
para classificá-la como careca ou não, enquanto que uma consideração mais
sofisticada levaria em conta a distribuição dos fios de cabelo na cabeça, e
não meramente a quantidade. De qualquer forma devemos deixar claro que
neste trabalho vamos nos restringir a análise de predicados vagos que sejam
aplicados da forma mais simples posśıvel, deixando de lado tais condições
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adicionais.
1.2 Distinguindo os usos da vaguidade
Como já foi dito, o conceito de ‘vaguidade’ é utilizado de várias formas
distintas, e a fim de deixar claro o que queremos dizer quando usamos esta
palavra vamos observar algumas caracteŕısticas que são tomadas como perti-
nentes à noção de vago, mas que não representam o conceito que desejamos
estudar neste trabalho, ou seja, que não apresentam as três propriedades
já citadas: casos limiares, casos-fronteira e suscetibilidade ao Paradoxo do
Sorites. Precisamos, então, colocar algumas distinções classificatórias.
(a) A afirmação ‘Alguém disse alguma coisa’, poderia ser descrita como
vaga (quem disse o quê?). Similarmente, dado um problema prático
que envolva uma equação com uma variável x, a afirmação ‘x é um
número real maior que zero’, não ajuda em quase nada se quisermos
saber o valor de x, pois esta afirmação não determina o valor de x.
Podemos dizer que, de certa forma, a afirmação é vaga. Neste sentido,
vaguidade significa falta de especificação ou indeterminação, ou seja,
temos menos informação do que precisaŕıamos para concluirmos algo.
Mesmo assim, há situações que podem ser não espećıficas, mas com
fronteiras bem definidas. Por exemplo, se disséssemos que alguém tem
‘trinta e poucos anos’, não sabeŕıamos dizer qual é exatamente a idade
desta pessoa, mas, sabemos que não é menor que trinta e não é maior
que quarenta; assim, esta afirmação tem fronteiras exatas, mas não
determina um único valor numérico. Esse tipo de ‘falta’ de informação
parece não ser exatamente o tipo de vaguidade que estamos interessados
aqui, pois ela não apresenta as caracteŕısticas de casos-fronteira, casos
limiares e nem é suscet́ıvel ao Paradoxo do Sorites.
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(b) Igualmente, podeŕıamos distinguir vaguidade de dependência de con-
texto. Isto é, um predicado pode ter extensões diferentes em diferen-
tes contextos, sem que ele seja vago. Por exemplo, supondo que o
organismo de um elefante, um homem e um rato reajam de forma se-
melhante na eliminação de toxinas, e sabendo-se que um organismo
suporta bem até 1 mililitro(ml) de álcool por litro de sangue, então, se
tivermos a quantia exata de 5 ml de álcool em um homem (em média
com 5 litros de sangue), este certamente, se intoxicará, mas isso não
causará sua morte; porém, se a mesma quantia de 5 ml de álcool for
injetada num rato, este se intoxicará a ponto de morrer, e por fim, 5 ml
num elefante não afetará em quase nada sua saúde. Desta forma, temos
uma quantia exata (5 ml de álcool) a qual, dependendo do contexto,
causa diferentes efeitos. Esse exemplo mostra que a dependência de
contexto pode vir desvinculada a conceitos vagos.
Do ponto de vista conjuntista, sabemos que se assumirmos inocen-
temente que um predicado define um conjunto e, reciprocamente, que
um conjunto define um predicado isso nos leva a problemas e paradoxos
como o descrito no conhecido Paradoxo de Russell. Para nos ‘socor-
rer’ e evitar esse tipo de problema, podemos lançar mão do Axioma
da Separação, assim dado um predicado ϕ, pelo Axioma da Separação
(∃B)(∀x)(x ∈ B ↔ (x ∈ A ∧ ϕ(x))) pode-se formar um novo conjunto
B a partir de um conjunto A dado. Este axioma mostra-nos que não
é posśıvel ‘fabricar’ conjuntos a partir do nada, ou seja, só podemos
agrupar elementos num conjunto se estes elementos já existirem. A
interpretação deste fato é bastante clara quando aplicamos à situações
cotidianas, pois o conjunto A, cuja existência devemos assumir, é in-
terpretado como o universo e o conjunto B é formado a partir do agru-
pamento dos elementos deste universo que satisfazem um determinado
predicado ϕ próprio do conjunto B. Assim, o contexto formalmente é
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associado ao ‘conjunto universo’. Desta forma, qualquer predicado, de
forma impĺıcita ou expĺıcita, está associado à dependência de contexto,
tal como vimos acima.
Há também muitos casos em que o predicado é vago e ao mesmo tempo
tem dependência de contexto. Por exemplo, um jogador de basquete,
pode ser baixo dentro da classe de jogadores de basquete, contudo,
certamente será alto na classe dos praticantes de hipismo. Neste caso
o predicado ‘alto’, além de depender do contexto, também é vago, pois
ele continuará a ter casos-fronteira, casos limiares e ser suscet́ıvel ao
Paradoxo do Sorites.
É importante perceber esta diferença, pois, isso indica que não estamos
tratando o conceito de vaguidade apenas pela dependência de contexto,
mas estamos mostrando que a vaguidade e a dependência de contexto
são coisas distintas e que nem sempre ocorrem juntas. De fato, como
vimos acima, há situações que não são vagas e, ainda assim, depen-
dem do contexto, mas como veremos, a situação contrária não ocorre,
pois os termos vagos implicita ou expliciamente sempre dependerão do
contexto.
(c) Gostaŕıamos também de distinguir vaguidade de ambigüidade. Al-
guns termos podem ser amb́ıguos e não vagos, por exemplo, a palavra
‘manga’ tem dois significados bem determinados: um deles diz respeito
a uma fruta, e, o outro se refere a uma parte da vestimenta. Outro
exemplo é a palavra ‘homem’: um diz respeito a uma espécie animal
(que também pode ser designada pela palavra ‘ser humano‘), e outra
espećıfica o gênero desta espécie (que também pode ser designada pela
palavra ‘masculino’). Sem dúvida, o uso da palavra num determinado
contexto deixa claro qual o significado pretendido, pois, em condições
normais, dificilmente alguém descasca e come uma manga de camisa.
Contudo há frases que realmente são dúbias, sendo posśıvel associar a
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elas qualquer um de seus significados, como por exemplo a frase:
O homem precisa lutar.
Neste sentido, não é possivel saber com certeza se ‘homem’ refere-se
ao gênero (masculino) ou a espécie animal (ser humano). Além disso,
também não sabemos se luta se refere a ‘enfrentar problemas’ ou ‘com-
bate f́ısico’.
Ainda, não é raro a utilização de frases onde misturam-se estes tipos de
vaguidade. como por exemplo:
As pessoas não gostam de brigas.
Esta frase é vaga de várias maneiras. Quantas pessoas não gostam de brigas?
Todas? Algumas? Várias? Quais pessoas não gostam de quais brigas? O
que significa gostar de algo?
Um outro ponto muito importante, a respeito dos predicados, é que eles,
invariavelmente, atribuem uma propriedade aos elementos que estão sob sua
extensão. Numa visão clássica (binária), sempre é posśıvel afirmar, positi-
vamente, se o predicado ou sua negação aplica-se ao objeto, e quando esta
‘dicotomia’ não for posśıvel diremos que este predicado é vago. Como vere-
mos a seguir, várias teorias e lógicas foram formuladas para interpretar estes
casos não-clássicos.
1.3 A lógica e a semântica da vaguidade
Vamos agora tratar brevemente de alguns dos principais pontos de vista
sobre vaguidade. Como citado em [KS97], qualquer teoria que queira tratar
de forma satisfatória este conceito deve prover um método capaz de expressar
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e manipular predicados que tenham casos-fronteira, casos limiares, e isto está
intimamente ligado à tarefa de identificar uma lógica e uma semântica para
uma linguagem vaga. Além disso, a teoria deve dar conta do Paradoxo do
Sorites, e seria interessante que fosse proposto um critério para identificar
vaguidades.
Um dos tratamentos mais simples, que mantém as caracteŕısticas da lógica
clássica e sua semântica, afirma que os casos-fronteira recebem, de fato, va-
lores verdadeiros ou falsos, mas, são situações em que não podemos saber
qual valor é realmente atribuido. Desta forma, os predicados vagos tem ex-
tenções bem definidas com valor de verdade ‘verdadeiro’ ou ‘falso’, contudo,
esta informação não nos é acesśıvel, ou seja, somos privados de saber onde se
situa a fronteira precisa do predicado. Sob este ponto de vista, a vaguidade é
explicada em termos de ignorância: os predicados vagos têm extensões bem
definidas e certamente existe uma fronteira precisa entre a pessoa alta e as
demais, ou entre a cor vermelha do espectro e as outras cores, mas contudo
ignoramos onde essas fronteiras residem.
Uma estratégia alternativa para a falta de valores-verdade é atribuir um
terceiro valor, por exemplo, se A for um caso fronteira de ‘vermelhidão’, o
valor-verdade de ‘A é vermelho’, segundo Machina [Mac76], é inderterminado
ou inteiramente vazio.
Note que se tivermos um caso fronteira do predicado F temos igualmente
um caso fronteira de ¬F , isto é, não é claro quando o candidato tem ou não
a propriedade F . Essa simetria nos impede de simplesmente considerar casos
limites tanto de F quanto de ¬F . Mas existem outras maneiras de respeitar
essa simetria. Black, em [Bla37], toma a linha de que uma predicação num
caso fronteira é tanto verdadeira quanto falsa: existe um excesso de valores-
verdade entre estes. Já uma outra posição admite lacunas de valor-verdade,
isto é, predicados de casos-fronteira não são nem verdadeiros nem falsos.
22
Um desenvolvimento elegante com relação à falta de valor-verdade é a
supervaloração de Fine [Fin75]. A idéia básica é que proposições envolvendo
predicados vagos serão verdadeiras (falsas) se em todas as situações que o
predicado for posto de forma precisa ele resultar num valor verdadeiro (falso);
se ele tiver sempre o mesmo valor-verdade, então a proposição estará com
sua valoração bem determinada, caso contrário a proposição fica sem valor-
verdade. A grande vantagem desta abordagem é que ela preserva os resulta-
dos da lógica clássica fora dos casos-fronteiras.
Outra alternativa à falta de valor-verdade dos predicados é a utilização
de um terceiro valor, distinto de verdadeiro e falso, designado por neutro
(ou ainda inderterminado, ou indefinido), levando-nos a uma lógica triva-
lente. Generalizando esta idéia podemos introduzir um completo espectro
de valores-verdade contendo graus de verdade de 0 a 1, com 0 representando
completamente falso e 1 completamente verdadeiro. Dessa forma, cada caso
fronteira recebe algum valor situado estritamente entre 0 e 1. As teorias que
adotam um espectro de valores-verdade, geralmente o intervalo fechado [0,1],
chamamos de teorias de grau.
Por exemplo no caso de ‘x é vermelho’ aumentamos gradualmente seu
valor-verdade conforme nos movemos no espectro de cores do branco para o
vermelho. Podeŕıamos tomar uma lata de tinta branca e, aos poucos, pingar
corante vermelho, de forma a aumentar o grau de vermelhidão da tinta. Isso
nos leva a uma lógica polivalente (de fato infinito-valente) e conseqüente-
mente à chamada lógica difusa, notando que existe uma grande variedade de
versões distintas desta lógica.
1.4 O Sorites e suas soluções
As principais respostas dadas até agora para o Paradoxo do Sorites na
literatura, resumidamente, podem ser divididas em quatro atitudes básicas:
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(a) Negar a validade do argumento, refutando a garantia de que a conclusão
poderia seguir-se das premissas;
(b) Questionar a ‘total’ verdade da premissa indutiva genérica (2) ou pelo
menos de um dos condicionais (2Ci);
(c) Aceitar a validade do argumento e a verdade de suas premissas indu-
tivas, mas, não aceitar a suposição de verdade da premissa (1) ou a
suposição de falsidade da conclusão (3);
A estas junta-se a proposta do presente trabalho:
(d) Numa abordagem completamente nova, utiliza-se um quantificador,
distinto dos clássicos ∀ e ∃, tal como: ‘muitos’, ‘vários’, ‘geralmente’,
etc. Assim, forma-se uma linguagem apropriada para expressar sen-
tenças ‘qualitativamente vagas’. Sob esta nova linguagem o Paradoxo
do Sorites é ‘dissolvido’.
Vamos analisar cada uma dessas opções acima.
(a) Negar a validade do argumento do Sorites parece exigir absoluta de-
sistência da regra de inferência modus ponens. Isso pode ser visto mais
claramente quando os argumentos tomam a segunda forma (envolvendo
uma série de condicionais), pois, esta é a única regra de inferência
necessária para o argumento do tipo Soŕıtico. Em [Dum91], Dummett
argumenta que a regra modus ponens não pode ser deixada de lado, pois
ela é uma peça fundamental da ‘estrutura’ do argumento Soŕıtico, sem
ela não conseguiŕıamos ‘prosseguir’ na argumentação, pois não teŕıamos
como concluir a proposição que será usada no próximo passo Soŕıtico.
Portanto rejeitar o argumento Soŕıtico seria o mesmo que negar a vali-
dade de modus ponens, o que não parece razoável.
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Uma outra maneira de negar o paradoxo seria rejeitar a validade da
junção de todos os condicionais do Sorites, isto é, ainda que cada passo
seja aceitável por si só, pode-se sugerir que o encadeamento de muitos
passos não garanta a preservação da verdade. Mas, estaŕıamos, então,
afirmando que não podemos ‘encadear’ as aplicações de modus ponens.
Novamente, negar este ‘encadeamento’ é uma atitude artificial, dado
que envolve negar propriedades básicas da conjunção.
(b) Na lógica clássica se for negada a premissa (2) ou um dos condicionais
(2Ci), somos obrigados a aceitar que (F (xi)&¬F (xi+1)) é verdadeiro
para algum i-ésimo termo. Desta forma, teŕıamos F (xi) verdadeiro e
F (xi+1) falso, ou seja, o predicado F vale para xi e não vale para xi+1,
mas isto caracteriza a existência de uma fronteira precisa, e então não
mais estaŕıamos lidando com conceitos genuinamente vagos. Isso seria
fugir da questão, uma vez que o problema que se pretende enfrentar é
precisamente raciocinar com conceitos vagos.
Outras abordagens propõem resolver o paradoxo ‘enfraquecendo’ a va-
lidade da premissa indutiva (2) ou um dos condicionais (2Ci). Numa
perspectiva não clássica existem várias maneiras de se desenvolver esta
opção; porém, como veremos adiante, estas abordagens são problemáti-
cas porque novamente torcem a questão de forma a evitar tratar com
conceitos genuinamente vagos. Por exemplo, Tye, em [Tye94], afirma
que tanto a premissa indutiva como sua negação tomam valor de ver-
dade intermediário ‘indefinido’.
Por outro lado, alguns defensores das teorias de grau, como Hájek em
[Häj98] e Gerla em [Ger01], oferecem uma outra versão não-clássica.
Do ponto de vista das teorias de grau, eles negam que as premissas
sejam completamente verdadeiras, e sugerem que elas são ‘próximas’
da verdade. Em essência, essa argumentação afirma que os predicados
F (xi) recebem graus de verdade numa série gradual decrescente, que
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vai da verdade completa (grau 1) até a falsidade completa (grau 0) e não
existe uma descontinuidade substancial no valor de verdade entre dois
F (xi) consecutivos, ou seja, dada uma interpretação natural do condi-
cional, as premissas particulares ‘se F (xi) então F (xi+1)’ podem ter
valores-verdade muito próximas da verdade completa, mas não total-
mente verdadeiras. Desta forma, cada vez que a implicação é utilizada
juntamente com a regra de modus ponens, obtém-se, o conseqüente
com um valor-verdade um pouco menor que o antecedente da impli-
cacão. Estudaremos este caso detalhadamente no próximo caṕıtulo e
argumentaremos que este tipo de solução nos conduz à completa inde-
terminação do resultado.
(c) Como exemplo desta perspectiva, tomemos o Paradoxo do Sorites com o
predicado P (n) significando ‘uma pilha com n grãos é pequena’. Como
já vimos, adotando P (1) e ∀n ∈ N, P (n) → P (n + 1) como válidas,
podemos concluir que uma pilha com 10100 grãos é pequena. Podemos
também utilizar este mesmo racioćınio de forma inversa, se adimitir-
mos que ¬P (10100) e ∀n ∈ N, ¬P (n + 1) → ¬P (n) então concluimos
que ¬P (1) é valida, ou seja, o argumento soŕıtico pode ser utilizado
na forma crescente (denotada por C+) ou na forma descrescente (de-
notado por C-). Tal reversibilidade é t́ıpica, pois dado uma série de
ı́tens do tipo Soŕıtico, o argumento pode ser pecorrido por ambas as
formas (C+) ou (C-). Tomemos o Sorites na forma crescente (C+):
se aceitarmos a premissa P (1) e a validade do argumento, conclúımos
que nunca haverá uma pilha, não importando quantos grãos sejam em-
pilhados. Similarmente, o pardoxo do Sorites para ‘careca’, ‘alto’, e
‘multidão’, poderiam ser usados para mostrar que não existem pessoas
carecas, nem pessoas altas e nem multidões; este racioćınio leva alguns
autores a concluir que não existem objetos que possam ser enumerados,
veja por exemplo [Ung79], [Hel20], [Whe75].
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Do ponto de vista de Unger, deveŕıamos negar a premissa inicial de
(C+), isto é, não existe uma pilha pequena, como supostamente (C-)
nos mostra, e dáı uma pilha com apenas um grão não seria pequena.
De forma sintética, sua tese afirma que nenhum predicado vago tem
aplicação, o que é de novo uma fuga do problema.
Ao invés de questionar as regras de inferências particulares, outra ati-
tude questiona a maneira como elas são combinadas, adotando a pos-
tura de simplesmente não utilizar a lógica para tratar da linguagem
natural, considerando que a linguagem natural inevitavelmente contém
predicados vagos que não podem ser abordados pela lógica clássica
convencional. Esta postura foi adotada por Russell em [Rus23]. Dessa
forma, o argumento do Sorites também não poderia ser válido, já que
contêm expressões vagas, e segundo Russel isto simplesmente não é o
tipo de coisa que possa ser avaliada logicamente.
(d) Assim, dentro de tais perspectivas, não se pode sustentar consisten-
temente uma posição que aceite todas as conclusões do Paradoxos do
Sorites; nesse ponto se insere nossa proposta. Dois resultados recen-
temente publicados em [CG99] e [Gri05] mostram que predicados va-
gos podem ser expressos por meio de sentenças comparativas binárias
quantificadas utilizando-se certos quantificadores que ‘situam-se’ entre
os clássicos ∀ e ∃, tais como ‘muitos’, ‘alguns’, ‘vários’, ‘geralmente’
etc. Diferentemente dos quantificadores clássicos, estes dão uma idéia
imprecisa e indeterminada da quantidade de elementos referidos. Dessa
forma utilizando tais quantificadores numa sentença com uma relação
de ordem, é posśıvel expressar conceitos genuinamente vagos, ou seja,
sem fronteiras bem determinadas numericamente. Esta proposta é bas-
tante interessante pois os quantificadores não-clássicos são definidos
estendendo-se a lógica clássica usual. A idéia básica para a conceituação
dos novos quantificadores, chamados quantificadores modulados, teve
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origem nos trabalhos de Sette, Carnielli e Veloso publicados em [CS94],
[CV97], [SCV99] e [VC04]; as lógicas resultantes denomimam-se Lógicas
Moduladas. Em sua tese de doutorado, [Grá99], Grácio estudou lógicas
desse tipo tendo como motivação propor um tratamento monotônico
ao racioćınio indutivo. Basicamente, a sentença:
Para muitos x, vale a propriedade ϕ(x)
será satisfeita quando todos os elementos x que satisfizerem a pro-
priedade ϕ formarem uma certa estrutura matemática, no caso um
filtro, ou seja, define-se uma estrutura conjuntista com certas pro-
priedades que interpreta a noção de ‘muito’. O terceiro caṕıtulo desta
dissertação será inteiramente dedicado às Lógicas Moduladas, e no
quarto caṕıtulo utilizaremos esta lógica para expressar sentenças e pre-
dicados vagos e propor algumas soluções aos problemas relacionados a
vaguidade.
1.5 Vaguidade de ordem superior
Imagine um predicado hipotético F que tenha a ele associado um con-
junto precisamente delimitado de elementos x tais que F (x) é válido, um
conjunto precisamente delimitado de elementos x tais que F (x) não é válido
e um conjunto precisamente delimitado de casos em que F (x) não sejam
nem válido nem não válido. Ainda assim, pode ser considerado que F tenha
casos-fronteira no sentido em que há instâncias que não são claramente F ,
nem claramente ¬F , e isto contudo não caracteriza vaguidade, pelo menos
não da forma como estamos interessados. ‘Alto’, ‘vermelho’, etc, podem
levar a um terceiro tipo de classificação precisa, por exemplo: validade in-
termediária. Portanto, neste caso, para caracterizar a vaguidade, parece não
ser suficiente, apenas, termos casos intermediários bem delimitados. Num
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predicado genuinamente vago, o conjunto claramente positivo, o claramente
negativo, e os casos intermediários devem ser cada um deles difusamente
limitados.
É bem conhecido, conforme defendido por Russel em [Rus23], que os
casos-fronteira de predicados vagos não podem ser precisamente limitados.
Isto é interpretado como a evidência para a existência de hierarquias de ca-
sos fronteiras; este fenômeno é conhecido como vaguidade de ordem superior.
Considere o seguinte argumento: a falta de uma fronteira precisa entre o pre-
dicado F e ¬F mostra que existem valores de x para os quais é indeterminado
quando ‘x é F ’, e igualmente indeterminado quando ‘x é ¬F ’. Similarmente,
a falta de fronteira precisa entre predicados bem determinados e outros que
dão lugar a casos limiares implica que existiriam casos-fronteira de casos-
fronteira, e portanto, a caracteŕıstica da falta de fronteiras precisas nos leva
a casos-fronteira de segunda ordem.
Esse argumento, a primeira vista, poderia ser iterado: Se F é genuina-
mente vago, então não deveriam existir fronteiras precisas de fronteira da
fronteira de F , produzindo casos-fronteira de casos-fronteira de casos-fronteira
de F , e assim por diante.
Qualquer teoria aceitável sobre vaguidade deve acomodar a aparente falta
de fronteiras precisas aos casos-fronteira e levar em conta a vaguidade de or-
dem superior. Suponha que F tenha caso-fronteira de caso-fronteira, então
considere o metapredicado que é usado para relatar que algo é fronteira de
F , este próprio predicado pode ter casos-fronteira e portanto ser vago. Pre-
ocupações mais profundas sobre a implicação do uso preciso de metalingua-
gens na representação da vaguidade são discutidas no artigo de Sainsbury
[Sai91].
Finalmente, note que quase toda extensão da discussão tem se dado sobre
a vaguidade como uma caracteŕıstica da linguagem e desta forma do pensa-
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mento, mas podeŕıamos perguntar: poderia a própria realidade ser vaga,
assim como pode ser nossa descrição a respeito dela? Por exemplo, pode-
riam existir objetos vagos da mesma maneira que termos vagos? Será que
um cotovelo pode ser tido como um objeto eminentemente sem fronteira bem
determinada? Poderiamos delimitar uma linha exata onde termina o ante-
braço e começa o cotovelo? Estas questões são bastante atraentes, mas, não
serão tratadas nesta Dissertação, pois não estamos interessados na existência
ou não de objetos vagos reais; o que realmente ensejamos é a elaboração de
uma teoria bem estruturada capaz de lidar com os termos vagos que ‘existem’
pelo menos na linguagem natural.
1.6 Lógicas infinito-valentes e graus de ver-
dade
Vários autores defendem o tratamento filosófico da vaguidade por meio
de valorações infinito-valentes, entre eles encontram-se [Mac76], [Gog69],
[Lak73], [Kin79] e [For83]. Ao permitir uma faixa cont́ınua de valores semânti-
cos, pode-se determinar uma função que, por exemplo, associe continuamente
a cada altura um valor-verdade ao predicado ‘alto’, assim, os limites difu-
sos de ‘alto’ seriam supostamente acomodados pelas mudanças graduais nos
valores-verdade dos predicados.
Mas será que podemos admitir que ‘verdade’ é um tipo de coisa que
possa ser dada em graus com uma correspondência de ordem entre valores
mensurados e valores-verdade, no sentido em que, por exemplo, se a é mais
alto que b, então necessariamente ‘a é alto’ tem valor-verdade maior do que
‘b é alto’?
Talvez não. Um argumento muito conhecido é o seguinte: Se F é um
t́ıpico predicado vago, então uma coisa pode ser mais F que outra, indicando
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que a F -tude vêm em graus. Se coisas podem ser F em diferentes graus, então
‘x é F ’ também pode ser verdadeiro em diferentes graus. Digamos que ‘a é
F ’ com grau 0,5, então nem ‘a é F ’ nem ‘a é ¬F ’ podem ser absolutamente
verdadeiras; em vez disso, ambos são verdadeiros com grau 0,5. Mas, por
exemplo, suponhamos que ‘a’ represente um homem com 2,05 metros e ‘b’ seja
um outro com 2,0 metros, e tomemos F (x) como o predicado ‘x é alto’. Dáı,
‘a’ e ‘b’ são inquestionavelmente altos e parece-nos que ‘a é alto’ (F (a)) e ‘b é
alto’ (F (b)) poderiam ambas serem considerados completamente verdadeiras.
Ainda que um seja mais alto que o outro, não podemos concluir do fato que ‘a
é mais F que b’, que ‘a é F ’ com grau maior que b, no sentido de a declaração
‘a é F ’ ser mais verdadeira que ‘b é F ’.
As teorias de grau poderiam declarar que é apenas para casos-fronteira
que os casos diferem em grau de verdade, mas, precisaŕıamos de um novo ar-
gumento para estender essa suposta correlação entre graus e valores-verdade
a todos os objetos num certo intervalo.
1.6.1 Teoria de grau de Machina
Machina admite infinitos valores de verdade que correspondem a graus de
verdade, e são representados por um conjunto de números reais no intervalo
[0,1]. Toma-se 1 como o valor distinguido, representando verdade completa.
Sua escolha semântica é verofuncional e ele adota a condição de verdade de
 Lukasiewicz para os conectivos, isto é:
Para todo p, q ∈ [0, 1] definem-se1:
• v(p&q)=̇ min{v(p), v(q)}
• v(¬p)=̇1− v(p)
1Lembrando que o śımbolo, =̇, será usado para designar ‘definição’
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• v(p→ q)=̇
{ 1 se v(p) ≤ v(q)
1− v(p) + v(q) se v(p) > v(q)
Machina define validade preservando o grau de verdade da forma usual
afirmando que um argumento é válido se, e somente se, a conclusão tiver
um valor-verdade maior ou igual ao valor das premissas. Machina também
explica como essa noção pode ser generalizada, afirmando que ela depende de
como o grau de verdade é ‘preservado’, ou seja, quanto mais se ‘perde’ verdade
das premissas para a conclusão, menor será o grau de verdade. Assim, coloca-
se a seguinte condição de validade:
O argumento será mais próximo da validade, quanto menor for a ‘queda’ de
valor entre o valor da premissa e o valor da conclusão.
Com essa noção de validade em mente, Machina volta-se para o Paradoxo
do Sorites. Considere uma versão com uma série de premissas condicionais da
forma ‘se F (xi) então F (xi+1)’. Nos casos-fronteiras, o valor de F (xi+1) será
menor que o valor de F (xi), mas, para uma série do Sorites descendente, com
diferenças suficientemente pequenas entre membros consecutivos, a diferença
nesses valores de verdade será sempre pequena, e dada a definição de verdade
de Machina, o condicional ‘se F (xi) então F (xi+1)’ será pelo menos próximo
à verdade para todo i ∈ N. Então, se a primeira premissa da forma F (x0)
é verdadeira com grau 1, todas as premissas seguintes serão próximas da
verdade, desde que se mantenham com diferenças suficientemente pequenas.
Desta forma, o Sorites nos leva da premissa verdadeira para a conclusão
F (x1000), que é muito próxima de ser completamente falsa. Esse argumento
entretanto, está distante de ser válido de acordo com nossa intuição, pois, com
o uso repetido do condicional, ao final de muitos passos, teremos um grande
decaimento do valor de verdade. Cada passo do argumento é uma aplicação
de modus ponens, que na exposição de Machina é menos que completamente
válido.
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Machina adotou a teoria de conjuntos difusa de Zadeh, mas elaborou um
ponto de vista em que predicados vagos são, cada um, determinados por um
único conjunto difuso.
No próximo caṕıtulo abordaremos este ponto de vista com mais detalhes
e vamos expor uma cŕıtica a ele.
1.6.2 Conjunto de valores-verdade alternativos
O conjunto de valores-verdade de Machina, representado pelo intervalo
real [0,1], estabelece uma ordem completa de graus. Para qualquer par a e
b num dado universo de discurso, e qualquer predicado F referente a esse
universo, podemos ter as seguintes três situações: ‘a é mais F que b’; ‘b é
mais F que a’; ou ainda ‘a e b têm o mesmo grau de verdade pem relação a
F ’. Contudo, comparações como ‘F -tude’ serão sempre precisas, pois, todas
as instâncias serão verdadeiras com algum grau entre 0 e 1. Mas quando
muitas dimensões são relevantes para a aplicabilidade de F , como no caso de
agradável, tais considerações parecem deslocadas, ou seja, segundo Machina,
talvez não exista uma ordem completa de pessoas classificadas por graus de
agradabilidade. Duas pessoas poderiam ser bastante agradáveis, agradáveis
com graus intermediário ou podeŕıamos não saber distinguir qual delas é mais
agradável.
Esse tipo de consideração leva Goguen em [Gog69] a sugerir várias gene-
ralizações às teorias de grau. Primeiramente, para predicados multidimensi-
onais, o conjunto de valores-verdade pode ser considerado como uma n-upla
de números reais em que existe um valor correspondente para cada dimensão
relevante a cada aplicação. Para ilustrar, tomemos o predicado “grande”.
Deve-se ter um valor para o volume e um para a altura, se existisse uma
única forma correta de avaliar diferentes dimensões, então um único valor
poderia ser designado, mas, como isso não ocorre, a n-upla deve fornecer
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uma representação semântica melhor. Contudo, mesmo o uso de n-uplas,
pode não ser suficiente para representar alguns predicados multidimensio-
nais, em que as dimensões não são elas próprias bem definidas.
Zadeh e Lakoff, em [Zad75] e [Lak73], defendem uma modificação dife-
rente para o conjunto de valores-verdade. Eles introduzem valores-verdade
difusos às expressões do tipo ‘muito verdadeiro’, ‘bastante falso’, etc. Os
novos valores são eles mesmos conjuntos difusos; com isso, uma setença pode
ter diferentes valores-verdade. Por exemplo, suponhamos que temos o pre-
dicado A(x) significando ‘x é alto’, e seja f(x) a função que designa o grau
de verdade do predicado A. Para designarmos o grau de ‘muito verdade’
de A(x), Zadeh propõe que se tome, por exemplo, a função g(x) = (f(x))2,
assim, uma sentença que é verdadeira com grau n poderia ser um elemento
com valor-verdade ‘bastante verdadeiro’ com grau n2, com n ∈ [0, 1]. Ex-
pressões tais como ‘muito verdade’, ‘bastante falso’ etc são chamadas de
variáveis lingǘısticas na teoria de conjuntos difusos. O grau de verdade
difuso é, contudo, fixado sobre bases de graus de verdade designados numeri-
camente. Portanto, as posições de Zadeh e de Lakoff não podem separar-se
muito substancialmente das outras teorias infinito-valentes.
1.7 Vaguidade de ordem maior e valores exa-
tos
Vamos começar com as seguintes questões: Podem as teorias de grau lidar
com vaguidade de ordem superior? Poderiam ser evitadas todas as fronteiras
precisas? É necessário que todas as setenças tenham valores exatos?
Embora teorias polivalentes evitem fronteiras precisas entre verdade com-
pleta e falsidade completa, está longe de ser claro que fronteiras precisas te-
nham sido evitadas. Em particular, parece permanecer uma divisão precisa
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entre sentenças com valor de verdade 1 daquelas com valor de verdade menor
do que 1. Um dos principais argumentos subjacente à tese de que graus de
verdade não são adequados para tratar o fenômeno da vaguidade remonta
à própria origem das lógicas polivalentes. A lógica trivalorada claramente
não trata de termos vagos no sentido de não ter fronteiras bem definas, pois
dada uma proposição qualquer, ela só poderá receber um dos três valores
semânticos permitidos, que denotaremos por 0 (para designar falso), 1 (para
designar verdadeiro) e 1
2
(para designar indeterminado). Com isso, pode-
mos ver que as valorações estão muito bem determinadas, pois, quando uma
proposição p receber o valor 1
2
, não poderemos mais cogitar que p receba valor
1 ou 0, ou seja, a valoração de p não deixa de ser bem determinada mesmo
que 1
2
signifique um valor semântico intermediário ou indeterminado. Desta
forma, vemos que na lógica trivalorada não há espaço para vaguidade de se-
gunda ordem ou de ordem superior. O mesmo racioćınio vale para lógicas com
quatro, cinco ou n valores de verdade, com n ∈ N. Concluimos, então, que os
valores-verdade são todos discretos e pontuais. A partir do momento que foi
atribúıdo um valor a uma proposição p, sua valoração será bem determinada
e numericamente precisa. Se n ∈ [0, 1], teremos uma quantia não enumerável
de valores-verdade2 e ainda assim todos esses valores são pontuais, memso
que p tenha um valor de verdade irracional 1
π
= 0, 318309886... podemos




− 0, 0000000001, isto é,
ainda nessas condições temos fronteiras bem definidas de valores-verdade, já
que sempre é posśıvel distinguir perfeitamente a diferença entre dois valores
atribúıdos à proposição p.
Essas dificuldades parecem estar associadas à designação de valores exa-
tos a todas as setenças. As teorias de grau evitam estabelecer a afirmação
categórica ‘a é F ’; contudo, corre-se o risco de fazer o mesmo quando forçamos
2Ainda que, a rigor, as lógicas de  Lukasiewicz com um número infinito enumerável de
valores-verdade e a lógica com infinito cont́ınuo de valores-verdade sejam equivalentes, cf.
[RID00] e [RID95]
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a determinação sobre ‘o grau de a é F ’. Por exemplo, ‘esse casaco é vermelho’
pode ser verdadeiro com grau 0,322, mas ainda assim parece inadequado asso-
ciarmos o predicado vago ‘vermelho’ a uma função particular que determina
exatamente os graus de verdade de um dado objeto. Para começar, qual seria
a melhor função a ser escolhida, dado que uns consideram que ‘é vermelho’
tem grau 0,322 ao invés de 0,321? Mas, se a semântica para uma lógica
polivalente é descrita usando uma metalinguagem precisa, então as setenças
serão designadas por valores exatos, e desde que as setenças da metalingua-
gem relacionam graus de verdade, então elas próprias são verdadeiras ou
falsas, ou seja, dada uma proposição que possa ter vários graus de verdade,
como podemos saber qual função atribui os valores de verdade corretos a esta
proposição?
Nossa resposta a essa pergunta será dada no segundo caṕıtulo, após ter-




O termo ‘Lógica Difusa’ tem dois significados: o primeiro, inicialmente
chamado de ‘teoria de conjuntos difusos’, é uma teoria criada por Zadeh
em 1965, em que um elemento x pode ter graus de pertinência diferente da
‘pertinência total’ (x ∈ X) e da ‘não pertinência total’ (x /∈ X). Assim,
um dado objeto pode assumir qualquer grau de pertinência entre essas duas
possibilidades. Sob esse ponto de vista, a teoria é chamada de Lógica Difusa
no sentido amplo. No segundo caso, estamos interessados em uma estrutura
matemática que seja composta de regras de inferência, axiomas e funções de
valoração, ou seja, que tenha sintaxe e semântica. A parte sintática é descrita
por uma lógica (normalmente polivalente) e a parte semântica por uma con-
veniente função de valoração. Chamamos a essa estrutura de Lógica Difusa
no sentido estrito. Nesta Dissertação trataremos brevemente do estudo da
Lógica Difusa nos dois sentidos. No sentido estrito, partiremos da proposta
de Gerla em [Ger01], a fim de utilizá-la numa solução do Paradoxo do Sorites.
Veremos que o mecanismo funciona bem, contudo, essa abordagem é pasśıvel
de cŕıtica, pois, segundo o conceito de vaguidade que queremos atingir, esta
solução não parece satisfatória.
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2.1 Conjuntos difusos: como tudo começou.
Em 1965, o engenheiro elétrico Lofti A. Zadeh publicou o artigo [Zad65]
lançando as bases da Teoria de Conjuntos Difusos. Neste artigo Zadeh propôs
uma forma de trabalhar matematicamente conceitos imprecisos.
Primeiramente, vejamos que todo conjunto pode ser expresso por meio
de uma função chamada de ‘função caracteŕıstica’, da seguinte maneira: seja
U um conjunto e A um subconjunto de U ; podemos caracterizar o conjunto
A por meio de uma função CA associando o valor 1 aos elementos de U que
pertencem a A, e o valor 0 aos elementos de U que não pertencem a A. Assim
a função é dada por:
CA(x)
{
1 x ∈ A
0 x /∈ A
Desta forma, o domı́nio de CA é o conjunto U e a imagem é {0, 1}. Para
sabermos se um elemento x ∈ U pertence ao conjunto A, basta ‘aplicarmos’
a função CA neste elemento, se CA(x) = 1, então x ∈ A, por outro lado se
CA(x) = 0, então x /∈ A.
Como vimos, a função caracteŕıstica pode ser utilizada para determinar
conjuntos, mas, o que aconteceria se aumentássemos o número de elementos
da imagem da função caracteŕıstica? Por exemplo, se Im(C) = {0, 1
2
, 1},
isto é, se tivermos C : U 7→ {0, 1
2
, 1}, será que ainda podeŕıamos estabele-
cer conjuntos? De fato, na teoria clássica de conjuntos não, ou melhor, se
aceitarmos o prinćıpio do terceiro exclúıdo, então claramente não. Pois, se-
gundo este prinćıpio, dado qualquer elemento x e qualquer conjunto X, uma
das duas proposições acontece: ou (x ∈ X) ou ¬(x ∈ X), o que é usualmente
denotada por x /∈ X. Assim, devido a este prinćıpio, qualquer proposição
diferente destas duas está exclúıda da linguagem da Teoria de Conjuntos
clássica.
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Por outro lado, se não aceitarmos o prinćıpio do terceiro excluido, então
nada impede que a função caracteŕıstica tenha a seguinte forma:
C : U 7→ [0, 1]
Zadeh percebeu que os valores entre 0 e 1 poderiam ser interpretados como
graus de pertinência de um elemento num conjunto, e assim poderiam ser
utilizados para representar predicados que admitam mais do que dois estados.
Por exemplo, uma gaveta pode estar completamente aberta, completamente
fechada ou em infinitos outros ‘estados de abertura’. Desta forma, o predi-
cado aberto(x) que significa ‘x está aberto’ pode ser expresso dentro de uma
linguagem formal.
Vamos definir de forma rigorosa um (sub)conjunto difuso.
Seja U um conjunto. Um subconjunto difuso F de U é expresso pela
seguinte função:
µF : U 7→ [0, 1]
em que o valor numérico µF (x) explicita o grau com que o elemento x de U
pertence ao subconjunto difuso F . Por vezes, denominaremos estas funções
pertinência, µF , por funções difusas. Observemos que, pela teoria de con-
juntos clássica, devemos sempre pré-estabeler o conjunto universo para que,
utilizando-se o axioma da especificação, possamos obter outros conjuntos.
Assim todo conjunto caracterizado pela função µF será um subconjunto di-
fuso; contudo quando estiver claro vamos nos referir a µF apenas como con-
junto difuso.
Vejamos um exemplo simples de conjunto difuso. Tomemos a propriedade
Peq(x) para ‘x é pequeno’, e tomemos também o conjunto N dos números
naturais. Queremos definir o seguinte conjunto difuso:
F = {n ∈ N|Peq(x)}
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Para isso precisamos definir uma função caracteŕıstica µF que consiga ex-
pressar de forma satisfatória o grau de pertinência de n em F , com n ∈ N.













Isto significa que o número 0 pertence ao conjunto F com grau 1 (isto é,
pertence totalmente a F ), enquanto o número 1 pertence a F com grau 0,5,
o número 99 com grau 0,01, e assim por diante. Poderiamos propor uma
outra função µF para o conjunto F ; por exemplo:
µF (n)

1 0 ≤ n < 10
1/n 10 ≤ n < 1000
0 n ≥ 1000
Com esta outra função estaŕıamos gerando um outro conjunto difuso para
o predicado Peq(x). De fato, cada função µF determina um conjunto difuso
diferente. Como podemos ter infinitas funções, então também temos um
número infinito de conjuntos difusos gerados pela propriedade Peq(x). Por-
tanto, há várias formas diferentes de caracterizar o predicado Peq(x).
Vamos ressaltar dois pontos relevantes desta teoria de conjuntos difu-
sos. Primeiro devemos observar que a função difusa µF , vista como grau de
pertinência, realmente consegue descrever conjuntos que antes não podiam
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ser expressos, já que µF oferece mais possibilidades de pertinência do que
a função caracteŕıstica clássica. Para denotarmos as relações de pertinência
difusa, enriquecemos a teoria de conjuntos com infinitos novos śımbolos de
pertinência ∈i, onde 0 ≤ i ≤ 1, em que ∈1 =̇ ∈ e ∈0 =̇ /∈, e então podeŕıamos
representar a pertinência de x em F da seguinte forma:
x ∈i F










Vale lembrar que Zadeh utilizou a sequinte forma de representar um conjunto
difuso F :
F = 1/0 + 0, 5/1 + 0, 25/3 + . . .+ 1/999 + . . .
Genericamente, F =
∫
x∈U µF (x)/x, onde o ‘numerador’ dá o grau de per-
tinência ao conjunto difuso e o ‘denumerador’ é o respectivo elemento. Além
disso, os sinais ‘+’ e ‘
∫
’ apenas fazem parte da notação (formas de repre-
sentação) dos conjuntos difusos, não tendo os significados usuais de opera-
dores.
O primeiro ponto a ser observado é que a função caracteŕıstica associa
cada elemento de U a um valor no intervalo [0, 1], ou seja, o grau de per-
tinência é dado por um número. Assim, determinamos rigorosamente como
um elemento x (∈ U) se relaciona com F por meio da relação ∈i. Dada a
função µF e x ∈ U , não há outra forma de interpretar a proposição ‘x ∈i F ’
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a não ser afirmando que ‘x pertence a F com grau i’, já que a relação de
pertinência, além de estar bem determinada, também, está numericamente
determinada. Como veremos adiante, não nos parece que haja espaço para
algum tipo de incerteza ou vaguidade nesta afirmação, pois não estamos afir-
mando nada como ‘x pertence bastante a F ’, ou ainda, ‘x pertence muito a
F ’.
Em [MF94], McNeill e Freiberg afirmam que, pelas próprias palavras de
Zadeh, ‘o termo ‘difuso’ é concreto, imediato e descritivo1’. Contudo, Zadeh
admite que este termo tem uma certa conotação negativa em seu uso coti-
diano. Quando dizemos que algo é difuso ou nebuloso, na maioria dos casos
entendemos isto como falta de clareza, falta de informação ou incerteza. Es-
tas caracteŕısticas não são bem vistas, e, normalmente, tentamos diminúı-las
ao máximo. Devemos observar que, em várias situações, quanto mais precisas
forem as informações, mais complexas elas se tornam, podendo mesmo chegar
a graus de complexidade inviáveis.Por exemplo, o problema de lançamentos
baĺısticos tem uma abordagem simples se sua modelagem considerar como
variáveis relevantes apenas à força inicial de impulso e a força gravitacional,
quando se consideram outros fatores tais como resistência do ar e formato
do corpo lançado o problema torna-se substancialmente mais complicado.
Por outro lado, Zadeh reconhece que o termo ‘difuso’ também tem um
certo apelo publicitário, pois como ele mesmo argumenta, se isso não fosse
verdade, provavelmente não haveria um artigo sobre lógica difusa na capa
da revista jornaĺıstica norte-americana Time. A ‘fama’ do temo ‘difuso’
foi proporcional à resistência acadêmica em aceitá-la. Inicialmente poucos
aceitaram que tal teoria pudesse render algum fruto. McNeill e Freiberg
argumentam que se a teoria de Zadeh se chamasse ‘Teoria Cont́ınua de Con-
juntos’ ainda assim, haveria uma forte resistência a ela. De fato, quando se
propõe derrogar um prinćıpio utilizado por mais de dois mil anos (prinćıpio
1 The term ‘fuzzy’ is concrete, immediate and descriptive.
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do terceiro exclúıdo), é natural que isso provoque reações contrárias.
Em nossa opinião, o problema surge quando se pretende usar esta teoria
para expressar conceitos vagos ou difusos, conforme o nome sugere. Mcneill e
Freiberg afirmam que ‘ciência é uma forma de verdade, e não de aparências’,
mas devemos tomar cuidado para que as aparências não nos enganem, im-
pondo ainda mais dificuldades aos avanços intelectuais e tecnológicos. Por
fim ressaltamos que não é nossa intenção afirmar que a teoria de Zadeh não
tenha valor ou aplicações interessantes, mas sim, argumentar que ela não
trata genuinamente de conceitos vagos, concordando com o ponto de vista
de, por exemplo, Haack em [Haa80].
O segundo ponto a ser observado diz respeito ao seguinte fato: dada uma
propriedade vaga, podemos gerar infinitos conjuntos difusos diferentes.
Suponhamos que P (x) seja uma propriedade vaga. Como dito no caṕıtulo
anterior, pelas propriedades do conceito de vago, P (x) não tem fronteiras bem
definidas e é suscet́ıvel ao Paradoxo do Sorites. Para termos um conjunto
difuso precisamos, primeiro, estabeler o conjuto universo U (clássico); em
seguida, admitimos o conjunto F como: F = {x ∈ U |P (x)}. Dáı, cada
função µF determina um conjunto F de forma diferente, ou seja, dado um
domı́nio F ⊆ U cada função µF fornecerá uma imagem diferente para o
mesmo domı́nio. Isto porém exige um cuidado, pois gostaŕıamos que uma
dada propriedade determinasse um único conjunto, tal como ocorre na teoria
clássica de conjuntos, onde a função caracteŕıstica que determina o conjunto
clássico tem sempre a mesma imagem para o mesmo domı́nio.
Por exemplo, no caso clássico, dado o conjunto dos números naturais,
podemos determinar o conjunto Par = {x ∈ Z|x é par} dos pares, por meio




1 x = 2n
0 x = 2n+ 1
ou µPar(x)

1 x = 0
1 x = 2n+ 2
0 x = 4n−2
2
E, como podemos ver, apesar de as funções serem definidas de forma
diferente, elas possuem o mesmo domı́nio e a mesma imagem.
Isso não ocorre quando geramos conjuntos difusos utilizando propriedades
vagas. Por exemplo, tomemos mais uma vez P (x) definido como ‘x é pe-
queno’, e seja F o conjunto formado pela propriedade P (x), F = {x ∈
N|x é pequeno}. Podemos ter as duas seguintes funções:
µconF (n)

1 0 ≤ n < 10
1/n 10 ≤ n < 1000




1 0 ≤ n < 1010
1/n 1010 ≤ n < 10100
0 n ≥ 10100
Assim, cada função µF determina um conjunto de números naturais pe-
quenos, pois dado um domı́nio (N) teremos diferentes imagens para diferen-
tes µF . Vemos então que a subjetividade intŕınseca do predicado ‘é pequeno’
não está expressa na função µF , mas sim na escolha desta, ou seja, estamos
transferindo a subjetividade da linguagem para a meta-linguagem.
Isso pode ser visto como um ponto forte da teoria difusa, pois, pode-
ŕıamos argumentar que a função µastF é a função caracteŕıstica de F onde,
por exemplo, o conjunto universo U é o conjunto das medidas astronômicas
(dadas em km), denotada por Uast, e a função µ
con
F é a função caracteŕıstica
em que o conjunto universo U é o conjunto das medidas continentais (dadas
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em km), denotada por Ucon. No caso das medidas atronômicas, a estrela
mais próxima da terra, Alfa de Centauro, fica a aproximadamente 1013km,
e se comparada às outras estrelas, ela é considerada próxima do Sol, já no
caso das medidas continentais (ordem de grandeza dos continentes), a medida
astronômica 1013km da estrela mais próxima é considerada grande.
O problema é que nada nos impede de aceitar estas duas funções, µastF e
µconF , com relação ao mesmo conjunto universo U . Dáı, teŕıamos dois con-
juntos distintos, Fcon e Fast, determinados pela propriedade ‘x é pequeno’. É
claro que com ‘bom senso’ podemos evitar a aplicação destas duas funções di-
ferentes ao mesmo conjunto U , mas estamos interessados em uma linguagem
que consiga expressar termos genuinamente vagos em primeira ordem, ou
seja, gostaŕıamos de uma teoria que, justamente, evitasse permitir esses abu-
sos.
Portanto, o problema se volta para a escolha da função caracteŕıstica, pois
o único ponto que pode gerar discordia é a determinação de quais números
são pequenos com grau 1, quais podem possuir grau 0 e quais têm grau
entre 0 e 1. É bastante claro que a teoria não impõe nenhuma restrição
a esta escolha, assim cada um pode designar uma função µF , ou seja, a
escolha de µF é subjetiva. Podemos, então, tomar qualquer µF , mas, após
ter feito a escolha não temos mais nehum tipo de subjetividade. Isto nos
mostra que quando trabalhamos com conjuntos difusos, esses se comportam
de forma determińıstica, por outro lado, temos total liberdade de escolher
o conjunto difuso que melhor corresponda as nossas crenças. De fato, o
uso dos conjuntos difusos em aplicações a conceitos vagos é útil para uma
aproximação ‘discretizada’ dos conceitos vagos, pois, a teoria em si não possui
objetos vagos e, desta forma, não pode trabalhar diretamente com eles.
São inúmeras as aplicações da teoria de conjuntos difusos que têm obtido
sucesso. De fato, é muito interessante que haja uma teoria que nos permita
trabalhar de forma subjetiva em segunda ordem, pois podemos adequar mais
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facilmente nossos modelos teóricos de acordo com as observações do objeto
em estudo. Contudo, devemos tomar o cuidado de perceber que não estamos
lidando com objetos vagos quando utilizamos conjuntos difusos, mas o que
de fato estamos fazendo é utilizar uma ‘meta-indeterminação’ do fenômeno
em questão.
2.1.1 Operações difusas básicas
Após estas considerações, vejamos como são definidas as operações básicas
entre conjuntos difusos.
Por convenção, vamos nos referir à função caracteŕıstica µF de um con-
junto difuso F como ‘função de pertinência’ de F .
Seja U um conjunto clássico e sejam A e B (sub)conjuntos difusos de U ,
com funções de pertinência indicadas por µA e µB, respectivamente.
Diremos que A é um subconjunto difuso de B, denotado por A ⊆ B, se,
e somente se:
µA(x) ≤ µB(x) para todo x ∈ U
Notemos que, para todo x ∈ U , temos que µ∅(x) = 0 e µU(x) = 1. Com isso
as situações clássicas ∅ ⊆ A e A ⊆ U são preservadas para qualquer conjunto
difuso A ⊆ U , pois, µ∅(x) ≤ µA(x) e µA(x) ≤ µU(x).
A união entre A e B, denotada por A ∪ B, será o conjunto difuso dado
por:
(µA(x) ∪ µB(x))=̇máximo{µA(x), µB(x)}, para todo x ∈ U .
Onde a função máximo{p, q} toma o maior valor entre p e q, com p, q ∈ [0, 1].
Daqui em diante denotaremos máximo{p, q} por ‘p ∨ q’.
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A intersecção entre A e B, denotada por A ∩ B, será o conjunto difuso
dado por:
(µA(x) ∩ µB(x))=̇mı́nimo{µA(x), µB(x)}, para todo x ∈ U .
Onde a função mı́nimo{p, q} toma o menor valor entre p e q, com p, q ∈ [0, 1].
Denotaremos mı́nimo{p, q} por ‘p ∧ q’.
O complemento de A, denotado por Ā, será o conjunto difuso dado por:
µĀ(x)=̇1− µA(x), para todo x ∈ U .
2.1.2 A álgebra dos conjuntos difusos.
É intessante esclarecer como as leis da álgebra de conjuntos clássica
comportam-se mediante os conjuntos difusos;
Seja U um conjunto universo clássico e A,B e C ⊆ U . As seguintes leis
comportam-se da mesma maneira para conjuntos clássicos e difusos:
(i) idempotência
A ∪ A = A;
A ∩ A = A.
(ii) associatividade
(A ∪B) ∪ C = A ∪ (B ∪ C);
(A ∩B) ∩ C = A ∩ (B ∩ C).
(iii) comutatividade
A ∪B = B ∪ A;
A ∩B = B ∩ A.
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(iv) distributividade
A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C)
A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)
(v) identidade
A ∪ ∅ = A; A ∩ ∅ = ∅; A ∪ U = U ; A ∩ U = A.
(vi) leis de De Morgan
A ∪B = Ā ∩ B̄
A ∩B = Ā ∪ B̄
Estas propriedades podem ser facilmente demonstradas utilizando-se as
definições acima.
Os dois casos seguintes das ‘leis complementares’ dão resultados diferentes
do esperado:
A ∪ Ā 6= U
A ∩ Ā 6= ∅
Tomemos o seguinte exemplo: µA(x) = 0, 5, dáı µA(x) = 1− 0, 5 = 0, 5 e
consequentemente µA ∪ µA(x) = máximo{0, 5; 0, 5} = 0, 5.
O mesmo vale para A ∩ A 6= ∅, pois, se µA(x) = 0, 5 então µA(x) =
1− 0, 5 = 0, 5, dáı teremos µA ∩ µA(x) = mı́nimo{0, 5; 0, 5} = 0, 5.
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2.2 Cálculo proposicional infinito-valente
Tratemos agora, brevemente, da Lógica Difusa em sentido restrito. Inicia-
remos analisando a base do Cálculo Proposicional Infinito-valente, de forma
a definir três importantes abordagens em relação à Lógica Difusa: as Lógicas
de Gödel,  Lukasiewicz e Goguen, cf. [Häj98]. Para tanto, vamos adotar o in-
tervalo real [0, 1] como o conjunto de valores-verdade, com 1 representando o
valor semântico ‘ verdade completa’, e 0 representando ‘falsidade completa’.
O intervalo será ordenado pela relação de ordem linear ‘≤’ densa e com-
pleta, ou seja, cada subconjunto não vazio limitado tem supremo e ı́nfimo.
Além disso, vamos considerar que cada conectivo binário ci : [0, 1]
2 → [0, 1]
na linguagem desta lógica é vero-funcional, ou seja, para todo x, y em [0,1],
ci(x, y) é determinado a partir de seus componentes x e y (o mesmo vale para
conectivos unários e de aridade maior). Com isso uma lógica infinito-valente
pode ser vista como a generalização da lógica clássica bi-valorada e, para
os valores 0 e 1, esta lógica deve atribuir os mesmos valores que a clássica;
conseqüentemente, um conectivo de conjunção infinito-valente, ∗, deve satis-
fazer às seguintes condições: 1 ∗ 1 = 1, 1 ∗ 0 = 0, 0 ∗ 1 = 0 e 0 ∗ 0 = 0.






Agora a tarefa é estabelecer bons candidatos para os conectivos vero-
funcionais, de forma a definir operadores que possam ser valorados dentro
do intervalo [0,1] e que preservem as caracteŕısticas dos operadores da lógica
binária.
Começando com a operação de conjunção, vemos que nosso entendimento
intuitivo desta operação estabelece que um alto grau de verdade da conjunção
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ψ∧ϕ deveria indicar um valor também alto a ambos os valores de verdade de
ψ e de ϕ, sem preferência entre um ou outro. Assim é interessante assumir
que a função de verdade da conjunção seja não descrescente em ambos os
argumentos, e que ela tenha um elemento unitário 1 e um elemento nulo 0.
Vamos estabeler condições para que uma operação binária cumpra este
requisito.
Definição 2.2.1 Uma t-norma é uma operação binária ∗ sobre [0, 1] satis-
fazendo às seguintes condições, para todo x, y, z ∈ [0, 1]:
(i) comutatividade
x ∗ y = y ∗ x;
(ii) associatividade
(x ∗ y) ∗ z = x ∗ (y ∗ z);
(iii) não decrescimento em ambos os argumentos
x1 ≤ x2 implica x1 ∗ y ≤ x2 ∗ y
y1 ≤ y2 implica x ∗ y1 ≤ x ∗ y2;
(iv) existência do elemento neutro e do elemento nulo
1 ∗ x = x e 0 ∗ x = 0;
A t-norma ∗ será cont́ınua se for uma aplicação cont́ınua de [0, 1]2 em
[0, 1] com relação às topologias usuais de [0, 1]2 e [0, 1].
A seguir daremos as três mais importantes t-normas (lembrando que o
sinal =̇ significa é definido como).
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Definição 2.2.2
(i) t-norma de  Lukasiewicz : x ∗ L y=̇max(0, x+ y − 1)
(ii) t-norma de Gödel : x ∗G y=̇min(x, y)
(iii) t-norma do Produto: x ∗p y=̇x · y
Podemos ver claramente que as três operações apresentadas acima satis-
fazem às condições para serem t-normas.
O dual de uma t-norma, a t-conorma, pode ser obtida com a substituição
do item (iv) de 2.2.1 por:
(iv’) 1 ∗ x = 1 e 0 ∗ x = x
Desta forma, utilizamos a t-norma para definir a operação de conjunção
nas lógicas infinito-valentes e a t-conorma para definir a disjunção. Vale
lembrar que há várias formas de se definir a conjunção como t-norma, e cada
uma delas vai definir uma lógica infinito-valente com propriedades diferentes.
Vamos agora discutir a implicação difusa. Na lógica bi-valorada, a im-
plicação ϕ→ ψ é verdadeira se, e somente se, o valor-verdade de ϕ é menor
ou igual ao valor verdade de ψ. No caso das lógicas infinito-valentes podemos
ter um valor qualquer para ϕ → ψ, dentro do intervalo [0,1]. Na tentativa
de generalizar a noção de validade da implicação, vamos adotar o critério de
que a implicação terá um valor-verdade alto quando o valor do antecedente
não for muito maior que o do consequente.
Para compreendermos melhor esta generalização vamos comparar as se-
guintes tabelas:
Tabela da implicação clássica:
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Mostramos a seguir uma tabela com alguns exemplos de valorações para
a implicação (de  Lukasiewicz) na lógica infinito-valente:
Para p ≤ q, tomamos (p→ q)=1. Para p > q teremos:









Como veremos adiante, esta é a implicação de  Lukasiewicz. Analisando
a tabela acima, podemos perceber que quanto maior for a ‘queda’ do valor
de verdade (do antecedente p para o consequente q) menor será o valor da
proposição p→ q. Assim, de forma genérica, podemos ‘idealizar’ a implicação
como um operador binário que se comporta com a caracteŕıstica citada acima.
Sem dúvida é interessante definir a implicação de forma a preservar a
corretude e completude da regra modus ponens difusa (MPD), pois, as in-
ferências semânticas devem corresponder às inferências sintáxicas. Mais for-
malmente, a partir do grau de verdade x de ϕ e do grau de verdade x⇒ k de
ϕ→ ψ devemos ser capazes de computar o grau de verdade k de ψ, ou seja,
estamos interessados em formular um método que consiga extrair o valor k
da proposição ϕ→ ψ, utilizando-se apenas a regra MPD.
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Para isso vamos impor algumas condições. Primeiramente, suponhamos
que x seja o valor de verdade de ϕ, y o valor-verdade de ϕ → ψ e k o
valor de ψ. Agora vamos admitir que as proposições tenham um valor de
verdade mı́nimo, contudo todos os valores acima desse mı́nimo também são
aceitos como valor de verdade da proposição. Assim, se a é um destes valores
mı́nimos para ϕ então podemos dizer que a ≤ x é uma forma de expressarmos
o valor de ϕ, em outras palavras, isto quer dizer que ϕ tem um valor de
verdade de pelo menos a. O mesmo vale para b como sendo o valor mı́nimo
de ϕ→ ψ, dáı b ≤ y é o valor mı́nimo de ϕ→ ψ; em outras palavras, ϕ→ ψ
tem valor de verdade de pelo menos b.
Por último, dadas as proposições ϕ e ϕ → ψ com valores x e x ⇒ k
respectivamente, queremos evitar que x∧(x⇒ k) tenha um valor de verdade
(mı́nimo) maior que o valor k do consequente ψ, pois, caso isso ocorra, está
lógica difusa não será vero-funcional. Dáı, estamos tentando definir uma
implicação em que, ao aplicarmos a regra modus ponens difusa, nos dê o
menor valor de k que já estava determinado no consequente da implicação,
ou seja, não queremos concluir uma verdade (mı́nima) diferente da que já
tinhamos.
Faremos isso utilizando a t-norma, ∗, como uma conjunção, para nos
auxiliar a definir o valor verdade de ‘x⇒ k’. Quando utilizarmos o śımbolo
∗, estaremos nos referindo a uma das três t-normas definidas acima (Gödel,
 Lukasiewicz, ou do produto).
Esquematicamente:
Se a ≤ x e b ≤ (x⇒ k), então (a ∗ b) ≤ k
Em particular, tomando o maior valor do antecedente a = x e escrevendo
z ao invés de b, teremos:
Se z ≤ (x⇒ k), então (x ∗ z) ≤ k
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Por outro lado, gostaŕıamos que x ⇒ k tivesse o maior valor posśıvel,
pois, queremos o maior grau posśıvel de verdade (mı́nima) da implicação.
Assim, quando (x ∗ z) ≤ k temos que z é um bom candidato para x ⇒ k.
Desta forma, se a partir dos valores de verdade a ≤ x e b ≤ (x ⇒ k) = z
obtivermos (a∗b) ≤ k, então, não estaremos violando a corretude do sistema.
Para completar a especificação do candidato à implicação, de forma a
obter uma conveniente regra de modus ponens difusa, devemos considerar o
rećıproco:
Se (x ∗ z) ≤ k, então z ≤ (x⇒ k)
e dáı obtemos:
(x ∗ z) ≤ k sse z ≤ (x⇒ k)
Desta forma, teremos que o valor de verdade x ⇒ k da sentença ϕ → ψ
é determinado pelo máximo z tal que (x ∗ z) ≤ k.
Lema 2.2.3 Seja ∗ uma t-norma cont́ınua. Então, para todo x, y, z ∈ [0, 1],
existe uma única operação, denotada por x ⇒ y, que satisfaz a condição:
(x ∗ z) ≤ k sse z ≤ (x⇒ k).
Demonstração: Para cada x, y ∈ [0, 1], seja
(x⇒ y) = sup {z : x ∗ z ≤ u}
. Para um z fixo, vamos definir a função
f(x) = x ∗ z
, com ∗ sendo uma t-norma cont́ınua. Dáı, dado que a t-norma é continua e
não decrescente, a função f também é cont́ınua e não decrescente, e portanto,
comuta com o supremo. Assim,
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f(x∗z)=x∗z=x∗(x⇒ k)=x∗sup {z : x ∗ z ≤ k}=sup {x ∗ z : x ∗ z ≤ k}
E como (x ∗ z) ≤ k, então temos que sup {x ∗ z : x ∗ z ≤ k} ≤ k
Portanto, x⇒ k= max {z : x ∗ z ≤ k}.
A unicidade provém do fato de a ordem ser linear no intervalo [0,1], isto
é, existe um único elemento máximo em cada intervalo fechado. 
Definição 2.2.4 Definimos x⇒ k como o máximo z tal que (x ∗ z) ≤ k, ou
seja:
x⇒ k=̇max{z : x ∗ z ≤ k}
Observemos2 que, antes do aparecimento da lógica difusa, nas álgebras
de Heyting (estruturas álgebricas associadas a lógica intuicionista) a inter-
pretação álgebrica da implicação intuicionista, ⇒i, já havia sido definida de
modo análogo ao mostrado acima, isto é:
x⇒i y=̇máx{z : x ∧ z ≤ y}
Onde ∧ representa o ı́nfimo.
Definição 2.2.5 A operação x⇒ y do lema anterior é chamada de reśıduo
da t-norma. Além disso, sempre que ‘utilizarmos’ a equivalência (x ∗ z) ≤ k
sse z ≤ (x⇒ k) diremos que é a propriedade da residuação.
Lema 2.2.6 A seguinte proposição é verdadeira:
se x ≤ y então x = y ∗ (y ⇒ x)
2Observação devida a M. E Coniglio.
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Demonstração: Tomemos uma função cont́ınua f no intervalo [0,1] tal
que f(z) = z ∗ y, onde ∗ é uma t-norma cont́ınua e z, y ∈ [0, 1] . Em
particular, f(0) = 0 ∗ y = 0 e f(1) = 1 ∗ y = y. Pela hipótese, temos que
x ≤ y; então para algum z ∈ [0, 1] teremos f(z) = z ∗ y = x. Dáı, tomando
o máximo z tal que x = z ∗ y, isto é, max{z : y ∗ z = x}, obtemos z = y ⇒ x
e portanto x = y ∗ (y ⇒ x).
Teorema 2.2.7 As seguintes operações são reśıduos das três t-normas apre-
sentadas anteriomente:
Para x ≤ y teremos que: (x⇒ y) = 1.
Para x > y,
(i) Implicação de  Lukasiewicz: x⇒ L y := 1− x+ y
(ii) Implicação de Gödel: x⇒G y := y
(iii) Implicação de Goguen (ou do produto): x⇒p y=̇y/x
Demonstração: Assuma x > y,
(i) x∗z = y sse x+z−1 = y sse z = 1−x+y. Então, tomando o máximo
z teremos que 1−x+ y = max{z : x∗ z ≤ y}, e pela definição x⇒ y 
(ii) Neste caso temos que: x ∗ z = y sse min(x, z) = y, e como por hipótese
x > y, então z = y 
(iii) Aqui x · z = y sse z = y/x (desde que x > 0) 
Definição 2.2.8 A álgebra básica é uma álgebra sobre o intervalo [0,1], con-
tendo operadores ‘min’ e ‘max’, uma t-norma, ∗, seu respectivo reśıduo, ⇒,
e os valores distinguidos 0 e 1. Esta álgebra será denotada por:
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L(∗) = ([0, 1],min,max, ∗,⇒, 0, 1).
Daqui por diante, utilizaremos a notação x∩y e x∪y no lugar de min{x, y}
e max{x, y}, respectivamente.
Vamos definir uma relação de ordem em L(∗), denotada por ≤∗.
Definição 2.2.9 Diremos que x ≤∗ y sse x ∩ y = x, ou ainda, x ≤∗ y sse
x ∪ y = y. Quando estiver claro, denotaremos ≤∗ por ≤.
Agora vamos mostrar que as operações ‘min’ e ‘max’ são definidas a
partir da t-norma, ∗, e do reśıduo, ⇒.
Lema 2.2.10 Para cada t-norma cont́ınua ∗, as seguintes seguintes identi-
dades são válidas em L(∗).
(i) x ∩ y = x ∗ (x⇒ y)
(ii) x ∪ y = ((x⇒ y) ⇒ y) ∩ ((y ⇒ x) ⇒ x)
Demonstração:
(i) Se x ≤ y então (x⇒ y) = 1, dando x ∗ (x⇒ y) = x ∗ 1 = x. Se x > y,
por 2.2.6, teremos que y = x ∗ (x⇒ y) 
(ii) Assuma x ≤ y, então (x ⇒ y) = 1 e ((x ⇒ y) ⇒ y) = (1 ⇒ y) = y.
Além disso, desde que y ∗ (y ⇒ x) ≤ x, então, por residuação,
y ≤ (y ⇒ x) ⇒ x
e como
((x⇒ y) ⇒ y) = y
dáı
((x⇒ y) ⇒ y) ∩ ((y ⇒ x) ⇒ x) = y.
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Além disso, se x ≤ y então x ∪ y = y. Portanto,
((x⇒ y) ⇒ y) ∩ ((y ⇒ x) ⇒ x) = x ∪ y.
O caso y ≤ x é análogo. 
Definição 2.2.11 O reśıduo ⇒ define a operação unária pré-complemento
¬x=̇(x⇒ 0).
A partir dos resultados acima, podemos então simplificar a definição da
álgebra básica como:
L(∗) = ([0, 1], ∗,⇒, 0, ).
Note que o pré-complemento será tomado como a função-verdade da
negação.
Lema 2.2.12 As seguintes operações são pré-complementos das três t-normas
distinguidas:
(i) Negação de  Lukasiewicz: ¬x = 1− x
(ii) Negação de Gödel: ¬0 = 1, ¬x = 0 para x > 0.
(iii) O pré-complemento dado pela implicação de Goguen coincide com a
negação de Gödel.
Demonstração: Segue elementarmente das definições de pré-complemento
e das implicações de  Lukasiewicz, Gödel e Goguen. 
Ao fixarmos uma t-norma cont́ınua ∗ estamos também fixando um cálculo
proposicional infinito-valente (no qual o conjunto de valores-verdade é o in-
tervalo [0, 1]): Dáı, ∗ é tomado como função-verdade da conjunção &, a qual
chamaremos de conjunção forte, e o reśıduo ⇒ de ∗ torna-se a função verdade
da implicação. Em mais detalhes, teremos o seguinte:
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Definição 2.2.13 O cálculo proposicional PC(∗) dado por ∗ tem variáveis
proposicionais p1, p2, ..., conectivos, &, → e a constante 0 para 0. As
fórmulas são definidas da maneira usual: cada variável proposicional é uma
fórmula; 0̄ é uma fórmula; se ϕ, ψ, são fórmulas, então ϕ&ψ, ϕ → ψ são
fórmulas. Indicamos por For o conjunto formado por todas as fórmulas.
Outros conectivos são definidos como segue:
(a) ϕ ∧ ψ é definido como ϕ&(ϕ→ ψ)
(b) ϕ ∨ ψ é definido como ((ϕ→ ψ) → ψ) ∧ ((ψ → ϕ) → ϕ)
(c) ¬ϕ é definido como ϕ→ 0
(d) ϕ ≡ ψ é definido como (ϕ→ ψ)&(ψ → ϕ)
A valoração das variáveis proposicionais é uma aplicação ‘v’ da forma v :
For → [0, 1] designando para cada variável proposicional p seu valor verdade
v(p) ∈ [0, 1]. Isso extende unicamente a valoração de todas as fórmulas:
Definição 2.2.14
(a) v(0) = 0
(b) v(ϕ→ ψ) = (v(ϕ) ⇒ v(ψ))
(c) v(ϕ&ψ) = (v(ϕ) ∗ v(ψ))
Proposição 2.2.15 Para qualquer fórmula ϕ, ψ
v(ϕ ∧ ψ) = min(v(ϕ), v(ψ))
v(ϕ ∨ ψ) = max(v(ϕ), v(ψ))
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Demonstração: Segue imediatamente de 2.2.10.
Definição 2.2.16 Uma fórmula ϕ é 1-tautologia de PC(∗) se v(ϕ) = 1 para
cada valoração v.
Esta 1-tautologia é uma fórmula que é absolutamente verdadeira em qual-
quer valoração. Nesta seção, escolheremos como axiomas algumas fórmulas
que são 1-tautologias de todo PC(∗) (para qualquer t-norma ∗ cont́ınua) e
desenvolvemos uma lógica que é uma base comum a todas as lógicas PC(∗).
Está será chamada de BL-lógica.
Esta lógica é correta, isto é, cada fórmula provada será uma 1-tautologia
de cada PC(∗) e portanto também uma tautologia da lógica clássica bivalo-
rada. É claro que para diferentes t-normas t1, t2, o conjunto de 1-tautologias
de PC(t1) e PC(t2) podem ser diferentes.
Definição 2.2.17 Axiomas:
(A1) (ϕ→ ψ) → ((ψ → χ) → (ϕ→ χ))
(A2) (ϕ&ψ) → ϕ
(A3) (ϕ&ψ) → (ψ&ϕ)
(A4) (ϕ&(ϕ→ ψ)) → (ψ&(ψ → ϕ))
(A5a) (ϕ&(ψ → χ)) → ((ϕ&ψ) → χ)
(A5b) ((ϕ&ψ) → χ) → (ϕ→ (ψ → χ))
(A6) ((ϕ→ ψ) → χ) → (((ψ → ϕ) → χ) → χ)
(A7) 0 → ϕ
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A regra de dedução de BL é modus ponens. Dado isso, as noções de
demonstração e de fórmula demonstrável em BL são definidas da maneira
usual.
Observação 2.2.18 (A1) é a transitividade da implicação. (A2) diz que a
&-conjunção implica seu primeiro elemento e (A3) sua comutividade. (A4)
expressa a comutividade da conjunção ∧. (A5) expressa a residuação. (A6)
é uma variante da prova por casos: se χ segue de ϕ→ ψ então se χ sempre
segue de ψ → ϕ então χ. Finalmente (A7) diz que 0 implica qualquer coisa.
Lema 2.2.19 Todos os axiomas de BL são 1-tautologias em cada PC(∗). Se
ϕ e ϕ→ ψ são 1-tautologias de PC(∗) então ψ também é. Dáı, cada fórmula
provada em BL é uma 1-tautologia de cada PC(∗).
Demonstração: (A2) até (A5) e (A7) são obviamente 1-tautologias.
Para verificar(A1) temos que provar que:
1 ≤ (x⇒ y) ⇒ ((y ⇒ z) ⇒ (x⇒ z))
então usando reśıduo três vezes,
(x⇒ y) ∗ (y ⇒ z) ∗ x ≤ z
mas isto segue do fato de que x ∗ (x ⇒ y) = min(x, y) ≤ y e similarmente
y ∗ (y ⇒ z) ≤ z. 
Para verificar A6, observe que (x ⇒ y) = 1 ou (y ⇒ x) = 1 e que
1 ⇒ y = y ( observando que z ∗ u ≤ z e u ∗ z ≤ z, para todo u). Por modus
ponens observe que se x = 1 e x⇒ y = 1 então necessariamente y = 1 (desde
que 1 = y ⇒ y). 
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2.3 Racioćınio difuso e o Paradoxo do Sorites
Começaremos analisando o Paradoxo do Sorites envolvendo o predicado
vago ‘é pequeno’, usado no paradoxo do empilhamento (ou monte). Este
paradoxo já discutido no Caṕıtulo 1, segue da seguinte forma:
(a) Um empilhamento contendo apenas dez grãos de arroz é pequeno.
(b) Se adicionarmos um grão de arroz a um pequeno empilhamento de
grãos, o mesmo permanecerá pequeno.
Portanto:
(c) Todo empilhamento de grãos de arroz é pequeno.
Para enfatizarmos a estrutura formal deste argumento, denotaremos por
Pequeno(n), a sentença ‘um empilhamento com n grãos de arroz é pequeno’
e denotaremos a regra modus ponens por MP, então podemos descrever o
argumento acima como segue:
Assuma que, para todo n inteiro, temos a fórmula atômica:
(a) Pequeno(1).
e a implicação:
(b) Pequeno(n) → Pequeno(n+ 1)
então,
– de Pequeno(1) e Pequeno(1) → Pequeno(2) por MP, obtemos
Pequeno(2);




– de Pequeno(x) e Pequeno(x) → Pequeno(x+1) por MP, obtemos
Pequeno(x+ 1);
portanto,
(c) Pequeno(n), para todo n natural.
Desta maneira, quando um inteiro n é fixado, podemos provar Pequeno(n)
usando n−1 vezes a regra MP. Contudo, por meio deste procedimento pode-
mos chegar a conclusão Pequeno(1010), mas claramente, 1010 é contrária à
nossa intuição sobre a noção de ‘empilhamento pequeno’.
A noção de racioćınio aproximado propõe uma solução para esse paradoxo.
Um fato bastante convincente é que Pequeno(n) → Pequeno(n+1), em geral,
é próximo da verdade, mas não é completamente verdadeiro. Podemos tentar
respeitar esse fato assumindo um valor de verdade próximo de 1 para essas
fórmulas, como por exemplo 0,9. De acordo com o que vimos, o grau de
verdade da conclusão depende do grau de verdade das premissas em cada
passo da inferência.
Se soubermos que as fórmulas α → β e α são verdadeiras com grau λ1 e
λ2, então poderemos concluir que β é verdadeira com grau λ1 ∗p λ2, onde λ1
e λ2 são valores pertencentes ao intervalo [0, 1] e ∗p é a t-norma do produto,
ou seja, o produto usual. Sob essa hipótese o paradoxo do careca pode ser
posto da seguinte forma:
• de Pequeno(1) [com grau 1] e Pequeno(1) → Pequeno(2) [com grau
0,9] por MP, podemos inferir Pequeno(2) [com grau 1× 0, 9 = 0, 9];
• de Pequeno(2) [com grau 0,9] e Pequeno(2) → Pequeno(3) com grau
[0,9] por MP, podemos inferir Pequeno(3) [com grau 0, 9×0, 9 = 0, 92];
...
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• de Pequeno(x) [com grau 0, 9n−1] e Pequeno(x) → Pequeno(x + 1)
[com grau 0,9] por MP, podemos inferir Pequeno(x + 1) [com grau
0, 9n−1 ∗ 0, 9 = 0, 9n];
Em particular, podemos provar Pequeno(1010) com grau 0, 9(10
10)−1, e
assim não teŕıamos um resultado paradoxal, pois 0, 9(10
10)−1 é um número
muito próximo de 0. Desta forma, conseguimos uma representação formal
do paradoxo do empilhamento preservando seu conteúdo e evitando uma
conclusão paradoxal.
Como já observamos, o paradoxo do careca é semelhante ao paradoxo
do empilhamento (são apenas instâncias do Paradoxo do Sorites). Assim,
assumamos que Careca(n) represente a declaração “um homem com n fios
de cabelo é careca”. Logo, Careca(1) é uma proposição verdadeira e, para
todo n ∈ N, Careca(n) → Careca(n + 1) é aceitável; dáı, por indução,
derivamos Careca(m), para todo m ∈ N. Mas, se tentarmos aplicar a Lógica
Difusa nesta argumentação, veremos que o valor verdade da aplicação do
MPD não servirá neste caso, pois o argumento pode ser formalizado como
uma prova difusa de Pequeno(1010) cuja valoração é δ = 0, 9(10
10−1), onde
δ 6= 0. Isso nos mostra que o valor-verdade de Pequeno(1010) é maior ou
igual a δ, o que mostra que Pequeno(1010) é muito próxima do valor falso
(≈ 0), mas não é completamente falso (6= 0)). Da mesma forma, quando
aplicamos este procedimento ao paradoxo do careca, podemos mostrar que
Careca(105) é sempre provado com grau de verdade δ 6= 0, mas um homem
com 105 fios de cabelo certamente não é careca, ou seja, Careca(105) tem
valor de verdade igual a zero, e isto significa que não podemos aceitar que
o valor-verdade de Careca(105) seja maior ou igual à δ, pois sempre iremos
derivar δ 6= 0.
Se considerarmos a forma inversa do paradoxo do empilhamento então
teremos a mesma dificuldade que encontramos no paradoxo do careca. Note
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que este paradoxo utiliza a adição (forma crescente), mas, inversamente, ele
poderia utilizar a subtração (forma decrescente). Nominalmente, podemos
considerar ‘grande’ como o inverso de ‘pequeno’, isto é, Grande(n) significa
que um empilhamento com n grãos é grande e admitindo que:
• Para um inteiro b suficientemente grande, Grande(b) é válido.
e
• Todas as implicações Grande(n) → Grande(n − 1) são plauśıveis.
Então usando MP (b − 1) vezes, podemos concluir que Grande(1) é
válido.
Do ponto de vista difuso, assumamos que Grande(b) tem um grau de
verdade, λ 6= 0, e que a implicação Grande(n) → Grande(n−1) tem grau de
verdade de pelo menos µ 6= 0, com b, n ∈ N. Então, procedendo como anteri-
ormente, obtemos que Grande(1) pode ser provado com grau λ∗p(µ)b−1 6= 0 e
portanto seu grau de verdade é diferente de zero. Como no caso do paradoxo
do careca, isto é completamente insatisfatório, pois temos que λ∗p (µ)b−1 6= 0
é muito próximo de zero, contudo Grande(1)(=¬Pequeno(1)) é verdade com
grau exatamente igual a zero (ou seja, é completamente falsa). Dáı, podemos
concluir que o produto usual não é adequado para algumas formulações do
Paradoxo do Sorites.
Uma resposta para esta questão é dada pela conjunção de  Lukasiewicz,
x ∗ L y=̇max{0, x+ y − 1}.
Vejamos o seguinte exemplo: Seja CR(x) o predicado ‘um carro (de pas-
seio com 5 lugares) com x pessoas está cheio’, onde x ∈ {1, 2, 4, 5}, e supo-
nhamos que a proposição CR(x) ⇒ CR(x− 1) tenha valor de verdade igual




CR(5) ⇒ CR(4) [[0,8]]
CR(4) max{0;1+0,8-1}=[[0,8]]
CR(4) [[0,8]]
CR(4) ⇒ CR(3) [[0,8]]
CR(3) max{0;0,8+0,8-1}=[[0,6]]
CR(3) [[0,6]]
CR(3) ⇒ CR(2) [[0,8]]
CR(2) max{0;0,6+0,8-1}=[[0,4]]
CR(2) [[0,4]]
CR(2) ⇒ CR(1) [[0,8]]
CR(1) max{0;0,4+0,8-1}=[[0,2]]
CR(1) [[0,2]]
CR(1) ⇒ CR(0) [[0,8]]
CR(0) max{0;0,2+0,8-1}=[[0]]
Desta forma um carro, sem nenhuma pessoa dentro, está cheio com grau
de verdade igual a zero.
Vamos aplicar este racioćınio ao predicado C(x) =̇ ‘uma pessoa com x
fios de cabelo é careca’. O valor-verdade da implicação C(x) ⇒ C(x + 1) é
0,99999 (denotado por [[0,99999]] ). E C(0) ou C(1) tem valor de verdade
[[1]]. Aplicando a regra MPD repetidamente teremos:
C(1) [[1]]
C(1) ⇒ C(2) [[0,99999]]
C(2) max{0;1+0,99999-1}=[[0,99999]]
C(2) [[0,99999]]










C(99.998) ⇒ C(99.999) [[0,99999]]
C(99.999) max{0;0,99999+0,00002-1}=[[0,00001]]
C(99.999) [[0,00001]]
C(99.999) ⇒ C(100.000) [[0,99999]]
C(100.000) max{0;0,99999+0,00001-1}=[[0]]
C(100.000) [[0]]
C(100.000) ⇒ C(100.001) [[0,99999]]
C(100.001) max{0;0+0,99999-1}=[[0]]
Para n > 100.000, temos: C(n) [[0]]
Desta forma, por meio do operador de  Lukasiewicz e da aplicação de
MPD, chegamos a conclusão que uma pessoa com 100.000 fios de cabelo, ou
mais, é careca com grau de verdade 0.
De forma genérica, podemos definir uma função recursiva que calcule o
valor do predicado cada vez que utilizarmos MPD. Assim dado um predicado
unário qualquer, P , definimos seu valor-verdade vn, da n-ésima inferência,
pela função recursiva:
v0 = 1 e vn = vn−1 ∗ L v
onde v será o valor-verdade da implicação P (x) ⇒ P (x± 1).
É importante notarmos que o valor v depende do problema em questão,
por exemplo, no caso do paradoxo do careca, exposto acima, se o valor de
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v fosse 0,9, então, após 10 passos de inferência utilizando-se MPD, teriamos
C(10) com valor-verdade igual a [[0]], assim, uma pessoa com 10 fios de
cabelo seria careca com grau de verdade 0, isto é, ela teria 10 fios de cabelo
e C(10) seria falso, ou seja, uma pessoa com 10 fios de cabelo não poderia
ser considerada careca.
Contudo, para todo 0 < v < 1, sempre podemos tomar um inteiro
n ∈ [0, 1] (no intervalo [0,1]), tal que vn = 0. Portanto, no caso em que
a subtração forma o paradoxo do empilhamento, dado pelo inteiro b, com
uma escolha conveniente de λ e µ, obtemos λ ∗ L µb−1 = 0. Dáı, podemos
dizer que a conjunção de  Lukasiewicz é capaz de dar uma solução não para-
doxal tanto ao paradoxo do careca quanto o paradoxo do empilhamento, em
outras palavras, fornece um método para tratar o Paradoxo do Sorites na
forma crescente e na forma decrescente.
2.4 Racioćınio difuso e o prinćıpio de indução
Observemos que a solução anterior leva-nos a uma caracteŕıstica surpreen-
dente da Lógica Difusa. Veremos que, ao considerarmos predicados vagos, o
prinćıpio de indução não pode ser considerado completamente válido.
O prinćıpio de indução é expresso por duas fórmulas
P (1) ∨ ∀n(P (n) → P (n+ 1)) → ∀nP (n))
ou equivalentemente por:
P (1) → (∀n(P (n) → P (n+ 1)) → ∀nP (n)),
onde P é uma fórmula expressando uma propriedade vaga no conjunto N dos
números naturais.
Vamos demonstrar que (∀n(P (n) → P (n + 1)) → ∀nP (n) não pode ter
valor de verdade 1.
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Demonstração: Seja P uma fórmula expressando uma propriedade vaga
tal que P (n) vale 1, com n ∈ N.
Assumamos que o prinćıpio de indução tem valor-verdade µ. Além disso,
vamos assumir que, para todo n ∈ N, as implicações P (n) → P (n+1) tenham
o mesmo valor-verdade, isto é, ∀n(P (n) → P (n+ 1)) é verdadeiro com grau
ν 6= 0 (próximo de 1).
Admitamos que ∀nP (n) seja falsa, isto é, ∀nP (n) vale 0, então, aplicando
MPD em P (1) e P (1) → (∀n((P (n) → P (n+ 1)) → ∀nP (n)), derivamos:
P (1) [[1]]
P (1) → (∀n(P (n) → P (n+ 1)) → ∀nP (n)) [[µ]]
(∀n(P (n) → P (n+ 1))) → ∀nP (n) 1 ∗ µ
Aplicando, novamente, MPD em ∀n(P (n) → P (n+ 1)) e ∀n(P (n) → P (n+
1)) → ∀nP (n) teremos:
∀n(P (n) → P (n+ 1)) [[ν 6= 0]]
(∀n(P (n) → P (n+ 1))) → ∀nP (n) [[µ]]
∀nP (n) ν ∗ µ=[[0]]
Como ∀nP (n) é falsa, então, ν∗µ = 0. A t-norma ∗ pode ser uma das três
t-normas: de Gödel,  Lukasiewicz ou do Produto, vamos analisar caso-a-caso:
(∗G) ν ∗G µ = 0 por definição min{ν, µ} = 0, como ν 6= 0, então, µ = 0.
(∗p) ν ∗p µ = 0 por definição ν · µ = 0, como ν 6= 0, então µ = 0. 
(∗ L) ν ∗ L µ = 0 por definição max{0, ν + µ− 1} = 0, dáı temos que
ν+µ− 1 ≤ 0, ou seja, µ ≤ 1− ν, e como ν 6= 0 então µ nuca será igual
a 1.
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2.5 O problema com a solução difusa.
De fato, as coisas são um pouco mais complicadas, veremos agora que a
formalização vista na seção anterior também gera uma situação paradoxal.
Por exemplo, no caso em que tivermos um monte de areia, é razoável admi-
tirmos que as fórmulas Pequeno(2), Pequeno(3), . . ., Pequeno(10) também
tenham valor semântico igual a 1, pois um empilhamento com menos de 10
grãos, certamente, é pequeno. Neste caso muitas provas da mesma fórmula
são posśıveis: considere a fórmula Pequeno(3), como visto acima, é posśıvel
demonstrarmos Pequeno(3) com valor de 0, 81. Contudo, desde que temos
Pequeno(2) com grau 1 e Pequeno(2) → Pequeno(3) com grau 0,9, então por
Modus Ponens Difuso, podemos inferir Pequeno(3) com grau 0, 9× 1 = 0, 9.
Além do mais, estabelecemos Pequeno(3) com grau 1. Vemos portanto que
o mesmo aparato dedutivo nos dá três respostas diferentes sobre o valor de
verdade da fórmula Pequeno(3): os valores 0,81, o valor 0,9 e 1. Isso força
uma mudança na interpretação por parte da regra MPD. De fato o significado
que designamos para a regra MPD é:
• se soubermos que α → β e α são verdadeiras com grau de verdade de
pelo menos λ1 e λ2 respectivamente, então, é posśıvel concluirmos que
β é verdadeira com grau de pelo menos λ1 ∗ λ2. Desta forma a prova
mencionada acima de Pequeno(3) declara que:
• Pequeno(3) tem pelo menos grau 0,81;
• Pequeno(3) tem pelo menos grau 0,9;
• Pequeno(3) tem pelo menos grau 1;
Estas declarações não são contraditórias, pois, elas são equivalentes a
afirmarmos que Pequeno(3) acontece com grau de verdade de pelo menos
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0,81. Assim, a regra de inferência difusa não é uma ferramenta para calcular
o valor de verdade exato da conclusão, em vez disto, fornece uma maneira
de calcular um valor ‘mı́nimo’ de verdade utilizando os valores ‘mı́nimos’ de
verdade das premissas. Desta forma, a lógica difusa pode ser considerada
como uma ferramenta que, a partir do grau ‘mı́nimo’ dos valores de verdade
das fórmulas, nos dá novas fórmulas com valores de verdade mı́nimos.
Vamos discorrer brevemente sobre o que significa ‘grau mı́nimo de ver-
dade’. Primeiramente, devemos deixar claro que um grau mı́nimo de verdade
α nos dá o menor valor de verdade que podemos assumir numa proposição.
Assim, não devemos esquecer que os valores acima deste α também são ad-
missiveis, ou seja, temos um intervalo de valores válidos, começando em α e
terminando em 1. A interpretação intuitiva dessa valoração é que dada uma
proposição, na pior das hipóteses, ela será verdadeira com grau α. Este tipo
de valoração não é raro em atitudes cotidianas; por exemplo, vamos conside-
rar a valoração ‘grau de confiança’, simbolizada por gc, além disso, tomemos
uma pessoa que seja um otimista inveterado, e que vá atribuir uma valoração
gc(x) a uma outra pessoa x. Nessas condições, o otimista, inicialmente,
atribui o intervalo de confiança [1, 1] à pessoa x (gc(x) = [1, 1]), e conforme x
não corresponda às expectativas, o grau de confiança do otimista irá caindo,
mas sempre com possibilidade de ter confiança total, ou seja gc(x) = [α, 1],
com α ∈ [0, 1], mesmo que isso represente ingenuidade do otimista. Da
mesma forma, podeŕıamos ter a situação inversa, um pessimista inveterado;
a única diferença é que o pessimista atribui, inicialmente, gc(x) = [0, 0],
e conforme x prove o contrário, tem-se gc(x) = [0, α], ou seja, o grau de
confiança vai de zero até α.
Outra caracteŕıstica muito importante provém do fato de que qualquer
número dentro do intervalo de valoração é igualmente aceito como valor de
verdade da proposição. Por exemplo, dada uma propriedade vaga P e uma
proposição x tal que P (x) recebe o intervalo de valoração [0, 7; 1]. Podemos
71
interpretá-la dizendo: x tem valor de verdade igual a 0, 7 em relação a pro-
priedade P , mas também somos inteiramente livres para interpretar x com
valor de verdade 0, 8 em relação a P . Obviamente, o grau de verdade 0, 7
é menor do que 0, 8, contudo, não gostariamos priviligiar um destes valores,
pois estariamos atribuindo um valor preferencial ao valor-verdade de P (x),
isto é, uma meta-valoração. De fato, nada nos impede de fazê-lo, entretanto
é interessante que se tenha como valores ‘distinguidos’ todos aqueles que en-
tre 0, 7 e 1, pois, de certa forma temos uma caracteŕıstica vaga, deixando em
aberto que grau de verdade é usado dentro do intervalo.
2.6 O Sorites via informação negativa
Como já vimos, a abordagem dos conceitos vagos, via Lógica Difusa (na
forma estrita) leva-nos a utilizar intervalos de valor-verdade. Nesta secção
vamos expor mais uma forma de apresentar o paradoxo do empilhamento,
e com isso, adotaremos uma notação que representará melhor a idéia de
‘intervalo de valor-verdade’.
Seja U um conjunto e F um conjunto difuso caracterizado pela função
µF : U → [0, 1]. Dado um conjunto de proposições F referente a uma lógica
infinito-valente, definimos uma função valoração por:
v : F → U .
A partir disto, não seria absurdo considerarmos v como um subconjunto
difuso de F. De fato, em um subconjunto difuso a imagem da função µF
nos dá justamente o grau de verdade de α ∈ U . Os elementos de U estão
intrinsecamente associados a seus valores-verdade, ou seja, é usual valer a
seguinte igualdade:
v(α) = valor-verdade de α
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Porém, como já vimos, a Lógica Difusa, vista como uma lógica infinito-
valente, exige que a valoração de uma fórmula α seja um intervalo [λ, 1] ⊆
[0, 1], pois tomamos o mı́nimo valor-verdade da proposição, assim, o valor-
verdade de α deve ser maior ou igual a v(α).
Agora vamos mais uma vez tratar do paradoxo do empilhamento, apre-
sentando porém uma notação que expressará de forma correta a valoração das
proposições. Novamente, assumimos que um empilhamento contendo apenas
10 grãos de areia é pequeno, isto é, Pequeno(10) é verdadeiro. Vamos obser-
var também que, sob o ponto de vista de propriedades vagas, é dif́ıcil aceitar
a existência de um número n limite, tal que um empilhamento com n grãos
seja pequeno e um empilhamento com n + 1 grãos não seja pequeno. De
forma a não impor fronteiras precisas na predicação ‘Pequeno(x)’, podemos
declarar que Pequeno(n) ∧ ¬Pequeno(n+ 1) é falso, dáı:
• desde que Pequeno(1) é válida e Pequeno(1) ∧ ¬Pequeno(2) é falso,
então Pequeno(2) vale;
• desde que Pequeno(2) é válida e Pequeno(2) ∧ ¬Pequeno(3) é falso,
então Pequeno(3) vale;
...
• desde que Pequeno(n− 1) é válida e Pequeno(n− 1)∧¬Pequeno(n) é
falso, então Pequeno(n) vale;
Em tal argumento, a presença da expressão ‘falsa’ significa que admiti-
mos informações negativas como premissa num passo inferencial. Isso não
é usual numa lógica formalizada, onde preferem-se os tipos de inferência
onde as regras derivam fórmulas verdadeiras. Claramente, para a lógica
clássica, uma declaração de uma fórmula falsa é equivalente à declaração de
que sua negação é verdadeira. Assim podemos expressar informações negati-
vas através de fórmulas positivas com valores-verdade nulo. Isso nos permite
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formalizar o argumento que acabamos de ver pela seguinte regra de inferência
clássica:
(A, [[1]]), (A ∧ ¬B, [[0]])
(B, [[1]])
Então, utilizando-se esta notação, assumiremos que:
(a) (Pequeno(1), [[1]])
(b) (Pequeno(n) ∧ ¬Pequeno(n+ 1), [[0]])
Ainda,
de (Pequeno(1), [[1]]) e (Pequeno(1) ∧ ¬Pequeno(2), [[0]]), provamos
(Pequeno(2), [[1]]),
de (Pequeno(2), [[1]]) e (Pequeno(2) ∧ ¬Pequeno(3), [[0]]), provamos
(Pequeno(3), [[1]])
...
de (Pequeno(n−1), [[1]]) e (Pequeno(n−1)∧¬Pequeno(n), [[0]]), prova-
mos (Pequeno(n), [[1]]).
Essa forma de apresentar o paradoxo do empilhamento, em vez de consi-
derar apenas o predicado, ela expressa claramente o predicado e sua valoração
por meio do par ordenado. O primeiro elemento do par representa o predi-
cado e o segundo sua valoração, assim, esta notação agrega o valor de verdade
à fórmula. Daqui até o fim deste caṕıtulo, trabalharemos com esta notação.
Finalmente, para representar a valoração, vamos utilizar um intervalo,
entre 0 e 1, em lugar de um único número. Isto nos permitirá representar o
racioćınio difuso de forma mais ı́ntegra, pois está notação não deixa nenhuma
informação subentendida.
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Desta forma, vamos adequar a regra de inferência difusa à notação com
intervalos:
(A, [[λ, 1]]), (A ∧ ¬B, [[0, µ]])
(B, [[0 ∧ (λ− µ), 1]])
Que intuitivamente significa:
Se A é aproximadamente verdade (com grau de pelo memos λ) e A∧¬B é
aproximadamente falso (com grau máximo µ), então B é aproximadamente
verdadeiro (com grau máximo λ− µ).
Essa regra é correta com respeito à semântica de  Lukasiewicz. Ainda
sejam x e y, os valores verdades das fórmulas A e B respectivamnte, então
de x ≥ λ e (x+(1−y)−1)∧0 ≤ µ, temos que x−y ≤ µ e portanto y ≥ λ−µ.
Assumindo as fórmulas assinaladas:
(Pequeno(1), 1) e ((Pequeno(n) → Pequeno(n+ 1), [0; 0, 0001])
Podemos considerar o seguinte racioćınio aproximadado utilizando a nota-
ção com valor agregado, da seguinte forma:
(Pequeno(1), [[1; 1]]), (Pequeno(1) ∧ ¬Pequeno(2), [[0; 0, 0001]])
(Pequeno(2), [[0, 9999; 1]])
(Pequeno(2), [[0, 9999; 1]]), (Pequeno(2) ∧ ¬Pequeno(3), [[0; 0, 0001]])
(Pequeno(3), [[0, 9998; 1]])
...aplicando a regra 9995 vezes
(Pequeno(9999), [[0, 0002; 1]]), (Pequeno(9999) ∧ ¬Pequeno(10000), [[0; 0, 0001]])
(Pequeno(10000), [[0, 0001; 1]])




(Pequeno(n), [[0; 1]]) para todo n ∈ N
Observemos que (Pequeno(1000), [[0; 1]]) tem um intervalo de valor-verda-
de variando de 0 a 1, isto significa que a proposição Pequeno(1000) pode
assumir qualquer valor de verdade neste intervalo. Esta notação tem a van-
tagem de explicitar o intervalo de valoração associada à proposição. Como
podemos ver a proposição é indeterminada, pois (Pequeno(1000), [[0; 1]])
permite-nos adotar qualquer valor-verdade em [0,1]. Vale lembrar que não
se trata de inconsistências, pois adotamos a postura de tomar um único
valor de verdade dentro do intervalo permitido pela proposição. Contudo, a
proposição que tiver associado a ela o intervalo [[0, 1]], claramente é indeter-
minada, e como esta recebe valores numéricos, então ela também não é vaga
no sentido que discutimos no caṕıtulo anterior.
Desta forma, as soluções expostas acima, em nosso ponto de vista, não
apresentam uma solução ao Paradoxo do Sorites, ao invés disto, a vaguidade





Neste caṕıtulo, apresentaremos as Lógicas Moduladas como estudadas por
M. Grácio, sob orientação de W. A. Carnielli em [Grá99]. Estas constituem
uma famı́lia de lógicas que apresentam quantificadores diferentes dos clássicos
∀ e ∃. Vamos expor e analizar alguns quantificadores definidos pelas Lógicas
Moduladas, tais como maioria e geralmente. Veremos que eles são definidos
de forma a constituir extensões monotônicas com relação à lógica clássica.
Pela análise destes quantificadores vamos propor uma nova noção de ‘vago’.
Esta, como argumentaremos, será desvencilhada de quantidades numéricas
cardinais.
3.1 Lógicas Moduladas
Nas linguagens formais de primeira ordem usa-se extensamente os quan-
tificadores ∀ e ∃, pois estes são bem determinados e suas aplicações não
admitem nehum tipo de vaguidade. Assim, para ϕ uma fórmula de Lτωω, com
assinatura τ = {I, J,K}, e A = 〈A, {RAi }i∈I , {fAj }j∈J , {cAk }k∈K〉 uma estru-
tura, existem apenas duas formas de quantificar ϕ: ∀xϕ(x) e ∃xϕ(x). Cada
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uma destas formas determina quantos elementos a de A satisfazem à fórmula
ϕ(x) na estrutura A, ou seja, se ∀xϕ(x) for válida, o número de elementos
de A que satisfaz ϕ é igual ao número total de elementos do universo de A,
denotado por #A. Já, se ∃xϕ(x) for válida, então ao menos um elemento de
A satisfaz ϕ(x), não importando se há mais elementos ou não.
Contudo, na linguagem natural, costuma-se usar com muita freqüência
sentenças do tipo:
A maioria das pessoas, . . .
Geralmente as pessoas, . . .
Para muitas pessoas, . . .
Entretanto, nenhuma destas sentenças pode ser expressa por meio de ∀
ou ∃, veja [BC81]. Desta forma, não é dif́ıcil percebermos a necessidade de
termos novos quantificadores que expressem sentenças como as acima.
A motivação inicial para a criação destes quantificadores foi o desejo de
tratar logicamente proposições cuja validade não é garantida por um processo
de dedução. Assim, sentenças que não são necessariamente válidas a partir
das premissas, poderiam ser obtidas via indução. Para isso, é necessário que
a conclusão obtida pela indução esteja bem ‘sustentada pelas evidências’,
ou seja, se ϕ vale para muitos elementos x num determinado universo U ,
então desejamos que, se a for um indiv́ıduo genérico de U tenhamos ϕ(a)
válida. Por exemplo, a partir da proposição genérica de que ‘os pássaros
geralmente voam’ e tomando um pássaro genérico p, desejamos concluir que
‘p voa’. Com intenção de formular uma lógica que desse conta deste tipo de
racioćınio indutivo, foram elaboradas as Lógicas Moduladas. Estas lógicas
são extensões da lógica clássica, construidas por meio da adição de novos
quantificadores. Vejamos pelas suas próprias palavras:
“Essa ampla famı́lia de sistemas lógicos, denominada lógicas modu-
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ladas, é caracterizada pela presença de um subconjunto (q) do conjunto
das partes do universo em sua semântica, representando um conjunto
arbitrário de crenças (proposições não necessariamente válidas, mas
que são inferidas com base nas evidências) de uma base de conheci-
mento. Sintaticamente, este subconjunto q é representado por um quan-
tificador generalizado (Q). Intuitivamente, estendemos a lógica clássica
de primeira ordem, dotando-a de crenças e conforme as propriedades
que o subconjunto q apresenta, ele descreve uma forma particular de
racioćınio indutivo, ou seja, uma particularização das lógicas modu-
ladas.” (Grácio, 1999, pag.76)
Desta forma, veremos, inicialmente neste caṕıtulo, as principais etapas na
formulação dos quantificadores modulados. Poderemos, então, analisar se
esses quantificadores podem ser tidos como vagos no sentido que desejamos.
3.2 A Lógica da Maioria
Vamos agora analisar o quantificador que expressa a idéia de ‘maioria’.
Para invocar este conceito podemos utilizar a seguinte noção proposta por
Peterson, em [Pet79]: “se a maioria dos S é P significa que o número de S ′s
(ésses) que são P ′s (pês) é maior que o número de S ′s (ésses) que não são P ′s
(pês)”; isto é, seja S um conjunto e P um outro conjunto tal que S ⊆ P , dáı,
se a maioria dos elementos de S também são elementos de P , então dizemos
que a maioria dos S ′s são P ′s. Mas, para podermos afirmar que a maioria
dos S ′s são P ′s é necessário que a seguinte condição seja satisfeita: devemos
verificar que 50% dos elementos de S mais um elemento também pertença à
P . Esta noção nos remete a uma quantidade numérica e, do ponto de vista
conjuntista, o conjunto que contém a maioria dos elementos do universo deve
ter cardinalidade maior que os outros conjuntos contidos em P .
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Por exemplo, seja U o conjunto universo dos senadores da República
Federativa do Brasil e #U = 81, isto é, a cardinalidade de U é 81 (há 81
senadores); seja F o conjunto dos senadores que votou a favor da “Lei da
Pizza”, ou seja, F = {x ∈ U |V (x)}, onde V (x) denota “x votou a favor da
Lei da Pizza”. Então a afirmação a ‘maioria’ dos senadores votou a favor da
Lei da Pizza, só será válida, se #F > #(¬F ), onde ¬F pode ser visto como o
conjunto complementar de F , denotado por F c, isto é F = {x ∈ U |¬V (x)},
onde ¬V (x) denota ‘ x não votou a favor da Lei da Pizza’.
Dessa forma podemos estabelecer que a maioria dos indiv́ıduos de U sa-
tisfazem X se, e somente se, #X > #Xc (o número cardinal associado a X
é maior que o número cardinal associado a Xc).
Pelas próprias palavras de Grácio (1999, pag.80):
“Como ilustração da aplicação dessas idéias ao racioćınio indutivo,
retornamos ao célebre exemplo dos pássaros apresentado em Reiter
(1980). Seja A o universo dos pássaros. Dada qualquer propriedade
C(x) aplicável aos pássaros, dizemos que “a propriedade C ocorre para
a maioria dos pássaros” se para o conjunto C = {a ∈ A|C(a)} temos
|[C]| > |[Cc]|. Em termos intuitivo, a propriedade V (x) (para voar)
é a mais provável, ou aquela que representa a maioria dos pássaros se
[V ] = {a ∈ A|V (a)} é um conjunto maior que [V ]c; assim, no que diz
respeito à noção de tamanho, ele é o mais próximo a A. Sintaticamente,
denotamos que a propriedade V representa a maioria dos pássaros por,
ou é a propriedade mais provável (no sentido freqüêncial), por:”
“MxV (x)′′
Onde |[C]| é a notação usada por Grácio para expressar a cardianlidade do
conjunto [C].
É importante deixar claro que estaremos sempre considerando como
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válidos os prinćıpios ‘da identidade’, ‘do terceiro excluido’ e ‘da não con-
tradição’ pois, só assim, a condição #F > #F c pode ser adotada para avaliar
o quantificador ‘maioria’. Caso estes prinćıpios sejam mantidos, poderiam
ocorrer situações em que teŕıamos a maioria dos indiv́ıduos de U e, ainda
assim, não seria válida a propriedade #F > #F c. Como exemplo, va-
mos desconsiderar o ‘prinćıpio do terceiro excluido’, então podemos afirmar
que a maioria dos senadores votou a favor da Lei da Pizza, sem que ocorra
#F > #F c. Para isso, basta considerarmos três possibilidades:
Imaginado que os ilustres senhores compareçam ao seu local de trabalho,
eles podem votar:
(i) a favor da Lei da Pizza; ou
(ii) contra a Lei da Pizza; ou ainda
(iii) nem a favor nem contra, isto é, abster-se.
Em que;
(i) V1(x) significa ‘x votou a favor da Lei’,
(ii) V0(x) significa ‘x votou contra a Lei’, e
(iii) V1/2(X) significa ‘x não votou nem a favor nem contra a Lei’, ou seja
‘x absteve-se’,
Formando os três respectivos conjuntos:
(i) F1 = {x ∈ U |V1(x)},
(ii) F0 = {x ∈ U |V0(x)}
(iii) F1/2 = {x ∈ U |V1/2(x)}.
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Dáı, podemos ter a seguinte situação: considerando que o voto de cada
senador não pode ter duas interpretações, ou seja, cada voto só corresponde
a um dos três valores, 0, 1 ou 1/2 (isto é; aceitando o prinćıpio da não-
contradição), se 35 senadores votarem a favor da Lei da Pizza, #F1 = 35, 20
vatorem contra, #F0 = 20 e 26 senadores se abstiverem, #F1/2 = 26, então,
não há nenhum problema em considerar que a maioria votou a favor da Lei,
pois (#F1 > #F0), ou seja, 35 > 20 e (#F1 > #F1/2), pois (35 > 26). Dáı,
o conjunto dos que votaram a favor é maior que qualquer outro conjunto.
Contudo F c1 = F0 ∪ F1/2, o que não satisfaz a condição #F1 > #F c1 , pois,
#F c1 < #F0 + #F1/2 em que, 35 < 26 + 20 ⇔ 35 < 46, considerando
(F0 ∩ F1/2 ∩ F1) = ∅ pelo prinćıpio da não-contradição.
3.2.1 Um sistema axiomático para Lτωω(M)
Vamos, agora, reproduzir os pontos que mais nos interessam sobre o
sistema formal que representa a idéia do quantificador ‘maioria’. Para uma
explanação completa deste assunto veja [Grá99], página 81.
“Seja Lτωω a linguagem clássica de primeira ordem de tipo de similari-
dade τ contendo śımbolos para predicados ({Ri}i∈I)1, funções ({fj}j∈J)2,
e contantes ({ck}k∈K)3, e fechado sob os conectivos ∧,∨,→,¬ e sob os
quantificadores ∃ e ∀.”
Vamos acrescentar o śımbolo M , que representará o quantificador ‘maioria’,










“ As fórmulas de Lτωω(M), são as mesmas de L
τ
ωω, mais aquelas geradas
pela cláusula seguinte: se ϕ é uma fórmula de Lτωω(M), então Mxϕ(x)
é uma fórmula de Lτωω(M).
A noção de variável livre e ligada numa fórmula é extendida ao quan-
tificador M , isto é, toda ocorrência de x em Mxϕ(x) é ligada.
Denotamos por ϕ(t/x) o resultado da substituição de todas as ocorrênci-
as livres da variável x em ϕ pelo termo t. Por simplicidade quando
não houver problemas na identificação das substituição, denotamos os
resultados apenas por ϕ(t).
Os axiomas de Lτωω(M) são todos aqueles de L
τ
ωω, incluindo os da
identidade, acrescidos dos seguintes axiomas para o quantificador M :”
(Ax1) ∀x(ϕ(x) → ψ(x)) → (Mx(ϕ(x)) → Mx(ψ(x)));
(Ax2) Mx(ϕ(x)) → ∃x(ϕ(x))
(Ax3) Mx(ϕ(x)) → ¬Mx(¬ϕ(x))
(Ax4) ∀x(ϕ(x)) → Mx(ϕ(x))
(Ax5) (Mx(ϕ(x)) ∧Mx(ψ(x))) → ∃x((ϕ(x)) ∧ ψ(x))
(Ax6) ∀x(ϕ(x)) ↔ ψ(x)) → (Mx(ϕ(x)) ↔ Mx(ψ(x))).
(Ax7) Mx(ϕ(x)) → My(ϕ(y)), se y é livre para x em ϕ(x).
Sejam A um universo, ϕ e ψ fórmulas com uma variável livre e Φ, Ψ os
conjuntos de elementos que satisfazem as fórmulas ϕ e ψ, isto é:
Φ = {a ∈ A|ϕ[a]}
e
Ψ = {a ∈ A|ψ[a]}
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Interpretando intuitivamente os axiomas de (Ax1) a (Ax7) por meio dos
conjuntos Φ e Ψ, teremos:
(Ax1) Se Φ ⊆ Ψ e a maioria dos indiv́ıduos de A pertencem a Φ, então Ψ
também é constituido pela maioria dos elementos de A.
(Ax2) Se Φ é constitúıdo pela maioria dos elementos de A, então Ψ não é
vazio.
(Ax3) Se Φ é constitúıdo pela maioria dos elementos de A, então Ψ
c não é
constitúıdo pela maioria dos elementos de A.
(Ax4) Se Φ é constitúıdo por todos os elementos de A, então Φ é constitúıdo
também pela maioria dos elementos de A.
(Ax5) Se Φ e Ψ são constitúıdos pela maioria dos elementos de A, então a
interseção entre Φ e Ψ não é vazia.
(Ax6) Se Φ e Ψ são constitúıdos pelos mesmos elementos de A, então Φ é
formado pela maioria dos elemento de A se, e somente se, Ψ também
é formado pela maioria dos elementos de A.
(Ax7) Representa o axioma da substituição para o quantificador M .
Então, Grácio define as regras de inferência, [Grá99] página 83, da seguinte
forma:




– Modus ponens (MP): de ϕ e ϕ→ ψ deduzimos ψ.
– Generalização (Gen): de ϕ deduzimos ∀xϕ.
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As noções sintáticas usuais tais como sentença, demonstração, teo-
rema, consequência lógica, consistência, etc para Lτωω(M), são definidas
de modo análogo às definidas na lógica clássica.”
3.2.2 Uma semântica para Lτωω(M)
A semântica para Lτωω(M) dada por Grácio é a seguinte.
“Seja τ a assinatura τ = 〈I, J,K, T0, T1〉, e seja A uma estrurura de
tipo τ para Lτωω(M) ( a mesma de L
τ
ωω) denotada por:
A = 〈A, {RAi }i∈I , {fAj }j∈J , {cAk }k∈K〉
Onde A é o conjunto universo de A, Ri é uma relação T0-ária definida
em A, para i ∈ I, fi é uma função de An em A, supondo-se TI(j) = n,
para j ∈ J , e ck é uma constante de A, para k ∈ K.
A interpretação dos śımbolos relacionais, funcionais e constantes in-
dividuais de Lτωω(M) em uma estrutura A, será a mesma de L
τ
ωω em
A. A satisfação das fórmulas de Lτωω(M) numa estrutura A é definida,
recursivamente, de modo usual, acrescentando-se a seguinte cláusula:
seja ϕ uma fórmula cuja conjunto de variáveis livres esteja no conjunto
{x} ∪ {y1, . . . , yn} e considere uma seqüência ā = (a1, . . . , an) em A.
Definimos
A |= Mxϕ[ā] see4 #{b ∈ A|A |= ϕ[b, ā]} > #{b ∈ A|A |= ¬ϕ[b, ā]}
Onde, A |= θ[b̄] denota A |=s θ, como é usual. Além disso, as variáveis
livres da fórmula θ ocorrem no conjunto {z1, . . . , zn}, s(zi) = bi e b̄ =
(b1, . . . , bn). Observemos que uma vez que A 6= ∅, então A |= Mxϕ[ā]
see A |= ϕ(ā) se x não ocorre livre em ϕ.
4‘see’ é a abreviação de ‘se, e somente se’
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Em termos intuitivos, Mxϕ(x) é verdadeira em A se, e somente se, a
maioria dos indiv́ıduos de A satisfizer ϕ(x).
As noções semânticas usuais tais como validade, conseqüência semântica,
modelo, teoria etc., para este sistema, são definidas de modo análogo
às da lógica clássica.”
Em [Grá99], Grácio demonstra que essa lógica é correta, mas não é com-
pleta, ou seja, todas as fórmulas demonstradas por meio deste sistema são
verdadeiras, mas nem todas as fórmulas válidas podem ser demonstradas.
3.2.3 Racioćınio genérico em Lτωω(M)
Mais uma vez, tomando como referência [Grá99], vamos repetir apenas os
passos essenciais para estabelecer regras de inferência utilizando M . Então,
analisaremos se este procedimento produz ou não sentenças vagas.
Em [Grá99], pag.97, Grácio afirma:
“. . . definimos uma regra de inferência para Lτωω(M) por meio da qual
se atribui a um indiv́ıduo genérico da população uma propriedade que é
verdadeira para a maioria dos indiv́ıduos do universo, isto é, para uma
fórmula ϕ(x) com uma variável livre, com base em Mxϕ(x), podemos
inferir, ϕ(t), sendo t um indiv́ıduo genérico do universo.”
Na página 98, Grácio afirma:
“Valendo-nos do desenvolvimento apresentado em Veloso(1998), propõe-
se interpretar um indiv́ıduo genérico como aquele que possui as pro-
priedades que a maioria dos indiv́ıduos possui, ou, de outro modo, se
a maioria dos indiv́ıduos possui uma propriedade, então, um indiv́ıduo
genérico também a possui.
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Formalmente, dada uma sentença Mxϕ(x) e uma estrutura A de Lτωω(M),
designamos a, com a ∈ A como um indiv́ıduo genérico para Mxϕ(x)
se, e somente se:
se A |= Mxϕ(x) então A |= ϕ[a]
Dado o tipo de similaridade τ , seja c uma nova constante (que não
pertence a τ), designada por constante genérica, então podemos obter




= τ∪{c}. Para uma fórmula
Mxϕ(x) em Lτωω(M), definimos em L
τ
′
ωω(M) a regra da maioria (RM)




Dizemos que ϕ(c) é uma conseqüência genérica de Mxϕ(x), isto é ϕ(c)
é uma conclusão da regra da maioria aplicada em Mxϕ(x).
Intuitivamente, ϕ(c) afirma que, para um indiv́ıduo genérico, a proposi-
ção ϕ é verdadeira.”
Dada a definição de demonstração de uma fórmula ϕ no cálculo clássico
de predicados, então, na pag.98, Grácio amplia esta definição com base em
um conjunto de fórmulas Γ em Lτωω(M), incluindo a regra da maioria da
seguinte forma:
“ Para Γ∪{ϕ} um conjunto de fórmulas de Lτωω(M), Γ ` ϕ (Γ satisfaz
ϕ)5, sse existe uma seqüência de fórmulas ψ1, . . . , ψn tal que ψn é ϕ e
as seguintes condições ocorrem:
(1) para cada i ≤ n
5nota do autor
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(a) ψi é um axioma de L
τ
ωω(M), ou
(b) ψi ∈ Γ, ou
(c) ψi segue por MP ou Gen. das fórmulas precedentes na seqüên-
cia, ou
(d) existe uma fórmula Mxϕ(x) na seqüência tal que ψi é θ(c),
onde c é uma nova constante individual (regra da maioria).
(2) na condição (1.a), podemos usar, também como axiomas, todos os
axiomas lógicos envolvendo as novas constantes individuais intro-
duzidas por aplicação da condição 1.d;
(3) nenhuma aplicação da regra Gen é realizada sobre uma seqüência
genérica deduzida na seqüência.
A condição (3) elimina um impecilho imediato para a investigação da
preservação da consistência nessas teorias, dado que conseqüências
genéricas podem, em prinćıpio, representar um contra-exemplo para
uma proposição universal. Além disso, o uso das constantes genéricas
implica que este sistema constitua uma abordagem monotônica à questão
do racioćınio genérico.”
Enfim, na pag. 99, Grácio define uma teoria da maioria em Lτ
′
ωω(M)
como um conjunto de fórmulas de Lτωω(M), fechado sob as regras de modus
ponnens(MP), Generalização (Gen), e da Maioria (RM).
3.2.4 Sobre a vaguidade de M
Agora vamos comentar e analisar um pouco a questão da vaguidade de M .
Como vimos, esta forma de produzir quantificadores generalizados, baseada
em propriedades conjuntistas, é elegante, monotônica e principalmente possi-
bilita novas formas de definir quantificadores de interesse lingǘıstico por meio
de elementos matemáticas. Como primeiramente proposta, nos anos 50, por
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Mostowski em [Mos57], podemos expressar estes quantificadores em lingua-
gens formalizadas. A metodologia por trás dos quantificadores modulados,
contudo, generaliza aquela proposta de Mostowski porque, entre outras ca-
racteŕısticas, não se atém a noções de cardinalidade ou contagem, mas usa,
em vez disso, noções de estrutura matemática. Por meio dessa interessante
idéia, podem-se definir outros quantificadores com novas e surpreendentes
propriedades. Mas, será que especificamente o quantificador modulado M
produz algum tipo de vaguidade numa fórmula ϕ(x)? De fato isso não acon-
tece, pois como vimos, uma sentença será vaga se não possuir fronteiras bem
determinadas, e neste caso, M possui fronteiras bem determinadas, pois,
dado um elemento qualquer sabemos afirmar se este elemento está ou não
no escopo do quantificador ‘maioria’. Para isso basta que ele pertença ao
conjunto de maior cardinalidade. O fato de que M seja numericamente bem
determinado tira-lhe o caráter vago; assim o quantificador ‘maioria’, tomado
com a semântica proposta por [Res62] e adotada em [Grá99], não expressa
vaguidade.
3.3 A Lógica do ‘Geralmente’
Em [VC04], Veloso e Carnielli, definem o quantificador geralmente. Este
quantificador tem duas interpretações intuitivas parecidas, mas distintas. Ele
pode ser utilizado como ‘vários’ ou como ‘muitos’. Baseando-se nas Lógicas
Moduladas proporemos definições adequadas a estes quantificadores. Isso
será feito por meio de certas famı́lias de conjuntos, levando-se em conta
interpretações convenientes destes quantificadores.
Neste ponto, devemos esclarecer que associaremos ao quantificador ‘vários’
o conceito de famı́lia fechada superiormente própria, que será denotado por
V , enquanto que o quantificador ‘muito’ será associado ao conceito conjun-
tista de filtro e denotado por M. Esta notação é diferente da apresentada
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em [Grá99]6. Além disso, a notação utilizada nesta dissertação para o quan-
tificador ‘muito’ é diferente da adotada em [Grá99].
Nas próximas seções, veremos como estes quantificadores serão formali-
zados. Nosso objetivo é obter quantificadores que realmente não façam uso
de nenhum tipo de fronteira numérica, possibilitando tornar um predicado
preciso ϕ em um novo predicado com atribuições puramente qualitativas.
3.3.1 Motivação e noções preliminares
Primeiramente, vamos formalizar o conceito de ‘vários ’. Queremos ex-
pressar numa linguagem formal frases do tipo:
• Para várias pessoas, ϕ ocorre.
• Para várias coisas, ϕ ocorre.
• Para várias situações, ϕ ocorre.
...
• Para vários x, ϕ(x)
onde x representa os elementos do conjunto universo, que deve ser previ-
amente definido, e ϕ(x) é uma propriedade atribúıda aos elementos x do
universo.
A sentença ‘para vários x, vale a propriedade ϕ(x)’, intuitivamente, nos
diz que o conjunto dos elementos que gozam da propriedade ϕ não é des-
preźıvel, ou seja, o conjunto dos elementos x que satisfazem ϕ é relevante e
deve ser considerado. De fato, não importa se o conjunto é maior que seu
complemento ou não, e nem se o conjunto é grande ou não; para utilizar
6Grácio associa o quantificador ‘muito’ ao conceito de ‘famı́lia fechada superiormente’
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o quantificador ‘vários’, basta que o conjunto formado pela propriedade ϕ
possa ser visto como relevante.
Por exemplo, como citado em [VC04], tomemos como conjunto universo
o conjunto dos brasileiros; podemos afirmar que vários brasileiros ‘se bar-
beiam’, e isto deve ser entendido da seguinte forma: o conjunto de brasileiros
que fazem a barba não é um conjunto despreźıvel, ou seja, não é dif́ıcil achar-
mos brasileiros com a barba feita. Além disso, se afirmarmos que ‘todos
os brasileiros que fazem a barba vêem-se no espelho’ então somos obriga-
dos a aceitar que ‘vários brasileiros vêem-se no espelho’. Desta forma, se
temos um conjunto com vários elementos, então os conjuntos que contém
este também devem ter vários elementos. Para observarmos uma outra ca-
racteŕıstica tomemos a seguinte sentença: ‘vários brasileiros se depilam’, ou
seja, o conjunto dos brasileiros que se depilam não é despreźıvel, dáı, sem
dúvida inferimos que vários brasileiros se depilam ou fazem a barba. Con-
tudo, será que podemos afirmar que ‘vários brasileiros se depilam e fazem
a barba’? De fato, não há nada que garanta isso, pois o advérbio ‘vários’
simplesmente não exige este tipo de uso, dado que, o conjunto dos brasileiros
que se depilam e fazem a barba pode perfeitamente ser despreźıvel.
Vamos caracterizar a noção de ‘vários’ associando-a às propriedades vistas
acima, ou seja:
• F é o conjunto que tem como elementos os conjuntos X com vários
elementos.
• Se X é um conjunto com vários elementos e Y contém X, então Y tem
vários elementos, e portanto pertence a F .
• O conjunto universo U tem vários elementos, e portanto pertence a F .
Uma outra propriedade que deve ser levada em conta é que o conjunto
vazio não pode ser um conjunto com vários elementos, e portanto devemos
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acrescentar a seguinte condição:
• O conjunto vazio não pertence a F .
Essa apreciação intuitiva leva à definição formal do conceito de famı́lia
fechada superiormente própria sobre um universo U , apresentada em [CG99].
Definição 3.3.1 Uma famı́lia fechada superiormente própria F sobre um
conjunto U é uma coleção de subconjuntos de U satisfazendo as seguintes
condições.
(i) Se B ∈ F e B ⊆ C, então C ∈ F
(ii) U ∈ F
(iii) ∅ /∈ F
Dessa forma, podemos definir que vários indiv́ıduos de U satisfazem X
se e somente se X pertênce a uma famı́lia fechada superiormente própria F .
Tomando como base os exemplos de [Grá99] página 107, teremos o seguinte:
Proposição 3.3.2 O conjunto ℘(U)− {∅} é uma famı́lia fechada superior-
mente própria sobre U .
Demonstração: Trivial, pois, a menos do conjunto vazio, todos os sub-
conjuntos de U pertencem à famı́lia fechada superiormente própria 
Como demonstrado em [Grá99], pag.109, o seguinte teorema mostra que
é fácil obter uma famı́lia fechada superiormente própria a partir de uma
coleção de subconjuntos.
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Teorema 3.3.3 Se B é uma coleção não vazia de subconjuntos de U tal que
∅ /∈ B, então B pode ser estendido a uma famı́lia fechada superiormente
própria.
Demonstração: Seja B ⊆ ℘(U), tal que ∅ /∈ B.
Tome F = {C : ∃X(X ∈ B e X ⊆ C ⊆ U)}. F é uma famı́lia fechada
superiormente, uma vez que:
(i) ∅ /∈ F , por definição de B e F .
(ii) se U ∈ F e U ⊆ C, então ∃X(X ∈ B e X ⊆ U).
Logo X ⊆ C, pela construção de F , dando que C ∈ F . 
3.3.2 Um sistema axiomático para Lτωω(V ).
Tal como feito na seção anterior, vamos agora expor os principais pontos
de um sistema formal e uma semântica que formalize a noção de ‘vários’, por
meio de famı́lias fechadas superiormente própria. Segundo Grácio, página
110;
“Seja Lτωω a linguagem clássica de primeira ordem contendo śımbolos
para predicados, funções e contantes e fechado sob os conectivos ∧,∨,→,¬
e sob os quantificadores ∃ e ∀.’
Denominamos a extensão de Lτωω obtida mediante a inclusão do quan-
tificador ‘vários’, (expresso pelo śımbolo)7 ‘V 8’, por Lτωω(V ).
As fórmulas de Lτωω(V ), são as mesmas de L
τ
ωω, mais aquelas geradas
pela cláusula seguinte: se ϕ é uma fórmula de Lτωω(V ), então V x ϕ
7nota do autor
8Grácio utiliza o conceito de familia fecha superiormente (não própria). Além disso,
ela nomeia este quantificador como ‘muito’ e denota-o por G
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é uma fórmula de Lτωω(V ). A noção de variável livre e ligada numa
fórmula é extendida ao quantificador V , isto é, toda ocorrência de x
em V xϕ(x) é ligada.
Denotamos por ϕ(t/x) o resultado da substituição de todas as ocorrênci-
as livres da variável x em ϕ pelo termo t. Por simplicidade, quando
não houver problemas na identificação das substituição denotamos os
resultados apenas por ϕ(t).
Os axiomas de Lτωω(V ) são todos aqueles de L
τ
ωω, incluindo os da iden-
tidade, acrescidos dos seguintes axiomas para o quantificador V :”
(Ax1) ∀x(ϕ(x) → ψ(x)) → (V x(ϕ(x)) → V (x)(ψ(x)));
(Ax2) V x(ϕ(x)) → ∃x(ϕ(x))
(Ax3) ∀x(ϕ(x)) → V x(ϕ(x))
(Ax4) ∀x(ϕ(x)) ↔ ψ(x)) → (V x(ϕ(x)) ↔ V x(ψ(x))).
(Ax5) V x(ϕ(x)) → V y(ϕ(y)), se y é livre para x em ϕ(x).
Novamente, como na secção anterior, vamos interpretar estes axiomas em
Lτωω(V ). Seja A o conjunto universo, ϕ e ψ fórmulas com uma variável livre
e Φ, Ψ os conjuntos que satisfazem as fórmulas ϕ e ψ da seguinte forma:
Φ = {a ∈ A|ϕ[a]} e Ψ = {a ∈ A|ψ[a]}
Dáı, interpretando intuitivamente os axiomas de (Ax1) a (Ax4) por meio
dos conjuntos Φ e Ψ, teremos:
(Ax1) Se vários indiv́ıduos de A são ind́ıviduos de Φ, e Φ ⊆ Ψ, então, vários
indiv́ıduos de A, também são indiv́ıduos de Ψ.
(Ax2) Se vários indiv́ıduos de A são ind́ıviduos de Φ, então Φ não é vazio.
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(Ax3) Se Φ contém todos os indiv́ıduos do universo, vários indiv́ıduos de A
são ind́ıviduos de Φ.
(Ax4) Se Φ e Ψ contém os mesmos indiv́ıduos, então vários indiv́ıduos de A
são ind́ıviduos de Φ sse são ind́ıviduos de Ψ.
(Ax5) O axioma Ax5 afirma que podemos trocar as variáveis de uma sentença
desde que elas sejam livres.




• Modus ponens (MP): de ϕ e ϕ→ ψ deduzimos ψ.
• Generalização (Gen): de ϕ deduzimos ∀xϕ.
Noções sintáticas usuais tais como sentença, demonstrações, teorema,
consequência lógica, consistência, etc para Lτωω(V ), são definidas de modo
análogo às definidas na lógica clássica.
Diferentemente do quantificador ‘maioria’, em que Lτωω(M) não é com-
pleta, com o quantificador ‘vários’, a lógica Lτωω(V ) revela-se completa e cor-
reta, o que a torna ainda mais interessante, pois, além de podermos formular
sentenças do tipo V xϕ(x), teremos a garantia de que todas as sentenças
válidas são demontráveis e todas as demonstráveis são válidas. Agregado
a isso, temos outros resultados, como o Teorema da Dedução válidos em
Lτωω(V ).
A demonstração da completude e corretude de Lτωω(V ) está feita deta-
lhadamente em [Grá99].
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3.3.3 Uma semântica para Lτωω(V )
O próximo passo é definir uma semântica Lτωω(V ). Mais uma vez, ve-
jamos como Grácio a define em [Grá99], pag.116.
“A semântica associada às fórmulas em Lτωω(V ) é definida como segue.
Seja τ = 〈I, J,K, T0, T1〉 e A = 〈A, {RAi }i∈I , {fAj }j∈J , {cAk }k∈K〉 uma
estrutura clássica de primeira ordem de tipo τ . Uma estrurtura de
famı́lia fechada superiormente própria de tipo τ para Lτωω(V ) é cons-
truida dotando A de uma famı́lia fechada superiormente própria FA
sobre A. Em termos formais:
A = 〈A, {RAi }i∈I , {fAj }j∈J , {cAk }k∈K , FA〉 = 〈A, FA〉
onde A é o conjunto universo, Ri é uma relação T0-ária definida em A,
para i ∈ I, fj é uma função j-ária de An em A, supondo-se T1(j) = n,
para j ∈ J , ck é uma constante de A, para k ∈ K e FA é uma famı́lia
fechada superiormente sobre A.
A interpretação dos śımbolos relacionais, funcionais e constantes in-
dividuais é a mesma de Lτωω em A. A satisfação das fórmulas de
Lτωω(V ), numa estrutura de A
F é definida, recursivamente, de moda
usual, acrescentando-se a cláusula seguinte:
Seja ϕ uma fórmula cujo conjunto de variáveis livres esteja contido em
{x} ∪ {y1, . . . , yn} e considere uma seqüência a = (a1, . . . , an) em A.
Definimos
AF |= V xϕ[a] sse {b ∈ A : AF |= ϕ[b; a]} ∈ FA
na qual, como é usual, AF |= ϕ[b] denota AF |=s ϕ, sendo que as
variáveis livres da fórmula ϕ ocorrem no conjunto {z1, . . . , zn}, s(zi) =
bi e b = (b1, . . . , bn).
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Sintaticamente, todos os teoremas referentes ao quantificador V tam-
bém são teoremas do quantificador ∃ e ∀. Semanticamente, designando
por [∃] o conjunto de subconjuntos de U para os quais o quantificador
∃ atribui o valor de verdade 1 (‘verdadeiro’), isto é, [∃] = ℘(A) − ∅,
observamos que o conjunto [∃] é uma famı́lia fechada superiormente
discreta. Além disso, para toda famı́lia fechada superiormente FA sobre
o universo A, tem-se que FA ⊆ [∃].
Ainda, o significado do quantificador V depende do modelo, ao passo
que o significado do quantificador ∃ é o mesmo para todo modelo.
As noções semânticas usuais tais como modelo, validade, conseqüência
semântica, etc., para este sistema são definidas de modo análogo àquelas
da lógica clássica.”
3.3.4 Racioćınio genérico em Lτωω(V )
Discutiremos agora uma regra, cuja a finalidade é habilitar o sistema a
realizar inferências indutivas atribuindo em um indiv́ıduo genérico, um com-
portamento observado em vários indiv́ıduos do universo. Segundo [Grá99],
página 128.
“Analogamente à interpretação apresentada na Lógica da Maioria, in-
terpretamos aqui um indiv́ıduo genérico como aquele que possui as pro-
priedades que vários indiv́ıduos possuem, ou seja, se um conjunto não
despreźıvel de indiv́ıduos possue uma propriedade, então um indiv́ıduo
genérico a possui.
Formalmente, dada uma sentença V xϕ(x) de Lτωω(V ) e uma estrutura
AF para todo Lτωω(V ), o indiv́ıduo a ∈ A satisfazendo a condição,
se AF |= V xϕ(x), então AF |= ϕ(x)[a]
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é chamado um indiv́ıduo genérico para V xϕ(x).
Dado o tipo de similaridade de τ e g uma constante nova (que não
pertencem a τ), designada como constante genérica, seja τ
′
= τ ∪ {g}.
Para uma fórmula V xθ(x) em Lτωω(V ) definimos em L
τ
′
ωω(V ) a regra
vários, abreviada por (RV), como a regra que nos permite inferir θ(g)
a partir de V xθ(x), isto é, uma regra da forma:
V xθ(g)
ϕ(c)
A fórmula θ(g) é uma conseqüência genérica de V xθ(x), isto é, θ(g) é
uma conclusão da regra vários, aplicada em V xθ(x). Intuitivamente,
θ(g) afirma que para um indiv́ıduo genérico a proposição θ é veradeira.
De modo análogo ao realizado para Lógica da Maioria, ampliamos a
definição de demonstração de uma fórmula ϕ com base em um con-
junto de fórmulas Γ em Lτωω(V ), substituindo, nas condições sobre a
seqüência de fórmulas da demosntração, o quantificador M por V .
Dada acondição (3) da definição de demonstração de uma fórmula, . . . ,
este sistema proposto também representa uma abordagem monotônica
para a formalização do racioćınio genérico.
Definimos, então, uma teoria de ‘vários’ em Lτωω(V ), como um con-
junto de fórmulas de Lτωω(V ) fechado sobre as regras de MP, General-
ização(Gen) e do Vários(RV).”
3.3.5 Analisando a vaguidade de V
Como vimos, o quantificador M para ‘maioria’ não pode ser considerado
vago, já que a propriedade que o caracteriza é muito bem determinada em
todos os sentidos, mas e quanto ao quantificador ‘vários’, será que ele esta-
belece algum tipo de vaguidade? Para respondermos, devemos analisar as
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propriedades que interpretam o quantificador V , ou seja, vamos analisar al-
gumas caracteŕısticas do conceito de ‘famı́lia fechada superiormente própria’,
que daqui em diante, abreviaremos por ‘ffs’. De fato quando dizemos, ‘várias’
pessoas praticam esportes, intuitivamente não imaginamos uma quantidade
numérica determinada de pessoas que represente esta afirmação, mas sim
temos a noção de que a quantia de pessoas que praticam esporte não pode
ser desconsiderada. Portanto, diferentemente do quantificador ‘maioria’, o
quantificador ‘vários’ não está naturalmente associado a nenhuma quanti-
dade numérica. Desta forma, o conceito de ‘ffs’ não determina qualquer
cardinalidade à famı́lia de conjuntos e, portanto, podemos afirmar com segu-
rança que o quantificador V é numericamente indeterminado. Na verdade,
V não é simplesmente vago, mas sim qualitativamente vago, pois uma ‘ffs’
não exige, por definição, nenhum número associado a ela, ou seja, não há
nenhuma atribuição numérica à ‘ffs’, e desta forma também não há uma
fronteira numérica precisa.
Por outro lado, dado um conjunto universo, sabemos dizer exatamente,
quais destes elementos pertencem a ‘ffs’ e, portanto, temos um critério que
determina quando um dado elemento pertence, ou não a ‘ffs’, ou seja, de
certa forma, temos uma fronteira precisa. Mas, não é essa a fronteira que
nos interessa. Numa proposição sob o escopo de V , de fato, podemos de-
terminar precisamente quais elementos do conjunto universo estão na ‘ffs’,
mas isto não é nenhuma objeção para nossa noção de vaguidade. Na ver-
dade, é essencial que possamos identificar quando um conjunto satisfaz às
propriedades de ‘ffs’, ou seja, que possamos aplicar um critério matemático-
formal para darmos um valor-verdade a sentenças quantificadas por ‘vários’,
pois, é isso que possibilita expressarmos sentenças qualitativamente vagas de
maneira confiável. O que realmente é vago, não é o critério para se decidir
se uma sentença pode ser vista como vaga ou não, mas o que esta sentença
expressa.
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3.3.6 A Lógica do ‘Muito’
Como em [VC04], podemos formular a Lógica do ‘muito9’ apenas acres-
centando em 3.3.1 a seguinte condição:
(iv) Se B ∈ F e C ∈ F , então B ∩ C ∈ F
Dessa forma, as condições (i), (ii), (iii) e (iv) determinam um filtro. A
noção de que ‘para muitos x, vale ϕ(x)’ será expressa por Mxϕ(x). E esta
será satisfeita quando os elementos x que satisfazem a fórmula ϕ estiverem
no filtro. Todas as definições e noções apresentadas para esta ‘Lógica do
Muito’ são análogas às da seção anterior, com a única diferença de que deve-
se satisfazer um filtro em vez de uma ‘ffs’.
Dada a semelhança entre as definições dos quantificadores M e V , vamos
apenas discutir a intuição que nos leva a definir o quantificador ‘muitos’
utilizando um filtro.
Na verdade, o conceito de filtro formaliza uma intuição de conjuntos
‘grandes’. Estes são parcialmente definidos pelas cláusulas de 3.3.1, que
afirmam:
(i) conjuntos que contém conjuntos grandes também são grandes;
(ii) o vazio não é grande
(iii) o conjunto universo é grande
Além disso, precisamos da cláusula (iv) acima, que afirma que:
(iv) se dois conjunto são grandes então sua intersecção também é grande.
9
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Nossa intuição mostra que se um conjunto é grande ele deve ‘ocupar’ a
maior parte do espaço no conjunto universo, e portanto dois conjuntos que
ocupam a maioria’ do espaço devem ter uma intersecção grande.
Por exemplo, tomemos o conjunto dos brasileiros, e suponhamos que
muitos brasileiros gostem de arroz; além disso, suponhamos também que
muitos brasileiros gostem de feijão. Então necessariamente teremos que
muitos brasileiros gostam de arroz e gostam de feijão, pois a interseção de dois
conjuntos grandes num conjunto universo deve, obrigatoriamente, ser grande
neste mesmo universo. Vale ressaltar que, falando logicamente, gostar de ‘ar-
roz’ e ‘feijão’ não significa gostar de ‘arroz com feijão’. Por exemplo, muitos
brasileiros gostam de sorvete e também gostam de salada de maionese, con-
tudo, gostar de sorvete e salada de maionese e muito diferente de gostar de
sorvete com salada de maionese.
O sistema axiomático para ‘muitos’ inclui o da Lógica de Vários, colo-
cando o quantificador M no lugar de V , e acrescentando o seguinte axioma:
(Ax6) (Mxϕ(x) ∧Mxψ(x)) → (Mx(ϕ(x) ∧ ψ(x)))
significando que se Φ contém muitos indiv́ıduos e Ψ contém muitos in-
div́ıduos, então Φ ∩Ψ contém muitos indiv́ıduos.
A análise do quantificador M, quanto à vaguidade dos termos é igual à de
V , pois quando acrescentamos a cláusula (iv), esta não introduziu nehuma
propriedade quantitativa. De fato, não há nada em M que se comprometa
com alguma quantidade numérica, mantendo-se, desta forma, qualitativa-
mente vaga. Além disso, a determinação dos elementos que estão sob o
escopo de M também está bem definida, pois, para isso, basta que, os ele-
mentos satisfaçam às condições de (i) a (iv).
Daqui em diante, quando quisermos nos referir ao quantificador ‘geral-
mente’ sem especificar qual dos dois estamos usando, M ou V , usaremos o
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śımbolo ∇. Esta notação será utilizada no próximo caṕıtulo.
Este caṕıtulo teve o propósito de apresentar os quantificares modulados.




O Sorites e os Quantificadores
Escondidos
Neste caṕıtulo partimos do argumento, segundo Grim [Gri05] e Carnielli
e Grácio [CG99], de que o núcleo conceitual da vaguidade não está funda-
mentado nos predicados tidos como vagos, tais como: careca, rico, alto, etc,
mas sim em quantificadores distintos de ‘∃’ e ‘∀’. Seguindo nessa direção,
utilizaremos quantificadores modulados em predicados binários, a fim de ex-
pressar predicados vagos monádicos. Por exemplo, o predicado “x é careca”
será expresso por ∇y(f(x) < f(y)), que intuitivamente significa; ‘ geralmente
para y, o número de fios de cabelo de x é menor que o número de fios de
cabelo de y’, ou, de forma mais simples, ‘geralmente para y, x tem menos
fios de cabelo que y’. Com essa forma de produzirmos predicados, podemos
afirmar que x é careca sem nos preocuparmos em dar uma quantificação pre-




Os termos adjetivos ou predicados podem ser classificados como qualita-
tivos ou quantitativos. Cada uma destas duas formas apresenta uma carac-
teŕıstica própria; diremos que o adjetivo é quantitativo quando sua definição
envolve de alguma forma uma noção de contagem expressa através de cardi-
nalidade. Por exemplo, ‘x é milionário’ se tem bens no valor de mais de um
milhão (de unidades monetárias).
Contudo, sem pretender mensurar bens numericamente, podemos afir-
mar, qualitativamente, que ‘x pertence à classe dos milionários’ se x ostenta
os sinais externos de riqueza t́ıpicos dos milionários. De fato, é importante,
ou mesmo essencial, podermos utilizar predicados qualitativos. Em muitas
situações cotidianas em lugar de tomarmos medidas quantificadas, bastam-
nos estimativas. Por exemplo, quando vamos tomar um ônibus, um breve
olhar é o suficiente para que, de imediato, possamos classificá-lo como cheio,
vazio etc, sem a necessidade de contar quantos passageiros há dentro do
ônibus ou qual é sua porcentagem de ocupação. Em outro exemplo, percebe-
mos que basta levantarmos uma mala para classificá-la como pesada ou não,
sem a necessidade de sabermos qual é o peso exato da mala.
Assim, a linguagem natural utiliza estes conceitos de forma universal.
Esta ‘inexatidão numérica’ possibilita uma forma de expressão e racioćınio
muito econômico das linguagens naturais, tornando-a simples e eficiente.
Segundo Wittgenstein, em [L.79], uma propriedade congênita da lin-
guagem provém justamente da capacidade de conseguirmos nos expressar
a partir do uso que fazemos de seus termos. A contribuição filosófica de
Wittgenstein, têm dois momentos importantes; o primeiro com a publicação
de [L.22] (Tractatus Logico-Philosophicus) e a segunda com a publicação de
[L.79] (Investigações Filosóficas). Uma das principais diferenças entre as
duas obras é que, na primeira, Wittgenstein atribui significado apenas aos
termos que são pré-determinados e bem fundamentados nas leis da lógica
clássica e, desta forma, os termos vagos da linguagem não podem ter signifi-
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cados. Contudo, na segunda fase, ele reformula essa posição e afirma que o
significado de um termo depende somente de seu uso em diferentes situações,
desse modo, qualquer termo poderia ter seu significado extrapolado, desde
que fosse utilizado e bem compreendido num novo contexto. Os termos exa-
tos, do ponto de vista desta segunda fase, são assim chamados, justamente,
por serem utilizados sempre nas mesmas condições em que foram original-
mente definidos. Por exemplo, os números cardinais e ordinais seriam exatos
pois, só admitem um significado, que é aquele ao qual eles foram definidos.
Gostaŕıamos de poder manipular a linguagem natural contendo termos
vagos de forma semelhante à manipulação do cálculo proposicional, isto é,
de forma ‘precisa’. Como já vimos nos caṕıtulos anteriores, a maioria dos
sistemas lógicos que existem não conseguem expressar a linguagem natural de
forma satisfatória. Vamos, então, propor e defender uma forma de expressar
os conceitos vagos, ou seja, uma lógica qualitativa com algumas propriedades
interessantes e semelhantes às da lógica clássica.
4.2 A base comparativa
O Paradoxo do Sorites costuma ser apresentado através de predicados
monádicos tais como ‘ser alto’, ‘ser jovem’, ‘ser careca’ e etc. Nossa tarefa
será reescrever estes predicados monádicos a partir de predicados binários
comparativos, ‘ser mais alto que’, ‘ser mais jovem que’, ‘ser mais careca que’.
Para esse fim, veremos que cada um deles sugere uma escala de medida, tais
como: metros para altura, anos para juventude e número de fios ou mesmo
volume do cabelo para carecas. Nesse sentido, uma primeira propriedade
que se apresenta nestes predicados comparativos é a tricotomia, pois dado
um predicado binário comparativo R com uma medida, teremos apenas três
possibilidades de comparação, isto é, se m(k) quer dizer ‘medida de k’ e
xRy é uma relação binária, (x, y) ∈ R, para todo x ∈ A e y ∈ B, onde R
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R ⊆ A×B, então a seguinte sentença é válida;
∀x∀y(xRy ∨ yRx ∨m(x) = m(y)), (tricotomia)
Além disso, podemos também usar predicados com medidas multidimen-
sionais, isto é, pode ser preciso mais de um tipo de medida para caracterizar
o predicado. Por exemplo, para que uma pessoa seja grande é necessário que
ela seja alta e volumosa, dáı podemos atribuir-lhe o predicado ‘ser grande’.
Sempre que tivermos predicados binários comparativos, as seguintes pro-
priedades são válidas, para todo x, y e z:
transitividade: xRy ∧ yRz → xRz
assimétrica: (xRy) → ¬(yRx)
Desta forma, estas propriedades estabelecem uma ordem parcial estrita.
Alguns predicados não possuem uma unidade de medida clara, tais como:
‘ser honesto’, ‘ter medo’, ‘ser bonita’ etc. Ainda assim, sempre é posśıvel es-
tabelecer algum tipo de ordem, de forma a comparar dois indiv́ıduos. Desta
forma, sempre podemos afirmar qual deles mais satisfaz o predicado P . Para
isso, é preciso estabelecer uma relação de ordem parcial estrita num conjunto
pré-determinado. Daremos a este relação o nome de base comparativa. Por
exemplo, num determinado conjunto, diremos que ‘x é mais medroso que y’
quando, ‘x prefere enfrentar menos situações de risco que y’, diremos que ‘x é
mais honesto que y’ quando ‘x descumpre menos regras que y’ e ainda, vamos
estabeler que ‘x é mais bela que y’ quando ‘x agrada mais aos olhos que y’, ou
seja, é prefeŕıvel olhar x a olhar y. Assim, a base comparativa de ‘ser honesto’
é a relação ‘descumprir menos regras’, a de ‘ter medo’ é ‘preferir enfrentar
menos situações de risco’ e a base comparativa de ‘ser bonita’ é ‘agradar
mais aos olhos’. Com isso, sempre podemos estabelecer alguma ordem entre
106
os predicados vagos. Vale lembrar que esta ordenação está sujeita a subjetivi-
dade do observador. Por exemplo, no caso do predicado ‘ser bonita’ a base
comparativa ‘agradar mais aos olhos’, sem dúvida, pode ser diferente para
observadores diferentes, contudo, isto não causará nenhum problema, pois,
a base comparativa deve sempre ser previamente determinada e declarada, e
isto é suficiente para evitar desacordos e confusões.
Os quantificadores ∃ e ∀ são largamente usados em linguagens formali-
zadas, como por exemplo, conceitos matemáticos. Já outros quantificadores,
tais como ‘muitos’, ‘geralmente’ etc, são mais comumente estudados por
lingüistas. Contudo, como argumentado em [BC81], os quantificadores ∃ e ∀,
chamados de clássicos, não são suficientes para expressar todas as proposições
da linguagem natural. Na verdade, estes dois quantificadores expressam ape-
nas uma pequena parte da linguagem que formaliza somente as proposições
exatas. Assim, proposições que utilizam quantificadores não-clássicos, não
podem ser expressas na linguagem de primeira ordem da lógica clássica, pois
estas têm um conteúdo intŕınseco essencialmente vago. Nas próximas seções,
vamos argumentar que os termos vagos podem ser expressos por meio de
certos quantificadores aplicados a predicados binários ordenados.
4.3 O cerne da proposta
Veremos agora como predicados monádicos vagos podem ser definidos em
termos de predicados comparativos binários. Dizemos que alguém é careca
apenas no caso deste ter menos cabelo do que a (grande) maioria das pessoas
numa determinada base de comparação. Uma pessoa é morena apenas se
a maior parte das pessoas num certo universo é mais clara que ela, alguém
é jovem se geralmente tem menos idade que as outras pessoas num certo
grupo, etc. Dessa forma, estamos usando predicados binários bem definidos
em predicados monádicos vagos, que encontram-se dentro de uma ‘base de
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evidências’, ou seja, dentro de um ‘contexto’. Devemos deixar claro que
esta ‘contextualização’ não resolve o problema da vaguidade, como já foi
dito no Caṕıtulo 1, mas é uma caracteŕıstica que irá sempre acompanhá-la.
Não podemos nos esquecer que, implicitamente ou explicitamente, sempre
estamos dentro de um contexto: dado um objeto sob a extensão de um
predicado vago, se trocarmos este objeto de contexto, seu valor de verdade
pode mudar. Por exemplo, uma criança de 10 anos de idade é considerada
jovem se comparada à expectativa de vida média de um ser humano, contudo,
se esta estiver no primeira ano escolar onde a maioria das crianças tem 6 ou
7 anos, ela será considerada velha. Além disso, o próprio contexto pode ter
caracteŕısticas vagas ou não estar bem definido, o que nos levaria a vaguidade
de ordem superior.
Vamos fixar um pouco de notação. Seja f(x) definida como ‘número
de fios de cabelo de x’, estabelecendo uma relação funcional que associa a
cada pessoa uma quantidade de fios de cabelo, onde o domı́nio desta relação
é um determinado conjunto (ou classe) de pessoas, e o contra-domı́nio é o
conjunto dos números naturais. Por outro lado, utilizaremos C(x) como um
śımbolo predicativo unário que pretende expressar o predicado ‘x é careca’,
lembrando que este é um predicado vago.
Vamos agora dar o passo fundamental. Desejamos capturar o conceito
de vaguidade para que possamos expressar, numa linguagem lógica formal,
conceitos vagos de forma conveniente. Para isso, primeiramente devemos
estender a lógica clássica, acrescentando o quantificador modulado ∇, com
significado ‘geralmente’, como apresentado no caṕıtulo anterior.
Desta forma, podemos usar este quantificador ∇, numa relação compa-
rativa a fim de obtermos um predicado vago. A idéia é definir a propriedade
C(x) (‘x é careca’) como a fórmula ∇y(f(x) < f(y)), isto é:
C(x)=̇∇y(f(x) < f(y))
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a qual intuitivamente, é interpretada como:
‘geralmente para y, x tem menos fios de cabelo que y’
Tomemos, por exemplo o seguinte conjunto universo U = {A,B,C,D},
e uma função f : U 7→ V que associa a cada elemento de U uma quantia de
fios de cabelo de V = {1, 2, 3, 4}, tal que, para fixar idéias, f(A) = 1, f(B) =
2, f(C) = 3 e f(D) = 4.
Podemos tomar filtros nesse conjunto; na verdade, nesse caso filtros prin-
cipais gerados por x, onde x ∈ ℘(U), denotado por Fx = {y : x ⊂ y}. Seja
FD um filtro gerado pelo conjunto unitário {D}, isto é:
FD =
{{D}, {A,D}, {B,D}, {C,D}, {A,B,D}, {A,C,D}, {B,C,D}, {A,B,C,D}}.
E conforme nossa definição de careca∇y(f(x) < f(y)), teremos o seguinte:
A é careca? Sim, pois {y : f(A) < f(y)} = {B,C,D} ∈ FD.
B é careca? Sim, pois {y : f(B) < f(y)} = {C,D} ∈ FD.
C é careca? Sim, pois {y : f(C) < f(y)} = {D} ∈ FD.
E finalmente, D é careca? Não, pois ∅ /∈ FD.
Poderiamos ainda ter um filtro gerado por {C}, denotado FC ;
FC =
{{C}, {A,C}, {B,C}, {C,D}, {A,B,C}, {A,C,D}, {B,C,D}, {A,B,C,D}}.
E novamente perguntamos:
A é careca? Sim, pois {y : f(A) < f(y)} = {B,C,D} ∈ FC .
B é careca? Sim, pois {y : f(B) < f(y)} = {C,D} ∈ FC .
C é careca? Não, pois {y : f(C) < f(y)} = {D} /∈ FC .
Igualmente, D não é careca.
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Estes dois exemplos nos mostram que a fronteira de ‘careca’ não é fixa,
pois ela depende do filtro que tomamos, e assim a medida f(x) não pode
designar quem é careca em todas as situações. Podemos então definir um
predicado como vago se a fronteira entre elementos que cumprem e que não
cumprem este predicado não é única em todas os contextos.
Com isso, podemos ‘traduzir’ propriedades quantitativas em qualitativas,
apenas acrescentando quantificadores modulados às proposições relacionadas
por uma ordem parcial estrita. Conseguimos, assim, uma forma de identificar
propriedades vagas por meio de propriedades exatas, lembrando que isso é
feito de forma monotônica, ou seja, estendendo a lógica clássica por meio das
Lógicas Moduladas.
4.4 A vaguidade do quantificador ∇
O quantificador ∇ é vago de duas maneiras bastante intuitivas. A primeira,
diz respeito ao fato de não ter sentido a pergunta: ‘Geralmente’ quantos?
Ou seja, não interessa quanto vale numericamente ‘uma boa parte’, ‘vários’
e ‘muitos’. Nenhum destes quantificadores está relacionado com um número
definido ou com uma determinada proporção. Estes quantificadores não se
referem às quantidades de elementos dos conjuntos, e é justamente devido a
esta vacuidade numérica que ∇ é um quantificador vago qualitativo.
De fato, tomando cada elemento do conjunto universo (base de evidências)
podemos observar, por exemplo, se este pertence ou não à famı́lia fechada
superiormente própria, caracterizando, assim, a existência de uma fronteira
bem determinada, ou seja, podemos separar os elementos que estão no escopo
do quantificador ‘vários’ dos que não estão. Contudo, não tomamos essa
a atitude, pois essa informação não nos interessa. Portanto, a vaguidade
atribúıda a ∇ é uma vaguidade qualitativa que indetermina apenas a fronteira
numérica da sentença em questão.
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É importante lembrar que nada impede que façamos a contagem dos
elementos que estão sob o escopo do quantificador ∇, mas essa não é nossa
proposta. Em suma, o que desejamos é uma forma qualitativa (não numérica)
de expressar predicados numa linguagem formal.
A segunda maneira de indeterminação de ∇ diz respeito ao contexto em
que está inserida a proposição.
De fato, isto também está muito bem determinado pelas Lógicas Modu-
ladas, pois o contexto é justamente o conjunto universo, que é chamado de
base de evidência pelas Lógicas Moduladas. A base de evidências sempre é
previamente estabelecida através da declaração de um conjunto universo. É
importante deixarmos isso claro, pois podem ocorrer confusões caso a sen-
tença não esteja bem ‘situada’; um exemplo clássico dá-se ao consideramos
que um homem pode ser classificado como ‘careca’ na Convenção dos Cabe-
ludos e este mesmo homem pode ser classificado como ‘cabeludo’ na Con-
venção dos Carecas. Em outro exemplo, podemos afirmar que o conjunto
dos números naturais é denso em relação aos próprios naturais, mas não é
denso em relação aos racionais. Mais uma vez, podemos observar que a sub-
jetividade reside no fato de escolhermos qual será o conjunto universo, ou
seja, a indeterminação reside na escolha do sistema que será utilizado, e isto
caracteriza vaguidade de ordem superior. Seria necessário uma linguagem de
segunda ordem para expressar essa vaguidade de ordem superior, caso que
pode ser futuramente estudado.
4.5 Definindo predicados vagos
Proporemos um método para efetivamente definir predicados qualitati-
vamente vagos numa linguagem formal. Isso nos permite definir um critério
para decidirmos se um dado predicado é, ou não, qualitativamente vago.
Usaremos a seguinte estratégia:
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1. Primeiramente tomamos um conjuto universo U ;
2. Depois estabelecemos uma propriedade vaga, P , que caracterize um
predicado vago, P (x), definido como;‘x satisfaz a propriedade P ’.
3. Elegemos uma função p que atribui a cada elemento x de U um valor
p(x).
4. Definimos, então, uma relação de ordem parcial estrita no conjunto
imagem de p, formando a base de comparação.
5. Por fim, empregamos o quantificador modulado, obtendo a sentença
∇x(p(x) < p(y)), e associando essa sentença ao predicado P , isto é,
∇x(p(x) < p(y)) =̇ P (y).
No primeiro passo é feita a escolha do conjunto universo, isto é, definimos
um universo. No segundo, escolhe-se uma propriedade que determine um
predicado vago. No terceiro passo, elegemos uma função que atribua valores
aos elementos de U . No quarto passo, determinamos um ‘parâmetro de
comparação’ por meio de uma relação de ordem parcial estrita, <, aplicada
em Im(p) (imagem da função p), obtendo p(x) < p(y), para todo x, y ∈ U .
Finalmente, no quinto passo, ‘quantificamos’ a fórmula p(x) < p(y) com
um quantificador modulado obtendo ∇x(p(x) < p(y)). A grosso modo, o
método acima primeiro ordena os elementos de um conjunto e depois ‘aplica’
o quantificador modulado para indeterminar qualitativamente a fórmula sob
a relação de ordem.
Vejamos um exemplo.
1. Tomemos o conjunto universo U como sendo o conjunto dos jogadores
de basquete.
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2. Seja A a propriedade A=̇ altura, dada em metros, além disso, determi-
namos um intervalo para A, isto é, A = [0, 3]. Com isso, definimos o
predicado A(x)=̇ x é alto.
3. Elegemos uma função a : U 7→ A, que atribui a cada x ∈ U um valor
a(x) ∈ A.
4. Vamos admitir que < seja a relação de ordem usual no intervalo fechado
[0, 3].
5. Por fim, diremos que ‘y é alto’ se e somente se ∇x(a(x) < a(y), com
x, y ∈ U . E podemos denotar ‘y é alto’ por A(y).
Vejamos como esta metodologia funciona bem para nosso propósito. Supo-
nhamos que o jogador de basquete k seja considerado baixo, B(k), ou seja,
∇x(a(k) < a(x) com x ∈ U . Além disso, vamos supor que esse jogador
também pratique hipismo nas horas vagas. Se trocarmos o conjunto universo
U dos jogadores de basquete pelo conjunto V dos praticantes de hipismo,
então podeŕıamos ter que ∇y(a(y) < a(k) com y ∈ V , ou seja ‘k é alto’.
4.6 O problema enfrentado
Um problema que encontramos ao expressar os conceitos vagos por meio
dos quantificadores modulados é que se tivermos um conjunto de pessoas e
quisermos dizer quais destas podem ser consideradas carecas, então teŕıamos
que tomar os indiv́ıduos ‘k’ que satisfaçam a proposição ∇y(f(k) < f(y)).
Faz sentido então, numa primeira aproximação, definir o predicado ‘x é
careca’, denotado por C(x), como:
C(x)=̇∇y(f(x) < f(y))
Contudo, podeŕıamos ter a situação em que, realmente, muitas pessoas
tivessem mais cabelo que ‘k’, mas e se todas essas pessoas tivessem apenas
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um único fio de cabelo a mais que ‘k’. Será que ainda faria sentido dizer
que ‘k é careca’? De fato não percebeŕıamos nenhuma diferença entre ‘k’ e
as outras pessoas, ainda que geralmente as pessoas tivessem, a rigor, mais
cabelo que ‘k’.
Uma solução elegante, seria admitirmos mais de um quantificador, sendo
interpretados por mais de um filtro, para caracterizar o predicado ‘ser careca’.
Nesse caso, para que ‘k’ seja considerado careca nessa acepção mais sofis-
ticada, empregamos duas propriedades, uma afirmando que parte da clas-
sificação de k como careca envolve o fato de que ‘geralmente’ indiv́ıduos
arbitrários x têm mais cabelo que k, expresso pela proposição: :
∇x(f(k) < f(x))
, e outra propriedade afirmando que a diferença de fios de cabelo entre k
e um indiv́ıduo arbitrário x seja ‘geralmente’ menor que n, expresa pela
proposição:
∇n(|f(x)− f(k)| < n)
onde |z| significa o módulo de z. Assim, estaŕıamos garantindo que ‘k’, de
fato, teria uma quantidade de cabelos perceptivelmente menor que a de outra
pessoa arbitrária, x, e a partir dáı, sem dúvida, ‘k’ poderia ser considerado
careca, se quantificarmos sobre as outras pessoas com as quais comparamos
x.
Completamos então a definição tomando-se dois quantificadores modula-
dos que serão interpretados por dois complexos, na terminologia de [VC04] e
[VC04] (isto é, dois filtros, ou duas famı́lias fechadas superiormente próprias,
ou duas topologias etc.), em que um versará sobre os elementos do conjunto
universo (pessoas) e outro sobre a quantidade de fios de cabelo. Então, fi-
nalmente, ‘k’ é careca se:
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muitas pessoas têm muito mais fios de cabelo que ‘k’.
Teremos então o seguinte predicado expressando o fato de que um indiv́ıduo
y é careca (note que y é a única variável livre na fórmula) :
C∗(y) = ∇x∇n(|f(y)− f(x)| < n)
O mesmo pode ser feito com todos os outros predicados monádicos va-
gos, tais como ‘ser alto’, ‘ser bonita’, etc. Conjugando estas idéias podemos
formar outros conceitos vagos mais complexos. Por exemplo, suponha que
queiramos dar uma definição de pessoa candidata a ser bem sucedida in-
telectualmente em alguma atividade. Para tanto, vamos nos inspirar numa
declaração de Kurt Gödel, que teria afirmado, quando perguntado pela causa
de seu suceasso com relação à descoberta dos seus famosos Teoremas da In-
completude, apenas ter prestado mais atenção a certos aspectos que (muitas)
outras pessoas. Assim, suponha que o funcional A(x, z) meça o ’quanto x dá
atenção a z’ (ou seja, como definida acima, esta função estabelece uma base
de comparação entre pessoas x dando atenção a aspectos z.
Contudo, uma questão complexa se levanta neste ponto, com conexões
profundas em várias áreas: considerando que nas Lógica Moduladas a per-
mutação de quantificadores não preserva o sentido da sentença, diferente-
mente da Lógica Clássica onde podem-se permutar blocos de quantificadores
universais ou existenciais, a interpretação da sentença:
C∗(y) = ∇n∇x(|f(y)− f(x)| < n)
seria em prinćıpio completamente diferente da interpretação de:
C∗(y) = ∇x∇n(|f(y)− f(x)| < n)
No fundo, teŕıamos aqui a possibilidade de expressar profundas diferenças
posśıveis entre acepções de ‘careca´. Há duas abordagens diferentes para
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este fenômeno: primeiro, isso significaria uma possibilidade de formalizar
a noção de polissemia, ou multiplicidade de interpretações (sentidos), co-
mum na linguagem inexata; mas por outro lado abriria a possibilidade de
se definir a noção de polissemia formal, ou seja, a possibilidade de se explo-
rar, com instrumentos da lógica, sentidos distintos para conceitos tidos como
corriqueiros e desprovidos de significação maior. Em prinćıpio, teŕıamos nos
caso acima uma multiplicidade da noção de careca, problema que obviamente
se estende a todos os outros predicados monádicos. Se a linguagem natural
tem ou não recursos para distinguir estas acepções, ou mesmo se há interesse,
não é uma questão que possa nos interessar aqui.
A partir da quantificação em aspectos pasśıveis de atenção e da quan-
tificação no número de pessoas, podeŕıamos definir uma pessoa como “x é
atenta”, Atento(x), se: para muitos aspectos z, e, para muitas outras pes-
soas y, a atenção que x dedica a z é maior que a atenção que y dedica a z,
formalmente:
Atento(x)=̇∇z∇y(A(x, z) > A(y, z))
Imaginemos, porém, que queremos mais do que isso: queremos definir a
pessoa candidata a ser bem sucedida, Suc(x), como aquela que não simples-
mente é atenta, mas é muito atenta. Formalmente, definimos:
Suc(x)=̇∇n∇z∇y(|A(x, z)− A(y, z)|) > n
Podemos ver que a expressabilidade desta formulação em Lógicas Modu-
ladas tem ainda muito a ser explorado.
Supondo que houvesse alguma diferença essencial de qualificação entre as
variáveis, seria posśıvel, voltando ao exemplo dos carecas, refinar um pouco
mais a fórmula ∇x∇n(|f(a)− f(x)| < n) utilizando os quantificadores M e
V no lugar de ∇. Dáı o predicado ‘x é careca’ tomaria a seguinte forma:
V xMn(|f(a)− f(x)| < n)
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Isto é:
para muitos ‘x’, ‘a’ têm vários fios de cabelo a mais que ‘x’.
Isso apenas sugere as potencialidades do uso dos quantificadores modu-
lados, mas na verdade faltaria um estudo mais aprofundado para se decidir
quando é mais conveniente usar M, V ou ∇.
4.7 Dissolvendo o Sorites
Considere uma base de evidências com 100 mil homens, em que o homem
com mais cabelos tenha 100 mil fios de cabelo1, e suponhamos que cada um
deles tenha um número diferente de fios de cabelos. Além disso, suponhamos
que eles estejam ordenados numa fileira que começa no indiv́ıduo sem nenhum
fio de cabelo e aumente de tal forma que cada homem seguinte tenha um fio
de cabelo a mais que o anterior, chegando até ao homem com 100.000 fios
de cabelo. Seja f(x) < f(y) o predicado que é interpretado como ‘o número
de fios de cabelo de x é menor do que de y’. Aplicada numa determinada
classe, como vimos, a noção ‘x é careca’ será definida como ‘geralmente para
y, f(x) < f(y)’.
Considere agora uma marca feita artificialmente estabelecendo uma me-
dida m de tal maneira que todos os homens que tiverem medida menor que
esta serão considerados carecas. Teremos então um predicado quantitativo,
ao qual denotaremos por Careca(x).
Conforme subimos a ‘fila’ de candidatos dos mais carecas para os menos
carecas, num determinado ponto teremos que:
(1) ∃z∀x((Careca(z) ∧ f(x) = f(z) + 1) → ¬Careca(x))
1As pessoas têm, em média, 100 mil fios de cabelo.
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e então estaŕıamos exatamente no passo de transição de “careca” para “não
careca”.
Nesse caso, o Paradoxo do Sorites aplicado ao conceito ingênuo quanti-
tativo Careca(x) seria um argumento que teria os seguintes passos formais,
f(x) significa a quantidade de cabelos de x:
(i) (∀x)(f(x) = 0 → Careca(x)): Uma pessoa sem nenhum fio de cabelo
é certamente careca;
(ii) (∀x)(∀y)(Careca(x)∧ (f(y) = f(x)+1) → Careca(y)): Se uma pessoa
x é careca e y tem um fio de cabelo a mais do que x, então y é careca;
(iii) (∃z)(∀y)((f(z) < f(y) → ¬Careca(y))): Existe um z limı́trofe tal que
se y tem mais cabelos do que z, então x não é careca.
o que leva à contradição Careca(z) ∧ ¬Careca(z). O que leva a tal con-
tradição paradoxal, se cada uma das cláusulas acima parece por si mesma
aceitável?
Uma primeira proposta para solucionarmos este problema seria, man-
tendo o conceito ingênio de Careca(x), substituir a cláusula (ii) acima por:
(∇x)(∀y)(Careca(x) ∧ (f(y) = f(x) + 1) → Careca(y))
significando que geralmente, para x (ou para quase todas as pessoas x), e
para todas as pessoas y, se x é careca e y tem um fio de cabelo a mais do
que x, então y é careca.
A diferença é que, no caso modificado, não seriam todas as pessoas que
“tendo um fio de cabelo a mais” continuam a ser carecas, mas somente um
certo grupo, a saber, os de fato carecas.
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É posśıvel agora argumentar que aquele indiv́ıduo limı́trofe referido em
(iii) não mais seria careca; simplesmente, ele seria não-careca, e o paradoxo
se esvanece.
Contudo, essa solução é invasiva: ela modifica o argumento do Paradoxo
do Sorites. O que gostaŕıamos de obter seria uma maneira de preservar o
argumento soŕıtico, mas tendo como conceito subjacente uma noção mais
sofisticada do que fosse ser careca, de modo que esta noção atendesse às
exigências do senso comum, e ao mesmo tempo não fosse pasśıvel da objeção
levantada pelo Paradoxo do Sorites. Como vimos no Caṕıtulo 2, a solução
pela via da Lógica Difusa está longe de ser satisfatória, e a busca por uma
boa solução ainda permanece.
Buscando uma boa solução, propomos que, em lugar de manter a noção
ingênua quantitativa Careca(x), deveŕıamos empregar uma noção qualita-
tiva, definida por meio do quantificador ‘geralmente’, substituibdo-se Careca(x)
pelo predicado C(x) definido (tal como visto anteriormente) como∇w(f(x) <
f(w)).
A partir deste conceito qualitativo, podemos perguntar: a sentença acima
ainda expressa o passo de transição do último indiv́ıduo careca para o primeiro
não careca, como em (1) acima? A resposta a esta pergunta é não. Pois,
como vimos em 4.7 é falso que haja um passo de transição de careca para não
careca, ou seja, a sentença a seguir tem contra-exemplos devido à natureza
do quantificador ∇:
(1a) ∃z∀x(∇w(f(z) < f(w))(∧f(x) = f(z) + 1) → ¬∇y(f(x) < f(y)))
A explicação, como vimos, é que o quantificador ∇, intuitivamente, tem
a função de indeterminar numericamente o predicado. E assim, escapa do
Paradoxo do Sorites.
Há muito mais propriedades a serem investigadas por trás desta abor-
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dagem. Por exemplo, seja P (x) um predicado. O prinćıpio de indução se-
gundo este predicado afirma o seguinte:
∀n(P (xn) ∧ (P (xn) → P (xn+1))) → P (xn+1) → ∀nP (xn)
Não é dif́ıcil verificar que o prinćıpio relacionado à contrapartida vaga do
predicado P (x) não é mais válido se posto sob quantificação modulada, mas
o que vale é apenas a seguinte sentença ‘aparentada’:
∇n(P (xn) ∧ (P (xn) → P (xn+1))) → P (xn+1) → ∇nP (xn)
Embora possamos pensar em todo um programa de investigação de uma
aritmética modulada, nossa intenção aqui é somente registrar a intuição sub-
jacente a questão.
Portanto, uma melhor entendimento da vaguidade pode ser obtido via
considerações que dizem respeito a relações entre conjuntos e famı́lias de
conjuntos, por meio de quantificadores modulados que prescindem comple-
tamente de propriedades numéricas.
Os quantificadores modulados permitem exprimir dois aspectos da vagui-
dade: a falta de transição precisa e a relativização do contexto de uma base
de comparação.
Por fim, o quantificador modulado deixa claro que predicados do tipo
∇y(P (x) < P (y)) são vagos em primeira ordem, pois o predicado sob o
escopo de ∇y é um predicado de primeira ordem.
Com isso, consideramos que, o Paradoxo do Sorites é dissolvido: pode-
mos conservar o argumento, sem que sejamos conduzidos à conclusão con-
traditória. Mas, talvez, o mais importante, além de nos dedicarmos a um
enigma lógico da tradição megárica com artefatos conceituais novos, é que
nosso enfoque propõe um procedimento para se definir predicados vagos com
quantificadores modulados e tratá-los dentro das Lógicas Moduladas. Quão
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Conclusões: Sobre as Lógicas
Moduladas e a Argumentação
Qualitativa
5.1 Sobre o que pode vir a seguir
As abordagens desenvolvidas no Caṕıtulo 2 com finalidade de tratar con-
ceitos vagos a partir do chamado paradigma difuso, apesar de abertas a
cŕıticas, encontram um terreno fértil em diversas aplicações à engenharia e à
lingúıstica. De fato, seu sucesso tem sido grande devido a sua eficiência. Al-
guns autores defendem o ponto de vista de que as principais idéias da Lógica
Difusa oferecem sugestões no entendimento do porquê a linguagem natural
é tão eficiente em armazenar, elaborar e transmitir informação (veja Zadeh
[1997]). Por outro lado, há resultados que mostram que todos os problemas
tratados por técnicas difusas também podem ser solucionados por técnicas
clássicas binárias ([Ger01], pag.83), mesmo que isso represente uma grande
perda de eficiência. Contudo, uma intensa discussão filosófica na literatura
debate o fato de estes métodos formalizarem ou não o racioćınio difuso e
os conceitos vagos. A conclusão até aqui é que, à luz da discussão sobre a
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noção de vaguidade levada a efeito no caṕıtulo 1 e examinando os méritos e
deméritos das abordagens analisadas no caṕıtulo 2, nenhuma delas se presta
a expressar conceitos genuinamente vagos ou difusos.
Nossa proposta nessa direção, se concretiza em termos qualitativos; de
fato, não propomos uma lógica que elimine as fronteiras bem definidas, mas
ao menos não lançamos mão de nenhuma caracterização quantitativa. Por-
tanto, a abordagem sugerida presta-se para expressar conceitos vagos de
forma qualitativa.
Os quantificadores modulados, inicialmente concebidos para tratar de
problemas ligados ao racioćınio indutivo, revelaram-se também perfeitamente
adequados para expressar a indeterminação numérica nos predicados (salvo
o quantificador M). De fato, é notável que possamos formular sentenças
do tipo ‘geralmente para x, vale ϕ(x)’, apenas estendendo a lógica clássica
e preservando importantes resultados como completude, corretude e vários
outros resultados da sintaxe e da teoria de modelos clássica. Com isso, o
predicado ϕ passa a ser pasśıvel de uma abordagem qualitativamente vaga,
ou seja, não temos mais a informação de quantos são os elementos x que sa-
tisfazem ϕ. Por outro lado, apesar, da indeterminação numérica, a extensão
do predicado ϕ continua bem definida, possibilitando saber quais elementos
x pertencem, ou não, ao conjunto de elementos que satisfaz ϕ.
A rigor, dentro da proposta de considerar predicados ϕ qualitativamente
vagos, podemos pensar também em particular em predicados espacialmente
vagos, os quais poderiam ser definidos usando-se ainda um outro quan-
tificador P ) para “ubiquidade” (ou plausibilidade, conforme estudado em
[Grá99], veja-se também [CG05]). Contudo, neste trabalho nos concen-
traremos na questão da vaguidade qualitativa de maneira geral, sem nos
especializarmos em localizar as questões da dimensão espacial (ou em ou-
tras formalizáveis no universo das Lógicas Moduladas). Na verdade, isso
já coloca uma primeira questão sobre a qual se podem debruçar outros in-
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teressados: haverá questões a respeito do racioćınio vago que sejam melhor
analisáveis por exemplo especificamente dentro da dimensão espacial? Não
sabemos a resposta, mas uma vez que nosso tratamento para as questões
que estudamos tenha se revelado interessante e frut́ıfero, o que esperamos
seja o caso, aprofundamentos podem se revelar encorajadores. Isso pode,
sem dúvida, motivar a investigação de outras dimensões desta natureza que
venham a ser formalizáveis no âmbito das Lógicas Moduladas.
5.2 Considerações finais
Vimos no Caṕıtulo 4 o problema que as Lógicas Moduladas colocam em
relação à polissemia, no sentido de multiplicidade de sentidos de uma palavra
ou locução– um fenômeno comum nas ĺınguas naturais, como reconhecido pe-
los dicionários. A questão levantada a partir do que chamamos de polissemia
formal abre problemas e perspectivas altamente interessantes, que certamente
merecem investigação mais competente que a nossa.
Uma outra grande questão que imediatamente se coloca é a seguinte:
considerando relações n-árias R(x1, . . . , xn), que tipo de predicados “vagos”
podem-se definir com fórmulas da linguagem das Lógicas Moduladas
∇x1 . . .∇xmR(x1, . . . , xm, . . . , xn)?
Certamente, se R(x1, . . . , xn) são relações de ordem, especialmente relações
binárias R(x1, x2), então o que ∇x1R(x1, x2) e ∇x2R(x1, x2) formalizam
também são propriedades vagas. Mas, o que poderiamos dizer do caso geral?
É bem conhecida afirmação irônica de Descartes de que no mundo ape-
nas o bom senso seria bem distribúıdo, já que todos afirmam ter o sufi-
ciente. Como se expressaria, por exemplo, o predicado “ter bom senso”?
Se pudéssemos ordenar o senso das pessoas, podeŕıamos em prinćıpio usar
a idéia de que uma pessoa x tem bom senso se ela tiver “mais senso” do
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que muitas pessoas. Um problema então, é decidir se tal relação de or-
dem é posśıvel. Outro problema é investigar se todo predicado vago poderia
ser formulado como o fecho modulado de outro predicado, isto é, da forma
∇x1 . . .∇xmR(x1, . . . , xm, . . . , xn). Investigar se isso é posśıvel ou relevante
faz parte das questões que nosso trabalho levanta, e para as quais não pre-
tendemos ter solução. Contudo, buscar tais soluções abre, a nosso ver, uma
interessante linha de trabalho original entre a Lógica e a Lingǘıstica, inau-
gurando uma área à qual podeŕıamos chamar de argumentação qualitativa-
uma abordagem que estudasse a comunicação e arte de argumentar da lin-
guagem natural que se baseia no discurso não-quantitativo. Nesse sentido,
nosso trabalho toca em áreas tradicionais da filosofia, da retórica, da lógica,
e não se distancia de questões contemporâneas ligadas à tecnologia, como a
robótica e a teoria de contrôle, e a outras áreas onde se recorre a métodos
difusos por absoluta falta de fundamentação alternativa. Queremos crer que
nosso trabalho ajuda nesta questão.
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[Grá99] M. C. C. Grácio. Lógicas moduladas e racioćınio sob incerteza.
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