Based on an explicit equivalent continuous optimization problem, we propose a simple continuous iterative algorithm for Max Cut, which converges to a local optimum in finite steps. The inner subproblem is solved analytically and thus no optimization solver is called. Preliminary results on G-set demonstrate the performance. In particular, the ratio between the best cut values achieved by the simple algorithm without any local breakout techniques and the best known ones is of at least 0.986. Given an undirected simple graph G = (V, E) of order n with the vertex set V and the edge set E, a set pair (S, S ′ ) is called a cut of G if S ∩ S ′ = ∅ and S ∪ S ′ = V . The Max Cut problem, one of Karp's 21 NP-complete problems [1] , aims at finding a specific cut (S, S ′ ) of G to maximize the cut value:
Given an undirected simple graph G = (V, E) of order n with the vertex set V and the edge set E, a set pair (S, S ′ ) is called a cut of G if S ∩ S ′ = ∅ and S ∪ S ′ = V . The Max Cut problem, one of Karp's 21 NP-complete problems [1] , aims at finding a specific cut (S, S ′ ) of G to maximize the cut value:
cut(S) = {i,j}∈E, i∈S, j∈V \S
where w ij denotes the positive weight for the edge {i, j} ∈ E. Due to its widespread applications in various areas, several algorithms for Max Cut have been proposed to search for approximate solutions and usually fall into two distinct categories: discrete algorithms and continuous ones. The former mainly refer to the combinatorial algorithms for Max Cut, which directly deal with the discrete objective function (1) and usually adopt both complicated techniques to break out local optimums and advanced heuristics for possibly better solutions for improving the solution quality, such as the scatter search [2] , the tabu search [3] [4] [5] and hybrid strategies within the framework of evolutionary algorithms [6, 7] . In contrast, the objective functions for the latter, often obtained from the relaxation of the discrete objective function (1) , are continuous, and thus standard continuous optimization algorithms can be applied into the relaxed problems in a straightforward manner, for instance, the Goemans-Williamson (GW) algorithm [8] and its variant [9] , the spectral cut algorithm [10, 11] and its recursive implementation [12] [13] [14] . The continuous algorithms may be more efficient than the discrete ones on large scale Max Cut problems, albeit at the price of slightly worse solution quality. From the theoretical point of view, the continuous algorithms may have performance guarantee on the ratio between the total weight of cut edges and the optimum, but the discrete ones do not. For example, the ratio of the recursive spectral cut (RSC) algorithm is of at least 0.531 [12] , and later improved it to 0.614 [15] , while the ratio of the GW algorithm (about 0.878 in the sense of average) [8] has been proved to be an upper bound by assuming that the unique games conjecture holds [13] .
In this work, we describe a simple algorithm for Max Cut, which belongs to the category of continuous algorithms. Compared with all existing continuous Max Cut algorithms, the proposed algorithm has two obvious distinctions. The first one is our continuous optimization problem is directly equivalent to the Max Cut problem, and has no any relaxation any more (see Theorem 1). This explicit equivalent continuous optimization problem for Max Cut was recently revealed in a mathematical framework based on a set-pair Lovász extension [16] . The second one is our inner subproblem can be solved analytically (see Theorem 4), whereas one needs call other optimization solvers for the inner subproblems when using either the GW algorithm [8] or the RSC algorithm [14] . This constitutes the main reason why we use the adjunct word 'simple' for the proposed algorithm. 
where
Any vector x = (x 1 , . . . , x n ) reaching the maximum of F (x) produces directly a corresponding Max Cut by letting
Here, i ∼ j denotes vertex i being adjacent to vertex j and i∼j means the summation over all edges where i < j is assumed by default.
Proof. The proof can be found in Appendix.
By Theorem 1, we only need to consider the equivalent continuous optimization problem r max = max
which could be solved via the following two-step iterative scheme
Theorem 2 (global convergence). The sequence {r k } generated by the iterative scheme (6) from any initial point x 0 ∈ R n \ {0} increases monotonically to the global maximum r max .
Proof. The definition of x k+1 implies
and substituting x = x k into the above equation yields
and it suffices to show r max ≤ r * . To this end, we denote
which must be continuous on R by the compactness of the unit closed sphere {x :
x p = 1} and according to a familiar statement. Note that
Thus the proof is finished.
Although the inner subproblem (6a) can not be solved in polynomial time due to the NP-hardness of the Max Cut problem, it brings us a significant insight to deal with a relaxed subproblem alternatively by noting the fact
where (·, ·) denotes the standard inner product in R n and the subgradient of I(x) is
j∼i means the summation over all vertices adjacent to vertex i for a fixed i, and
Accordingly, we arrive at the following three-step iterative scheme
Such three-step scheme (9) still keeps the monotonicity and thus has local convergence (see Theorem 3), and more importantly, we are able to write down an explicit solution for the inner subproblem (9a) (see Theorem 4).
Theorem 3 (local convergence). The sequence {r
k } generated by the iterative scheme (9) from any initial point
Here
Proof. Similar to the proof of Theorem 2 and using (9a), we have
and then
where the equality holds if and only if
and thus s
. . , y n ) and
. . , n}, where sign(u) denotes the standard sign function which equals to 1 if u > 0, 0 if u = 0, and −1 if u < 0. Thus,
the solutions of
can be shown in a closed form as follows.
Let m 0 be the smallest integer m satisfying
Then the optimization problem (11) has only one solution x * such that
Case 2 r = s 1 or p = ∞.
x * is a solution of the optimization problem (11) if and only if
and
Proof. The proof can be found in Appendix. Now the only remaining task is to determine the subgradient (9c). Denote
Let σ be a permutation of {1, 2, . . . , n} such that
and i < j. Then we choose the subgradient s k = (s 1 , s 2 , . . . , s n ) as follows
and denote such subgradient by s k C . With this choice of the subgradient, we are able to show below that the three-step iterative scheme (9) converges to a local maximum of a special set in finite steps. In such sense, s k C may be the best choice. Before that, we introduce
Theorem 5 (finite-step convergence). The sequence {r k } generated by the three-step iterative scheme (9) with the chosen subgradient s k C from any initial point x 0 ∈ R n \{0} increases monotonically and contains finite points of R. Meanwhile, if we constrain Sgn(0) by choosing from {+1, −1}, then the corresponding sequence {x k } has a limit superior which is a subset of C.
We are now ready for performance investigation of the simple three-step algorithm (9) . There may be many choices of the solution given in (13) for Case 2 and the permutation used in (15) for the subgradient, and we pick up one of them randomly to implement the simple three-step algorithm (9) equipped with an initial point chosen to be the maximal eigenvector of the graph Laplacian [10, 11] . The implementation are tested on the graphs with positive weight in G-set, a standard testbed for algorithms for Max Cut, the best known cut values obtained by combinatorial algorithms [7] are chosen to be the reference. The numerical results for the RSC algorithm based on graph Laplacian (∆ 2 -RSC) [13] and graph 1-Laplacian (∆ 1 -RSC) [14] , as well as the GW algorithm [13] are adopted for comparison. Considering the randomness mentioned above and the local convergence, we will do 100 runs of the three-step algorithm to approximate the global optimum, and each run takes 10000 iterations. Table 1 shows the minimum, mean and maximum cut values during the 100 runs. It can be easily seen there that the results for different p = 1, 2, ∞ are comparable and are all very close to the reference values. Actually, the ratio between the best cut values by our simple algorithm (chosen from the maximum cut values over p = 1, 2, ∞) and the reference ones is of at least 0.986 (see the results for G36), while the numerical lower bound for such ratio is about 0.946, 0.933 and 0.949 for the GW, ∆ 2 -RSC and ∆ 1 -RSC algorithms, respectively. Furthermore, for the case of p = ∞, the ratio between the minimum, mean, maximum cut values and the reference ones is of at least 0.979, 0.982, 0.985, respectively, all of which are larger than the average ratio over these 30 graphs for the GW (≃ 0.963), ∆ 2 -RSC (≃ 0.961), and ∆ 1 -RSC (≃ 0.973) algorithms. In a word, the proposed simple continuous algorithm (9) surpasses the GW and RSC algorithms in terms of both accuracy and efficiency, and produces the solutions the quality of which is comparable to the best known ones obtained by some complicated combinatorial algorithms.
We have tried the theoretical analysis of the lower bound on the performance guarantee, but unfortunately, not succeeded. Further investigation of the simple three-step iterative algorithm (9) is still on going, such as the performance on larger scale problems, the combination with discrete algorithms to improve the solution quality, etc. Actually, if more restrictions are added in choosing x k+1 , then we are able to obtain the following finite-step convergence of the sequence {x k } produced by the algorithm (9).
Theorem 6. Suppose that Sgn(0) is chosen from {+1, −1}, then the sequence {x
k } generated by the three-step iterative scheme (9) with x k+1 / ∈ {x 1 , . . . , x k } and maximizing F (x) among all subgradients s ∈ ∂I(x k ) is terminate in finite steps and the limit belongs to C * .
Proof of Theorem 1. The first part, that is, Eq. (2), is just the statement of Theorem 1.10 in [16] . So we focus on the second part. For x achieving the maximum of F (·), let S ± = {i ∈ V : x i = ± x ∞ } and
, which implies that (S + , S − ) is a Max Cut. Now we concentrate on the case that S 0 = ∅. For any i ∈ S 0 , there exists t i ∈ (0, 1) such that Table 1 : Numerical results for problem instances with positive weight in G-set. We set the maximal eigenvector of the graph Laplacian to be the initial data, choose the subgradient s k C given in (15) , constrain Sgn(0) by choosing from {+1, −1}, and perform 100 runs of the three-step iterative scheme (9) with p = 1, 2, ∞. Each run goes with 10000 iterations. The minimum, mean and maximum cut values during the 100 runs are recorded and compared to the best known ones obtained by combinatorial algorithms [7] . The ratio between the best cut values (in italics) by our simple continuous algorithm (9) and the best known ones is of at least 0.986 (see the results for G36). 
. By finite steps, we have
and thus completes the proof, where k = |S 0 | and
Proof of Theorem 4. For Case 1, assume that y ∈ R n is the solution of (11) with t ∈ R + and m ∈ N + satisfying
Then
Since y achieves a local minimum on {x| x p = 1}, the equality holds if and only if
. . , n, and ỹ
Therefore, we have
Combining t > |y m+1 |, we get
and therefore,
If s m q = 0, then we have r − m i=1 |s i | < 0 and thus
provided that g ′ m (t) = 0, i.e., y achieves a local minimum.
If s
Since h(x) := x q a+bx q is strictly increasing on [0, +∞) for any a ≥ 0, b > 0, it is followed that m i=1 |s i | − r > k|s m+1 |, and then
and let
We will show that G(m) < G(m + 1). In fact
Thus we have m = m 0 and then Eq. (12) is true. Moreover,
Finally, we turn to Case 2. It is evident for p = ∞. Theorem 3 implies
for r = s 1 , and then we have x * ∈ x * ∞ · Sgn(s) and
Proof of Theorem 5. We first show that the following three statements are equivalent.
(S1) min
(S3) There exists an i ∈ {1, 2, · · · , n} satisfyingg k i > 0, wherẽ (S3) ⇒ (S1) Without loss of generality, we can assume thatg k i , g k i > 0 for some i, and j is the largest integer such that x i = x σ(j) which induces that
and thus
). Accordingly, from Theorem 3, we have min
Since (S1) ⇒ (S2) is obvious, we have finished the proof of the equivalence among (S1), (S2) and (S3).
By Theorems 3 and 4, there exists ι ⊂ {1, . . . , n} such that
and then by definition of s C , the set i∈ι
is finite. That is, the sequence {r k } can only take finite values. Therefore, there exists k such that r k−1 = r k = r k+1 and
. Now we will show that x k ∈ C if we constrain Sgn(0) by choosing from {+1, −1}. Suppose the contrary, that there exists i ∈ {1, 2, . . . , n} and α = − sign(
It can be easily verified that
according to the equivalence between (S1) and (S3). This contradicts the fact that
The proof is complete.
Proof of Theorem 6. Similar to the proof of Theorem 5, the value of the corresponding sequence {r k } is finite. Therefore, there exists k 0 , such that x k+1 ∈ x k+1 ∞ Sgn(s k ) for any k ≥ k 0 . The constraint that Sgn(0) chosen from {+1, −1} induces that
Thus, we have {x k } is finite since {x k } is different from each other. Assume that x * = (x 1 , . . . , x n ) is the last element. Then, ∀ y ∈ T ± i x * , it has been proved that F (y) ≤ F (x * ) in Theorem 5. Now we will show that F (y) ≤ F (x * ) where y = T i,j x * for any i = j. Suppose the contrary, that there exists i, j such that y = T i,j x * and F (y) > F (x * ) = r, which means Without loss of generality, we can assume that x i > 0 > x j and l∼i,l =j sign(x l ) > 0. Furthermore, there exists s ∈ ∂I(x * ) such that
with z il = − sign(x l ) ∈ Sgn(x i − x l ), and z jl = − sign(x l ) ∈ Sgn(x j − x l ). If either there is no edge between i and j or l∼i,l>i sign(x l ) > 1, theñ
s∈∂I(x * ) {− sign(x i )s i } > 0, which contradicts the fact that x * is the last element. If there is an edge between i and j and l∼i,l =i sign(x l ) = l∼j,l =j sign(x l ) = 1, then T with z il = − sign(x l ) ∈ Sgn(−x i − x l ), z jl = − sign(x l ) ∈ Sgn(x j − x l ) and z ij = −1. Accordingly, y ∈ x * ∞ · Sgn(s ′ ), and then there is r k+1 ≥ F (y) > F (x * ) which contradicts the definition of r k .
