Abstract: Contemporary satellite Earth Observation systems provide growing amounts of very high spatial resolution data that can be used in various applications. An increasing number of sensors make it possible to monitor selected areas in great detail. However, in order to handle the volume of data, a high level of automation is required. The semi-automatic change detection methodology described in this paper was developed to annually update land cover maps prepared in the context of the Geoland2. The proposed algorithm was tailored to work with different very high spatial resolution images acquired over different European landscapes. The methodology is a fusion of various change detection methods ranging from: (1) layer arithmetic; (2) vegetation indices (NDVI) differentiating; (3) texture calculation; and methods based on (4) canonical correlation analysis (multivariate alteration detection (MAD)). User intervention during the production of the change map is limited to the selection of the input data, the size of initial segments and the threshold for texture classification (optionally). To achieve a high level of automation, statistical thresholds were applied in most of the processing steps. Tests showed an overall change recognition accuracy of 89%, and the change type classification methodology can accurately classify transitions between classes.
Introduction
International and national institutions require information about the landscape and the environment to support decision-makers. Earth observation (EO) techniques are advanced tools that can meet this requirement. As the landscape is not static, but is constantly changing, EO should focus not only on mapping the static environment, but, in general, on detecting changes in order to meet the needs of contemporary users.
The algorithm described in this paper was designed in the context of the Seasonal and Annual Change Monitoring (SATChMo) project. SATChMo is one of three Core Mapping Services (CMS) of the Copernicus project, Geoland2 [1] . SATChMo is focused on land cover (LC) classification and change detection based on annual and seasonal time-scales. The main SATChMo products are generic LC maps. The production of maps on the European scale is a long process; hence, to update them on a yearly basis, a convenient automated tool is required to speed up the process and reduce the costs. The main goal of the presented study is to develop an algorithm that can rapidly detect and classify changes. User interaction should be minimal and limited to the inspection of classified changes in the final phase of map production. Before the algorithm was developed, the SATChMo team reviewed the most commonly used change detection techniques, such as post classification comparison, the grid-based method, support vector machines, image entropy and arithmetical and statistical methods. Preliminary tests were performed on test sites to evaluate whether it was possible to develop a single methodology for all image pairs contained in the project's database and to assess the usefulness of different methods in meeting the needs of the project.
The basic premise of remote sensing change detection analysis is that changes in LC result in changes in radiance values, and these values are significantly higher than changes caused by other factors [2] , for example atmospheric fluctuations or the differences in Sun angle observed during acquisitions. In fact, in many cases, change detection has to deal with large differences in radiance within the same LC class. This is mostly caused by seasonality (changes in vegetation phenology), but is also influenced by variable atmospheric conditions, such as clouds and shadows. Visual interpretation of satellite images requires expert knowledge to detect and name all of these changes. While experienced operators may be very accurate, the drawback is the amount of time needed to generate the change layer. A widely-used quantitative change detection method [3] (and also one of the easiest to use) is post-classification comparison. Its two main advantages are that it does not require radiometric normalization or atmospheric correction. Nonetheless, accuracy depends on pre-and post-classifications, and every error in the individual maps will be present in the final change detection product [3] .
The most common methods are based on mathematical operators, such as the subtraction of the original or transformed images (indices, ratios, etc.). Coppin et al. [4] describe this group as univariate image differencing. A good example is the subtraction of NDVI indices, computed at two different times. NDVI is widely used for change detection concerning all aspects of environmental monitoring on different scales. Lunetta et al. [5] used MODIS NDVI time series data for the automatic monitoring of changes in vegetation. Yuan and Elvidge [6] investigated the usability of NDVI to the Landsat-based change detection. Ardila et al. [7] used NDVI as one of the factors for the detection of changes in urban tree structure on very high resolution (VHR) images. The main disadvantage is that only using image differencing methods leads to errors, caused by variation in spectral radiation and spectral similarities between LC classes.
Another group of change detection methods that have proved useful are bi-temporal linear data transformations. The most popular is principal component analyses (PCA), and they have been applied in many studies [8] [9] [10] . As an extension of the canonical correlation analysis, Nielsen [11] proposed multivariate alteration detection (MAD). An advantage of this method, compared to PCA, is its insensitivity to differences in sensor gain or atmospheric correction schemes [11] . It is also a good solution for detecting changes on a combination of different sensors; hence, it is especially useful in historical change detection studies.
Traditionally, change detection methods are based on an evaluation of individual pixels. However, the characteristics of VHR data and varying user needs mean that per-pixel approaches cannot meet the requirement of fast and highly accurate mapping [12] . Object-based image analysis (OBIA) is one of the solutions to the limitations of pixel-based methods. The principles of the OBIA (often referred also as GEOBIA (geographic object-based image analysis)) paradigm were given in [13, 14] and more recently in [12] . The basic premise is to use meaningful image objects instead of pixels alone. Image objects consist of pixels grouped on the basis of homogeneity during the segmentation process. Objects can be analyzed on the basis of a variety of distinctive features that are unavailable in the case of per-pixel approach, such as topological relationships, geometry, size, etc. An extensive review of object-based change detection covering the issues, motivations, challenges and examples of algorithms was given by Chen et al. [15] and Hussain et al. [16] .
The rationale for our methodology was to update the LC maps prepared in the SATChMo project. Other anticipated benefits were the ability to generate change statistics based on the images acquired for the project. Specifically, we wanted to address two change detection problems. The first was the accurate spatial identification of changed areas, and the second was the classification of transitions between LC classes. Change must be interpreted and its significance explained before it is finally inserted in a map-updating process. In order to achieve this, we need a precise definition of what is considered as a change in a particular case and a list of all of the LC transitions for which we are looking.
In the case of remote observations of the Earth, change can be assessed as a transition from one LC class to another, a boundary change of the same class of object or as a change within a specific LC class that influences the reflectance registered by the sensor and represents land conditions. In this paper, we limit the task to permanent changes that are associated with transitions between LC types. Changes that are of interest must be durable, i.e., they are not caused by change in the class condition (e.g., caused by the phenology fluctuations during the growing season).
Materials and Methods

Study Area and Data
Our work is based on satellite images collected in the frame of the Area Frame Sampling Europe (AFS Europe) task under the SATChMo project. The goal of AFS Europe was to develop a statistical methodology for sample selection in order to provide LC statistics for European Union countries. There are 114 AFS sites, each of a size of 15 by 15 km. AFS collects data from all of the European environmental zones, starting from the Mediterranean in the south, through the temperate regions to Boreal in the north. The dataset for each site consists of images from 2009 (KOMPSAT2), 2010 (KOMPSAT2 and FORMOSAT2) and 2011 (GeoEye, QuickBird, IKONOS, FORMOSAT2). A detailed description of the AFS Europe service is given in Banaszkiewicz et al. [17] . The above list of sensors indicates that some image pairs used for change detection have different spatial resolutions; from 0.5 m to 2 m in the panchromatic channel and from 1 m to 8 m in multispectral channels. Each sensor provides four standard spectral channels: blue, green, red and infra-red. Townshend et al. [18] proved that even subpixel misregistration can have an impact on change detection and suggested that registration accuracy should be taken into account for any method. Hence, the first step of our data pre-processing was image-to-image co-registration. This helped to ensure that corresponding pixels on both images represented the same geographic location, and misclassifications caused by shifts of unchanged object boundaries were reduced. Because images from different years do not fully overlap, only the overlapping part was clipped and used for further processing.
The main SATChMo products are generic LC maps prepared for each European AFS site for the base year of 2009. All maps produced for AFS Europe are freely available at the project website [1] . They represent ten generic LC types (urban, bare ground, water, snow and ice, agriculture, forest, sparse woody vegetation, grassland, other vegetation, shadows and clouds). The classification algorithm was developed as a generic tool for processing VHR images. As most of the images acquired for SATChMo were KOMPSAT2, the algorithm was initially tailored to this kind of data (i.e., spatial resolution) and later extended to include FORMOSAT2 images. The algorithm also works well with other VHR images. It is based on OBIA and uses the concept of texture classification as a basic premise. A full description of this is given in Lewinski et al. [19] As the area of interest is extremely wide, for the purposes of this paper, detailed results are only presented for the test site, which is shown in Figure 1 . It concerns a Warsaw (Poland) metropolitan area for which two IKONOS images from the years 2002 and 2008 were acquired. It is an area where there have been many LC changes, which are mostly related to urban growth (a decrease in agricultural areas, deforestation, etc.). Natural processes caused by changes in the Vistula river banks can also be observed. For completeness, a summary of the change detection activity over AFS Europe sites is also presented.
Change Detection Algorithm
Description of the Land Cover Classes
Expected transitions include nearly all combinations of the 10 generic LC classes. Nevertheless, some are not probable (e.g., a change from urban to forest) and can be omitted by the algorithm. However, some changes that are not probable during one year may occur in a longer time span (e.g., most of the changes to the class forest). Since the development of the method was done on images from the years 2002 and 2008, also those changes are taken into account. A list of all change types that may take place on an annual basis is given in Table 1 . Table 1 . Combinations of land cover changes that may take place during one year. X, no change; 0, probably not; 1, rare; 2, often. 
The list of land cover classes and a short specification of each class is presented below:
(1) Urban/artificial: all areas covered by buildings, roads and artificially-surfaced areas. Includes residential, industrial, commercial and transport-related structures and surfaces (road and rail networks and associated land, airports), port areas, as well as rural settlements, excluding green areas within urban areas (parks, fields, etc.). Classification can be problematic, as the definitions are broad and the automatic classification process is based solely on satellite images without the use of external data. The conclusions drawn during the development of the classification algorithm (Lewinski, Bochenek and Turlej [19] ) were useful in understanding the issues related to change detection:
(1) Complex definition of particular classes: class definitions were highly generalized. Classes, such as agricultural areas, contain LC forms that have different spectral and textural characteristics, e.g., green fields, brown fields and tree plantations. (2) Wide area of interests: the same class in different regions of Europe may have very different spectral and textural characteristics, e.g., the spatial arrangement of built-up areas may vary significantly, depending on the country and landscape (3) Lack of consistency in the date of image acquisition: some classes (e.g., agricultural areas) may vary significantly, depending on when the image was registered (e.g., brown or green fields)
Evaluation of the Spectral Characteristics of Land Cover Changes
Before the algorithm development phase, we investigated the characteristics of LC changes. In order to do this, six representative pairs of KOMPSAT-2 images from different regions of Europe were chosen as representatives for a visual interpretation of changes. The test sites were in France, Germany, Spain, Italy, Latvia and Poland. The fourteen types of LC changes that were identified at these test sites are presented in the first column of Table 2 . Table 2 . Land cover changes and the direction of the change based on differences in texture values and NDVI index. The next step was to perform a separability analysis of these classes. As the input features, NDVI, texture measures (SIGMA filter described in [20] and [21] ), MAD components related to multispectral bands (MAD1, MAD2, MAD3, MAD4 and MAD5), values of all bands and their differences were taken into account. These features were used for the calculation of Feature Combination 1 and Feature Combination 2, which performed best in class discrimination. 
The discriminant analysis, performed using STASTISTICA software for all 14 LC change classes, is presented in graphical form in Figure 2 . Figure 2 shows that classes cannot be grouped into separate clusters, and there is a lot of overlap in the feature space. This means that automatic recognition of transitions between LC classes is not possible using a simple classification approach. A revision of the physical characteristics of LC changes led us to the conclusion that they can be grouped according to changes in the amount of vegetation (indicated by the variability of NDVI values) and artificial surfaces. Change types (direct transitions between LC classes) were aggregated into three broad groups, called change directions: A list of change types and directions was presented in Table 2 . The separability analysis was performed once again for these groups. The aggregation process led to a distinct improvement in the results. We later found that the three change directions can be differentiated with acceptable accuracy, using just two features: NDVI ( Figure 3 ) and texture measure ( Figure 4 ).
As Figure 3 shows, the revegetation direction can be determined using just the NDVI. The remaining classes (devegetation and artificialization) overlap, as they cause a similar decrease in the amount of vegetation. In this case, better class separation is observed using texture measure. Experiences from the classification procedure applied in SATChMo for the generation of classification maps show that texture differentiates well between the urban/forest and agriculture/water LC classes [21] . Here, we assume that changes between these groups of classes are reflected in a change of texture. For example, a change from forest to agriculture should result in a change from high to low values of texture. On the other hand, in most observed cases, the appearance of new built-up areas is similar to the devegetation process (a decrease in the amount of vegetation), but in the case of texture measures, the final result of the process is different. Usually, new built-up areas lead to an increase in image texture, whereas the devegetation process, like clear-cutting, causes a decrease in the image texture. Although there are exceptions to these assumptions, in most cases, they are valid and can be implemented in the classification process.
Description of the Algorithm
Our algorithm is a fusion of various change detection methods that produce a mask of classified changes. The workflow is presented in Figure 5 .
The inputs to the algorithm are VHR images from time T1 and T2, generic LC maps produced from image T1 and MAD components. The MAD method is based on a canonical correlations analysis. The basic concept is to calculate canonical variates (for images covering the same region) and to subtract them from one another. Nielsen [11] defines the MAD transformation as:
where X and Y are images written as vectors and and define coefficients from a standard canonical analysis. This procedure combines all of the change information into a single image. As an improvement to standard MAD transformation, Nielsen [22] introduced an iterative process in which standard MAD variates are calculated at the beginning, and in the following iterations, weights are added to the observations. The assumption is that larger weights are assigned to observations with small MAD variates. The result of the iteratively reweighted MAD algorithm is four layers of MAD variates and a layer with the chi-square distribution that determines the weights assigned to observations. The IDL extension for ENVI, prepared by Canty [23] , was used for the MAD calculation. The data is imported into an object-based environment using eCognition software; hence, the first step of the processing is segmentation. This is done separately for images T1 and T2 using a multiresolution segmentation algorithm described by Baatz and Schape [24] . For the segmentation process, red and near-infrared bands are used. The scale parameter is defined by the user, by trial-and-error, independently, for images T1 and T2. It may differ depending on the type of landscape and spatial resolution of the input data. The general idea is to create objects that are as big as possible and, at the same time, as homogenous as possible. Although a number of automatic or semi-automatic solutions have been proposed [25] [26] [27] , most of them are not sufficiently mature for seamless integration into the workflow. The most promising method is based on the computation of local variances, which is implemented in the Estimation of Scale Parameter tool developed by [27] and its automation and implementation in eCognition [28] . Other parameters (i.e., shape and compactness) are fixed; they provide a reasonable delineation of the various land cover types of areas spread across Europe and cannot be changed by the operator. Next, texture layers are computed on the basis of panchromatic images using the Sigma function. At this stage, the operator divides objects in images T1 and T2 into high and low texture classes. This step can be also done automatically by evaluating the LC map of image T1. The intersection of the segmentation layers is then found. The result is a layer of segments that represent unchanged objects (those that are similar in T1 and T2) and objects that delineate potential changes. At the same time, a map of changes from high to low texture, low to high texture and no texture change is prepared.
One of the methods used commonly for change detection is the observation of changes in NDVI. This is a rather simple method that gives very good results in particular cases. First, NDVI layers are calculated for times T1 and T2. Next, the NDVI difference is calculated. When we investigate the Gaussian distribution of NDVI difference values, we can observe that the biggest changes are located below and above one standard deviation. Using the standard deviation, objects can be assigned to classes of increased, decreased or constant NDVI. This approach makes it possible to compare changes in objects given an overall distribution of NDVI differences within the scene and to only classify those that are most significant. An additional advantage of using the standard deviation is that the algorithm is more automatic and the user does not need to specify any threshold.
The third layer used in the change detection workflow is the classification of MAD layers. MAD components represent different categories of changes. As relevant changes in man-made structures are generally uncorrelated with seasonal vegetation changes or statistical image noise, they are usually concentrated in specific MAD components [29] . The implemented algorithm only uses those values that represent the most significant changes. From each MAD layer, we select objects with the most extreme values (below or above the standard deviation) and produce a change and no change mask. However, this also contains irrelevant changes (e.g., of a temporal character or a change of class condition), and the next step is to filter them out.
To do this, we use an approach that is similar to decision trees. We define the number of rules sets that define different types of changes. Each rule set is related to a specific type of change that can occur in land cover. For example, the rule for artificialization of agricultural areas selects objects where texture was classified as increased, NDVI as decreased and the MAD component indicates change. As mentioned above, we are not interested in changes in vegetation phenology, so any fluctuations in the agriculture class, classified as a change by the MAD procedure, should be filtered out. This class remains classified as -no change‖ in texture for all phenology seasons, even if spectral values change, which helps to minimize the detection of changes that are the result of a natural variability in the phenology of vegetation.
In parallel, information about the direction of change is created. The process begins with scene segmentation, based on the original image data (multispectral and panchromatic) and the generic LC maps produced on the basis of image T1. After obtaining homogeneous objects, a test of the difference in the amount of vegetation is performed. This eliminates from the analysis objects with small differences in NDVI. Next, residual objects are divided into two groups: revegetation and devegetation. The criteria for these two groups are also based on the NDVI. This part of the algorithm includes the recognition of areas where the amount of vegetation has changed over time even if it is caused by phenology. Next, in order to identify the artificialization group, texture analysis is applied. As a result of this two-stage procedure, the final map containing three classes of change direction is produced.
In the final step, information about the direction of change is inserted into the general mask of changes, which is produced at the first stage of the algorithm. The areas where no change direction was detected, but that were marked as a change, are subject to further manual examination. Both thematic layers (the map of changes and the map of transitions between classes) are combined in order to create the resultant map of change types and directions. The end result is three outputs: a map of change directions, a map of change types and a classification map for date T2.
For production purposes, the method was implemented in eCognition Architect. The change detection process is reduced to four main steps: (1) input data selection; (2) segmentation; (3) change detection and classification; and (4) manual correction of detected changes and the export of the results. In the second step, the user has to define the segment size for both T1 and T2 images.
Step 3 can be fully automated or the user can manually select thresholds for texture classification. After completing the process of change detection, the working area is automatically prepared for review and the manual correction of changes. To facilitate the work, the image data is divided into a grid of squares. The user can easily accept, reject or change classified objects inside the squares. Because the automatic procedure classifies more changes than there actually are, only boxes that cover changed objects are a subject of investigation. At this point, the user can reclassify change types if they were misclassified.
Experimental Section
Warsaw Test Site
The main output of the processing is a map of LC change types (Figures 6 and 7) . It presents the transitions between LC classes recognized by the algorithm and assigned to the changed objects. At this point, it should be noted that LC change map used for the evaluation of the algorithm's accuracy is the result generated by the algorithm with no manual editing or error correction. Manual editing was part of the production phase of the project to ensure the best possible accuracy of the final maps. Figure 6 shows that most of changes that were recognized and named reflected changes present in the satellite images. Most were related to artificialization (change to urban class), but there was also a shift of river banks, and the disappearance of bare soil was recognized (Figure 7 ). It can be also seen that most of the changes related to the change of vegetation season (considered as false changes) were ignored. The algorithm was able to successfully detect urban area development in the western part of the image, i.e., a change from -agriculture‖ to -urban‖ and from -other vegetation‖ to -urban‖. Similarly, small urban grassland areas are properly classified in the final layer. Results show that the number of classified changes is slightly higher than the number of real changes. This is in line with the general assumption change detection practice that errors of commission are more acceptable than errors of omission. In some cases, it was not possible to designate change type. In such cases, one of the three general change directions (i.e., revegetation if the change was related to an increase of NDVI values, devegetation if the change was related to a decrease of NDVI values and artificialization if the change was related to an increase of texture) was assigned to the object. All changes of agriculture and other vegetation areas were accurately classified as a change to urban areas. In the case of a small water body that appeared near new buildings, it was not possible to classify a change type, and it was assigned to the class, devegetation.
The final step of the change detection, like the LC classification, is the assessment of the obtained data. Usually, this is done by a comparison with the reference data, which are defined by a ground survey or, if this is not possible, by visual interpretation. Reference data can be expressed as points or as objects. There are a number of studies that uses point data (e.g., [30, 31] ). However, it has been argued that the accuracy of the object-based change detection assessment requires new methods [32] and that the validation concepts should also take into account a spatial assessment of the object boundaries [33] in addition to a simple thematic assessment. This can be done using objects as reference data. One of the main advantages of using point data is that the evaluation of the accuracy is less complicated compared to using objects [15] and, thus, may be more useful for the evaluation of a large number of maps. Our study adopted the traditional method based on random points. We assumed that a large number of points would allow a statistically valid thematic evaluation of the results. The change layer was validated on 1000 randomly selected points, including 500 points distributed over areas where change had been identified. Other points were distributed over areas marked as no change. From the available accuracy assessment methods (described, for example, by [34] ), a standard confusion matrix was chosen. The change and no change error matrix is given in the Table 3 . Table 3 shows that the overall accuracy is 89%. The kappa value (0.78), calculated following the method proposed by [35] , shows that the result is significantly better than a random distribution. When we investigate the detailed classification of change types on a Warsaw test scene, we see that a change from all classes to the urban class was detected with the highest level of accuracy. Three hundred twenty reference points were marked as a class transition from agriculture to urban; 269 such changes were correctly classified; 47 points were classified as other changes (mostly as transitions from forest and other vegetation to urban), and only four points were marked as no change. Overall, only 2% of points were omitted, and the accuracy of the automatic change type classification was 76% for the pair of images. The eastern part of Figure 7 shows significant changes in the riverbanks. Some bare ground areas disappeared on the left riverbank. This change was only partially mapped, and the change type (bare ground to urban) is incorrect (it should be bare ground to water). As the methodology needed to be used in the map production process, a tool for the manual inspection of objects recognized as changes was implemented in the eCognition Architect software. This makes it possible to carry out a quick check of the change mask and to correct errors without the need for inspecting the whole scene.
Results of the Change Detection over the Area Frame Sampling Sites
Our algorithm was used to process all of the available AFS Europe images. The final dataset included 26 image pairs for the years 2009-2010 and 15 image pairs for the years 2010-2011. They covered areas in Spain, Germany, Italy, Portugal, Poland, Finland, Hungary, Latvia, Greece, Bulgaria, France and the United Kingdom. We performed change detection on the overlapping parts of images and applied our algorithm to 3789 km 2 of land. It should be underlined that the results presented here were manually corrected following the automatic change detection procedure. Detected changes covered 9.849 km 2 ; this is 0.26% of the total area. Most of the changes related to devegetation (about 8 km 2 ). The most significant change was due to deforestation (5.5 km 2 ).
For 2010-2011, only 15 image pairs were available, and the total area was 785 km 2 . Change areas made up 0.56% of this. Here, again, the most significant changes related to devegetation (3.57 km 2 ).
Detailed results are given in Table 4 . The results of the change detection are freely available from the Geoland2 web portal [1] or the dedicated server [36] . 
Sources of Errors and Uncertainties
There are two types of possible errors. The first is related to change detection, the second is related to change classification. Our results from the selected test site and the assessment of their accuracy show that although the proposed algorithm accurately detects change, in some cases, the identified change in objects does not fully delineate objects present in the image. This may be caused by segmentation errors (i.e., when image objects do not represent land cover objects accurately). Such a situation is usually caused by an erroneous evaluation of scale parameters for images T1 and T2. In some cases, changes in other parameters (i.e., shape, compactness) or the use of other layers in the segmentation process would give better results. However, we decided to fix these parameters for reasons of automation and transferability between environmental zones. An additional bias may have been introduced by the texture layers used in the process. The texture calculation method, although valid for most cases, enhances objects' edges. This can be observed, for example, at the border between two high-contrast LC classes (e.g., bare soil and water). In this case, the border is classified as high texture, despite the fact that both classes are representative of low texture. This may affect object characteristics and ultimately generate errors. Another uncertainty is related to misclassifications in the reference generic LC map. Each change type present in the final change layer consists of transitions from one class to another. The -from‖ reference is taken from the LC map; hence, misclassifications of this map may cause errors in change classification. However, it will not alone affect the identification of changed areas, as it is not based exclusively on the image data.
Conclusions
This paper presents a change detection method designed for the annual update of generic land cover (LC) maps produced in the context of the Geoland2-SATChMo project. An evaluation of the spectral characteristics of potential LC changes showed that their discriminant features could not be grouped into separate clusters in the feature space; hence, it was not possible to accurately classify them. However, a grouping into more general change directions (artificialization, devegetation and revegetation) helped to distinguish between them and, taken together with the reference LC map, improved the accuracy of change type classification. Furthermore, we found that the application of the texture and NDVI change detection method, together with the use of multivariate alteration detection layers in the OBIA environment, led to a significant reduction in the number of false positives caused by spectral variation within classes, especially those related to fluctuations in vegetation in the agricultural class. The selection of thresholds based on a Gaussian distribution made it possible to highly automate the process and reduce user intervention to a minimum, while maintaining a high level of accuracy. Tests performed on IKONOS images showed that the novel automatic change detection method was able to produce a change mask with 89% overall accuracy. Errors were mostly a result of the inhomogeneity of objects caused by inaccurate scale parameter estimation and edge effects in the texture layers. This research has led to the implementation of a convenient tool and has been applied in practice to produce change detection maps over an area of 3789. Most of the detected changes were related to devegetation, in particular deforestation. Our study proves that it is possible to develop a highly-automated method for LC change detection and change classification, which can operate in different environmental zones with very high resolution images acquired by different sensors. However, our experience shows that trade-offs must be made between accuracy, performance and low-cost mapping. Even in the case of a very accurate automatic method, manual revision and correction of the results remain important parts of the process. Future research will focus on the automation of the selection of the scale parameter used in the segmentation process. Not only will this help to reduce the time required for change mask extraction and increase the level of automation, it will also make the results more reliable.
