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This paper presents a novel 3D method to correct for absorption in energy dispersive X-ray (EDX) mi-
croanalysis of heterogeneous samples of unknown structure and composition. By using STEM-based
tomography coupled with EDX, an initial 3D reconstruction is used to extract the location of generated
X-rays as well as the X-ray path through the sample to the surface. The absorption correction needed to
retrieve the generated X-ray intensity is then calculated voxel-by-voxel estimating the different com-
positions encountered by the X-ray. The method is applied to a core/shell nanowire containing carbon
and oxygen, two elements generating highly absorbed low energy X-rays. Absorption is shown to cause
major reconstruction artefacts, in the form of an incomplete recovery of the oxide and an erroneous
presence of carbon in the shell. By applying the correction method, these artefacts are greatly reduced.
The accuracy of the method is assessed using reference X-ray lines with low absorption.
& 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
EDX microanalysis in the transmission electron microscope
(TEM) is a valuable technique for materials characterisation [1–4].
Until recently, the technique has been limited by poor collection
efﬁciency, and hence relatively long acquisition times [4,5]. With
the advent of larger, silicon drift [6] and multiple detectors [7],
modern systems offer higher acquisition rates for a lower dose.
EDX chemical mapping has beneﬁted greatly from this technolo-
gical breakthrough, especially in helping the extension to (quan-
titative) 3D mapping, as observed recently with a wider range of
applications [8–15] compared to the early work of the pioneers
[16–18].
In a scanning transmission electron microscope (STEM), 2D
imaging can be extended to three-dimensional (3D) imaging by
using tomography. Electron tomography (ET) is nowadays a well-
established technique in the physical sciences, especially using
high angle annular dark ﬁeld (HAADF) imaging [19–21]. To be
suitable for tomographic reconstruction, the electron–specimen
interaction should satisfy the “projection requirement”: the signal
should vary at least monotonically with thickness and composition
[22]. When detecting secondary signals, such as X-rays for EDX,
the interaction with the specimen needs to be considered as well.
To illustrate the interactions of primary electrons and secondaryr B.V. This is an open access article
t).X-rays with the specimen, two electron paths through a core/shell
nanowire are considered (see the arrows in Fig. 1). The generated
X-ray intensities along these symmetric paths are identical.
However, as the path towards the EDX detector for the right-hand
position is longer (and goes through the core), X-rays are more
likely to be absorbed in the specimen, yielding a lower X-ray in-
tensity. Variations either due to absorption or changes in specimen
composition may be indistinguishable when absorption is sig-
niﬁcant, as will be true for low energy X-rays and/or thick samples.
This paper aims to correct for the absorption effect in order to
retrieve a monotonic behaviour for the EDX signal and improve
the reliability of the 3D EDX-STEM reconstructions. It is worth
noting that other phenomena, beyond the scope of the current
work, might also break the monotonicity of the EDX signal, such as
channelling effects [23] and detector shadowing by the sample
holder and the sample grid [13].
X-ray absorption is one of the most important limitations for
quantitative EDX analysis, even with thin specimens. Goldstein
et al. [24] proposed a corrections for absorption using the Cliff–
Lorimer approach (CL) [25] by multiplying the X-ray intensity by a
correction factor (A). This factor is derived from Beer's law and
requires a measurement of the mass-thickness. To overcome the
complications arising from external measurement of thickness and
density, several approaches have been proposed: for instance by
using the difference in absorption between two emitted X-ray
lines [26], or measuring spectra at different tilt angles [27] or
sample thicknesses [28]. A more recent approach, the ζ-factor
method [29], solved this problem in a more general way byunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Fig. 1. X-ray absorption in a core/shell nanowire. The X-rays are generated in a
nanowire supported by a ﬁlm. The arrows show two X-ray paths through the
sample towards an EDX detector. A typical elevation angle is given.
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thin ﬁlms and aim to measure an accurate absorption correction
factor A, supposing a homogeneous specimen where X-rays are
generated and absorbed. To apply this approach to a sample with a
heterogeneous structure, such as the core/shell nanowire of Fig. 1,
the structure has to be known to predict the X-ray generation as a
function of depth as well as the X-ray path to the surface through
different materials. This problem can be addressed with 3D EDX-
STEM tomography since information about X-rays generated from
each voxel and their path through all the encountered voxels to
reach the surface becomes available.
The present work introduces a novel “3D absorption correc-
tion” approach. An example of EDX-STEM tomography with
greatly reduced artefacts is presented, using a core/shell nanowire
as test sample. The accuracy of the absorption correction method
is assessed using X-ray lines with signiﬁcant absorption and high
energy X-ray lines with relatively low absorption as a reference.2. Materials and methods
2.1. Core/multi-shell nanowire
The sample used for the present investigation is an organic/Fig. 2. Tip of a core/shell nanowire. (a) High angular annular dark ﬁeld (HAADF) microginorganic core/multi-shell 1-D nanostructure, with potential ap-
plications in photonics [30] and as nanogenerators [31]. A HAADF-
STEM image of the nanowire (NW) tip is shown in Fig. 2(a) and a
description of the different elements present in the sample is
schematized in Fig. 2(b). The metal-organic compound platinum
octaethylporphyrin (PtOEP) forms the core. It is grown from silver
nanoparticle seeds by physical vapour deposition, is composed
primarily of platinum, nitrogen and carbon. The ﬁrst shell of the
1-D nanodevice is generated by soft plasma etching of the PtOEP
to yield platinum [32]. An unexpected AgPt phase is also present
as particles in the core and as a thin layer around the core. The
second shell is formed of ZnO grown by plasma enhanced che-
mical vapour deposition [30]. The external shell is fabricated by
conformal deposition of a thin layer of gold by means of DC
sputtering at room temperature.
2.2. EDX-STEM tomography
The ET experiment was performed on an FEI Osiris TEM (FEI
company) operating at 200 kV and equipped with a high bright-
ness X-FEG gun and a Super-X EDX system comprising four de-
tectors. Each detector has an active area of 30 mm2, achieving
0.9 sr solid angle in total. As shown in Fig. 3, the four detectors are
arranged around the electron beam axis. The elevation angle (for
the centre of each detector) is 22° and the azimuth angles are 45°,
135°, 225° and 315° for detector 1, 4, 3 and 2, respectively. The
signals from the different detectors are summed before ampliﬁ-
cation and cannot be separated through post-processing. The NWs
were dispersed on a commercial TEM grid possessing a 5 nm-thick
carbon ﬁlm on a thicker 30 nm holey carbon ﬁlm (Paciﬁc Grid
Tech), which was mounted on a Fischione 2020 single-tilt tomo-
graphy holder (Fischione Instruments, USA). A NW oriented par-
allel to the rotation axis was selected, and the tilt series was ac-
quired manually, from 60° to þ70° with a 10° tilt increment. At
each tilt angle, a HAADF-STEM image with frame size of
10241024 and a pixel size of 1.09 nm was acquired, followed by
an EDX map of a selected region, with a map size of 8092 pixels
and a pixel size of 4.5 nm. The beam current was 600 pA. To re-
duce beam damage, a short dwell time of 40 ms was used, corre-
sponding to an acquisition time of 5 min per map. Depending on
the acquisition geometry, some of the X-rays emitted from theraph. (b) Schematic cross-section of the sample. The different phases are indicated.
Fig. 3. Geometry for 3D EDX-STEM acquisition. The grey box represents the sample
holder. The electron beam direction is vertical and deﬁnes the z axis. The elevation
angle is the take-off angle for an untilted surface. The azimuth is the angle between
the x axis and the projection of the detector direction on an untilted surface. The y
axis is the rotation axis of the tilt.
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the sample holder and supporting grid. As the elevation angle is
low, the shadow cast onto the detectors varies rapidly with tilt
angle around 0°. To minimise the effect of shadowing, only the two
detectors facing the sample were used during the tilt series; i.e.
detector 1 and 2 for positive tilt (including 0° tilt) and detector
3 and 4 for negative tilt.
The sum of all spectra of the tilt series is plotted in Fig. 4 with a
solid curve. The energy range between 3.5 and 7 keV is not dis-
played, as it contains no X-ray lines of importance. X-ray lines for
the six elements that composed the core/shell nanowire (C, O, Zn,
Pt, Au and Ag) are observed. Carbon and oxygen have only one
resolved line, the O Kα and C Kα, respectively, which have the
lowest energy of the analysed X-ray lines. Cu Kα and Ni Kα peaks
are spurious X-rays generated from the supporting nickel grid and
the sample holder. The Si Kα and Cl Kα signals are likely due to
contamination from volatile organosilicon compounds used in the
desiccator where the silver seeds were stored.
Also in Fig. 4, the mass absorption coefﬁcients μ/ρ of X-rays
absorbed in PtC25 and ZnO, two compositions chosen to approx-
imate the nanowire core and shell respectively, are plotted as a
function of energy with dashed curves. The jumps in the curves
are the X-ray absorption edges, corresponding to the ionisation
energy of inner shell electrons. These edges are situated at slightlyFig. 4. X-ray lines emitted from a core/shell nanowire and corresponding absorp-
tion coefﬁcients. The EDX spectrum, a sum over all spectra of the tilt series, is
plotted with a solid black curve (left scale). The mass absorption coefﬁcients μ/ρ of
X-rays absorbed in PtC25 and ZnO, composition approximating the core and the
shell respectively, are plotted as a function of energy with dashed curves (right
scale). The centre of the main X-ray peaks are indicated by vertical dashed lines.
Minor lines are not labelled.higher energy than the corresponding X-ray lines; for instance the
centre of Zn Lα peak is slightly left of the corresponding jump on
the blue curve. Zn Kα and Pt Lα have a μ/ρ about two orders of
magnitude lower than the three most highly absorbed X-rays (C
Kα, O Kα, Zn Lα), making the Zn Kα intensity a suitable internal
reference, with low absorption compared to the Zn Lα intensity.
The EDX maps were acquired using the software TIA (FEI
company) and exported for post-processing. Apart from align-
ment, all data processing was done with python packages. Hy-
perspy, a python-based software for hyperspectral data processing
[33], was used as a central data processing platform and to im-
plement the absorption correction procedure. The data were de-
noised using singular value decomposition (SVD) for principal
component analysis (PCA) [34]. X-ray intensities were extracted
from EDX spectra by ﬁtting (peaks and background) experimental
spectra using an EDX-speciﬁc model [35]. TomoJ was then used for
alignment by automatic feature tracking [36]. The reconstructions
were performed using the simultaneous algebraic reconstruction
technique (SART) algorithm [37], and the obtained volumes ren-
dered using Mayavi [38]. Elemental compositions were quantiﬁed
using the CL quantiﬁcation method [25] and the k-factors provided
by the EDX manufacturer Bruker. A total variation minimisation
(TV) algorithm from Chambolle [39] was used to improve the
signal-to-noise ratio in the obtained reconstructions. One iteration
of the absorption correction, including the reconstruction of all
X-ray intensities, takes about 24 min on a standard computer (one
processor of 3.4 GHz). The slower parts of the process were par-
allelised and the time per iteration was reduced to 6 minutes with
8 processors.3. Calculation
In the classical CL approach, the composition C is related to the
X-ray intensities I measured from a thin ﬁlm [25]. With two ele-
ments A and B, the CL approach can correct for the absorption
using [24]:
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where k is the CL factor, also known as the k-factor, and A is the
absorption correction factor related to the X-ray lines. In the ty-
pical expression for CL, a singular absorption correction factor AAB
is given for the intensity ratio between elements (AAB¼AA/AB). The
more recent ζ-factor method incorporates the total dose during
acquisition De, obtaining in this way a measurement of the com-
position and the mass-thickness ρt as:
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where ζ is the ζ-factor [40]. Both k-factors and ζ-factors can be
determined theoretically and experimentally.
The A factors for both the CL and ζ-factor methods are derived
from Beer's law, which predicts the X-ray absorption in a material. The
X-ray intensity I emerging from a thin ﬁlm of thickness t is:
I I texp0 ρ= (− )μρ , where Io is the primary X-ray intensity, μ/ρ is the
mass absorption coefﬁcient and ρ is the density. With φ(ρz) the depth
distribution of the generated X-rays in the sample, and assuming a
homogeneous X-ray absorption along the path z to the surface, the
absorption correction factor A is obtained by integrating Beer's law as
follow:
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where α is the take-off angle and z csc α is equal to the distance from
the generation point to the surface. For high energy electrons, a uni-
form generation of X-rays along the depth can be reasonably assumed
within a thin ﬁlm: φ(ρz) is then equal to one and Eq. (3) is simpliﬁed
to (Philibert [41]):
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This expression for A is used in both the CL and ζ-factor
methods [24,40].
Correcting the absorption in 3D allows us to reﬁne the ap-
proximation of a constant generation and of a homogeneous X-ray
path by considering the X-ray generation in each voxel and the
different voxels encountered in the X-ray path to the surface. The
X-ray generation is thus assumed to be constant in each voxel and
the X-ray path is assumed to be homogeneous within each voxel
encountered.
In Fig. 5(a), a section through the x–z plane of the 3D matrix of
elemental composition C is represented with a grid. A precipitate
is represented with a darker grey than a surrounding matrix. The
X-ray path, represented by the arrow, has a different length in
each encountered voxel. In a standard reference frame, the z axis is
parallel to the electron beam as shown in Fig. 5(a). In Fig. 5(b), a
new reference frame x*, y* and z* is deﬁned with x* axis parallel to
the detector direction. The composition matrix in this reference
frame (C*) is obtained by rotating C by the elevation angle, the
sample tilt and the azimuth angle of the detector. In each en-
countered voxel of the matrix C*, the X-ray path has the same
length (the voxel size Δx), thus simplifying the calculation of the
absorption correction factor Aj* of voxel x*¼ j.
An X-ray intensity I0 is generated in voxel j from a particular
element and an X-ray intensity Ij is emitted from voxel j before
entering voxel jþ1, as deﬁned in Fig. 5(b). The ratio Ij/I0 can be
obtained by integrating over the voxel, similarly as in Eq. (3). Since
Δx is small, the integral is approximated by the function itself,
f x dx f x
x x
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The ﬁnal intensity I, emitted from voxel x*¼nmax at the surfaceFig. 5. Calculation of the absorption correction matrix, A from the matrix of elemental fra
of square represent the voxel. The grey scale represents the elemental fraction of one e
referentials. In (a), the z axis is parallel to the electron beam. In (b), the x* axis is paralof the sample, is calculated by applying to Ij the absorption cor-
rection factor obtained with Eq. (5), of each subsequent voxel x*
¼ jþn encountered along the X-ray path:
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The absorption correction factor Aj* is obtained by combining
Eq. (5) and (6):
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The ﬁnal absorption correction matrix A is obtained by calcu-
lating the factors A* for all elements and all voxels x*, y* and z*, and
rotating them into the standard x, y, z reference frame.
In the acquired data, two detectors were used and the in-
dividual detector signals cannot be separated. If we assume that
the detectors have the same efﬁciency and consider that the X-ray
generation is isotropic, the correction matrix A for both detectors
is approximated by the harmonic mean of the two absorption
correction matrices calculated for each detector direction.
In Eq. (7), a value of density is needed for each voxel. With the
ζ-factor method, the density can be obtained from the measured
mass-thickness (Eq. (2b)). With the CL method, the density ρel can
be estimated from the elemental fraction Cel with a weighted
mean ( Cel elρ ρ= ∑ ) or a harmonic mean ( C1/ /el elρ ρ= ∑ ) or can be
estimated from an external signal such as the HAADF-STEM to-
mogram. In this paper, the density is estimated from the weighted
mean and from the HAADF signal.
As the absorption correction factors depend on the composi-
tion and vice versa, an iterative approach is required for both
classical and 3D absorption correction. The general approach is the
same: the iteration is initialised by calculating a composition C0
with no absorption correction from the X-ray intensity I. In each
iteration step, the absorption correction factors Ai are calculated
from the composition Ci and applied to the X-ray intensity (I*Ai) to
obtain a new composition Ciþ1.
For 3D absorption correction, the iterative process needs to
include reconstruction and projection steps as shown in Fig. 6. The
3D matrix of elemental composition, C0, is ﬁrst approximated
without absorption correction: the tilt series of intensities, Itil,0, are
reconstructed (rec) and the reconstructed intensities, Ivol,0, are
quantiﬁed (quant). This ﬁrst approximation C0 is used to calculate
the absorption correction matrix, A1, for each tilt angle.
The reconstruction might introduce artefacts as absorption ef-
fects are likely to break the tomographic requirement. Thection Cvol. The arrows indicate the path of the X-ray towards the detector. The array
lement in the voxel. The same elemental map is represented in the two different
lel to the detector direction.
Fig. 6. Details of the iterative process for 3D absorption correction. Composition C are quantiﬁed (quant) from X-ray intensities I that are corrected by absorption correction
factors A. The 3D intensities matrix Ivol are reconstructed (rec) from tilt series of intensities Itil at each i step of the iteration.
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of recorded intensities Itil,0 and thus required to be projected about
the tilt axis. A projection, sum along the beam direction, of A1 is
not possible as the absorption correction is not a linear operation.
A corrected Itil,1 is projected instead and compared to the projected
Ivol,0 to obtain an absorption correction factor Atil,1 for the tilt
series:
⎡⎣ ⎤⎦
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⎡⎣ ⎤⎦
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I
I
I A
I 8
i
i i
til,
vol, til
vol,0 til
vol,0 til
vol,0 til]
= =
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where i is the number of iterations and the square bracket in-
dicates a direct projection. The matrix of intensities Ivol,1, is re-
constructed from Itil,1, and equal to Itil,0Atil,1, and quantiﬁed to
obtain a new C1 for the next step of the iteration. The loop is
stopped when the result of an iteration is close to the previous
iteration, typically less than 0.001 wt% difference.4. Results
To prevent beam damage, the electron dose seen by the sample
is limited by reducing the time spent per spectrum. The raw
spectra are therefore noisy with a mean number of counts per
channel less than one. An effective de-noising technique is needed,
as illustrated in Fig. 7. The set of data contains millions of spectra
characterising only a limited set of chemical phases. This is a fa-
vourable case for a multivariate statistical approach such asFig. 7. Noise reduction using PCA. A spectrum is plotted before (grey) and after PCA
decomposition/reconstruction (black). The spectrum is extracted from the data set
at the position of an AgPt particle. The raw intensity map for O Kα (acquired at tilt
0°) is plotted before (left hand side) and after PCA decomposition/reconstruction
(right hand side).principal component analysis (PCA). Using PCA, the set of spectra
is decomposed and then a model of the data is reconstructed
leaving the components characteristic of noise [42]. Prior to the
decomposition, the data were scaled to take into account Poisson
statistics [43]. Masking regions with lower counts, the vacuum and
the carbon ﬁlm, improves the separation between the noise and
the signal components. To prevent any mixing between X-ray
maps of low and high energy due to covariance, PCA is applied
separately on the low and high energy part of the data set, as in-
dicated by the split spectrum of Fig. 7. By inspection of the scree
plot and the noise content in the individual components, the ﬁrst
eight and four components were chosen to reconstruct the model
for the low and high energy datasets, respectively. As seen in Fig. 7,
the PCA-adjusted spectrum is relatively noise-free and the con-
tinuous background is well deﬁned. The noise is signiﬁcantly re-
duced in the raw intensity map for O Kα. The effect of PCA on the
other raw intensity map can be observed in Fig. 1 of the supple-
mentary material.
After noise ﬁltering, the intensities are extracted and back-
ground corrected. Alignment of Ag Lα intensity maps is performed
by automatic feature tracking and subsequently applied to the
remaining elemental tilt series.
A general decrease of X-ray intensity due to shadowing is ob-
served for maps close to 0° tilt, even when only the two EDX de-
tectors facing the sample are employed. To correct for this effect,
each X-ray elemental map is normalised [13].To prevent correcting
the absorption effect when normalising, a X-ray line with low
absorption (Zn Kα) was used to calculate the normalisation curve
subsequently applied on each X-ray elemental map. The normal-
ising curves for the different X-ray lines are plotted in Fig. 2 of the
supplementary material. The main differences between the curve
used for normalisation (Zn Kα) and the other curves are observed
for X-rays emitted from small particles (Ag Lα and Au Lα) and for
X-rays with low intensity.
The ﬁrst 3D matrix of absorption correction factors A1 is ob-
tained as described in the ﬁrst line of Fig. 6. The reconstructed
intensities are smoothed using a TV algorithm and the obtained
intensities quantiﬁed using the CL quantiﬁcation method. With
this approach, the composition is normalised to 100% and voxels of
vacuum and voids in the nanowire are ﬁlled with noise. Trial-and-
error showed that all voxels in the composition matrix with a total
X-ray intensity below 7 counts should be masked (30 counts are
detected on average from voxels within the shell). A1 is obtained
with Eq. (7) and the correction for O Kα is shown in Fig. 8. The
detectors' direction goes in the direction of positive x and negative
z with an angle of 22° with the x axis, as indicated by the “trail” in
the vacuum in the xz section of Fig. 8. The correction is stronger in
the direction opposite to that of the detectors. A linear structure is
observed along the detectors' direction.
After the calculation of the ﬁrst absorption correction matrix A1,
Fig. 8. Details of the 3D absorption correction factors. The maps give the absorp-
tion correction matrix A1, ﬁrst iteration, for the O Kα intensity as orthogonal sec-
tions of the 3D volume. The white lines show the position of the orthogonal sec-
tions. The dashed line shows the limit outside which the total X-ray intensity is
below 7 counts.
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calculated. The effect of absorption correction after one and two
iterations is considered in Fig. 9. In this ﬁgure, the grey scale gives the
O Kα intensity of x-tilt sections, also known as a sinogram, through the
tilt series (Itil) for maps a, b and c, and through the corresponding
projected reconstruction ([Ivol]til as deﬁned in Eq. (8) for maps d, e and
f. The x-tilt section is positioned where the shell surrounds the core, as
modelled by two circles in map g. Map h shows a projection of thisFig. 9. 3D Absorption correction effect on tilt series after one and two iterations. The map
the direct projection of Ivol ([Ivol]til for maps d, e and f). Map a and d are not corrected for
after two iterations. Map h is the direct projection of a model of the shell shown in mamodel, which is only an approximation as the real shell shows a fa-
ceted aspect.
A jump in O Kα intensity is observed at zero tilt in Fig. 9(a) for
the raw tilt series. This jump can be linked to an absorption effect:
X-rays generated in the side of the shell opposite to the detectors
travel further in the nanowire and are thus more likely to be ab-
sorbed. The jump reveals the change of detectors at 0° tilt (from
detectors 3 and 4 to detectors 1 and 2, see Fig. 3). With the 3D
absorption correction calculated after one iteration (map b), the
intensity of the more absorbed side of the shell is increased: the
jump in intensity is greatly reduced but can be still observed with
an inverted contrast. With the absorption correction calculated
after two iterations (map c), the jump is hardly noticeable.
As observed for all the projections (maps d, e, f and h), a cor-
rected tilt series (one that conforms to the projection requirement)
shows smoothly evolving contrast along the tilt direction. The
jump observed in map a is thus an indication of that violation of
the projection requirement. With reconstruction algorithms such
as SART, the difference between the raw data Itil and the projected
reconstruction [Ivol]til is minimised during the reconstruction
process, thanks to the so-called data ﬁdelity constraint. In other
words, maps d, e and f are the closest approximations to maps a, b
and c, respectively. The jump in map a is approximated by a
smoothly evolving contrast in map b, resulting in an important
difference between map a and map b. After absorption correction,
Itil and [Ivol]til are more similar, indicating that a higher data ﬁ-
delity is reached.
The iterative convergence of the absorption correction (see
Fig. 6) is considered in more detail in Fig. 10. The convergence
criterion, the root-mean-square (RMS) of the difference of the
reconstruction corrected after i iterations and iþ1 iterations, is
plotted as a function of the number of iterations. In this logarith-
mic plot, a near-linear behaviour is observed after the ﬁrst itera-
tion for the different X-rays, indicating a fast convergence.
The reconstructed intensities of elements present in the shell of the
nanowire are shown in Fig. 11: the shell is composed of zinc and
oxygen. For both elements, the reconstructions obtained with or
without absorption correction are compared. The corrected intensities
of Zn Kα are not displayed as the absorption correction is small, with
95% of the voxels having an absorption correction below 0.8%s give the O Kα intensity as x-tilt sections: the tilt series (Itil for maps a, b and c) and
absorption. Map b and e are corrected after one iteration. Map c and f are corrected
p g (where x indicates the tilt axis).
Fig. 10. Convergence of the iterative process for the 3D absorption correction cal-
culation. The convergence criterion is the RMS difference of the reconstruction
corrected after i iterations and iþ1 iterations (IiIiþ1). The X-ray lines are sorted
by increasing energy.
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of the Zn Kα (map f) are thus used as an absorption-free reference. The
effect of absorption can be observed comparing O Kα intensity (map a)
with Zn Kα intensity (map f). In map a, the shell appears almost ab-
sent for low values of z in the zy section but appears more even in the
xy section. A similar but less marked drop in intensity can be observed
in map d for the Zn Lα intensity. The absorption effect is thus observed
primarily along the z axis (optic axis), which is the resultant of all four
detectors' directions. This drop in intensity is an artefact of the re-
construction algorithm due to the uncorrected X-ray maps not being
true projections.
This reconstruction artefact is greatly reduced by applying the
absorption correction; for example the Zn Lα intensity in map e ofFig. 11. Details of the reconstruction of the shell. Comparison of intensities without (m
density is estimated from a weighted mean (Abs corr) in maps b and e and from HAA
sections of the reconstructed volume of the intensity of O Kα (maps a, b, c), Zn Lα (maps d
In (g), proﬁles along z are plotted for O Kα, Zn Lα and Zn Kα intensities. The position of
normalised with the maximum of the proﬁle in the right part of the shell that shows a
isosurfaces in Fig. 13. All intensities are smoothed by TV ﬁlter. (For interpretation of the r
this article.)Fig. 11 appears to match closely the Zn Kα intensity in map c. The
O Kα intensity in map b now looks similar to the Zn Kα intensity,
but a slight over-correction is observed with high intensity at low
value of z. For a more accurate comparison, a proﬁle along the z
axis going through the shell at the position indicated by the co-
loured lines in Fig. 11(a–f) is considered in Fig. 11(g). The in-
tensities plotted are smoothed by a TV ﬁlter and normalised with
the maximum of the proﬁle in the right-hand part of the shell that
shows less absorption effect. An absorption effect is clearly ob-
served on the left-hand part of the shell for O Kα and Zn Lα in-
tensities. After absorption correction, a close match is observed
between Zn Lα and Zn Kα intensities. The O Kα intensity is closer
to Zn Kα intensities, although slightly over-corrected. This can be
attributed to the weighted mean approach used to estimate the
density from the composition.
Given the relatively low mass-thickness of the nanowire, the in-
tensity of HAADF-STEM images is assumed to be proportional to the
mass-thickness. The density can be estimated by scaling the HAADF-
STEM images to a region with a known density. Using the weighted
mean approach, both core and shell have similar density but when
using the HAADF-STEM approach, the density of the core is sig-
niﬁcantly lower that the density of the shell. With a shell expected to
be composed of ZnO and the weighted mean density in the shell close
to the density of the ZnO, this density is used to scale the HAADF-
STEM images. The obtained density is used to calculate the absorption
correction. By calculating the absorption correction with the HAADF-
STEM density, a more accurate result is obtained as observed in the
proﬁle of Fig. 11(g) with the corrected O Kα intensity now closer to the
Zn Kα intensities. It is worth noting that the density obtained with
HAADF-STEM images introduces a different source of inaccuracies; for
example a contrast variation in the shell due to diffraction. The
weighted mean density is kept as a method of choice for a direct
evaluation of the 3D absorption correction, as it does not require any a
priori knowledge of the sample.aps a, d, f) and with (maps b, c, e) 3D absorption correction after 10 iterations. The
DF images (Abs corr ρ HAADF) in map c. The grey scale maps give the orthogonal
, e) and Zn Kα (map f). The white lines show the position of the orthogonal sections.
proﬁles is indicated with coloured lines in the orthogonal sections. Intensities are
smaller absorption effect. The horizontal dashed lines show the values used for the
eferences to colour in this ﬁgure legend, the reader is referred to the web version of
Fig. 12. Details of the reconstruction of the core. Comparison of intensities without (maps a, b, d, e) and with 3D absorption correction after 10 iterations (“Abs corr” in map
c). The grey scale maps give the orthogonal sections of the reconstructed volume of the intensity of C Kα (maps a, b, c), Pt Lα (map d), Ag Lα (map e) and Au Lα (map f). Map b
and c are corrected for the carbon supporting ﬁlm (ﬁlm corr). The white lines show the position of the orthogonal sections. In (f), proﬁles along z are plotted for C Kα, Pt Lα
and Ag Lα intensities. The position of proﬁles is indicated with coloured lines in the orthogonal sections. Intensities are normalised with the maximum of the proﬁle. The
horizontal dashed lines show the values used for the isosurfaces in Fig. 13. All intensities are smoothed by TV ﬁlter. (For interpretation of the references to colour in this
ﬁgure legend, the reader is referred to the web version of this article.)
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core are shown in Fig. 12: the core is formed of a porous mixture of
carbon and platinum and contains small particles composed of
silver. Platinum and silver form a layer around the core and a layer
of gold is observed on the tip of the nanowire in map f. A sche-
matic picture of the sample is shown in Fig. 2(a). A larger void is
observed at the tip of the core.
Reconstructions obtained with and without absorption correction
are compared. The corrected intensities of Pt Lα and Ag Lα are not
displayed as the absorption is small. The C Kα intensity has the highestFig. 13. Details of measured core and shell. The isosurfaces are reconstructed from th
calculated after 10 iterations for ﬁgure (a) and (b), respectively. The thresholds used to gvalue of absorption correction. In map a, the C Kα intensity is present
in the shell with strong variation in contrast. As the supporting ﬁlm is
composed of carbon, a value of C Kα intensity emitted from the ﬁlm is
estimated for each tilt from regions that are known to be ﬁlm only and
removed from the tilt series before the reconstruction. In map b, the
resulting C Kα intensity reconstruction is generally lower in the shell
and the shape of the core observed in the xz section is better deﬁned.
In some regions with high z value, the intensity of the shell is however
similar to the one in the core. After absorption correction, the C Kα
intensity (map c) in the core is clearly above the intensity in the shell.e volume of O Kα and C Kα intensity with and without 3D absorption correction
enerate the isosurfaces are indicated in Figs. 11(g) and 12(g) by a dashed blue line.
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shell in Fig. 11, intensities are smoothed by a TV ﬁlter and normalised
with the maximum of the proﬁle. An important shoulder is observed
for high values of z on the C Kα proﬁle. The shoulder is signiﬁcantly
reduced, ﬁrst by correcting for the supporting ﬁlm, then by correcting
for absorption. These processing steps contribute towards a more
uniform C Kα intensity inside the core.
The absorption correction for the two strongest absorbing
X-ray lines provides an important improvement that can be ap-
preciated in 3D in Fig. 13. The green and red isosurfaces indicate a
high O Kα and C Kα intensity respectively. The threshold values
used are indicated by a horizontal dashed line in the z proﬁles of
Figs. 11(g) and 12(e). The shell formed by the uncorrected O Kα
intensity is not complete: a hole is observed for low values of z in
Fig. 13(a). With a higher value of threshold, a complete shell can be
obtained. The core formed by the uncorrected C Kα intensity
shows an appendage towards high values of z. With higher values
of threshold, the appendage is suppressed, but the void at the tip
of the core is then not visible. Correcting for absorption in Fig. 13
(b), the shell is complete for any value of threshold and the void at
the tip of the core can be observed without any appendage for an
appreciable range of thresholds. The artefacts and their correction
can be appreciated with more details in the supplementary ani-
mated ﬁgure (Appendix A) varying the view and the thresholds of
the isosurfaces. The second video shows a reconstruction of X-ray
lines from the different elements.5. Discussion
Absorption introduces a contrast mechanism that breaks the
“projection requirement” if not taken into account. The re-
construction algorithm ﬁnds the closest estimation that respects
the requirement by introducing an artefact observed as a gradient
of intensity in the unexpected direction of the electron beam. By
applying the proposed 3D absorption correction, this artefact is
almost totally removed in the case of the moderately absorbed Zn
Lα intensity, as observed in Fig. 11(g) with a close match with Zn
Kα intensity in term of shape. The Zn Kα intensity shows little
absorption in the nanowire. Moreover, the risk of mixing Zn Lα
and Zn Kα signals in the PCA de-noising process is prevented by
applying PCA separately on low and high energy datasets, as
proposed in [44]. The Zn Kα intensity is thus considered as an
absorption-free reference for the Zn Lα intensity. The reference is
relative as the cross-section of Zn Kα and Zn Lα is different, but as
the part of the shell facing the detector emits X-rays with low
absorption, an absolute reference can be deduced. As the shell is
expected to be composed by a single phase of Zn and O and no
experimental evidence shows the contrary, the Zn Kα intensity is
also considered as an absorption-free reference for O Kα intensity.
Being more absorbed than the Zn Lα, the O Kα intensity requires a
higher absorption correction and is thus more sensitive to in-
accuracies. In Fig. 11, the absorption artefact is greatly reduced with a
corrected O Kα intensity close to the Zn Kα intensity. The absorption
correction is however sensitive to the method used to obtain the
density. Deducing the density from the composition, porosities have to
be differentiated from the material by using a mask, as compositions
are normalised to 100%. This approach relies on the accuracy of
masking porosities, which is limited for instance by sub-pixel voids. If
we take the HAADF signal as proportional to the mass-thickness, the
density of the porous core is directly estimated without masking. A
lower density of the core is obtained with this approach, resulting in
an improved absorption correction for O Kα intensity as observed in
Fig. 11. However, the accuracy of this approach is limited by the need
of a reference and by possible diffraction artefacts leading to variation
in intensity. Moreover, an a priori knowledge of the sample is neededto scale the density.
The C Kα line is the most absorbed of the analysed X-rays and
an important increase of C Kα intensity in the core is observed in
Fig. 12 with the absorption correction. As the carbon is situated
mainly in the core, all C Kα X-rays have an approximately similar
path through the shell to reach the surface. The structure of the
core formed by C Kα intensity is thus less affected by absorption
than the shell formed by O Kα intensity. The accuracy of the ab-
sorption correction for this line is difﬁcult to evaluate, having no
reference for the carbon composition. The C Kα intensity emitted
from the supporting ﬁlm is observed to lower the quality of the
core reconstruction in Fig. 12(a). A simple correction by intensity
subtraction is shown to improve the core reconstruction. The ac-
curacy of this approach is however limited by the high noise level
of the C Kα intensity still present after PCA de-noising. The best
way to prevent the problem of spurious X-rays from a supporting
ﬁlm is to use one free of elements present in the sample.
An important limitation of the EDX analysis is the low number of
collected X-ray counts despite the high efﬁciency EDX system. In our
case, the electron dose is limited to prevent signiﬁcant beam damage
and thus individual spectra have a low number of X-ray counts. The
dataset is however formed of a high number of spectra measured on
similar phases: a favourable case for statistical methods such as PCA.
Using PCA to de-noise, each spectrum is signiﬁcantly improved as
shown in Fig. 7. As the background is signiﬁcantly smoothed, the ac-
curacy of the background correction by ﬁtting is greatly improved.
The accuracy of the 3D absorption correction depends on the
geometrical model of the microscope needed to approximate the
path of the X-ray towards the detectors. In the proposed approach,
a simple model is used: detectors are considered as points and the
shadowing is assumed to be the same for each pair of detectors.
With these assumptions, the absorption that takes place along the
two paths is approximated by a mean absorption, calculated for
each detector direction. To ascertain the accuracy of this approx-
imation, the efﬁciency of each detector was experimentally mea-
sured at 0° tilt and very similar results were obtained. The accu-
racy of the absorption correction relies also on the elevation angle,
a value not easily determined as it depends on the precise eu-
centric height and the sample holder used.
A more complex geometrical model could be used to improve the
accuracy of the proposed approach for 3D absorption correction. As
detectors are large and the detector-to-sample distance comparable,
30 mm2 and 10.5 mm respectively, the take-off angle varies over the
angular spread of the detector disc. With an appropriate weighted
mean of the absorption correction matrix for the angular positions
within the detector, a more accurate absorption correction matrix
could be obtained. However, the accuracy of such an approach will be
limited by the need for an accurate knowledge of the detector geo-
metry and an accurate model of the detector shadowing.
For the absorption correction to be accurate, all X-ray intensities
need to be accurately reconstructed. Reconstruction techniques, such
as the SART algorithm used here, are known to suffer from artefacts
when the tilt series has a low number of projections and/or a limited
tilt range forming the so-called “missing wedge” [45]. Due to the low
number of projections, the reconstructed intensity is correlated to the
size of the object. This is observed with the reconstructed shell from
the model in Fig. 9(g) and from the measured X-ray intensity in Fig. 11
(g): the smaller part of the shell has a lower intensity. Due to the
missing wedge, other variations in contrast depending on the angular
position are observed in the reconstructed model of the shell. These
two artefacts are not expected to have a major inﬂuence on the ac-
curacy of the absorption correction: the composition variation is lim-
ited as the composition is normalised to 100% and as the X-ray lines
are expected to suffer proportionally with these artefacts. The com-
position of Zn in the large and small part of the shell are indeed ob-
served to be much closer to that expected from the Zn Kα intensity.
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contrast between internal voids and the material: some remaining Zn
Kα and O Kα intensity is observed in the core in Fig. 11(g), when the
core is expected to be free of these elements. Albeit in small quantity,
these misplaced intensities increase the calculated absorption of the
core, contributing to the over-correction of O Kα intensity. A more
recent reconstruction algorithm based on compressed sensing (CS) has
proven to be more robust to low number of projections and the
missing wedge [45]. The mentioned artefacts are expected to be re-
duced with CS, resulting in an improved absorption correction. Al-
though not present in the case of a nanowire, there is another artefact
that could have an important impact on the absorption correction: if
the sample is slab-like, the reconstruction of the slab using emitted
X-ray intensities is likely to suffer from truncation artefacts brought
about by a change in the ﬁeld of view as a function of tilt. The best way
to prevent this is to use a needle sample extracted with a focused ion
beam (FIB).
Finally, a major source of uncertainty for any EDX quantiﬁcation
procedure is the k-factors. The k-factors used here, provided by the
manufacturer, are derived from ﬁrst principle, an approach likely
to suffer signiﬁcant systematic error [46]. To reduce this error, k-
factors should be experimentally determined, requiring standards
with multiple elements of known composition and thickness.
With the more recent ζ-factor quantiﬁcation method, these con-
straints are reduced as single element standards or a universal thin
ﬁlm standard can be used. Such approach has shown to reduce
signiﬁcantly the systematic error [40]. Moreover, this method
provides, alongside the measurement of the composition, a mea-
surement of the mass-thickness, from which a density can be
derived and used in the proposed 3D absorption correction. Such a
density is expected to be more sensitive to porosity as it is ob-
tained directly from the X-ray intensity with no normalisation, see
Eq. (2b). This promising technique cannot however be used for the
present dataset because of two unmet requirements: an accurate
measurement of the current and a constant detector efﬁciency
over the full tilt range are needed. A ﬁner control of the detector
shadowing is also required, for example by improving the acqui-
sition using different grid geometries and sample holder, or by
using a FIB-needle sample. Overcoming these experimental lim-
itations is crucial for making EDX-STEM tomography fully quan-
titative and applicable to a wide range of nanomaterials.Movie 1. Details of the 3D measurements on the core/shell nanowire. This ﬁgure is an an
and C Kα intensity. On the left side, the intensities are not corrected for absorption. On
approach. The thresholds used to generate the isosurfaces vary from 50% to 150% of the v
to this article can be found online at http://dx.doi.org/10.1016/j.ultramic.2015.09.012.6. Conclusions
A novel 3D absorption correction method is proposed for 3D EDX-
STEM tomography. The assumptions of the classical absorption cor-
rection methods, constant X-ray generation and homogeneous ab-
sorption along the path to the surface, are reﬁned by considering X-ray
generation and absorption voxel by voxel. The approach is applied to
three highly absorbed X-ray lines, Zn Lα, O Kα and C Kα, measured on
a core/shell nanowire. The accuracy of the approach is assessed com-
paring X-ray lines with high absorption (Zn Lα, O Kα) to one with low
absorption (Zn Kα). The absorption is the cause of an important artefact
in the reconstruction, observed as X-ray intensity variation in the di-
rection of the optic axis and resulting in a discrepancy of the shell and
an appendage of the core. Applying the 3D absorption correction, this
artefact is greatly reduced: the shell morphology formed by the O Kα
intensity projection is near complete and the appendage of the core
formed by the C Kα intensity projection is removed. Using the 3D
absorption correction, 3D EDX-STEM tomography can be extended to
highly absorbed X-ray lines with a greatly improved accuracy.Acknowledgements
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