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Vorwort
Der größte Teil der vorliegenden Arbeit ist das Resultat meiner dreijährigen Forschungstä-
tigkeit im Rahmen des Graduiertenkollegs ”Geometrie und nichtlineare Analysis“ an der
Humboldt-Universität zu Berlin. Mein Hauptanliegen war es, die von S.Campanato in
seiner 1982 in Milano veröffentlichten Arbeit bewiesenen Regularitätsresultate für schwa-
che Lösungen q-elliptischer Systeme zu vervollständigen, wobei ich mich hauptsächlich
auf den Fall 1 < q < 2 konzentriert habe. Hierbei konnte ich die bisher offene Frage, ob
auch bei Raumdimension n größer als q + 2, partielle Regularität der schwachen Lösung
vorliegt, unter der Voraussetzung klären, wenn der Stetigkeitsmodul der Koeffizienten des
Hauptteils des elliptischen Systems einer sogenannten Dini-Bedingung genügt. Neu hier-
bei ist die Anwendung eines Verfahrens, welches sowohl die direkte als auch die indirekte
Methode einschließt.
Darüber hinaus betrachten wir parabolische Systeme des gleichen Typs, für die es bisher
meines Wissens in dieser Allgemeinheit noch keine Resultate gibt. Um so überraschender
ist es deshalb, zu analogen Resultaten wie im elliptischen Fall zu gelangen (allerdings unter
der zusätzlichen Voraussetzung q > 2nn+2), obwohl eines der wichtigsten Hilfsmittel, höhere
Integrierbarkeit nach M.Giaquinta und G. Modica, nicht zur Verfügung steht und somit
ein noch offenes Problem darstellt. Am deutlichsten wird dies, wenn man den Beweis unse-
rer Aussagen für den Spezialfall n = 2 betrachtet, wo wir eine neue Variante der direkten
Methode entwickelten, welche auch ohne höhere Integrierbarkeit auskommt.
An dieser Stelle möchte ich mich ganz herzlich bei Prof. T. Friedrich bedanken, dem Lei-
ter des Graduiertenkollegs, für das angenehme Arbeitsklima während der Zeit der Teilnah-
me am Graduiertenkolleg und für die vielen Möglichkeiten, an verschiedenen Konferenzen
und Forschungsseminaren im In- und Ausland teilzunehmen. Ganz besonderen Dank gilt
Prof. J. Naumann und Prof. P.-A. Ivert (Universität Lund), für die vielen fruchtbaren Dis-
kussionen und Anregungen auf dem Gebiet der partiellen Differentialgleichungen. Außer-
dem bedanke ich mich ganz herzlich bei Prof. J. Stara und Prof. O. John (Karls-Universität
Prag), Prof. M. Marino und Prof. A. Maugeri (Università di Catania) sowie Prof. J. Frehse
(Universität Bonn) für die vielen wertvollen Bemerkungen zum gemeinsamen Forschungs-
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4 Hölder-Stetigkeit bei zwei und drei Raumdimensionen 77
4.1 Der Fall n = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Der Fall n = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
II Parabolische Systeme 91
5 Evolutionsgleichungen 93
5.1 Fourieranalysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Zeitregularität und Existenz der Zeitableitung . . . . . . . . . . . . . . . . . 103
4 INHALTSVERZEICHNIS
5.3 Eigenschaften des Operators der Zeitableitung . . . . . . . . . . . . . . . . . 116
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7.1 Einführung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.2 Verallgemeinerung der Caccioppoli-Ungleichung . . . . . . . . . . . . . . . . 168
7.3 Fundamentale Abschätzungen . . . . . . . . . . . . . . . . . . . . . . . . . 171
8 Der Fall Aαi (ξ) 175
8.1 A-priori-Abschätzungen für die Zeit- und der zweiten Ortsableitung . . . . 175
8.2 Cγ, γ/2-Regularität bei zwei und drei Raumdimensionen . . . . . . . . . . . 183
8.3 Ein Existenzsatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
9 Partielle Regularität 189
9.1 Mittelwertabschätzungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
9.2 Partielle Regularität . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
9.3 Partielle Regularität bei zwei Raumdimensionen . . . . . . . . . . . . . . . 212
A Elliptische Systeme 251
B Parabolische Systeme 267
Kapitel 0
Einführung
Bei der Behandlung partieller Differentialgleichungen, die zu einem sehr großen Teil aus
Modellen der Physik stammen (Verhalten elastischer Körper, Bewegung in Flüssigkeiten,
Halbleitergleichungen, Variationsgleichungen und Variationsungleichungen usw.) stellt sich
nicht nur die Frage nach der Existenz der Lösung, sondern auch nach deren Regula-
ritätseigenschaften. Schon D. Hilbert hat dieses Problem in seinem berühmten, im Jahre
1900 in Paris vor dem Internationalen Kongreß der Mathematiker gehaltenen Vortrag,
dargelegt, welche uns heute als das 19. und das 20.Hilbertsche Problem bekannt sind. Sie
haben den folgenden Wortlaut:
1. 19. Problem: Ist die Lösung eines regulären Variationsproblems stets analytisch?
2. 20. Problem: Hat jedes reguläre Variationsproblem, unter geeigneten Randbedingun-
gen eine Lösung, vorausgesetzt ...
Auf der Suche nach der Lösung dieses Problems begannen verschiedene Mathematiker
u.a. Bernstein, Hopf, Radò, Caccioppoli, Petrowski, C.B.Morrey, das Gebiet der Regu-
lariätstheorie zu entwickeln, welches somit zu einem bedeutenden Forschungsgegenstand
innerhalb des Gebietes der partiellen Differentialgleichungen und besonders bei deren Un-
tersuchung wurde.
Insbesondere stellte sich mit der Einführung der Sobolev-Räume die Frage nach der
Regularität der sogenannten schwachen Lösung partieller Differentialgleichungen, wodurch
die Regularitätstheorie immer mehr an Bedeutung gewonnen hatte. An dieser Stelle möchten
wir eine Arbeit von E.De Giorgi [De Giorgi (1957)] erwähnen, die im Jahre 1957 erschien
und eine endgültige Antwort auf die Hilbertsche Frage für schwache Lösungen einer be-
stimmten Klasse nichtlinearer elliptischer Differentialgleichungen lieferte. De Giorgis Ver-
dienst war es, erstmals zu zeigen, daß eine beliebige schwache Lösung u ∈ H1(Ω) (Ω ⊂
Rn offen) einer linearen elliptischen partiellen Differentialgleichung mit meßbaren be-
schränkten Koeffizienten Hölder-stetig ist. Hieraus folgerte man, daß jede schwache Lösung
u ∈ H1(Ω) des nichtlinearen Systems
6 Einführung
(0.1) divA(∇u) = 0 in Ω





(ξ)ηαηβ ≥ ν0|ξ|2 ∀ ξ, η ∈ Rn (ν0 = const > 0)
genügen (vgl. M.Giaquinta [Giaquinta (1983)]). Später gelang es J.Moser in [Moser (1961)]
unter Verwendung der sogenannten Harnackschen Ungleichung De Giorgis Resultat erneut
zu beweisen. Mit einer Weiterführung der Methoden von De Giorgi wurden diese Resultate
von O.A. Ladyzenskaya und N.N. Ural’ceva für eine recht allgemeine Klasse von nichtli-
nearen elliptischen partiellen Differentialgleichungen übertragen. Analoge Resultate sind
auch für den parabolischen Fall bekannt (siehe [Ladyzenskaya and Ural’ceva (1968)]).
Bei der Untersuchung dieser Beweise muß man jedoch feststellen, daß die dort ver-
wandten Methoden nur für den Fall einer Gleichung arbeiten. Somit sind auch alle weite-
ren Versuche, De Giorgis Resultat auf Systeme zu übertragen, in der darauffolgenden Zeit
fehlgeschlagen. Hieraus resultierte die Motivation, nach Gegenbeispielen zu suchen, um zu
klären, ob Regularität schwacher Lösungen elliptischer Systeme sich grundlegend von der
elliptischer Gleichungen unterscheidet. Tatsächlich gelang es De Giorgi 1968, in [De Giorgi
(1968)] das folgende Gegenbeispiel zu konstruieren: Die Funktion
u(x) = x|x|−γ γ = n
2
{











i dx = 0 ∀ϕ ∈ H10 (Ω; Rn),
wobei











Wie man leicht nachprüft, gilt Aαβij ∈ L∞(Ω). Darüber hinaus gibt es Konstanten 0 <
ν0 < M , so daß




β ≤ M |ξ|
2 ffa. x ∈ Ω, ∀ ξ ∈ Rn.
Dieses Beispiel zeigt, daß man im allgemeinen nicht erwarten kann, daß schwache Lösun-
gen linearer elliptischer Systeme mit beschränkten Koeffizienten Hölder-stetig sind. Das
1) Hierbei bezeichne δαβ daß Kroneckersymbol, das heißt: δαβ = 0 falls α 6= β, δαβ = 1 falls α = β.
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Gleiche gilt auch für quasililineare Systeme, selbst dann, wenn die Koeffizienten glatt
sind. Wir verweisen hierbei auf ein Beispiel von E. Giusti und M. Miranda [Giusti and
Miranda (1968)] aus dem Jahre 1968. Seit dieser Zeit wurden von vielen Autoren eine
Reihe von Gegenbeispielen für die verschiedensten Fälle konstruiert. Zum Beispiel gelang
es J.Nečas, ein Gegenbeispiel für ein nichtlineares System zu konstruieren (siehe [Nečas
(1975)]; [Giaquinta (1983)], S. 59).
Es fällt jedoch auf, daß bei den meisten Gegenbeispielen die Menge der Unstetigkeits-
punkte der schwachen Lösung eine abgeschlossene Nullmenge bezüglich des Lebesgue-
Maßes bildet. Hieraus ergab sich die Vermutung, daß bei Systemen partieller Differential-
gleichungen diese Art von Regularität allgemein bewiesen werden kann, was zu dem Be-
griff der Regularität fast überall bzw. partiellen Regularität führte. C.B.Morrey bestätigte
diese Vermutung in [Morrey (1968)], für schwache Lösungen quasilinearer Systeme. Hier-
bei nennt man eine Funktion u : Ω → RN partiell Hölder-stetig (zum Exponenten µ ∈
(0, 1]), falls es eine abgeschlossene Teilmenge Σ ⊂ Ω (die sogenannte Singulärmenge) mit
mesn(Σ) = 0 gibt, so daß
u ∈ C0, µ(Ω \ Σ; RN ).
Auf der Grundlage von Morreys Ausführungen entwickelte man zum Beweis der partiel-
len Hölder-Stetigkeit schwacher Lösungen quasilinearer elliptischer Systeme eine indirekte
Methode, bekannt auch als Blow-up-Technik. Hierzu lieferte E. Giusti in [Giusti (1969)]
einen Beweis sogar für entartete Systeme beliebiger Ordnung für den Fall 2 ≤ p < n. Der
Fall 1 < p < 2 wurde von L. Pepe in [Pepe (1971)] behandelt.
Ende der siebziger Jahre gelang es M.Giaquinta und G.Modica in [Giaquinta and Mo-
dica (1979a)] nach einer Idee von F.W. Gehring [Gehring (1973)], höhere Integrierbarkeit
für den Gradienten schwacher Lösungen elliptischer Systeme zu beweisen. Darüber hinaus
erhielten die Autoren eine Lp-Abschätzung, die ihrer Struktur nach der Hölderschen Un-
gleichung entgegengesetzt ist und entwickelten hiermit eine direkte Methode für den Beweis
partieller Hölder-Stetigkeit schwacher Lösungen quasilinearer und nichtlinearer elliptischer
Systeme (vgl. [Giaquinta and Modica (1979b)]). Diese Methode hat im Gegensatz zur in-
direkten Methode den Vorteil, daß sich die Hölder-Norm direkt aus den Voraussetzungen
an die Koeffizienten abschätzen läßt.
Im Teil I der vorliegenden Arbeit untersuchen wir schwache Lösungen nichtlinearer
elliptischer Systeme mit Entartung
(0.4) −divAi(x, u,∇u) = Bi(x, u,∇u) in Ω (i = 1, . . . , N),




− divAi(x, u,∇u) = Bi(x, u,∇u) in Q (i = 1, . . . , N)
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beschäftigen.
Für den elliptischen Fall prägte S. Campanato den Begriff der q-elliptischen Systeme
und bewies in [Campanato (1982)] im Fall des kontrollierten Wachstums die partielle
Hölder-Stetigkeit schwacher W 1, q-Lösungen unter der Einschränkung n ≤ q + 2. Bisher
offen geblieben ist sowohl der Fall n > q+ 2, als auch der Fall des natürlichen Wachstums
(1 < q < 2). Eine Anwort auf diese Fragen geben wir im 3.Kapitel unserer Arbeit, unter der








genügt. Bei diesen Betrachtungen geht es vorwiegend darum, die in Definition 3.1 beschrie-
benen strukturellen Voraussetzungen zu verifizieren, die garantieren, daß der Gradient ei-
ner schwachen Lösung des jeweiligen elliptischen Systems partiell stetig ist (vgl. Satz 3.1,
Abschnitt 3.1). Für den Fall des kontrollierten Wachstums verwenden wir hierfür eine Me-
thode, welche die direkte und die indirekte Methode miteinander verknüpft. Die grund-
legenden Hilfsmittel und fundamentalen Abschätzungen werden im 1. Kapitel bereitge-
stellt, wobei die im Abschnitt 1.1 zitierte Verallgemeinerung der bekannten Campanato-
Abschätzung bezüglich der Lq-Norm (vgl. [Wolf (1997)]) neu ist und eine entscheidende
Rolle in den nachfolgenden Betrachtungen spielt.
Das Hauptanliegen des 2. Kapitels ist der Beweis eines Maximumprinzips für nichtli-
neare Systeme und liefert die Grundlage für den Beweis der partiellen Hölder-Stetigkeit
für den Fall n ≤ 3 bei natürlichem Wachstum.
Im 4. Kapitel untersuchen wir schwache Lösungen nichtlinearer Systeme mit stetig
differenzierbaren Koeffizienten Aαi (ξ) (ξ ∈ RnN ) in den Fällen n = 2, 3 und erhalten
dort C1,γ-Regularität bzw. C0, γ-Regularität. Darüber hinaus bilden die dort hergeleite-
ten a-priori-Abschätzungen eine wichtige Grundlage für das Studium schwacher Lösungen
parabolischer Systeme bei zwei bzw. drei Raumdimensionen (siehe Teil II; 8. Kapitel).
Im 5. Kapitel stellen wir einige Resultate aus der Theorie abstrakter parabolischer
Gleichungen bereit, die zum Teil aus der Literatur bekannt und zum Teil neu sind. Dort
ist es uns gelungen, einen allgemeinen Existenzsatz für nichtlineare Evolutionsgleichungen
zu beweisen (vgl. Abschnitt 5.3). Dieser findet beim Beweis der partiellen Regularität im
Fall n = 2 seine Anwendung, ist aber auch von allgemeinem Interesse.
Im 6.Kapitel zeigen wir, unter geeigneten Voraussetzungen an die Koeffizienten und
an die rechte Seite, die Existenz der schwachen Zeitableitung
∂u
∂t
in L2loc(Q; RN ) und die
Existenz der zweiten schwachen Ableitungen bezüglich der Ortsvariablen x ∈ Ω sowie die
H1/2-Differenzierbarkeit der schwachen Lösung. Im darauffolgenden Kapitel beweisen wir,
ähnlich wie im elliptischen Fall, eine Verallgemeinerung der Campanato-Abschätzung für
schwache Lösungen linearer parabolischer Systeme mit konstanten Koeffizienten. Diese
Ungleichungen werden im 9. Kapitel, beim Beweis der partiellen Stetigkeit des Gradienten
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einer schwachen Lösung des nichtlinearen Systems (0.5), eine zentrale Rolle spielen. Ge-
nauso wie im elliptischen Fall setzen wir hierbei voraus, daß der Stetigkeitsmodul ω der
Koeffitienten Aαi der Dini-Bedingung (0.6) genügt.
Abschließend ist uns noch gelungen für den Spezialfall n = 2, partielle Hölder-Stetigkeit
der schwachen Lösung zu zeigen, ohne vorauszusetzen, daß ω der Dini-Bedingung (0.6)
genügt. Gleichzeitig sind wir in der Lage, das Hausdorff-Maß der Singulärmenge Σ ge-
nauer abzuschätzen. In diesem Sinne sind diese Resultate ein Analogon zu den bereits
bekannten Resultaten bei q-elliptischen Systemen (1 < q < 2) für entsprechende parabo-
lische Systeme, womit die bisher offen gebliebene Frage nach der partiellen Regularität








Sei Ω ⊂ Rn (n ∈ N ≥ 2) ein beschränktes Gebiet mit Punkten x = (x1, . . . , xn). Mit
| · |m bezeichnen wir die Euklidische Norm in Rm (m ≥ 1), wobei wir den Index m weg-
lassen, falls keine Verwechslungen möglich sind. Für α ∈ {1, . . . , n} bezeichne Dα den
Differentialoperator ∂/∂xα.
Lp(Ω) (1 ≤ p ≤ +∞) bezeichne den Vektorraum aller (Klassen von) zur p-ten Potenz







falls 1 ≤ p < +∞
ess sup
x∈Ω
|ϕ(x)| falls p = +∞.
Wm, p(Ω) (bzw. Wm, p◦ (Ω)) (1 ≤ p ≤ +∞,m = 1, 2, . . .) bezeichnen die üblichen







Insbesondere setzen wir Hm(Ω) := Wm, 2(Ω) (bzw. Hm◦ (Ω) := W
m, 2
◦ (Ω)) (m ∈ N).






DαϕDαψ dx (ϕ,ψ ∈ Hm(Ω))
1) Für einen Multiindex α = (α1, . . . , αn) bezeichne D
α den Differentialoperator Dα11 · · ·Dαnn und |α| =
α1 + · · ·+ αn die Länge von α.
14 Lq-Abschätzungen
ein Skalarprodukt, womit dieser Raum zu einem Hilbert-Raum wird.
W θ, p(Ω) (1 ≤ p < +∞, 0 < θ < 1) bezeichnen die üblichen Sobolev-Slobodetskij-
Räume, bestehend aus allen ϕ ∈ Lp(Ω), so daß










Wm+θ, p(Ω) (1 ≤ p < +∞, 0 < θ < 1) (m ∈ N) bezeichne den Funktionenraum aller
ϕ ∈Wm, p(Ω), so daß Dαϕ ∈W θ, p(Ω) ∀ |α| = m. Überdies definiert der Ausdruck
‖ϕ‖W m+θ, p(Ω) =
(






eine Norm, womit Wm+θ, p(Ω) zu einem Banach-Raum wird. Insbesondere setzen wir
Hm+θ(Ω) := Wm+θ, 2(Ω)
und definieren das Skalarprodukt











womit der Raum Hm+θ(Ω) ebenfalls zu einem Hilbert-Raum wird.
Seien x0 ∈ Rn und 0 < r < +∞. Wir setzen
Br(x0) := {x ∈ Rn | |x− x0| < R}.
Falls keine Verwechslungen auftreten können, schreiben wir kürzer Br anstelle von Br(x0).
Lp, λ(Ω) (1 ≤ p < +∞, λ ∈ [0, n]) bezeichne den Morrey-Raum, bestehend aus allen




































eine Norm auf Lp, λ(Ω). Sowohl Lp, λ(Ω) als auch Lp, λ(Ω) sind bekanntlich Banach-Räume.
Definition 1.1Sei Ω ⊂ Rn eine offene Menge. Dann heißt Ω regulär, falls es eine reelle
Zahl δ0 > 0 gibt, so daß
mes(Br ∩ Ω) ≥ δ0rn ∀x0 ∈ Ω, ∀ 0 < r < diam(Ω).
Sei Ω ⊂ Rn eine reguläre offene Menge und sei 1 ≤ p < +∞. Die folgenden Aussagen
sind aus der Literatur gut bekannt (vgl. [Campanato (1963), Giaquinta (1983), Kufner
et al. (1977)]):
(i) Lp, λ(Ω) ∼= Lp, λ(Ω) ∀λ ∈ [0, n)
(ii) Lp, λ(Ω) ∼= C0, (λ−n)/p(Ω) ∀λ ∈ (n, n+ p] 3)
(iii) Lp, n(Ω) ∼= L∞(Ω)
(iv) Lp, n(Ω) ∼= L1, n(Ω).
Zusätzlich definieren wir den sogenannten Morrey-Campanato-Raum durch
W 1, p(µ)(Ω) = {u ∈W 1, p(Ω) |Dαu ∈ Lp, n(Ω) (α = 1, . . . , n)}
(1 ≤ p < +∞; 0 < µ ≤ n).
Sei N ∈ N ≥ 1. Dann bezeichnen Lp(Ω; RN ), Wm, p(Ω; RN ), Hm(Ω; RN ), usw. die
Räume vektorwertiger Funktionen [Lp(Ω)]N , [Wm, p(Ω)]N , [Hm(Ω)]N , usw.









3) Hier bezeichne C0, µ(Ω) (µ ∈ (0, 1]) die Menge der Hölder-stetigen Funktionen ϕ, für die gilt:
[ϕ]C0, µ(Ω) = sup
x,y∈Ω
|ϕ(x)− ϕ(y)|
|x− y|µ < +∞.
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1.2 Lineare und quasilineare Systeme
Eine wichtige Rolle beim Beweis der Hölder-Stetigkeit bzw. partiellen Hölder-Stetigkeit
schwacher Lösungen elliptischer Systeme spielen die sogenannten Caccioppoli-Ungleichun-
gen und fundamentalen Abschätzungen, die man zunächst im Fall linearer Systeme mit
konstanten Koeffizienten herleitet (vgl. [Campanato (1965), Giaquinta (1983)]). Weiter un-
ten untersuchen wir schwache Lösungen quasilinearer Systeme aus der Klasse H1, q(Ω) (1 <
q < 2) (vgl. Pepe [Pepe (1971)], Giusti [Giusti (1969)]) und beweisen hierfür geeignete
Caccioppoli-Ungleichungen, die eine Verallgemeinerung der bereits bekannten Caccioppoli-
Ungleichung bezüglich der L2-Norm darstellen.
Lineare Systeme mit konstanten Koeffizienten







= 0 4) in Ω (i = 1, . . . , N),
wobei die Koeffizienten Aαβij(∗) (α, β = 1, . . . , n; i, j = 1, . . . , N) Konstanten bezeichnen, die












|Aαβij(∗)| ≤ c0 ∀ ξ ∈ R
nN (c0 = const).
In [Campanato (1965)] wurde gezeigt, daß es eine positive Konstante c = c(c0/ν0, n,N)
mit der Eigenschaft gibt, daß für jede schwache Lösung u ∈ H1(Ω; RN ) des Systems
(1.1) die folgende fundamentale Abschätzung für beliebige Paare konzentrischer Kugeln












4) In den folgenden Betrachtungen implizieren doppelt auftretende griechische Buchstaben (bzw. latei-
nische Buchstaben) Summation von 1 bis n (bzw. von 1 bis N).
5) Ω′ ⊂⊂ Ω bedeutet: Ω′ ist ein Gebiet und Ω′ ist eine kompakte Teilmenge von Ω.
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Die Abschätzung (1.4) erhält man mit Hilfe des Sobolevschen Einbettungssatzes und der










∀x0 ∈ Ω, ∀ 0 < σ < R < dist(x0, ∂Ω), 6)
wobei c = const > 0 nur von c0/ν0, n und N abhängt.
Da bei der Untersuchung schwacher Lösungen q-elliptischer Systeme (1 < q < 2)
(vgl. Campanato [Campanato (1982)]) die Abschätzung (1.4) nicht direkt anwendbar ist,
erscheint es für die weiteren Betrachtungen notwendig, eine entsprechende Verallgemeine-
rung bezüglich der Lq-Norm (1 < q < 2) herzuleiten. Tatsächlich ist es uns gelungen, unter
Verwendung einer elementaren Interpolationsungleichung (vgl. Lemma A.1; Lemma A.2)
solche Abschätzungen aus der bekannten Caccioppoli-Ungleichung (1.5) herzuleiten. Hier-
zu das folgende
Lemma 1.1 Seien die Bedingungen (1.2) und (1.3) erfüllt. Sei 1 < q < 2 beliebig vorgege-
ben. Dann existiert eine positive Konstante c = c(c0/ν0, q, n,N), so daß für jede schwache
Lösung u ∈W 1, q(Ω; RN ) von (1.1) die folgende verallgemeinerte Caccioppoli-Ungleichung













Aus (1.6) folgt nun mit Hilfe einer analogen Argumentation wie im Beweis für die fun-
damentale Abschätzung (1.4) die folgende Verallgemeinerung dieser Abschätzung bezüglich
der Lq-Norm.
Satz 1.1 Seien (1.2) und (1.3) erfüllt. Dann gibt es eine positive Konstante A, welche
nur von c0/ν0, q, n und N abhängt, mit der Eigenschaft, daß für jede schwache Lösung
u ∈ W 1, q(Ω; RN ) des Systems (1.1) die folgende Abschätzung für beliebige konzentrische












(Die vollständigen Beweise von Lemma 1.1 und Satz 1.1 findet man in [Wolf (1997)].)
6) Hier bezeichne ∇u die Gradientenmatrix {Dαui |α = 1, . . . , n; i = 1, . . . , N}.
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Quasilineare Systeme







= 0 in Ω (i = 1, . . . , N).
Hierbei bezeichnen Aαβij : Ω×RN → R (α, β = 1, . . . , n; i, j = 1, . . . , N) stetige Funktionen,













|Aαβij (x, u)| ≤ c0V
q−2
∀ {x, u} ∈ Ω× RN , ∀ ξ ∈ RnN (ν0, c0 = const > 0; 1 < q < 2),
wobei V = V (u) = (1 + |u|2)1/2 (u ∈ RN ).
Nun definieren wir
H1,q(Ω; RN ) :=
{
u ∈W 1, q(Ω; RN )
∣∣∣V (q−2)/2Dαu ∈ L2loc(Ω; RN ) (α = 1, . . . , n)}.
Definition 1.2 Eine Funktion u ∈ H1,q(Ω; RN ) heißt schwache Lösung des Systems






i dx = 0.
Verwendet man in (1.10) Testfunktionen der Gestalt ϕ = uζ2 8) , wobei ζ ∈ C∞c (Rn) ei-
ne geeignete Schnittfunktion bezeichne, so erhält man die folgenden bekannten Caccioppoli-
Ungleichungen (vgl. auch E.Giusti [Giusti (1969)] für Systeme beliebiger Ordnung).
7) Sei m ∈ N oder m = +∞. Dann bezeichne Cmc (Ω) die Menge aller Funktionen ϕ ∈ Cm(Ω), deren
Träger kompakt ist. Dann ist Cmc (Ω) ein Teilraum von C
m(Ω).
8) Mit Hilfe der üblichen Mittelfunktionen, zeigt man, daß jede Funktion ϕ ∈ H1(Ω; RN ) mit supp(ϕ) ⊂ Ω
für (1.10) zulässig ist. Beachtet man u ∈ H1, q(Ω; RN ), so ist für ein beliebiges ε > 0 und ζ ∈ C∞c (Ω) die
Funktion vε := (1 + ε|u|2)(q−2)/4uζ2 ∈ H1(Ω; RN ), was man sich unter Benutzung der Produkt- und
Kettenregel klarmacht. Also ist vε ebenfalls für (1.10) zulässig. Wegen Dαvε → Dα(uζ2) fast überall in Ω




ε| ≤ c |ζ|
(
(1 + |u|q−1)|∇u||∇ζ| + (1 + |u|2)(q−2)/2|∇u|2
)
f.ü. in Ω
(α, β = 1, . . . , n; i, j = 1, . . . , N) erkennt man mit Hilfe des Satzes von Lebesgue nach Ausführung des
Grenzüberganges ε → 0, daß auch uζ2 für (1.10) zulässig ist.
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Lemma 1.2 Seien Aαβij (α, β = 1, . . . , n; i, j = 1, . . . , N) Koeffizienten, die der Bedingung
(1.9) genügen. Sei u ∈ H1,q(Ω; RN ) eine schwache Lösung von (1.8). Dann gilt für beliebige








V q−2|u− a|2 dx,
wobei c = const > 0 eine positive Konstante bezeichne, die nur von c0/ν0, n und N
abhängt.
Nun sind wir in der Lage, ausgehend von (1.11) eine geeignete umgekehrte Hölder-Un-
gleichung zu beweisen. Diese Ungleichung werden wir im nächsten Abschnitt benötigen,
wenn es darum geht, mit Hilfe der indirekten Methode fundamentale Abschätzungen her-
zuleiten.
Lemma 1.3 Sei u ∈ H1,q(Ω; RN ) eine schwache Lösung des Systems (1.8). Ferner sei die
Bedingung (1.9) erfüllt. Sei 0 < M < +∞ eine beliebige, aber fixierte Zahl. Dann gibt
es eine positive Konstante K∗, die nur von c0/ν0, q, n,N und M abhängt, derart, daß für


















Beweis. - Seien x0 ∈ Ω und 0 < σ < R < dist(x0, ∂Ω), a ∈ [−M,M ]N beliebig fixiert.
Wir setzen
vi(x) := V (q−2)/2(x)(ui(x)− ai) (x ∈ BR; i = 1, . . . , N).
Wie man leicht sieht, ist v ∈ H1(Ω; RN ). In der Tat, benutzt man die Produkt- und
Kettenregel, so findet man mit einer elementaren Rechnung
Dαv




j(ui − ai) f.ü. in BR
(α = 1, . . . , n; i = 1, . . . , N). Wegen u ∈ H1, q(Ω; RN ) folgt hieraus ∇v ∈ L2(BR; RnN ).










Die rechte Seite von (1.13) schätzen wir unter Verwendung von Lemma A.2 nach oben ab,
indem wir dort ε =
(σ2 − σ1)2
2cR2
wählen. Hieraus schließen wir
∫
Bσ1
















wobei die Konstante c nur von c0/ν0, q, n,N und M abhängt. Die Behauptung ergibt sich
nun unmittelbar nach Anwendung von Lemma A.3.
1.3 Der Fall Aαi (ξ)
Nun betrachten wir das folgende nichtlineare System partieller Differentialgleichungen:
(1.14) DαAαi (∇u) = 0 in Ω (i = 1, . . . , N),
wobei die Koeffizienten Aαi (ξ) : RnN → R (α = 1, . . . , n; i = 1, . . . , N) stetig differenzierbar





∣∣∣∣ ≤ c0(1 + |ξ|)q−2 ∀ ξ ∈ RnN (c0 = const)







β ≥ ν0(1 + |ξ|)
q−2|η|2
∀ ξ, η ∈ RnN (ν0 = const > 0).
Definition 1.3 Sei (1.15) erfüllt. Eine Funktion u ∈ W 1, q(Ω; RN ) heißt schwache Lös-




Aαi (∇u)Dαϕ dx = 0 ∀ϕ ∈ C1c (Ω; RN ).
1.3 Der Fall Aαi (ξ) 21
Lokale W 2, q-Differenzierbarkeit
Mit Hilfe der bekannten Methode des Differenzenquotienten erhält man das folgende Re-
sultat lokaler Differenzierbarkeit (vgl. [Naumann (1990), Naumann and Wolf (1992)]).
Lemma 1.4 Seien die Bedingungen (1.15) und (1.16) erfüllt. Ist u ∈ W 1, q(Ω; RN ) eine
schwache Lösung des Systems (1.14), dann gilt:
(1.18) (1 + |∇u|)(q−2)/2DαDβu ∈ L2loc(Ω; RN ) (α, β = 1, . . . , n).
Außerdem haben wir für beliebige x0 ∈ Ω, 0 < σ < R ≤ dist(x0, ∂Ω) und für jedes








(1 + |∇u|)q−2|∇u− Λ|2 dx, 9)
wobei c = const nur von c0/ν0, q, n und N abhängt.
Anmerkung 1.1 Die Behauptung (1.18) von Lemma 1.4 bleibt auch dann noch gültig,
falls die Koeffizienten Aαi zusätzlich von x ∈ Ω 10) abhängen, stetig differenzierbar sind
und außerdem den folgenden Bedingungen genügen
(1.20)
 |Aαi (x, ξ)|+
∣∣∣∣∂Aαi∂x (x, ξ)
∣∣∣∣ ≤ c1(1 + |ξ|)q−1





∣∣∣∣ ≤ c0(1 + |ξ|)q−2 ∀ {x, ξ} ∈ Ω× RnN (c0 = const);







β ≥ ν0(1 + |ξ|)
q−2|η|2
∀x ∈ Ω, ∀ ξ, η ∈ RnN (ν0 = const > 0).








(1 + |∇u|q) dx.
9) Hier bezeichne D2u die Matrix der zweiten Ableitungen von u.
10) Die schwachen Lösungen seien wie in Definition 1.3 definiert.
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Umgekehrte Hölder-Ungleichung
Aus (1.15) und (1.18) folgt mit Hilfe der Kettenregel
Aαi (∇u) ∈ H1loc(Ω) (α = 1, . . . , n; i = 1, . . . , N).
Setzt man in (1.17) für ψ ∈ C1c (Ω;RN) die Testfunktion ϕ = Dγψ (γ ∈ {1, . . . , n}) ein, so






(∇u)DβDγujDαψi dx = 0 ∀ψ ∈ C1c (Ω; RN ).
Wir setzen




(U) (U ∈ RnN ) 11)
(α, β, γ, θ = 1, . . . , n; i, j = 1, . . . , N).
Aus Lemma 1.4 folgt unmittelbar, daß U ∈ H1, q(Ω; RnN ). Außerdem ist U eine schwa-






= 0 in Ω (γ = 1, . . . , n, i = 1, . . . , N).
Wie sich außerdem herausstellt, genügen die Koeffizienten {Aαβijγθ} der Bedingung (1.9).
Unter Benutzung von Lemma 1.3 ergibt sich nun die folgende Aussage.
Lemma 1.5 Seien (1.15) und (1.16) erfüllt. Sei 0 < M < +∞ beliebig vorgegeben. Dann
gibt es eine positive Konstante K∗ = K∗(c0/ν0, q, n,N,M), derart, daß für jede schwache
Lösung u ∈ W 1, q(Ω; RN ) und für jedes x0 ∈ Ω, für alle 0 < R ≤ dist(x0, ∂Ω), für alle














11) Hierbei bezeichne δγθ daß Kroneckersymbol: δγθ = 0 falls γ 6= θ, δγθ = 1 falls γ = θ.
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Fundamentale Abschätzung. Die indirekte Methode
Um die Übersichtlichkeit zu wahren, führen wir die folgende Bezeichnung ein:









Der nächste Satz liefert mit Hilfe der sogenannten indirekten Methode fundamentale
Abschätzungen, die in dieser Form nur für den Spezialfall q = 2 bewiesen wurden (vgl. in
[Giusti (1969), Giaquinta (1983)]). Diese Ungleichungen werden im Kapitel 3 beim Beweis
der partiellen Hölder-Stetigkeit schwacher Lösungen nichtlinearer q-elliptischer Systeme
(1 < q < 2) für den Fall des kontrollierten Wachstums eine zentrale Rolle spielen.
Satz 1.2 Sei Z ⊂ Rk abgeschlossen und sei {Aαi (ξ; z) | z ∈ Z (α = 1, . . . , n; i = 1, . . . , N)}
eine Familie auf RnN definierter differenzierbarer Koeffizienten mit




(ξ; z) stetig auf RnN × Z.
Außerdem mögen für alle Koeffizienten Aαi ( ·; z) die Bedingungen (1.15) und (1.16) gleich-
mäßig bezüglich z ∈ Z erfüllt sein. Dann gibt es zu jedem τ ∈ (0, 1) und 0 < M < +∞
eine positive Konstante ε0 = ε0(τ,M) mit folgender Eigenschaft:
Ist u ∈W 1, q(BR; RN ) eine schwache Lösung des Systems
(1.28) DαAαi (∇u; z) = 0 in BR (i = 1, . . . , N)
(z ∈ Z ∩ [−M,M ]k) und ist außerdem die Bedingung:
(1.29) Φ(u;x0, R) ≤ ε0 und |(∇u)BR | ≤ M
erfüllt, dann gilt die fundamentale Abschätzung:
(1.30) Φ(u;x0, τR) ≤ 2AτΦ(u;x0, R) 12) .
Beweis. - Wir führen den Beweis indirekt. Wir nehmen also an, es gibt Zahlen τ ∈ (0, 1)
und 0 < M < +∞, für welche die Aussage von Satz 1.2 falsch ist. Dann existieren:
1) eine Folge (xm) von Punkten in Ω,
12) Hier bezeichne A die positive Konstante aus der fundamentalen Abschätzung (1.7).
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2) eine Folge (Rm) positiver Zahlen (0 < Rm < dist(xm, ∂Ω)),
3) eine Folge (εm) positiver Zahlen mit lim
m→∞
εm = 0,
4) eine Folge (zm) von Punkten in Z ∩ [−M,M ]k,
5) eine Folge (um) ⊂W 1, q(BRm ; RN ) schwacher Lösungen des Systems:
(1.31) DαAαi (∇um; zm) = 0 in BRm(xm) (i = 1, . . . , N),
so daß
(1.32) Φ(um;xm, Rm) = εm und |(∇um)BRm | ≤ M,
(1.33) Φ(um;xm, τRm) > 2AτΦ(um;xm, Rm)
für alle m ∈ N.
Nun setzen wir
λm := (∇um)BRm ,
vm(y) :=








(tεm∇vm(y) + λm; zm) dt
für fast alle y ∈ B1 (α, β = 1, . . . , n; i, j = 1, . . . , N) (m ∈ N).
Aus (1.32) und (1.33) erhält man unter Verwendung der Koordinatentransformation
y = (x− xm)/Rm und Anwendung der Transformationsformel für das Lebesgue-Integral,
daß vm ∈W 1, q(B1; RN ) und
(1.34) Φ(vm; 0, 1) = 1,
(1.35) Φ(vm; 0, τ) > 2AτΦ(vm; 0, 1) = 2Aτ
(m ∈ N). Ferner folgt aus (1.31) unter Verwendung des Hauptsatzes der Differential- und








i dy = 0 ∀ϕ ∈ C1c (B1; RN ).
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Nach Voraussetzung sind die Folgen (λm) und (zm) in den jeweiligen endlichdimensio-
nalen Räumen beschränkt. Indem wir ggf. zu einer Teilfolge übergehen, können wir ohne
Beschränkung der Allgemeinheit annehmen, daß λ∗ ∈ RnN und z∗ ∈ Z existieren, so daß
(1.37) zm → z∗ in Z, λm → λ∗ in RnN für m→ +∞.
Wegen (vm)B1 = 0 impliziert (1.34), daß (vm) eine in W
1, q(B1; RN ) beschränkte Folge
ist. Aufgrund der Kompaktheit der Einbettung W 1, q(B1; RN ) ⊂ Lq(B1; RN ) und der
Reflexivität von Lq(B1; RN ) erhält man, indem man ggf. zu einer Teilfolge übergeht,
vm → v in Lq(B1; RN ),(1.38)
∇vm ⇀ ∇v in Lq(B1; RnN ),(1.39)
εm∇vm(y) → 0 ffa. y ∈ B1(1.40)
für m→ +∞.
Beachtet man (1.27), so folgt aus (1.37) und (1.40)





(λ∗; z∗) ffa. y ∈ B1 für m→ +∞
(α, β = 1, . . . , n; i, j = 1, . . . , N). Da außerdem die Folge (A(m)) gleichmäßig beschränkt
ist, folgern wir aus (1.41)
(1.42) A(m) → A(∗) in Lq
′
(B1; Rn
2N2) für m→ +∞. 13)
Nun kann man unter Verwendung von (1.39) und (1.42) in (1.36) den Grenzübergang






i dy = 0 ∀ϕ ∈ C1c (B1; RN ).
Somit folgt nach Satz 1.1 die fundamentale Abschätzung
(1.44) Φ(v; 0, τ) ≤ AτΦ(v; 0, 1).
Außerdem finden wir
(1.45) Φ(vm; 0, τ) → Φ(v; 0, τ) für m→ +∞.




















|∇um − λm|q dx
)1/q
,
was nach Anwendung der Transformationsformel für das Lebesgue-Integral und der Hölder-










(1 + |εm∇vm + λm|q) dy
)1/q−1/2
Φ(vm; 0, 1) ≤ C
mit einer von m ∈ N unabhängigen Konstante C. Die Folge (vm) ist also in W 2, q(Bτ ; RN )
beschränkt. Da die Einbettung
W 2, q(Bτ ; RN ) ⊂W 1, q(Bτ ; RN )
kompakt ist, ergibt sich nun die Konvergenzeigenschaft (1.45). 14)
Berücksichtigt man die Unterhalbstetigkeit der Norm und benutzt man (1.45), so folgt
aus (1.35) nach Ausführung des Grenzüberganges m→ +∞
Φ(v; 0, τ) ≥ 2AτΦ(v; 0, 1),
was wegen (1.35) im Widerspruch zu (1.44) steht. Somit muß unsere Annahme falsch sein,
was zeigt, daß die Behauptung des Satzes richtig ist.
1.4 Lokale Lq, µ-Abschätzung
In diesem Abschnitt untersuchen wir schwache Lösungen eines nichtlinearen Systems der
folgenden Gestalt:
14) Man beachte, daß die Folge (vm) in W
1, q(B1; RN ) wegen (1.39) nur einen einzigen Häufungspunkt
besitzt.
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(1.47) DαAαi (x,∇u) = 0 in Ω (i = 1, . . . , N),
wobei Aαi (x, ξ) : Ω × RnN → R (α = 1, . . . , n; i = 1, . . . , N) stetig differenzierbare Funk-
tionen seien und außerdem den Bedingungen (1.20)−(1.22) genügen.
Fundamentale Abschätzungen
Wir beginnen mit einer in der Literatur gut bekannten Caccioppoli-Ungleichung (siehe
z.B. [Campanato (1978)]).
Lemma 1.6 Sei u ∈ W 1, q(Ω; RN ) (1 < q < 2) eine schwache Lösung des Systems (1.47).





|∇u|q dx ≤ cR−q
∫
BR
(Rq + |u|q) dx.
Hierbei ist c = const > 0 und hängt nur von c0/ν0, c1, q, n und N ab.





Aαi (x,∇u)Dαϕi dx = 0 ∀ϕ ∈ C1c (Ω; RN ).














i dx = 0
∀ϕ ∈ C1c (Ω; RN ),
wobei





(x, tξ) dt ({x, ξ} ∈ Ω× RnN ).
Seien x0 ∈ Ω, 0 < R < dist(x0, ∂Ω) beliebig, aber fixiert. Sei ζ ∈ C∞c (BR) eine
Schnittfunktion, so daß 0 ≤ ζ ≤ 1 in BR, ζ ≡ 1 auf BR/2 und |∇ζ| ≤ c(n)/R (c(n) =
const > 0). In (1.50) setzen wir die zulässige Testfunktion ϕ(x) = u(x)ζ2(x) (x ∈ BR) ein.





|∇u|qζ2 dx ≤ c
∫
BR













ζ2 dx+ I1 + I2.
(i) Das Integral I1 schätzt man unter Beachtung von (1.21) mit Hilfe der Youngschen









(ii) Für die Abschätzung von I2 verwenden wir (1.20). Nach Anwendung der Hölderschen









Die geforderte Ungleichung (1.48) erhält man nun nach Einsetzen der Abschätzungen von
I1 und I2 in (1.51).
Der nächste Satz liefert eine geeignete fundamentale Abschätzung für den Fall n ≤
3. Der Beweis dieser Abschätzung verläuft fast völlig analog wie im Fall q = 2 (siehe
[Campanato (1984), Campanato (1986)]).
Satz 1.3 Sei n ≤ 3. Sei u ∈ W 1, q(Ω; RN ) eine schwache Lösung des Systems (1.47).
Seien die Bedingungen (1.20)−(1.22) erfüllt. Dann gibt es eine positive Konstante c =




|u|q dx ≤ c tn
∫
Bσ
(σq + |u|q) dx.
Beweis. - Seien Bσ ⊂ Ω und 0 < t < 1 beliebig, aber fixiert. Da die Abschätzung (1.52)
für 14 < t < 1 trivialerweise erfüllt ist, können wir uns auf den Fall 0 < t ≤
1
4 beschränken.
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Das zweite Integral der rechten Seite von (1.53) schätzen wir ebenfalls mit Hilfe des So-














|∇u|q dx + c σ2
∫
Bσ/4


















(σq + |u|q) dx.
Nach Einsetzen von (1.54) in (1.53), erhält man schließlich die Behauptung (1.52).
Die folgende fundamentale Abschätzung beweist man analog wie in[Campanato (1986)].
Satz 1.4Sei u ∈ W 1, q(Ω; RN ) eine schwache Lösung des Systems (1.47). Seien die Be-




(1 + |∇u|q) dx ≤ c tλ
∫
Bσ
(1 + |∇u|q) dx,
wobei
(1.56)
λ = 2 falls n ≥ 3λ ∈ (1, 2) beliebig falls n = 2.
Hierbei ist c eine nur von c0/ν0, c1, q, n und N abhängige Konstante.
Lokale Lq, µ-Abschätzung
Vorbemerkung (Lipschitz-Rand): Für δ > 0 bezeichne Qδ den Quader ∆δ × (−δ, δ),
wobei
∆δ := {y ∈ Rn−1 | |yα| < δ ∀α = 1, . . . , n− 1}.
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Wir sagen ein beschränktes Gebiet Ω ⊂ Rn gehört zur Klasse C0,1 [Bezeichnung: Ω ∈ C0,1],
wenn für jedes x0 ∈ ∂Ω ein δ > 0, eine offene Menge U ⊂ RN mit x0 ∈ U und eine
Abbildung φ ∈ C0,1(Qδ; RN ) existieren, so daß
1. φ : Qδ → U bijektiv,
2. φ−1 ∈ C0,1(U ; Rn),
3. φ(∆δ × (0, δ)) = Ω ∩ U .
Wir sind nun in der Lage, die folgende Morrey-Raum-Abschätzung zu beweisen.
Satz 1.5 Wir nehmen an, daß Ω ∈ C0,1. Sei g ∈W 1, q(µ)(Ω; RN ) (0 < µ < λ) 15) gegeben.
Sei u ∈W 1, q(Ω; RN ) eine schwache Lösung des Dirichlet-Problems:
u = g f.ü. auf ∂Ω(1.57)
DαA
α
i (x,∇u) = 0 in Ω (i = 1, . . . , N),(1.58)
wobei Aαi (α = 1, . . . , n; i = 1, . . . , N) differenzierbare Funktionen seien, die den Bedin-
gungen (1.20)−(1.22) genügen. Dann gilt für jede beliebige offene Teilmenge Ω′ ⊂⊂ Ω:
(1.59) u ∈W 1, q(µ)(Ω′; RN ),
(1.60) ‖∇u‖Lq, µ(Ω′;RnN ) ≤ c
(
1 + ‖∇u‖Lq(Ω;RnN ) + ‖∇g‖Lq, µ(Ω;RnN )
)
,
wobei c = const nur von c0/ν0, c1, q, n,N und von 1/dist(Ω′, ∂Ω) abhängt.
Die Aussage von Satz 1.5 folgt unmittelbar aus dem nachstehenden Lemma.
Lemma 1.7 Sei g ∈ W 1, q(µ)(Ω; RN ) (0 < µ < λ) gegeben. Sei u ∈ W 1, q(Ω; RN ) eine
schwache Lösung des Systems:
(1.61) DαAαi (x,∇u+∇g) = 0 in Ω (i = 1, . . . , N),
wobei Aαi (α = 1, . . . , n; i = 1, . . . , N) den Voraussetzungen von Satz 1.6 genügen. Dann




|∇u|q dx ≤ c σµ
(
1 + ‖∇u‖q





wobei c = const nur von c0/ν0, c1, q, n,N und von 1/dist(x0, ∂Ω) abhängt.
15) λ gemäß (1.56).
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Beweis. - Sei x0 ∈ Ω beliebig, aber fixiert. Sei 0 < σ < dist(x0, ∂Ω) beliebig gewählt.
Dann bezeichne v ∈W 1, q(Bσ; RN ) die eindeutig bestimmte Lösung des folgenden Dirich-
let-Problems




Aαi (x,∇v)Dαϕi dx = 0 ∀ϕ ∈W 1, q◦ (Bσ; RN ).




(1 + |∇v|q) dx ≤ c tλ
∫
Bσ
(1 + |∇v|q) dx.
Wegen (1.63) ist die Funktion w := u−v für (1.64) zugelassen. Kombiniert man (1.64)








(Aαi (x,∇u)−Aαi (x,∇u+∇g))Dαwi dx.
Berücksichtigt man die Bedingungen (1.21) und (1.22), so folgert man aus (1.66) unter


























Nochmaliges Anwenden der Youngschen Ungleichung mit einem beliebig gewählten 0 <





|∇w|q dx ≤ ε
∫
Bσ






Sei nun 0 < t < 1 beliebig gewählt. Dann folgt nach Anwendung der Dreiecksunglei-




|∇u|q dx ≤ c tλ
∫
Bσ









|∇u|q dx ≤ c tλ
∫
Bσ








Da 0 < σ < dist(x0, ∂Ω) beliebig gewählt wurde, und die positive Konstante c in (1.71)
weder von 0 < t < 1 noch von σ abhängt, erhalten wir die geforderte Ungleichung (1.62)
aus (1.71) nach Anwendung von LemmaA.7.
Beweis von Satz 1.5 - Sei u ∈ W 1, q(Ω; RN ) eine schwache Lösung des Dirichlet-Pro-
blems (1.57), (1.58). Insbesondere ist dann die Funktion w = u− g eine schwache Lösung





|∇w|q dx ≤ c σµ
(
1 + ‖∇w‖q




∀x0 ⊂ Ω′, ∀ 0 < σ ≤ dist(Ω′, ∂Ω).
Die Behauptung des Satzes ergibt sich nun unmittelbar aus (1.72) unter Verwendung der
Dreiecksungleichung und der Definition des Morrey-Raumes Lq, µ(Ω′; RnN ).
Kapitel 2
Globale Regularität
Der Gegenstand dieses Kapitels ist die Untersuchung einiger nichtlinearer q-elliptischer
Randwertprobleme (1 < q < 2) und der Beweis globaler Regularitätsaussagen für schwa-
che W 1, q-Lösungen. Im Mittelpunkt unseres Interesses steht hierbei die Herleitung einer
L∞-a-priori-Abschätzung, welche für den Fall q ≥ 2 bereits bewiesen wurde (vgl. hierzu
S.Campanato [Campanato (1984), Campanato (1983)]). Dieses Resultat wird später ei-
ne Schlüsselrolle beim Beweis der partiellen Regularität schwacher Lösungen nichtlinearer
Systeme im Fall des natürlichen Wachstums spielen. Außerdem ist dieses Resultat für sich
genommen interessant, da sich im Fall n = 2 unter geeigneten Voraussetzungen globale
Regularität des Gradienten der schwachen Lösung ergibt.
2.1 W 2, p-Abschätzungen. Der Fall Ω = Q+
Wir beginnen diesen Abschnitt mit einigen Erklärungen zu den hier verwendeten Bezeich-
nungen. Sei x ∈ Rn und bezeichne x′ den n−1 dimensionalen Vektor (x1, . . . , xn−1). Dann
schreiben wir x = (x′, xn). Ferner bezeichne Rn+ die offene Halbebene {x ∈ Rn |xn > 0}.
Sind x0 ∈ Rn und R > 0 beliebig gegeben, so definieren wir die (n−1)- dimensionale Kugel
B′R(x
0) = {x′ ∈ Rn−1 | |x′−x0′| < R} und das offene Intervall IR(x0) := {t ∈ R | |t−x0n| <




0) := QR ∩ Rn+,
ΓR(x0) := B′R(x
0)× {0}.
Falls keine Verwechslungen auftreten können, schreiben wir kürzer B′R (QR, Q
+
R, . . .) an-
stelle von B′R(x
0) (QR(x0), Q+R(x
0) . . .). Insbesondere setzen wir Q = Q1(0), Q+ = Q+1 (0),
Γ = Γ1(0).
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Wir betrachten nun das folgende Dirichlet-Problem:
u = 0 auf Γ,(2.1)
DαA
α
i (x,∇u) = 0 in Q+ (i = 1, . . . , N).(2.2)
Hierbei seien die Koeffizienten Aαi (x, ξ) (α = 1, . . . , n; i = 1, . . . , N) bezüglich x und ξ
stetig differenzierbar und mögen den Bedingungen (1.20), (1.21) und (1.22) genügen.
Definition 2.1Eine Funktion u ∈ W 1, q(Q+; RN ) heißt schwache Lösung von (2.1),
(2.2), falls u = 0 fast überall auf Γ 1) und die folgende Integralidentität für alle ϕ ∈




Aαi (x,∇u)Dαϕi dx = 0.
Differenzierbarkeit bezüglich der Koordinaten xβ (β = 1, . . . , n− 1)
Zunächst erhalten wir ebenso wie beim Beweis der Differenzierbarkeit im Innern mit Hilfe
der Methode des Differenzenquotienten die Existenz der zweiten verallgemeinerten Ablei-
tungen längs der Randfläche Γ (vgl. [Naumann and Wolf (1992)], Satz 1).
Lemma 2.1Wir nehmen an, die Bedingungen (1.20), (1.21) und (1.22) seien erfüllt. Sei
u ∈W 1, q(Q+; RN ) eine schwache Lösung des Problems (2.1), (2.2). Dann gilt für beliebige
0 < R < 1:
(2.4) (1 + |∇u|)(q−2)/2DαDβu ∈ L2(Q+R(0); R
N ) (α = 1, . . . , n, β = 1, . . . , n− 1),














(1 + |∇u|q) dx,
wobei c = const nur von c0/ν0, c1, q, n und N abhängt.
Beweis. - Seien x0 ∈ Q+ und 0 < σ < R < dist(x0, ∂Q) beliebig fixiert. Sei ζ ∈
C∞c (QR) (0 ≤ ζ ≤ 1) eine geeignete Schnittfunktion, so daß ζ ≡ 1 auf Q+σ und |∇ζ|2 +
|D2ζ| ≤ c(n)/(R− σ)2. Für h ∈ R, 0 < |h| < dist(x0, ∂Q)−R definieren wir
1) Wir sagen u = 0 fast überall auf Γ, falls die Spur von u auf Γ fast überall (bezüglich des n − 1-
dimensionalen Oberflächenmaßes auf Γ) verschwindet.
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(2.6) ϕ(x) = ∆(β)−h(ζ
2∆(β)h u)(x)
2) (x ∈ Q+; (β ∈ {1, . . . , n− 1})).
Wegen u = 0 f.ü. auf Γ und ζ = 0 auf ∂Q+ \ Γ, folgt ϕ = 0 f.ü. auf ∂Q+, also ϕ ∈
W 1, q◦ (Q+; RN ). Folglich ist ϕ eine für die Identität (2.3) zulässige Testfunktion. Mit einer
ähnlichen Argumentation wie in [Naumann and Wolf (1992)] finden wir die Abschätzung:
∫
Q+σ








(1 + |∇u|q) dx,
wobei die Konstante c > 0 nur von c0/ν0, c1, q, n und N abhängt. Hieraus folgern wir




2 + |∇u(·+ heβ)|)
q−2
2 ∆(β)h Dαu ⇀ (1 + 2|∇u|)
q−2
2 DαDβu
in L2(Q+σ ; RN ) für h→ 0
(α = 1, . . . , n, β = 1, . . . , n− 1), was sofort die Behauptung (2.4) nach sich zieht.
Die Behauptung (2.5) folgt schließlich mit Hilfe von (2.8) aus (2.7) nach Ausführung
des Grenzüberganges h→ 0.
Differenzierbarkeit bis zur Randfläche Γ
Wie in [Naumann and Wolf (1992)] bereits bewiesen wurde, ist die schwache Lösung u des
Problems (2.1), (2.2) im Innern der MengeQ+ im schwachen Sinne zweimal differenzierbar.
Nach Anwendung der Produkt- und Kettenregel (vgl. [Campanato (1982)]) ergibt sich
daher
(2.9) DαAαi (x,∇u(x)) =
∂Aαi
∂xα
(x,∇u(x)) + Aαβij (x)DαDβu





(x,∇u(x)) (x ∈ Q+)
2) Hierbei bezeichne (∆
(β)
h u)(x) den Differenzenquotienten
1
h
(u(x + heβ)− u(x)) (x ∈ Q+R), wobei eβ =
(0, . . . , 0, 1, 0, . . . , 0) (die 1 an der β-ten Stelle, β ∈ {1, . . . , n}).
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fast überall in Q+ (i = 1, . . . , N).
Andererseits folgt aus der Bedingung (1.22):
(2.11)
ξ
TAnn(x)ξ ≥ ν0(1 + |∇u(x)|)q−2|ξ|2 3)
∀ ξ ∈ RN (x ∈ Q+),
was die Invertierbarkeit der Matrix Ann(x) für fast alle x ∈ Q+ nach sich zieht. Überdies
liefert (2.11) die Abschätzung:
(2.12) |A−1nn(x)| ≤ c ν−10 (1 + |∇u(x)|)
2−q ffa. x ∈ Q+.
Wendet man nun auf beide Seiten von (2.10) die lineare Abbildung A−1nn(x) an, so folgt






|DαDβu(x)|2 + c (1 + |∇u(x)|2) ffa. x ∈ Q+.










(1 + |∇u(x)|)q−2|DαDβu(x)|2 + c (1 + |∇u(x)|q)
ffa. x ∈ Q+ (c = const).
Seien Zylinder Q+σ ⊂ Q+R ⊂ Q+ (0 < σ < R) mit ein und dem selben Zentrum x0 ∈ Q+
gegeben. Da die rechte Seite von (2.13) über Q+σ integrierbar ist (siehe Lemma2.1), gilt
dies auch für die linke Seite. Nach Integration beider Seiten von (2.13) über Q+σ schließt
man mit Hilfe von (2.5), daß
3) Hier bezeichne Ann(x) die N ×N Matrix {Annij (x)}i,j=1,...,N (x ∈ Q+).
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(1 + |∇u|)(q−2)/2DnDnu ∈ L2(Q+σ ; RN ).








(1 + |∇u|q) dx,
wobei die Konstante c > 0 nur von c0/ν0, c1, q, n und N abhängt. Wir haben somit das
folgende Resultat globaler Differenzierbarkeit.
Satz 2.1 Seinen (1.20)−(1.22) erfüllt. Ist u ∈ W 1, q(Q+; RN ) eine schwache Lösung des
nichtlinearen Problems (2.1), (2.2), so gilt:
(2.15) u ∈W 2, η(Q+R(0); R
N ) ∀ 0 < R < 1,
wobei η :=
nq
n+ q − 2
falls n ≥ 3
η ∈ [1, 2) beliebig falls n = 2.
Außerdem haben wir
(2.16) (1 + |∇u|)(q−2)/2DαDβu ∈ L2(Q+R(0); R
N ) ∀ 0 < R < 1
(α, β = 1, . . . , n), und für beliebige Paare konzentrischer Zylinder Q+σ ⊂ Q+R ⊂ Q+ (0 <








(1 + |∇u|q) dx,
wobei c = const nur von c0/ν0, c1, q, n und N abhängt.
2.2 Lq, µ(Q+)-a-priori-Abschätzungen
Argumentiert man unter Verwendung von Satz 2.1 in der gleichen Weise wie beim Beweis
von Satz 1.4, so verifiziert man leicht das folgende
Lemma 2.2 Sei x0 ∈ Γ und sei 0 < σ < 1−|x0|. Sei v ∈W 1, q(Q+σ (x0); RN ) eine schwache
Lösung des Dirichlet-Problems
(2.18) v = 0 f.ü. auf Γσ(x0),
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(2.19) DαAαi (x,∇v) = 0 in Q+σ (x0) (i = 1, . . . , N), 4)
wobei die Koeffizienten Aαi (α = 1, . . . , n; i = 1, . . . , N) den Bedingungen (1.20)−(1.22)
genügen mögen. Dann gibt es eine positive Konstante c = c(c0/ν0, c1, q, n,N) derart, daß




(1 + |∇v|q) dx ≤ c tλ
∫
Q+σ
(1 + |∇v|q) dx
(λ gemäß (1.56)).
Beweis. - Wie man sich leicht überzeugen kann, ist die Behauptung für beliebige 1/2 ≤
t < 1 trivialerweise erfüllt. Es genügt also, die Behauptung für den Fall 0 < t < 1/2 zu
beweisen.









(1 + |∇v|q) dx.
Als nächstes setzen wir w(x) := (1+ |∇v(x)|)q/2 (x ∈ Q+σ ). Mit Hilfe der Produkt- und
Kettenregel verifiziert man unter Beachtung von Satz 2.1:
|∇w(x)|2 ≤ c (1 + |∇v(x)|)q−2|D2v(x)|2 ffa. x ∈ Q+σ/2,








w2 dx ∀ 0 < t ≤ 1
2
.
Andererseits, erhält man unter Benutzung der Dreiecksungleichung und der Hölder-














Mit Hilfe der Poincaré-Ungleichung und (2.22) folgt hieraus
4) Eine schwache Lösung des Dirichlet-Problems (2.18), (2.19) sei wie in Definition 2.1 erklärt, indem
man dort Q+ durch Q+σ (x
0) und Γ durch Γσ(x
0) ersetzt.














∀ 0 < t < τ ≤ 1
2
(c = const).
Beachtet man n > λ, so ergibt sich die behauptete Ungleichung (2.20) unmittelbar aus
(2.23) nach Anwendung von LemmaA.6.
Lq, µ(Q+)-a-priori-Abschätzungen
Satz 2.2 Sei g ∈ W 1, q(µ)(Q+; RN ) (0 < µ < λ). Sei u ∈ W 1, q(Q+σ ; RN ) eine schwache
Lösung des Dirichlet-Problems
(2.24) u = 0 f.ü. auf Γ
(2.25) DαAαi (x,∇u+∇g) = 0 in Q+ (i = 1, . . . , N).
Hierbei seien Aαi (α = 1, . . . , n; i = 1, . . . , N) differenzierbare Funktionen, die den Bedin-
gungen (1.20)−(1.22) genügen mögen. Dann gilt für beliebige 0 < R < 1:
(2.26) ∇u ∈ Lq, µ(Q+R; R
nN ),
(2.27) ‖∇u‖Lq, µ(Q+R;RnN ) ≤ c
(
1 + ‖∇u‖Lq(Q+;RnN ) + ‖∇g‖Lq, µ(Q+;RnN )
)
,
wobei c = const > 0 nur von c0/ν0, c1, q, n,N und von 1/(1−R) abhängt.
Beweis. - Sei 0 < R < 1 beliebig, aber fixiert. Wir unterscheiden die zwei möglichen
Fälle x0 ∈ ΓR oder x0 ∈ Q+ und behandeln diese getrennt.
1◦ Der Fall x0 ∈ ΓR: Sei 0 < σ ≤ 1− R beliebig gewählt. Sei v ∈ W 1, q(Q+σ (x0); RN ) die
eindeutig bestimmte schwache Lösung des folgenden Dirichlet-Problems:
u− v ∈W 1, q◦ (Q+σ (x0); RN ),(2.28)
DαA
α
i (x,∇v) = 0 in Q+σ (x0) (i = 1, . . . , N).(2.29)
Wegen (2.28) und u = 0 fast überall auf Γ (siehe (2.24)) ist v = 0 fast überall auf Γσ(x0),






(1 + |∇v|q) dx ≤ c tλ
∫
Q+σ (x0)
(1 + |∇v|q) dx ∀ 0 < t < 1.
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Als nächstes definieren wir w := u − v in Q+σ (x0). Aus (2.28) ist ersichtlich, daß
w ∈ W 1, q◦ (Q+σ (x0); RN ). Folglich ist w eine für die entsprechenden Integralidentitäten








(Aαi (x,∇u)−Aαi (x,∇u+∇g))Dαwi dx.
Beachtet man (1.21) und (1.22), so folgt aus (2.31) unter Benutzung von Lemma A.4














Mit der gleichen Argumentation wie beim Beweis von Lemma1.7 bekommt man nach
Anwendung der Hölderschen und der Youngschen Ungleichung für ein beliebig gewähltes




|∇w|q dx ≤ ε
∫
Q+σ






Sei nun 0 < t < 1 beliebig gewählt. Dann folgt nach Anwendung der Dreiecksunglei-




|∇u|q dx ≤ c tλ
∫
Q+σ




Indem man in (2.33) insbesondere ε = tλ wählt und die so gewonnene Abschätzung in




|∇u|q dx ≤ c tλ
∫
Q+σ





















wobei c = const > 0 weder von x0 noch von 0 < σ ≤ 1−R abhängt.
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2◦ Der Fall x0 ∈ Q+: Seien 0 < σ < 1 − R und 0 < t < 12 beliebig gewählt. Wir setzen
d = x0n und unterscheiden die folgenden drei Fälle:
(i) σ ≤ d: In diesem Fall erhält man mit einer analogen Argumentation, die zu (1.71)




|∇u|q dx ≤ c tλ
∫
Qσ








(ii) tσ ≥ d: Wir setzen y0 = (x01, . . . , x0n−1, 0). Elementar verifiziert man in diesem Fall
Q+tσ(x
0) ⊂ Q+2tσ(y
0) ⊂ Q+σ (y0) ⊂ Q+σ (x0),




|∇u|q dx ≤ c tλ
∫
Q+σ












































Kombination von (2.39) und (2.40) liefert auch in diesem Fall die Abschätzung (2.38).
Da die Abschätzung (2.37) (bzw. (2.38)) für alle 12 < t < 1 trivialerweise erfüllt ist,













wobei c = const > 0 weder von x0 noch von 0 < σ ≤ 1−R abhängt.
Die Behauptung des Satzes folgt nun unmittelbar aus (2.36) (bzw. (2.41)) und der
Definition des Raumes Lq, µ(Q+R).
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2.3 Lq, µ(Ω)-Regularität für beliebige Gebiete mit C2-Rand
Lokale Koordinatentransformation
Sei Ω ⊂ Rn eine offene beschränkte Menge mit ∂Ω ∈ C2. Sei x0 ∈ ∂Ω beliebig gewählt.
Dann existiert eine offene Umgebung U von x0 und eine zweimal stetig differenzierbare
bijektive Abbildung T : U → Q, so daß
(2.42) det(DT(x)) 6= 0 ∀x ∈ U;
(2.43) T(Ω ∩ U) = Q+,
(2.44) T(∂Ω ∩ U) = Γ.
Weiterhin setzen wir:






∗(T−1(y)) · ξ) (y ∈ Q+, ξ ∈ RnN )
(α = 1, . . . , n; i = 1, . . . , N), wobei
J(x) := |det(DT(x))| (x ∈ U).
Nun sei u ∈W 1, q(Ω; RN ) eine schwache Lösung des Systems
(2.46) DαAαi (∇u) = 0 in Ω (i = 1, . . . , N).
Dann definieren wir U := u ◦ T−1 : Q+ → RN . Mit Hilfe der Kettenregel und An-
wendung der Transformationsformel für das Lebesgue-Integral erhalten wir für beliebige
ψ ∈ C1c (Q+; RN ):∫
Q+
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i dx = 0.
Also ist U eine schwache Lösung des Systems
(2.49) DαÃαi (y,∇U) = 0 in Q+ (i = 1, . . . , N).
Als nächstes verifizieren wir, daß die Koeffizienten Ãαi (α = 1, . . . , n; i = 1, . . . , N) den
Bedingungen (1.20), (1.21) und (1.22) genügen. Dazu setzen wir für y ∈ Q+ und ξ ∈ RnN :
G(y) := (DT)∗(T−1(y)),
η(y, ξ) := G(y) · ξ.


































θ(y) ∀ {y, ξ} ∈ Q
+ × RnN ,
wobei ζ̂(y) = G(y) · ξ/
√
J(T−1(y)) (y ∈ Q+).
Da die Koeffizienten Aαi (α = 1, . . . , n; i = 1, . . . , N) den Bedingungen (1.15) und


















∣∣∣∣ ≤ c0J (1 + |G(y) · ξ|)q−2
∀ y ∈ Q+, ∀ ξ, ζ ∈ RnN .
Aufgrund der Differenzierbarkeitseigenschaften von T folgern wir, daß die Koeffizienten
Ãαi (α = 1, . . . , n; i = 1, . . . , N) den Bedingungen (1.20), (1.21) und (1.22) genügen, wobei






Sei g ∈ W 1, q(µ)(Ω; RN ) (0 < µ < λ) und sei u ∈ W 1, q(Ω; RN ) eine schwache Lösung
des folgenden Dirichlet-Problems:
u = g f.ü. auf ∂Ω(2.52)
DαA
α
i (∇u)) = 0 in Ω (i = 1, . . . , N).(2.53)
Dann setzen wir in Q+ :
U := u ◦ T−1, G := g ◦ T−1, W := U −G.
Aus T ∈ C2(U; Rn) und g ∈W 1, q(µ)(Ω ∩ U; RN ) folgt mit Hilfe der Kettenregel
W ∈W 1, q(Q+; RN ) und W = 0 f.ü. auf Γ,
G ∈W 1, q(µ)(Q+; RN ).
Aus (2.48) ist außerdem ersichtlich, daß W eine schwache Lösung des folgenden Dirichlet-
Problems ist:
W = 0 f.ü. auf Γ.(2.54)
DαÃ
α
i (y,∇W +∇G)) = 0 in Q+ (i = 1, . . . , N).(2.55)
Somit erhält man mit Hilfe von Satz 2.2 unter Verwendung der Dreiecksungleichung für
jedes beliebige 0 < R < 1:
(2.56) ‖∇U‖Lq, µ(Q+R;RnN ) ≤ c
(
1 + ‖∇U‖Lq(Q+;RnN ) + ‖∇G‖Lq, µ(Q+;RnN )
)
.
Zusätzlich schließt man hieraus unter Verwendung der Poincaré-Ungleichung:
(2.57) U ∈ Lq, µ+q(Q+R; R
N ),
(2.58) [U ]Lq, µ+q(Q+R;RN ) ≤ c
(
1 + ‖∇U‖Lq(Q+;RnN ) + ‖∇G‖Lq, µ(Q+;RnN )
)
.
Als nächstes definieren wir V = T−1(Q+1/2). Aufgrund der Güte der Transformation
T bleiben die Morrey- bzw. die Campanato-Raum-Eigenschaften bei der Transformati-
on vermöge T erhalten. Darüber hinaus folgern wir mit Hilfe der Kettenregel und den
Abschätzungen (2.56) und (2.58):
(2.59) u
V
∈ Lq, µ+q ∩W 1, q(µ)(V; RN ),
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(2.60) [u]Lq, µ+q(V;RN ) + ‖∇u‖Lq, µ(V;RnN ) ≤ c
(
1 + ‖∇u‖Lq(Ω;RnN ) + ‖∇g‖Lq, µ(Ω;RnN )
)
.
Nun können wir eine offene Überdeckung V0,V1, . . . ,Vm (V0 ⊂⊂ Ω) der Menge Ω
derart finden, daß (1.60) für V0 und (2.60) für jede der Mengen Vj (j = 1, . . . ,m) gültig
ist. Hieraus ergibt sich die folgende a-priori-Abschätzung
(2.61) [u]Lq, µ+q(Ω;RN ) + ‖∇u‖Lq, µ(Ω;RnN ) ≤ c
(
1 + ‖∇u‖Lq(Ω;RnN ) + ‖∇g‖Lq, µ(Ω;RnN )
)
mit einer Konstanten c > 0, die nur von c0/ν0, q, n,N und ∂Ω abhängt. Somit gilt der
Satz 2.3 Sei g ∈ W 1, q(µ)(Ω; RN ) (0 < µ < λ 5)). Sei u ∈ W 1, q(Ω; RN ) eine schwache
Lösung des Problems (2.52), (2.53), wobei die Bedingungen (1.15) und (1.16) erfüllt seien.
Dann haben wir:
(2.62) u ∈ Lq, µ+q ∩W 1, q(µ)(Ω; RN ),
(2.63) [u]Lq, µ+q(Ω;RN ) + ‖∇u‖Lq, µ(Ω;RnN ) ≤ c
(
1 + ‖∇g‖Lq, µ(Ω;RnN )
)
,
wobei c = const nur von c0/ν0, q, n,N und den Eigenschaften des Randes ∂Ω abhängt.
Satz 2.3 liefert zusammen mit dem Sobolevschen Einbettungssatz die
Folgerung 2.1 Sei u ∈ W 1, q(Ω; RN ) eine schwache Lösung des Problems (2.52), (2.53)
und seien alle Voraussetzungen von Satz 2.3 erfüllt. Falls n ≤ 3 und n− q < µ < 2, so ist
u bezüglich des Exponenten γ := (µ + q − n)/q auf Ω Hölder-stetig . Außerdem gilt die
folgende Abschätzung:
(2.64) ‖u‖C0, γ(Ω;RN ) ≤ c
(
1 + ‖∇g‖Lq, µ(Ω;RnN )
)
.
2.4 L∞(Ω)-a-priori-Abschätzung bis zum Rand
Satz 2.4 Sei Ω ⊂ Rn (n = 2, 3) ein konvexes Gebiet, dessen Rand zur Klasse C2 gehöre.
Seien die Bedingungen (1.15) und (1.16) erfüllt. Sei u ∈ W 1, q(Ω; RN ) (1 < q < 2) eine
schwache Lösung von (2.52), (2.53) mit g ∈ L∞ ∩W 1, q(n−q)(Ω; RN ). Dann ist u auf Ω
5) Hier sei λ gemäß (1.56).
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wesentlich beschränkt und es gibt eine positive Konstante c, die nur von c0/ν0, q, n, N und
der Beschaffenheit von ∂Ω abhängt, so daß
(2.65) ‖u‖L∞(Ω;RN ) ≤ c
(
1 + ‖g‖L∞(Ω;RN ) + ‖∇g‖Lq, n−q(Ω;RnN )
)
.
Beweis. - Sei x0 ∈ Ω beliebig fixiert. Wir setzen d := dist(x0, ∂Ω). Sei y0 ∈ ∂Ω so
gewählt, daß:
|x0 − y0| = d.
Da offensichtlich Bd(x0) ⊂ B2d(y0) gilt, kann man sich mit Hilfe von (1.52) (vgl. Satz 1.3)




|u|q dx ≤ ctn
∫
Bd(x0)






Da nach Voraussetzung die Menge B2d(y0) ∩ Ω konvex ist, erhalten wir nach Anwendung
der Dreiecksungleichung und der Poincaré-Ungleichung
‖u‖q
Lq(B2d(y0)∩Ω;RN )








Aufgrund von n− q < λ ist Satz 2.3 anwendbar, weshalb (2.63) erfüllt ist. Folglich gilt
‖∇u − ∇g‖q
Lq(B2d(y0)∩Ω;RnN )
≤ c dn−q‖∇u − ∇g‖q























|u|q dx ≤ c
(
1 + ‖g‖q





wobei die Konstante c > 0 weder von t, d noch von x0 ∈ Ω abhängt. Unter der Annahme,
daß x0 ∈ Ω ein Lebesgue-Punkt 6) von |u| ist, folgern wir aus (2.70) unter Verwendung
der Hölderschen Ungleichung:












1 + ‖g‖L∞(Ω;RN ) + ‖∇g‖Lq, n−q(Ω;RnN )
)
.
Da fast jeder Punkt x0 ∈ Ω ein Lebesgue-Punkte von |u| ist (siehe in [Stein (1970)]),
folgt die Behauptung des Satzes unmittelbar aus der letzten Abschätzung.
Folgerung 2.2 Seien (1.15) und (1.16) erfüllt. Sei u ∈ W 1, q(BR(x0); RN ) eine schwache
Lösung von (2.52), (2.53) (Ω = BR(x0)) und g ∈ L∞ ∩W 1, q(n−q)(BR(x0); RN ). Dann ist
u wesentlich beschränkt und es gilt die a-priori-Abschätzung:
(2.71) ‖u‖L∞(BR;RN ) ≤ c
(
R+ ‖g‖L∞(BR;RN ) + ‖∇g‖Lq, n−q(BR;RnN )
)
,
wobei c = const > 0 nur von c0/ν0, q, n und N abhängt.
Beweis. - Sei u ∈W 1, q(BR(x0); RN ) eine schwache Lösung des Problems (2.52), (2.53).
Wir betrachten die lineare Koordinatentransfomation T : x 7→ y = (x − x0)/R, welche die







g(T−1(y)) (y ∈ B1).
Mit Hilfe der Transformationsformel für das Lebesgue-Integral verifiziert man, daß
G ∈ L∞ ∩W 1, q(n−q)(B1; RN ),




Überdies ist U ∈W 1, q(B1; RN ) eine schwache Lösung des folgenden Dirichlet-Problems:
U = G f.ü. auf ∂B1(2.73)
DαA
α
i (∇U) = 0 in B1 (i = 1, . . . , N).(2.74)
Aus Satz 2.4 ergibt sich nun, daß U wesentlich beschränkt ist, und mit Hilfe von (2.72)
bestätigt man die folgende a-priori-Abschätzung:




R+ ‖g‖L∞(BR;RN ) + ‖∇g‖Lq, n−q(BR;RnN )
)
.





Dieses Kapitel widmen wir der qualitativen Untersuchung schwacher Lösungen nichtli-
nearer elliptischer Systeme, sowohl für den Fall des kontrollierten Wachstums (vgl. Ab-
schnitt 3.2), als für den des natürlichen Wachstums (vgl. Abschnitt 3.3). Aufgrund der uns
bekannten Gegenbeispiele, können wir nicht wie im skalaren Fall (N = 1) (vgl. [De Giorgi
(1957), Moser (1961), Ladyzenskaya and Ural’ceva (1968)]) erwarten, daß solche schwache
Lösungen Hölder-stetig sind. Es bleibt jedoch die Frage zu klären, ob zumindest partielle
Regularität vorliegt, das heißt: Hölder-Stetigkeit außerhalb einer abgeschlossenen Null-
menge bezüglich des Lebesgue-Maßes (bzw. bezüglich eines geeigneten Hausdorff-Maßes
Hα (0 < α ≤ n)).
Sei Ω ⊂ Rn (n ∈ N ≥ 2) eine beschränkte offene Menge. Wir betrachten das folgende
nichtlineare System partieller Differentialgleichungen:
(3.1) DαAαi (x, u,∇u) = Bi(x, u,∇u) in Ω (i = 1, . . . , N).




i (x, u, ξ)−Aαi (y, v, ξ)| ≤ ω(|x− y|+ |u− v|)(1 + |ξ|q−1)
∀{x, u}, {y, v} ∈ Ω× RN ,∀ξ ∈ RnN ,




ξ 7→ Aαi (x, u, ξ) ist differenzierbar auf RnN
für alle {x, u} ∈ Ω× RN ,










∣∣∣∣ ≤ c0(1 + |ξ|)q−2
∀ {x, u, ξ} ∈ Ω× RN × RnN (c0 = const)







β ≥ ν0(1 + |ξ|)
q−2|η|2
∀ {x, u} ∈ Ω× RN , ∀ ξ, η ∈ RnN (ν0 = const > 0).
Für die Koeffizienten Bi unterscheiden wir die folgenden zwei Fälle:
a) Kontrolliertes Wachstum:
(3.6)
|Bi(x, u, ξ)| ≤ c1(1 + |u|
q∗−1 + |ξ|q−1+q/n) 1)
∀{x, u, ξ} ∈ Ω× RN × RnN (c1 = const)




∀M > 0 ∃a(M) > 0 :
|Bi(x, u, ξ)| ≤ a(M)|ξ|q + b
∀ {x, u, ξ} ∈ Ω× [−M,M ]N × RnN (b = const)
(i = 1, . . . , N).
Anmerkung 3.1 Kombiniert man (3.2) und (3.4), so folgt aus dem Hauptsatz der Diffe-
rential- und Integralrechnung und Lemma A.4, daß
(3.8) |Aαi (x, u, ξ)| ≤ c2(1 + |ξ|q−1) ∀ {x, u, ξ} ∈ Ω× RN × RnN (c2 = const).
1) Hierbei sei q∗ definiert vermöge 1/q∗ := 1/q − 1/n.
3.1 Einführung 51
Eine schwache Lösung des nichtlinearen Systems (3.1) sei folgendermaßen definiert.
Definition 3.1 Seien die Bedingungen (3.8) und (3.6) (bzw. (3.7)) erfüllt. Eine vektorwer-
tige Funktion u ∈ W 1, q(Ω; RN ) (bzw. u ∈ W 1, q ∩ L∞(Ω; RN )) heißt schwache Lösung








Bemerkungen: 1.) Die Frage nach der Regularität von Lösungen partieller Differential-
geichungen wurde bereits Anfang unseres Jahrhunderts gestellt. D. Hilbert hat diese Frage
in einem seiner berühmten Hilbertschen Probleme formuliert und lautet etwa so: In wel-
cher Weise hängt die Glattheit einer Distributionenlösung eines Variationsproblems von
der Glattheit ihrer Koeffizienten ab. Zur Beantwortung dieser Frage war bahnbrechend
eine Arbeit von De Giorgi (1957) (siehe in [De Giorgi (1957)]), wo bewiesen wurde, daß
eine schwache Lösung einer linearen elliptischen partiellen Differentialgleichung mit be-
schränkten Koeffizienten immer Hölder-stetig ist. Zum gleichen Resultat gelangte J.Moser
[Moser (1961)], der zum Teil neue Techniken anwandte, die zur Vereinfachung des Bewei-
ses führten. Weiterführende Resultate auf diesem Gebiet beim Studium des quasilinearen
Falls erzielten O.A. Ladyzenskaja und N.N. Ural’ceva (vgl. [Ladyzenskaya and Ural’ceva
(1968)]).
2.) Daß diese Aussagen für Systeme partieller Differentialgleichungen nicht unbedingt gel-
ten müssen, lehren uns die zahlreichen Gegenbeispiele (vgl. in [Giaquinta (1983)]). Unser
Ziel besteht nun darin, zumindest partielle Hölder-Setigkeit schwacher Lösung nach-
zuweisen. Das Konzept der partiellen Regularität, basiert auf einer Idee von C.B.Morrey
(vgl. [Morrey (1968)]). Hierbei nennt man eine Funktion u : Ω → RN partiell Hölder-stetig
zum Exponenten γ, 0 < γ ≤ 1, falls es eine abgeschlossene Menge Σ ⊂ Ω mit mes(Σ) = 0
(die sogenannte Singulärmenge) gibt, so daß
u
Ω\Σ
∈ C0, γ(Ω \ Σ; RN ).
Außerdem ist man daran interessiert, die Größe der Menge Σ genauer zu charakterisieren,
indem man die Hausdorff-Dimension dieser Menge abschätzt. Mit anderen Worten, wir
suchen das Minimum derjenigen Zahlen 0 < σ ≤ n für die Hσ(Σ) = 0 2) gilt. Diese Zahl
heißt dann auch die Hausdorff-Dimension der Menge Σ.
3.) Unter zusätzlichen Voraussetzungen an die Struktur der Koeffizienten Aαi konnte in
[Koshelev (1978), Uhlenbeck (1977)] die Hölder-Setigkeit von u bewiesen werden. Weitere
Resultate hierzu sind außerdem bekannt, falls u ein Minimalelement ist, d.h. falls das
System (3.1) als Eulersche Gleichung aufgefaßt werden kann (vgl. E.Acerbi, N. Fusco,
[Acerbi and Fusco (1989)] ).
2) Hier bezeichne Hσ das äußere Hausdorff-Maß bezüglich des Exponenten σ (siehe in [Giusti (1969)]).
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Bei der Untersuchung der oben erwähnten Gegenbeispiele fällt uns allerdings auf, daß
die Dimension n jeweils größer oder gleich 4 gewählt werden mußte, was die Vermutung
nahelegt, daß in Fällen n ≤ 3 eventuell volle Regularität der schwachen Lösung vorliegt.
Tatsächlich wurde ein solches Resultat von S. Campanato in [Campanato (1982)] für schwa-
che Lösungen u ∈ W 1, q(Ω; RN ) des Systems (3.1) im Fall des kontrollierten Wachstums
bewiesen, unter der Voraussetzung, daß die Koeffizienten Aαi nicht von u ∈ RN abhängen,
während der Autor für die anderen Fälle nur partielle Hölder-Setigkeit der schwachen
Lösung zeigt.
In diesem Kapitel werden wir Campanatos Resultat verallgemeinern und beweisen
die partielle Stetigkeit des Gradienten einer schwacher Lösungen von (3.1) im Fall des
kontrollierten Wachstums für beliebige Dimensionen n. Gleichzeitig werden wir partielle
Hölder-Setigkeit des Gradienten von u beweisen, falls die Koeffizienten Aαi bezüglich der
Variablen x und u Hölder-stetig sind.
Im Abschnitt 3.3 werden wir zusätzlich den Fall des natürliches Wachstums untersu-
chen und unter der Einschränkung q > 2n/(n+ 2) partielle Stetigkeit des Gradienten der
schwachen Lösung beweisen.
Wir beginnen mit einigen Bezeichnungen, um die nachfolgenden Betrachtungen über-















(1 + |∇u|q) dx
)1/q
.
Die folgende Definition liefert ein hinreichendes Kriterium für partielle Regulariät (sie-
he unten Satz 3.1).








genüge. Wir sagen, eine Funktion u ∈ W 1, q(Ω; RN ) erfüllt die allgemeine partielle
Regularitätseigenschaft bezüglich ω0, falls es positive Konstanten δ und τ (0 < τ <
1
2) gibt, so daß die folgende Bedingung gilt:
Für jedes M > 0 existieren positive Konstanten ε1 = ε1(M) und R1 = R1(M), so daß
(3.11) Φ(u;x0, τR) ≤
√
τΦ(u;x0, R) + ω0(R)M δ
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für all diejenigen x0 ∈ Ω und 0 < R < min{dist(x0, ∂Ω), R1} mit
(3.12) Φ(u;x0, R) ≤ ε1, M(u;x0, R) ≤ M.
Der nächste Satz beinhaltet eine allgemeine Regularitätsaussage für Funktionen, die
einer geeigneten strukturellen Bedingung gemäß Definition 3.2 genügen.
Satz 3.1 Sei ω0 : [0,+∞) → [0,+∞) eine nichtfallende Funktion, die der Bedingung
(3.10) genüge. Sei u ∈ W 1, q(Ω; RN ) (1 < q < +∞) eine Funktion, welche die allgemeine
partielle Regularitätseigenschaft bezüglich ω0 erfüllt (siehe Definition 3.2).
a) Dann gibt es eine offene Menge Ω0 ⊂ Ω mit mes(Ω \ Ω0) = 0, so daß
(3.13) u
Ω0
∈ C1(Ω0; RN ).
b) Existiert außerdem eine Zahl 0 < µ < 1 und eine positive Konstante L, so daß ω0(t) ≤
L tµ für alle t ∈ (0, 1), so gibt es eine offene Menge Ω0 ⊂ Ω mit mes(Ω \ Ω0) = 0 und
(3.14) ∇u
Ω0
∈ C0, γ(Ω0; RnN ) für ein γ ∈ (0, µ).
Beweis. - a) Sei u ∈ W 1, q(Ω; RN ) (1 < q < +∞) eine Funktion, welche der allgemeinen














M(u;x0, R) = +∞
}
.
Sei x0 ∈ Ω \ Σ beliebig gewählt. Dann setzen wir
(3.15) M := 3 sup
R>0
M(u;x0, R) < +∞.
Nun bezeichnen ε1 = ε1(M) und R1 = R1(M) die Zahlen aus Definition 3.2. Überdies
sei λ0 die positive Konstante aus (a.10) (vgl. Lemma A.5). Aufgrund von (3.10) und der
Voraussetzung x0 /∈ Σ findet man eine Zahl R2, 0 < R2 < min{dist(x0, ∂Ω), R1}, so daß























Wegen der Absolutstetigkeit des Lebesgue-Integrals gibt es eine Zahl 0 < rx0 < dist(x0,
∂Ω)−R2, so daß für jedes y ∈ Brx0 (x0):

























Nun sei y ∈ Brx0 (x0) beliebig fixiert. Für m ∈ N ∪ {0} setzen wir
φm := φm(y) = Φ(u; y, τmR2),





Als nächstes zeigen wir, daß die Folgen (φm), (Mm) und (sm) den Voraussetzungen (E1)-
(E5) von LemmaA.8 genügen:





also (E1). Die Bedingung (E2) verifiziert man sofort unter Verwendung von (a.10) (siehe
Lemma A.5). Die Voraussetzung (E3) folgt unmittelbar aus (3.18), während (E4) wegen

















Somit ergibt sich nach (3.20)






was schließlich die Voraussetzung (E5) impliziert.
Nun sind wir in der Lage das Lemma A.8 anzuwenden und erhalten
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(3.21) φm ≤ τm/2φ0 +
m−1∑
k=0
τ (m−k)/2sk ∀m ∈ N.
Aus (3.21) folgt nun standardgemäß:
(3.22) Φ(u; y, σ) ≤ c(n, q, τ, ε1)ω1(σ) ∀ 0 < σ ≤ R2,






τ (m−k)/2sk für σ ∈ (τmR2, τm−1R2] (m ∈ N)
ε1 + s0 für σ > R2.





Da die Konstante in (3.22) weder von y noch von σ abhängt, haben wir
∇u
Brx0 (x0)
∈ Lq, n(ω1)(Brx0 (x0); R
nN ), 3)
und nach Anwendung von Satz A.1 folgt
(3.23) ∇u
Brx0 (x0)
∈ C(Brx0 (x0); R
nN ).
Die gesuchte Menge Ω0, die der Anforderung des Satzes genügt, erhält man durch Ver-
einigung aller offenen Kugeln Brx0 (x0) (x0 ∈ Ω \ Σ), für die (3.23) erfüllt ist. Da Ω0 die
Menge der Lebesgue-Punkte von ∇u umfaßt, gilt mes(Ω \ Ω0) = 0.
2◦ Wir nehmen nun zusätzlich an, daß ω0(t) ≤ L tµ für alle 0 < t < 1 (L = const) für ein
0 < µ < 1. Sei x0 ∈ Ω′ \Σ (Ω′ ⊂⊂ Ω). Unter Beibehaltung der oben eingeführten Bezeich-
nungen erhält man mit der gleichen Argumentation wie in 1◦ mit Hilfe von Lemma A.8













3) Zur Definition des Raumes Lq, n(ω1)(Ω) siehe DefinitionA.1.
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(m ∈ N). Elementar folgert man hieraus die Abschätzung





∀ 0 < σ ≤ R2, (y ∈ Brx0 (x0)).
Unter Verwendung Campanatos Resultat in [Campanato (1963)] folgern wir hieraus:
(3.24) ∇u
Brx0 (x0)
∈ C0, µ(Brx0 (x0); R
nN ).
Wie oben können wir Ω0 als Vereinigung aller offenen Kugeln Brx0 (x0), für die (3.24) gilt,
definieren. Der Beweis des Satzes ist somit vollständig erbracht.
3.2 Der Fall des kontrollierten Wachstums
Im vorliegenden Abschnitt untersuchen wir schwache Lösungen des Systems (3.1) bei kon-
trolliertem Wachstum. Unser Hauptresultat ist hierbei der
Satz 3.2 Seien die Bedingungen (3.2)−(3.6) erfüllt. Sei u ∈ W 1, q(Ω; RN ) eine schwache
Lösung des Systems (3.1).
(i) Genügt der Stetigkeitsmodul ω der Koeffizienten Aαi (α = 1, . . . , n; i = 1, . . . , N)







so existiert eine offene Menge Ω0 ⊂ Ω mit mes(Ω \ Ω0) = 0, derart daß
(3.26) u
Ω0
∈ C1(Ω0; RN ).
(ii) Genügt der Stetigkeitsmodul ω zusätzlich der Bedingung




∀ t ∈ (0,+∞),
(L = const; 0 < θ < 1), so existiert eine offene Menge Ω0 ⊂ Ω mit mes(Ω \ Ω0) = 0 und
(3.28) ∇u
Ω0
∈ C0, γ(Ω0; RnN ) für ein 0 < γ < 1.
Beim Beweis von Satz 3.2 machen wir von den folgenden zwei Lemmas Gebrauch. Wir
beginnen mit einem in der Literatur bekannten Resultat höherer Integrierbarkeit, welches
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auf einer Idee von Gehring (vgl. [Gehring (1973)]) und Giaquinta-Modica (vgl. [Giaquinta
and Modica (1979a), Giaquinta (1983)]) beruht.
Lemma 3.1 Seien die Bedingungen (3.4)−(3.6) und (3.8) erfüllt. Sei u ∈ W 1, q(Ω; RN )
eine schwache Lösung des Systems (3.1). Dann gibt es eine Zahl r > 1 derart, daß ∇u ∈
Lrqloc(Ω; R
nN ). Ferner existiert eine positive Zahl R0, so daß für jedes Paar konzentrischer











(1 + |u|q∗ + |∇u|q) dx,
wobei c = const nur von c0/ν0, c1, c2, q, n,N und u abhängt.
(Den vollständigen Beweis findet man in Campanato, [Campanato (1982)]).
Dem nächsten Lemma sei die folgende Bemerkung vorangestellt:
Anmerkung 3.2 Seien x0 ∈ Ω und 0 < R < dist(x0, ∂Ω) gegeben. Dann existiert für




i (x0, uBR ,∇v) = 0 in BR/2 (i = 1, . . . , N)(3.30)
v = u f.ü. auf ∂BR/2.(3.31)
In den nachfolgenden Betrachtungen sei 0 < τ < 12 , so gewählt daß
(3.32) 2n+3A
√
τ ≤ 1. 4)
Nun gilt das folgende
Lemma 3.2 Seien die Bedingungen (3.2)−(3.6) erfüllt. Sei u ∈W 1, q(Ω; RN ) eine schwa-
che Lösung des Systems (3.1). Ferner, sei Ω′ ⊂⊂ Ω eine beliebige fixierte offene Menge.
a) Es existiert eine Konstante K1, die nur von c0/ν0, c1, c2, q, n,N und Ω′ abhängt sowie
eine Konstante 1 < r < +∞ (r′ ≥ n/q′), so daß für beliebige x0 ∈ Ω′ und 0 < R <


















4) Hier bezeichne A die positive Konstante in (1.30).
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wobei v ∈ W 1, q(BR/2; RN ) die schwache Lösung des Dirichlet-Problems (3.30), (3.31)
bezeichne.
b) Für jedes M > 0 gibt es positive Zahlen ε1 = ε1(M) und R1 = R1(M) mit der
folgenden Eigenschaft:
Seien x0 ∈ Ω′ und 0 < R < min{dist(x0, ∂Ω′), R1}, so daß
(3.34) Φ(u;x0, R) ≤ ε1 und M(u;x0, R) ≤ M,
dann haben wir die Abschätzung:
(3.35) Φ(u;x0, τR) ≤
√









Beweis. - 1◦ Sei Ω′ ⊂⊂ Ω eine beliebig gewählte offene Menge und seien x0 ∈ Ω′, 0 < R <
min{dist(x0, ∂Ω′), 1}. Sei v ∈W 1, q(BR/2; RN ) die schwache Lösung des Dirichlet-Problems




Aαi (x0, uBR ,∇v)Dαϕ
i dx = 0 ∀ϕ ∈W 1, q◦ (BR/2; RN ).
Nun setzen wir w := u − v. Kombiniert man (3.9) und (3.36), so sieht man, daß für

























(x0, uBR ,∇u(x) − (1− t)∇w(x)) dt (x ∈ BR/2).
Da w ∈ W 1, q◦ (BR/2; RN ) eine für (3.37) zulässige Testfunktion ist, folgt unter Beach-
tung von (3.2), (3.5) und (3.6) zusammen mit Lemma A.4













(1 + |u|q∗−1 + |∇u|q−1+q/n)|w|dx = I1 + I2.
(i) Um I1 abzuschätzen, benutzen wir die Höldersche Ungleichung und höhere Integrier-




































und K0 = const nur von n, q,N und von sup
t≥0
ω(t) abhängt.
Kombiniert man die letzten beiden Abschätzungen, so erhält man
I1 ≤ cO(x0, R)
(∫
BR






(ii) Für die Abschätzung des zweiten Integrals verwenden wir die Höldersche Ungleichung


























so folgt unter Berücksichtigung der Abschätzung (a.9) (vgl. Lemma A.5)
I2 ≤ cRM(u;x0, R)q/n
(∫
BR















Setzt man in (3.38) die Abschätzungen von I1 und I2 ein, so folgt∫
BR/2
















(1 + |∇u|q) dx
)(2−q)/2(∫
BR/2









(1 + |∇u|+ |∇w|)q−2|∇w|2 dx
)q/2
.
Kombiniert man die Ungleichungen (3.40) und (3.41), so folgt∫
BR/2



















Schließlich findet man nach Anwendung der Hölderschen und der Youngschen Ungleichung
sowie der Abschätzung (a.9):




























womit die erste Abschätzung (3.33) gezeigt ist.
b) Sei M > 0 beliebig fixiert. Wir setzen
ε1(M) := 2−(n+2)ε0(2τ, 2nM),














Seien x0 ∈ Ω′ und 0 < R < min{dist(x0, ∂Ω′), R1}, derart daß die Bedingung (3.34)
erfüllt ist. Sei nun v ∈W 1, q(BR/2;RN ) die schwache Lösung des Dirichlet-Problems (3.30),
(3.31). Nach Anwendung der Dreiecksungleichung, der Abschätzung (3.33) und (3.42)
bekommt man










Überdies verifiziert man leicht unter Beachtung von (3.34)
(3.44) |(∇v)BR/2 | = |(∇u)BR/2 | ≤ 2
n/qM(u;x0, R) ≤ 2nM,





≤ M(u;x0, R) ≤ M.
Mit (3.43), (3.44) und (3.45) sind wir in der Lage, den Satz 1.2 anzuwenden, indem wir
dort τ durch 2τ und M durch 2nM ersetzen. Somit erhält man unter Berücksichtigung
von (3.32) nach Anwendung der Dreiecksungleichung, der Ungleichung (1.30) und (3.33)
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was auch die Behauptung b) von Lemma 3.2 beweist.
Beweis von Satz 3.2 - Sei 0 < τ <
1
2
so gewählt, daß (3.32) erfüllt ist. Dann setzen wir:








2q′r′ ) (R > 0).
1◦ Zunächst nehmen wir an, daß die Funktion ω aus (3.2) der Dini-Bedingung (3.25)







und zusammen mit Lemma3.2 b) ist klar, daß u der allgemeinen partiellen Regula-
ritätseigenschaft gemäß Definition 3.1 genügt. Die Behauptung (i) des Satzes folgt nun
unmittelbar aus Satz 3.1, a).











; c′ = const > 0
)
,
und die Behauptung (ii) des Satzes ergibt sich aus Satz 3.1, b).
3.3 Der Fall des natürlichen Wachstums
Mit der gleichen Methode wie im Fall des kontrollierten Wachstums (vgl. Abschnitt 3.2)
erhalten wir auch im Fall des natürlichen Wachstums partielle Stetigkeit (bzw. partielle
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Hölder-Stetigkeit) des Gradienten der schwachen Lösung u des Systems (3.1). Hierbei
unterscheiden wir die folgenden zwei Fälle:
1) Der Fall n ≤ 3: Hier verwenden wir die Methode des ”Einfrierens der Koeffizienten“
und benutzen die L∞-a-priori-Abschätzung (2.65) aus Satz 2.4 (vgl. Abschnitt 2.3).
2) Der Fall n ≥ 4: In diesem Fall ist es nicht möglich, die oben erwähnte Methode
anzuwenden. Es gelingt uns jedoch, unter der zusätzlichen Voraussetzung q > 2n/(n +
2) und Anwendung der sogenannten indirekten Methode, ein analoges Resultat partieller
Regularität schwacher Lösungen u ∈ W 1, q ∩ L∞(Ω; RN ) des Systems (3.1) zu beweisen.
Das Hauptresultat dieses Abschnittes ist der folgende
Satz 3.3 Seien die Bedingungen (3.2)−(3.5) und (3.7) erfüllt. Ferner sei







Sei u ∈W 1, q ∩L∞(Ω; RN ) eine schwache Lösung des Systems (3.1), die der folgenden
Kleinheitsforderung genüge:
(3.48) 2a(K)K < ν0 (K := ess sup
x∈Ω
|u(x)|).
(i) Genügt der Stetigkeitsmodul ω in (3.2) der Bedingung (3.25), so existiert eine offene
Menge Ω0 ⊂ Ω mit mes(Ω \ Ω0) = 0 und
(3.49) u
Ω0
∈ C1(Ω0; RN ).
(ii) Genügt ω der Bedingung (3.27), so existiert eine offene Menge Ω0 ⊂ Ω mit mes(Ω \
Ω0) = 0 und
(3.50) ∇u
Ω0
∈ C0, γ(Ω0; RnN ) für ein 0 < γ < 1.
Dem Beweis von Satz 3.3 stellen wir einige Lemmas voran. Wie im Fall des kontrol-
lierten Wachstums erhält man auch hier ein analoges Resultat höherer Integrierbarkeit
nach der bekannten Methode von Gehring-Giaquinta-Modica (vgl. in [Gehring (1973),
Giaquinta and Modica (1979a)]).
Lemma 3.3 Seien (3.4), (3.7) und (3.8) erfüllt. Sei u ∈W 1, q ∩L∞(Ω; RN ) eine schwache
Lösung des Systems (3.1), die außerdem der Kleinheitsbedingung (3.48) genügt. Dann gibt
es eine Zahl r > 1 derart, daß ∇u ∈ Lrqloc(Ω; R
nN ). Ferner existiert eine positive Zahl R0,











(1 + |∇u|q) dx,
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wobei c = const > 0 nur von c0/ν0, c2, a, b, n,N, q, und u abhängt.
(Der Beweis von Lemma3.3 verläuft analog wie der von Lemma 3.1 (siehe [Campanato
(1986)]).)
Als nächstes leiten wir eine Morrey-Raum-Eigenschaft her. Dazu das folgende
Lemma 3.4 Seien (3.4), (3.7) und (3.8) erfüllt. Sei u ∈W 1, q ∩L∞(Ω; RN ) eine schwache
Lösung des Systems (3.1) mit (3.48). Sei Ω′ ⊂⊂ Ω eine beliebige offene Menge. Dann gibt
es eine positive Konstante c = c(c0/ν0, c2, a, b, q, n,N, u, 1/dist(Ω′,Ω)), so daß für alle
x0 ∈ Ω′ und 0 < R < dist(Ω′, ∂Ω):
u ∈W 1, q(n−q)(BR; RN ),
(3.52) ‖∇u‖Lq, n−q(BR;RnN ) ≤ c
(
1 + ‖u‖L∞(Ω;RN )
)
.
Beweis. - Sei Ω′ ⊂⊂ Ω. Seien x0 ∈ Ω′ und 0 < R < dist(Ω′, ∂Ω) beliebig gewählt. Seien








(σq + |u|q) dx. 5)











1 + ‖u‖L∞(Ω;RN )
)
∀ y ∈ BR(x0), ∀ 0 < σ ≤ R,
wobei c = const nur von c0/ν0, c2, a, b, q, n,N, u und 1/dist(Ω′, ∂Ω) abhängt. Die Behaup-
tung folgt nun sofort aus (3.52) und der Definition des Morrey-Raumes Lq,n−q(BR; RnN ).
Aus Lemma3.4 erhalten wir unter Verwendung von (2.71) (vgl. Folgerung 2.2) unmit-
telbar die
Folgerung 3.1 Unter den gleichen Voraussetzungen wie in Lemma3.4 sei u eine schwache
Lösung von (3.1) (n ≤ 3), so daß die Kleinheitsbedingung (3.48) erfüllt ist. Dann gibt es
für jedes Ω′ ⊂⊂ Ω eine positive Konstante c, die nur von c0/ν0, c2, a, b, q, n,N, u und
1/dist(Ω′, ∂Ω) abhängt mit folgender Eigenschaft:
5) Der Beweis von (3.53) verläuft fast völlig analog wie der Beweis der Caccioppoli-Ungleichung (1.48)
(vgl. Lemma1.6) unter Berücksichtigung der Kleinheitsforderung (3.48).
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Seien x0 ∈ Ω und 0 < R < min{dist(Ω′, ∂Ω), 1} beliebig gegeben. Ist v ∈ W 1, q(BR; RN )
die eindeutig bestimmte Lösung des Dirichlet-Problems (3.30), (3.31), so gilt die folgende
Abschätzung:
(3.55) ‖v‖L∞(BR;RN ) ≤ c
(
1 + ‖u‖L∞(Ω;RN )
)
.
Wir kommen nun zum Beweis von Satz 3.3. Dabei behandeln wir die Fälle n ≤ 3 und
n ≥ 4 jeweils getrennt.
Beweis von Satz 3.3 für den Fall n ≤ 3
Wie im Beweis von Satz 3.2 wählen wir 0 < τ < 12 derart daß
(3.56) 2n+3A
√
τ ≤ 1. 6)
Mit einer analogen Argumentation, die für den Beweis von Satz 3.2 benutzt wurde,
folgt auch hier die Behauptung von Satz 3.3 unmittelbar aus Satz 3.1 unter Benutzung des
nachstehenden Lemmas.
Lemma 3.5 Seien (3.2)−(3.5) und (3.7) erfüllt. Sei u ∈ W 1, q ∩ L∞(Ω; RN ) (n ≤ 3) eine
schwache Lösung des Systems (3.1), die der Kleinheitsforderung (3.48) genügt. Ferner sei
Ω′ ⊂⊂ Ω eine beliebige fixierte offene Menge.
a) Es existiert eine Konstante K1, die nur von c0/ν0, a, b, n,N, q, τ,Ω′ und u abhängt



















wobei v ∈ W 1, q(BR/2; RN ) die schwache Lösung des Dirichlet-Problems (3.30), (3.31)
bezeichne.
b) Zu jedem M > 0 gibt es positive Zahlen ε1 = ε1(M) und R1 = R1(M) mit folgender
Eigenschaft:
Ist für x0 ∈ Ω′ und 0 < R < dist(Ω′, ∂Ω) die Bedingung
(3.58) Φ(u;x0, R) ≤ ε1 und M(u;x0, R) ≤ M
6) A gemäß (1.30) (vgl. Satz 1.2).
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erfüllt, so haben wir die Abschätzung
(3.59) Φ(u;x0, τR) ≤
√









Beweis. - a) Sei Ω′ ⊂⊂ Ω beliebig, aber fixiert. Seien x0 ∈ Ω′ und 0 < R < dist(Ω′, ∂Ω).













(1 + |∇u|)q|w|dx = I1 + I2.
(i) Mit der gleichen Argumentation wie beim Beweis von Lemma 3.2 finden wir
I1 ≤ O(x0, R)
( ∫
BR














und K0 = const nur von q, n,N und von sup
t≥0
ω(t) abhängt.
(ii) Um das Integral I2 abzuschätzen, verwenden wir die Ungleichung (3.55) (siehe Folge-








(1 + |∇u|)q|w|q/r′ dx.










(1 + |∇u|)q dx.
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Nach Einsetzen der Abschätzungen von I1 und I2 in (3.60) erhält man analog wie im
Beweis von Lemma 3.2 mit Hilfe der Hölderschen Ungleichung:
∫
BR/2
|∇w|q dx ≤ cO(x0, R)q/2
{( ∫
BR
















































































(1 + |∇u|)q dx
)1+1/r′
,
was die Gültigkeit der Behauptung (3.57) bestätigt.
2.) Die Aussage b) erhält man mit einem analogen Schluß wie in Lemma3.2 unter Ver-
wendung von Satz 1.2 und der oben hergeleiteten Abschätzung (3.57).
Beweis von Satz 3.3 für den fall n ≥ 4
Wir nehmen an, der Stetigkeitsmodul ω der Koeffizienten Aαi (α = 1, . . . , n; i = 1, . . . ,
N) genüge der Dini-Bedingung (3.25). Nach Lemma A.9 existiert eine nichtwachsende
Funktion γ : (0, 1] → (0,+∞) mit lim
t→0+





















genügt. Wie oben folgt die Aussage von Satz 3.3 aus Satz 3.1 unter Verwendung des fol-
genden Hauptlemmas.
Lemma 3.6 Seien die Bedingungen (3.2)− (3.5) und (3.7) sowie (3.25) erfüllt. Sei u ∈
W 1, q ∩ L∞(Ω; RN ) ( 2nn+2 < q < 2) eine schwache Lösung des Systems (3.1), welche der
Kleinheitsbedingung (3.48) genügt. Dann gibt es für jedes τ ∈ (0, 12) und für jedes M > 0
eine positive Konstante ε0 = ε0(τ,M), so daß die Ungleichung
(3.63) Φ(u;x0, τR) ≤ 2Aτ(Φ(u;x0, R) + ω0(R)) 7)
für all diejenigen x0 ∈ Ω und 0 < R < dist(x0, ∂Ω) gültig ist, für die gilt:
(3.64) Φ(u;x0, R) + ω0(R) ≤ ε0 und M(u;x0, R) ≤ M.
Beweis. - Wir führen den Beweis indirekt. Nehmen wir also an, es existieren Zahlen τ ∈
(0, 12) und M > 0, für welche die Behauptung des Lemmas nicht gilt. Dann existieren
1) zwei Nullfolgen (εm) und (Rm) positiver reeller Zahlen,
2) eine Folge (xm) von Punkten in Ω,
derart, daß für alle m ∈ N gilt:
Φ(u;xm, Rm) + ω0(Rm) = εm, M(u;xm, Rm) ≤ M,(3.65)
Φ(u;xm, τRm) > 2Aτ(Φ(u;xm, Rm) + ω0(Rm)).(3.66)
Als nächstes definieren wir
vm(y) :=








(xm, uBRm , tεm∇vm(y) + λm) dt (y ∈ B1)
(α, β = 1, . . . , n; i, j = 1, . . . , N), wobei
7) A gemäß (1.7) (siehe Satz 1.1).
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λm := (∇u)BRm (m ∈ N).
Mit Hilfe der Transformationsformel für das Lebesgue-Integral folgert man aus (3.65)















Φ(vm; 0, τ) > 2Aτ
(





Aus (3.9) schließt man außerdem, unter Verwendung des Hauptsatzes der Differential- und















Aαi (xm, uBRm , εm∇vm + λm)−









Bi(xm +Rmy, u(xm +Rmy), εm∇vm + λm)ψi dy
∀ψ ∈ C1c (B1; RN ) (m ∈ N).
Unmittelbar aus der Definition von vm folgt (vm)B1 = (∇vm)B1 = 0, und wegen (3.68)
erhält man nach Anwendung der Poincaré-Ungleichung
(3.71) ‖vm‖W 1, q(B1) ≤ c‖∇vm‖Lq(B1;RN ) = cΦ(vm; 0, 1) ≤ c.
Indem man ggf. zu einer Teilfolge übergeht, kann man annehmen, daß die folgenden
Konvergenzeigenschaften erfüllt sind
xm → x∗ in Rn, uBRm → u∗ in R
N , λm → λ∗ in RnN ,(3.72)
vm → v in L2(B1; RN ),(3.73)
Dαvm ⇀ Dαv in Lq(B1; RN ),(3.74)
εm(Dαvm)(y) → 0 ffa. y ∈ B1,(3.75)
Aαβij(m)(y) → A
αβ
ij(∗) ffa. y ∈ B1(3.76)
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(x∗, u∗, λ∗) = const (α, β = 1, . . . , n; i, j = 1, . . . , N).
In der Tat, (3.72) folgt aus der Beschränktheit der Folgen (xm), (uBRm ) und (λm) (vgl.
(3.67)), während man (3.73) und (3.74) wegen der Kompaktheit der Einbettung
W 1, q(B1; RN ) ⊂ L2(B1; RN ) 8)
und der Reflexivität des Raumes Lq(B1; RN ) erhält. Für den Beweis von (3.75) benutzt
man die Tatsache, daß die Folge (εmDαvm) bezüglich der Lq(B1; RN )-Norm gegen 0 kon-
vergiert. Nach dem Satz von Riesz-Fischer existiert daher eine Teilfolge (vmj ), so daß
(3.75) erfüllt ist. Schließlich verifiziert man (3.76) leicht unter Verwendung von (3.72),
(3.75) und (3.3).
Sei ψ ∈ C∞c (B1; RN ) fixiert. Nun sind wir in der Lage in (3.70) den Grenzübergang
m→ +∞ durchzuführen:
(i) Aus (3.76) schließt man unter Verwendung des Satzes von Lebesgue
(3.77) Aαβij(m)Dαψ → A
αβ
ij(∗)Dαψ in L
q′(B1; RN ) für m→ +∞.














für m→ +∞ (α, β = 1, . . . , n; i, j = 1, . . . , N).
(ii) Als nächstes werden wir die rechte Seite von (3.70) abschätzen.
1◦ Berücksichtigt man (3.2), so folgt mit Hilfe der Hölderschen Ungleichung unter Ver-
wendung von Lemma A.10











Aαi (xm, uBRm , εm∇vm + λm)−










































wobei c = const > 0 nicht von m ∈ N abhängt.















(a|εm∇vm + λm|q + b) dy ≤ c′
√
Rm,
wobei c′ = const > 0 nicht von m ∈ N abhängt. Also
I1(m) + I2(m) → 0 für m→ +∞.






i dy = 0 ∀ψ ∈ C∞c (B1; RN ).







2 ∀ η ∈ RnN ;
(1 + |λ∗|)2−q
∣∣∣Aαβij(∗)∣∣∣ ≤ c0 (α, β = 1, . . . , n; i, j = 1, . . . , N).
Der Satz 1.1 liefert somit die fundamentale Abschätzung
(3.80) Φ(v; 0, τ) ≤ AτΦ(v; 0, 1).




Φ(vm; 0, τ) = Φ(v; 0, τ).
Somit ergibt sich aus (3.69) unter Verwendung der Unterhalbstetigkeit der Norm
2AτΦ(v; 0, 1) ≤ 2Aτ lim inf
m→∞
Φ(vm; 0, 1) ≤
≤ lim
m→∞
Φ(vm; 0, τ) = Φ(v; 0, τ),
was wegen Φ(vm; 0, τ) > 0 ein Widerspruch zu (3.80) ist. Folglich kann unsere Annahme
nicht richtig sein.
Es bleibt also nur noch die Konvergenzeigenschaft (3.81) zu beweisen. Hierfür wählen
wir eine Schnittfunktion ζ ∈ C∞(Rn), so daß: 0 ≤ ζ ≤ 1 in Rn, ζ ≡ 0 in Rn \ B1/2 und
ζ ≡ 1 auf Bτ . Offensichlich ist dann
ψ(y) = (vm(y)− v(y))ζ2(y) (y ∈ B1)
eine sowohl für (3.70) als auch für (3.79) zulässige Testfunktion. Nach Einsetzen von ψ in





















Aαi (xm, uBRm , εm∇vm + λm)−









Bi(xm +Rmy, u(xm +Rmy), εm∇vm + λm)ψi dy.
Beachtet man (3.5), so bestätigt man leicht nach Anwendung der Produkt- und Ket-
tenregel



































Aαi (xm, uBRm , εm∇vm + λm) −
−Aαi (xm +Rmy, u(xm +Rmy), εm∇vm + λm)
}







Aαi (xm, uBRm , εm∇vm + λm) −
−Aαi (xm +Rmy, u(xm +Rmy), εm∇vm + λm)
}






Bi(xm +Rmy, u(xm +Rmy), εm∇vm + λm)(vim − vi)ζ2 dy =
= I1 + I2 + I3 + I4 + I5 + I6.
(i) Unter Verwendung von (3.4) und der Tatsache, daß v ∈ C1(B1/2; RN ) erhält man mit
Hilfe der Hölderschen und der Youngschen Ungleichung
I1 + I2 + I3 ≤ δ
∫
B1

















ν0 − 2a(‖u‖L∞(Ω;RN ))‖u‖L∞(Ω;RN )
)
(c = const > 0 unabhängig von m ∈ N).
(ii) Nochmaliges Anwenden der Youngschen Ungleichung und Berücksichtigung von (3.2)












[ω(Rm + |u− uBRm |)]































































wobei c eine von m ∈ N unabhängige Konstante bezeichne.









mit einer von m ∈ N unabhängigen Konstanten c > 0.
(iv) Um I6 abzuschätzen, machen wir Gebrauch von den folgenden beiden Abschätzungen.
|εm∇vm + λm|q ≤ (1 + |εm∇vm + λm|)q−2(εm|∇vm −∇v|+ |εm∇v + λm|+ 1)2
≤ ε2m(1 + |εm∇vm + λm|)q−2|∇vm −∇v|2 +(3.83)
+ c (1 + |εm∇vm + λm|)q−2|εm∇vm| + c ≤
≤ ε2m(1 + |εm∇vm + λm|)q−2|∇vm −∇v|2 +
+ c (|εm∇vm + λm|q−1 + 1)
fast überall in B1/2;
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|vm − v|dy = I ′6 + I ′′6 + I ′′′6 .
Für die Abschätzung von I ′6 machen wir Gebrauch von (3.83) und (3.84) und folgern
hiermit
I ′6 ≤ a εmRm
∫
B1










(1 + |εm∇vm + λm|)q−2|∇vm −∇v|2ζ2 dy + cR2σm .
Ähnlich findet man
I ′′6 + I
′′′
6 ≤ cR2σm .
Somit haben wir
I6 ≤ 2a‖u‖L∞(Ω;RN )
∫
B1
(1 + |εm∇vm + λm|)q−2|∇vm −∇v|2ζ2 dy + cR2σm ,
wobei c = const > 0 nicht von m ∈ N abhängt.
Nun erhalten wir nach Einsetzen der Abschätzungen von I1, . . . , I6 in (3.81)





















wobei c = const > 0 nicht von m ∈ N abhängt.
Da wegen (3.73) und (3.76) die rechte Seite von (3.85) für m → +∞ gegen 0 konver-
giert, folgert man die behauptete Konvergenzeigenschaft (3.80), mit Hilfe der Hölderschen
Ungleichung aus dieser Ungleichung und (3.67).
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Kapitel 4
Hölder-Stetigkeit bei zwei und
drei Raumdimensionen
Im vorliegenden Kapitel untersuchen wir schwache Lösungen eines nichtlinearen Systems
bei zwei und drei Dimensionen mit differenzierbaren Koeffizienten ξ 7→ Aαi (ξ). In die-
sen speziellen Fällen zeigen wir, daß eine schwache Lösung solcher Systeme bei geeignet
gewählter rechten Seite lokal zur Klasse C1, µ (bzw. zur Klasse C0, µ) gehören. Darüber
hinaus erhalten wir a-priori-Abschätzungen, die wir im Teil II bei der Untersuchung para-
bolischer Systeme mit analoger Struktur bei zwei und drei Raumdimensionen benötigen
werden.
4.1 Der Fall n = 2
Wir beginnen unsere Untersuchungen für den Fall n = 2. Mit dem Fall n = 3 werden wir
uns im nächsten Abschnitt beschäftigen. Unser erstes Resultat beinhaltet die Existenz der
zweiten schwachen Ableitungen der schwachen Lösung. Hierfür verwenden wir die bekannte
Methode des Differenzenquotienten.
Satz 4.1 Sei f ∈ Lp(Ω; RN ) (p > 2,Ω ⊂ R2) und seien Aαi : R2N → R (α = 1, 2; i =
1, . . . , N) stetig differenzierbare Koeffizienten, die den Bedingungen (1.15) und (1.16) ge-
nügen. Ist u ∈W 1, q(Ω; RN ) eine schwache Lösung von
(4.1) −DαAαi (∇u) = fi in Ω (i = 1, . . . , N),







(4.2) u ∈W 2, rloc (Ω
′; RN ) ∀ r ∈ [1, r0).
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Außerdem haben wir für jedes fixierte r ∈ [1, r0) und jede offene Teilmenge Ω′ ⊂⊂ Ω die
Abschätzung
(4.3) ‖u‖2W 2, r(Ω′;RN ) ≤ c
(






wobei c = const > 0 nur von c0/ν0, N, p, q, r und 1/dist(Ω′, ∂Ω) abhängt.
Beweis. - 1◦ Sei x0 ∈ Ω und sei 0 < R < min{dist(x0, ∂Ω), 1} beliebig fixiert. Sei
g ∈ H1(BR; RN ) und sei ε > 0 beliebig gewählt. Dann bezeichne vε ∈ H1(BR; RN ) die




ε −DαAαi (∇vε) = fi in BR (i = 1, . . . , N),
vε = g f.ü. auf ∂BR.











Benutzt man die Methode des Differenzenquotienten, so ergibt sich aus (4.5) unter
Verwendung geeigneter Testfunktionen ϕ, daß vε ∈W 2, 2loc (BR; R
N ).
Seien nun 0 < σ < ρ < R beliebig gewählt. Sei ζ ∈ C∞c (R2) eine Schnittfunktion, so
daß ζ ≡ 1 auf Bσ, ζ ≡ 0 auf R2 \ Bρ und 0 ≤ ζ ≤ 1, |∇u| ≤ c /(ρ − σ) in R2. Wie man
leicht nachprüft, ist für ein γ ∈ {1, 2} und h ∈ R (0 < h < R− ρ)
ϕ(x) := (Dγζ2∆
(γ)
h vε)(x) (x ∈ BR)
1)










































1) Zur Definition des Differenzenquotienten siehe Kapitel 2.
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|D2vε|2ζ2 dx + ν0
∫
Bρ


























































wε(x) := (1 + |∇vε(x)|)q/2 (x ∈ BR).




(1 + |∇vε|)(q−2)/2(DαDβvjε)(Dβvjε)|∇vε|−1 (α = 1, 2)
fast überall in BR. Dies liefert wε ∈ H1(BR). Darüber hinaus erhält man für beliebiges
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für beliebige 0 < ρ ≤ R, wobei c = const nur von s abhängt.
































































|D2vε|2 dx + ν0
∫
Bσ

















wobei die Konstante c nicht von ε abhängt.
2◦ Wie man leicht nachprüft, ist vε − g eine für die Identität (4.5) zulässige Testfunk-
tion. Nach Einsetzen dieser Funktion in (4.5) findet man mit Hilfe der Hölderschen und

















Kombiniert man (4.11) und (4.12), so folgt
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∫
Bσ











für beliebige 0 < σ < R, wobei c = const > 0 nur von c0/ν0, N, p, q und 1/dist(x0, ∂Ω)
abhängt.
Wegen (4.12) und der Reflexivität des Raumes W 1, q(BR; RN ) existiert eine Funktion
v ∈W 1, q(BR; RN ) und eine Folge positiver Zahlen (εm) mit lim
m→∞
εm = 0, so daß
(4.14) vεm ⇀ v in W
1, q(BR; RN ) für m→ +∞.
Die Abschätzung (4.13) liefert nun zusammen mit (4.14) unter Berücksichtigung der
Kompaktheit der Einbettung
W 2, q(Bσ; RN ) ⊂W 1, q(Bσ; RN )
und der Reflexivität von W 2, q(Bσ; RN )
vεm ⇀ v in W
2, q(Bσ; RN ),(4.15)
vεm → v in W 1, q(Bσ; RN )(4.16)
für m → +∞ (0 < σ < R). Hiermit ist sofort klar, daß v ∈ W 1, q ∩W 2, qloc (BR; R
N ) und




i (∇v) = fi in BR (i = 1, . . . , N)
v = g f.ü. auf ∂BR.













und für alle 0 < σ < R:∫
Bσ
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wobei die Konstante c weder von σ und R noch g abhängt.
3◦ Nun sei u ∈ W 1, q(Ω; RN ) eine schwache Lösung von (4.1). Mit Hilfe eines Standard-
approximationsargumentes findet man eine Folge gm ∈ H1(BR; RN ) (m ∈ N), derart daß
(4.20) gm → u in W 1, q(BR; RN ) für m→ +∞.
Aus 2◦ folgt die Existenz schwacher Lösungen vm ∈W 1, q∩W 2, qloc (BR; R





i (∇vm) = fi in BR (i = 1, . . . , N)
vm = gm f.ü. auf ∂BR (m ∈ N).
Berücksichtigt man die Reflexivität der Räume W 1, q(BR; RN ) und W 2, q(Bσ; RN ) (0 <
σ < R), so folgt mit Hilfe der Abschätzungen (4.18) und (4.19) die Existenz einer Teilfolge
(vmj ) und einer Funktion u ∈W 1, q ∩W
2, q
loc (BR; R
N ), so daß
vmj ⇀ u in W
1, q(BR; RN ),
und für alle 0 < σ < R
vmj ⇀ u in W
2, q(Bσ; RN ),
vmj → u in W 1, q(Bσ; RN )
für j → +∞.
Wegen vmj − gmj ∈ W
1, q
◦ (BR; RN ) und der vorausgesetzten Konvergenzeigenschaft
von gm (m ∈ N) bestätigt man, daß u− u ∈W 1, q◦ (BR; RN ). Überdies verifiziert man, daß




i (∇u) = fi in BR (i = 1, . . . , N)
u = u f.ü. auf ∂BR.
Da die Lösung von (4.22) jedoch eindeutig bestimmt ist, haben wir u = u. Außerdem
schließen wir aus (4.19) nach Ausführung des Grenzüberganges j → +∞∫
Bσ
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für beliebige 0 < σ < R.
Sei Ω′ ⊂⊂ Ω beliebig gewählt. Aus (4.23) folgt unter Verwendung eines Überdeckungs-
argumentes
(1 + |∇u|)q/2 ∈ H1(Ω′; RN )
und ∫
Ω′
(1 + |∇u|)q−2|D2u|2 dx ≤ c
∫
Ω






Insbesondere bekommt man mit Hilfe des Sobolevschen Einbettungssatzes
(4.24) u ∈W 1, sloc (Ω
′; RN ) ∀ 1 ≤ s < +∞,
(4.25) ‖∇u‖Ls(Ω′;R2N ) ≤ c
(





4◦ Unter Verwendung geeigneter Testfunktionen verifiziert man ähnlich wie in 3◦ für
beliebige x0 ∈ Ω, 0 < R < 12 dist(x0, ∂Ω) und für jedes Λ ∈ R
2N die folgende Caccioppoli-
Ungleichung∫
BR









(1 + |f |(p+2)/2 + |∇u|
(2−q)(p+2)
p−2 + |∇u− Λ|
(2−q)(p+2)
p−2 ) dx.
Wählt man Λ ∈ RnN geeignet, und wendet man die in [Naumann and Wolf (1992)] bewie-


















(1 + |f |(p+2)/2 + |∇u|
(2−q)(p+2)
p−2 ) dx,
wobei c = const nur von c0/ν0, q, p und N abhängt. Aus (4.26) erhält man mit Hilfe des
Resultates höherer Integrierbarkeit nach Gehring-Giaquinta-Modica (vgl. [Giaquinta and
Modica (1979a)] bzw. [Giaquinta (1983)], Kap. V) die folgende Abschätzung





























für ein r > 1 (c = const unabhängig von x0, R und u). Hieraus folgert man mit Hilfe
des Sobolevschen Einbettungssatzes, daß ∇u in Ω′ wesentlich beschränkt ist. Mit Hilfe
dieser Information folgert man die Behauptung (4.3) unter Verwendung des Sobolevschen
Einbettungssatzes zusammen mit (4.27) und (4.23).
Benutzt man den Sobolevschen Einbettungssatz, so liefert der Satz 4.1 sofort die
Folgerung 4.1 Unter den Voraussetzungen von Satz 4.1 sei u ∈W 1, q(Ω; RN ) eine schwa-
che Lösung von (4.1). Dann existiert ein µ ∈ (0, 1), so daß
(4.28) u ∈ C1, µ(Ω′; RN ) ∀Ω′ ⊂⊂ Ω.
4.2 Der Fall n = 3
Wir beginnen diesen Abschnitt mit dem Nachweis gebrochener Differenzierbarkeit. Hierbei
verwenden wir die Differenzenmethode. Zunächst machen wir die folgende vorbereitende
Bemerkung.
Die Differenzenmethode: Sei v ∈ Lp(Ω) (1 ≤ p < +∞). Wir setzen v auf Rn durch
0 fort und bezeichnen diese Fortsetzung der Einfachheit halber ebenfalls mit v. Seien
β ∈ {1, . . . n} und h ∈ R \ {0}. Wir definieren die Differenz durch
(τ (β)h v)(x) := v(x+ eβh)− v(x) (x ∈ Ω)
(eβ = (0, . . . 0, 1, 0, . . . 0) [die 1 an der β-ten Stelle]).
Wir haben nun das folgende nützliche Lemma.
Lemma 4.1 Sei v ∈ Lp(Ω) (1 ≤ p < +∞) und sei 0 < µ < 1. Außerdem existiere für eine






p dx ≤ C0|h|µp ∀ 0 < |h| < dist(Ω′, ∂Ω).
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Dann gehört v zu W θ, p(Ω′) für jedes 0 < θ < µ. Außerdem gibt es eine nur von C0, p, n






Lemma 4.2 Sei f ∈ L2(Ω; RN ) und seien Aαi (α = 1, . . . , n; i = 1, . . . , N) Koeffizienten,
die den Bedingungen (1.15) und (1.16) genügen. Sei u ∈ W 1, q ∩ W 1, sloc (Ω; R
N ) für ein
s ∈ [2,+∞) eine schwache Lösung von (4.1). Dann haben wir für beliebige Ω′ ⊂⊂ Ω:
(4.29) u ∈W 1+µ, 2s/(2−q+s)(Ω′; RN ) ∀ 0 < µ < s− q
2− 2q + s
.
Beweis. - Seien Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω′′′ ⊂⊂ Ω beliebig, aber fixiert. Sei ζ ∈ C∞c (Rn) eine
Schnittfunktion, so daß 0 ≤ ζ ≤ 1 in Rn, ζ ≡ 1 auf Ω′ und ζ ≡ 0 auf Rn \ Ω′′. Wie man
leicht nachprüft ist für β ∈ {1, . . . , n} und h ∈ R; 0 < |h| < dist(Ω′′, ∂Ω′′′)
ϕ(x) = (τ (β)−h (τ
(β)
h u)ζ
2)(x) (x ∈ Ω′′)
für (4.5) zulässig. Nach Einsetzen von ϕ in diese Identität folgt in ähnlicher Weise wie in





































Beachtet man die Gleichung






































Schätzt man die rechte Seite von (4.30) mit der soeben hergeleiteten Ungleichung weiter
nach oben ab, benutzt man die Youngsche Ungleichung und anschließend die Höldersche









2− q + s
)
,
wobei C0 = const > 0 nicht von h abhängt. Die Behauptung ergibt sich nun unmittelbar
aus Lemma 4.1.
Satz 4.2 Sei n = 3. Sei f ∈ L2(Ω; RN ) und seien Aαi (α = 1, 2, 3; i = 1, . . . , N) Koeffizien-
ten, die den Bedingungen (1.15) und (1.16) genügen. Ist u ∈ W 1, q(Ω; RN ) (3/2 < q < 2)
eine schwache Lösung von (4.1), dann haben wir für beliebige Ω′ ⊂⊂ Ω:
(4.32) u ∈ C0, µ(Ω′; RN ) ∀ 0 < µ < 2q − 3
2q − 2
.








1◦ Mit Hilfe einer indirekten Methode zeigen wir nun, daß s∗ > 2. Wir nehmen also
an, daß q < s∗ ≤ 2. 2) Sei q < s < s∗ beliebig gewählt. Sei Ω′ ⊂⊂ Ω beliebig fixiert.
Ähnlich wie im Beweis von (4.31) bekommt man bei Wahl einer geeigneten Testfunktion
die Abschätzung
2) Unter Verwendung geeigneter Testfunktionen erhält man mit einer ähnlichen Verfahrensweise wie im
Beweis von Lemma4.2 mit Hilfe von Lemma4.1 gebrochene Differenzierbarkeit von ∇u. Hieraus schließt
man nach Anwendung des Sobolevschen Einbettungssatzes, daß u ∈ W 1, sloc (Ω; R
N ) für ein s > q ist.
Insbesondere gilt s∗ > q.





q dx ≤ C0h
q(5s−6)
4s (β ∈ {1, 2, 3})
für alle 0 < |h| < 1
2
dist(Ω′, ∂Ω), wobei C0 = const > 0 nicht von h abhängt. Unter
Verwendung von Lemma 4.1 folgert man hieraus
u ∈W 1+θ, q(Ω′; RN ) ∀ 0 < θ < 5s− 6
4s
,
und mit Hilfe des Sobolevschen Einbettungssatzes ergibt sich







h(s) > s ∀ q ≤ s < 6q
12− 5q
.




Aufgrund der obigen Annahme, schließt man hieraus q < s∗ < 6q12−5q , also h(s∗) > s∗. Aus
der Stetigkeit von h folgt somit die Existenz einer Zahl s∗ ∈ [q, s∗), so daß h(s∗) > s∗.
Dies würde aber bedeuten, daß u ∈ W 1, sloc (Ω; R
N ) für ein s ∈ (s∗, s∗) ist, was jedoch im
Widerspruch zur Definition von s∗ steht. Folglich ist s∗ > 2.
2◦ Mit einem analogen indirekten Schluß wie in 1◦ erhält man sogar s∗ ≥ 6(q−1). In der
Tat, nimmt man an, daß 2 < s∗ < 6(q − 1), so folgt mit Hilfe von Lemma4.2 zusammen
mit dem Sobolevschen Einbettungssatz
(4.35) u ∈W 1, sloc (Ω; R
N ) ∀ q ≤ s < F (s∗),
wobei
F (t) :=
6t(t− 2q + 2)
3(t− 2q + 2)(t− q + 2)− 2t(t− q)
(t ∈ [1, 6(q − 1)]).
Wie man sich mit Hilfe einer elementaren Rechnung klarmacht, gilt:
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F (t) > t ∀ q < t < 6(q − 1).
Hieraus schließt man, aufgrund der Stetigkeit von F und der Annahme s∗ < 6(q − 1)
auf die Existenz einer Zahl s∗ ∈ [q, s∗) mit F (s∗) > s∗, was jedoch im Widerspruch zur
Definition von s∗ steht. Folglich haben wir
(4.36) u ∈W 1, sloc (Ω; R
N ) ∀ q ≤ s < 6(q − 1).
3◦ Wie man leicht sieht, ist die Voraussetzung q > 3/2 äquivalent zu 6(q − 1) > 3. Aus
dem in 2◦ bewiesenen Resultat erhält man nunmehr u ∈ W 1, s0loc (Ω; R
N ) für ein s0 > 3
und die Behauptung des Satzes ist nun eine unmittelbare Konsequenz des Sobolevschen
Einbettungssatzes.
Anmerkung 4.1 Die indirekte Methode, die wir für den Beweis von Satz 4.2 benutzten,
hatte den Vorteil, schnell zum gewünschten Regularitätsresultat zu gelangen, besitzt je-
doch den Nachteil, keine konkrete Normabschätzung zu liefern. Für spätere Anwendungen
skizzieren wir eine iterative Methode, welche nach endlich vielen Schritten eine brauchba-
re a-priori-Abschätzung liefert. Hierfür benötigen wir die in den Beweisen von Lemma 4.2
von Satz 4.2 hergeleiteten Aussagen.
Sei u ∈ W 1, q ∩W 1, s0loc (Ω; R
N ) (s0 ∈ [2, 6(q − 1)) ) eine schwache Lösung des Systems
(4.1). Mit Hilfe von Lemma 4.2 findet man unter Berücksichtigung von (4.31) sowie An-
wendung des Sobolevschen Einbettungssatzes
(4.37) ‖∇u‖Ls1 (Ω′′;R3N ) ≤ c
(




∀ 1 ≤ s1 < F (s0)
für beliebige offene Mengen Ω′′ ⊂⊂ Ω′ ⊂⊂ Ω, wobei die Konstante c nur von c0/ν0, q,N, s0,
s1 und 1/dist(Ω′′, ∂Ω′) abhängt.
Es ist leicht zu sehen, daß die oben definierte Funktion F : [2, s∗] → R (s∗ = 6(q − 1))
stetig differenzierbar ist und außerdem die folgenden Eigenschaften besitzt
(i) s < F (s) < s∗ ∀ s ∈ [2, s∗); (ii) F (s∗) = s∗; (iii) F ′(s∗) < 1.
Hieraus schließt man auf die Existenz einer positiven Zahl δ0, so daß
(4.38) F (s)− δ0(s∗ − s) > s ∀ s ∈ [2, s∗),
denn anderenfalls gäbe es eine Nullfolge (δk) positiver Zahlen und eine Folge (sk) ⊂ [2, s∗)
mit lim
k→∞
sk = s∗, so daß
F (sk)− δk(s∗ − sk) = sk (k ∈ N),
also
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F (s∗)− F (sk)
s∗ − sk
= 1− δk (k ∈ N).
Dies würde aber bedeuten, daß F ′(s∗) = 1, was jedoch der oben notierten Eigenschaft (iii)
von F widerspricht.
Nun sei δ0 > 0 so gewählt, daß (4.38) gültig ist. Dann definieren wir eine Folge (sk)
gemäß der rekursiven Vorschrift:s1 = 2sk+1 = F (sk)− δ0(s∗ − sk) (k ∈ N).
Offensichtlich ist diese Folge monoton wachsend und es gilt sk → s∗ für k → +∞. Außer-
dem liefert Lemma4.2 für alle k ∈ N:
(4.39) u ∈W 1, s1loc (Ω; R
N ) ⇒ · · · ⇒ u ∈W 1, skloc (Ω; R
N ).
Wendet man die Abschätzung (4.37) zusammen mit (4.39) iterativ an, so ergibt sich
nach k-Schritten (k ∈ N) für beliebige offene Mengen Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω
(4.40) ‖∇u‖2Lsk (Ω′;R3N ) ≤ c
(





wobei c = const nur von c0/ν0, q,N, k und 1/dist(Ω′′, ∂Ω′) abhängt.







Sei X ein (komplexer) Banach-Raum mit der Norm ‖ · ‖X . Mit Lp(a, b;X) (−∞ ≤ a <
b ≤ +∞; 1 ≤ p ≤ +∞) bezeichnen wir den Vektorraum aller (Klassen) stark Bochner-







< +∞ für 1 ≤ p < +∞,
ess sup
t∈(a,b)
‖u(t)‖X < +∞ für p = +∞.
Bezüglich der Norm ‖ · ‖Lp(a,b;X) ist Lp(a, b;X) ein Banach-Raum.
Seien 0 < θ < 1 und 1 ≤ p < +∞ beliebig gewählt. Dann definieren wir den Sobolev-
Slobodetskij-Raum
W θ, p(a, b;X) :=
{































Der Raum W θ, p(a, b;X), ausgestattet mit der Norm
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ist dann ein Banach-Raum. Für den Spezialfall p = 2 schreiben wir Hθ(a, b;X) anstatt
W θ, 2(a, b;X).
Ist a = −∞ und b = +∞, so erhält man elementar unter Verwendung der Transfor-
mationsformel für das Lebesgue-Integral für alle u ∈W θ, p(R;X)
(5.1) |u|p









‖u(t+ h)− u(t)‖pX dt.







Wir notieren, daß die Familie von Halbnormen {p0, p1, . . .} eine lokalkonvexe Topologie auf
S definiert, wodurch dieser Raum zu einem Frechét-Raum wird (vgl. [Lions and Magenes
(1968)]). Die Funktionen aus S werden in der Literatur auch schnell fallend genannt.
Die Fouriertransformierte einer Funktion ϕ ∈ S wird folgendermaßen definiert:





e− i τtϕ(t) dt (τ ∈ R).
Die inverse Fouriertransformierte von ϕ ∈ S ist definiert vermöge der Vorschrift





ei τtϕ(t) dt (τ ∈ R).
Insbesondere ist F ein Homöomorphismus auf S.
Mit S′(R;X) bezeichnen wir den Raum L(S;X), ausgestattet mit der schwachen To-
pologie. Die Elemente aus S′(R;X) heißen auch temperierte Distributionen (mit Werten
in X). Für f ∈ S′(R;X) setzen wir
〈Ff, ϕ〉 = 〈f,Fϕ〉, 〈F−1f, ϕ〉 = 〈f,F−1ϕ〉 (ϕ ∈ S).
Dann gilt in S′(R;X):
F−1 ◦ F = F ◦ F−1 = id.
Somit ist auch F ein Homöomorphismus von S′(R;X) auf sich selbst.
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Sei H ein (komplexer) Hilbert-Raum, dessen Skalarprodukt wir mit (·, ·)H bezeichnen.




(ϕ(t), ψ(t))H dt (ϕ,ψ ∈ H),
womit H zu einem Hilbert-Raum wird.




ϕ(t)ψ(t) dt (ψ ∈ S).
Dann ist Tϕ ∈ S′(R;H). Der Raum H kann somit vermöge der Zuordnung ϕ 7→ Tϕ als
Teilraum von S′(R;H) aufgefaßt werden. Insbesondere ist die Fouriertransformierte einer
Funktion ϕ ∈ H wohldefiniert. Nach dem Satz von Plancherel haben wir
(5.2) (ϕ,ψ)H = (ϕ̂, ψ̂)H, ‖ϕ‖H = ‖ϕ̂‖H ∀ϕ,ψ ∈ H.




∣∣∣ (1 + (·)2)α/2ϕ̂ ∈ H}. 1)




(1 + τ2)α‖ϕ̂(τ)‖2 dτ
)1/2
(ϕ ∈ Hα).




(1 + τ2)α(ϕ̂(τ), ψ̂(τ))H dτ (ϕ,ψ ∈ Hα)
ein Skalarprodukt auf Hα, der damit zu einem Hilbert-Raum wird.








‖ϕ(t+ h)− ϕ(t)‖2H dt = σθ
∫
R
|τ |2θ‖ϕ̂(τ)‖2X dτ ∀ϕ ∈ Hα.
Aus (5.3) und (5.1) schließt man sofort, daß die beiden Räume Hθ(R;H) und Hθ zuein-
ander isomorph sind.
1) Sei F ∈ S′(R; H). Wir sagen F ∈ H, genau dann wenn F sich durch eine Funktion f ∈ H darstellen
läßt, das heißt: 〈F, ϕ〉 = 〈Ff , ϕ〉 =
∫
R f(t)ϕ(t) dt ∀ϕ ∈ S.
96 Evolutionsgleichungen
Als nächstes führen wir einige Bezeichnungen ein, die wir in den nachfolgenden Be-
trachtungen benötigen werden:
(i) Seien α ∈ R und f ∈ S′(R;H). Wir definieren
Mαf := mα · f,
wobei mα ∈ C∞(R) den Multiplikator
mα(t) = (1 + t2)α/2 (t ∈ R)
bezeichne. Dann setzen wir
Gα := F−1 ◦Mα ◦ F = F ◦Mα ◦ F−1. 2)
Offensichtlich gilt G−1α = G−α (α ∈ R). Also ist für jedes α ∈ R die Abbildung Gα ein
linearer Isomorphismus von S′(R;H) auf sich selbst.
(ii) Sei h ∈ R. Der Differenzenoperator ∆h : S′(R;H) → S′(R;H) ist dann folgender-
maßen definiert:
〈∆hf, ϕ〉 := 〈f,∆−hϕ〉 ∀ϕ ∈ S,
wobei (∆hϕ)(t) := ϕ(t+ h)− ϕ(t) (t ∈ R).
(iii) Sei λ ∈ R. Das Steklov-Mittel fλ von f ∈ S′(R;H) sei gegeben vermöge
〈fλ, ϕ〉 = 〈f, ϕ−λ〉 3) (ϕ ∈ S).
(iv) Wir setzen Rϕ := − i F−1(sign(·)Fϕ) (ϕ ∈ H). Den linearen Operator R bezeich-
net man üblicherweise mit Hilbert-Transformation (bzw. mit Riesz-Transformation im
n-dimensionalen Fall).
Wie aus der Literatur bekannt ist, kann man im skalarwertigen Fall (H = C) die
Hilbert-Transformation R auf den Raum Lp(R; C) (p ∈ (1,+∞)) fortsetzen (siehe hierzu
in Stein [Stein (1970)]), so daß diese Fortsetzung ebenfalls ein linearer Isomorphismus von
Lp(R; C) auf sich selbst ist. Genauer, für jedes p ∈ (1,+∞) gibt es eine positive Konstante
Cp, so daß
2) Diese Eigenschaft folgt aus der Symmetrie des Multiplikators mα und (Fϕ)(−τ) = (F−1ϕ)(τ) für jedes
ϕ ∈ S und für alle τ ∈ R.
3) Hierbei bezeichne ϕλ (ϕ ∈ S) das übliche Steklov-Mittel (zur Definition des Steklov-Mittels siehe
Abschnitt 6.1).
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(5.4) ‖Rϕ‖Lp(R;C) ≤ Cp‖ϕ‖Lp(R;C) ∀ϕ ∈ Lp(R; C).
Auf der anderen Seite ist bekannt, daß die obige Aussage im allgemeinen nicht gilt,
falls man C durch einen beliebigen Banach-Raum X ersetzt. Damit also eine analoge
Abschätzung wie (5.4) erfüllt ist, muß der Banach-Raum X noch zusätzliche Eigenschaf-
ten besitzen. Mit der folgenden Definition werden solche Banach-Räume besonders ausge-
zeichnet.
Definition 5.1 Sei p ∈ (1,+∞). Wir sagen, ein komplexer Banach-Raum X besitze die
Eigenschaft (R)p bezüglich eines Hilbert-Raumes H, falls X ∩H in X dicht ist und eine
positive Konstante CX,p existiert, derart daß
(5.5) ‖Rϕ‖Lp(R;X) ≤ CX,p‖ϕ‖Lp(R;X) ∀ϕ ∈ Lp(R;X) ∩ L2(R;H).
Da insbesondere Lp(R;X) ∩ L2(R;H) eine dichte Teilmenge von Lp(R;X) bildet, läßt
sich R zu einem linearen Isomorphismus auf Lp(R;X) fortsetzen, den wir dann mit RX
bezeichnen.
An dieser Stelle sei bemerkt, daß zum Beispiel der Sobolev-Raum W 1,p(Ω; CN ) (p ∈
(1,+∞)) die Eigenschaft (R)p bezüglich des Hilbert-RaumesH = L2(Ω; CN ) besitzt. Diese
Aussage werden wir im Abschnitt 6.1 beweisen. Insbesondere erfüllt jeder Hilbert-Raum
H die Eigenschaft (R)p bezüglich H. 4)
In der folgenden Anmerkung treffen wir einige Aussagen, die sich entweder unmittelbar
aus den obigen Definitionen ergeben oder elementar beweisen lassen.
Anmerkung 5.1 a) Die Familie {Gα}α∈R bildet eine kommutative Gruppe. Genauer, es
gilt:
(5.6) Gα ◦ Gβ = Gβ ◦ Gα = Gα+β ∀α, β ∈ R.
b) Für beliebige α, h ∈ R sind die Operatoren Gα und ∆h miteinander vertauschbar:
(5.7) ∆h(Gαf) = Gα(∆hf) ∀ f ∈ S′(R;H).
c) Unter Verwendung des Satzes von Plancherel bestätigt man leicht, daß
(Rϕ,Rψ)H = (ϕ,ψ)H ∀ϕ,ψ ∈ H.
Folglich ist die Hilbert-Transformation R eine auf H definierte unitäre Abbildung. Außer-
dem verifiziert man, daß R ◦R = − id .
4) Tiefergehende Studien zu diesem Thema findet man in [Stein (1970)].
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d) Sei k ∈ N beliebig gewählt. Aus der obigen Definition und dem Satz von Plancherel
ergibt sich leicht die Äquivalenz der folgenden beiden Aussagen:









‖ϕ(j)‖2H ∀ϕ ∈ Hk.
Wir haben nun das folgende nützliche Lemma, welches sich mit elementaren Mitteln
beweisen läßt.
Lemma 5.1 Sei α ∈ R. Dann sind die folgenden Aussagen äquivalent.
(i) ϕ ∈ Hα
(ii) Gαϕ ∈ H
(iii) Gβϕ ∈ Hα−β ∀β ∈ R.






‖ϕ( · + h)− ϕ‖2Hα−θ < +∞.
Beweis. - Sei α ∈ R beliebig fixiert.
1) (i)⇔(ii): Aus der Definition des Raumes Hα und dem Satz von Plancherel folgt
ϕ ∈ Hαϕ⇔ (1 + (·)2)α/2ϕ̂ = (F ◦ Gα)ϕ ∈ H ⇔ Gαϕ ∈ H.
2) (ii)⇔(iii): Sei β ∈ R beliebig gewählt. Wie oben bekommt man unter Verwendung der
Eigenschaft (5.6)
Gβϕ ∈ Hα−β ⇔ (Gα−β ◦ Gβ)ϕ = Gαϕ ∈ H.
3) (iv)⇔(ii): Sei 0 < θ < 1 beliebig gewählt. Wegen (ii)⇔(iii) ergibt sich leicht
Gα−θϕ ∈ Hθ ⇔ Gαϕ ∈ H.
Es bleibt also nur noch, die Gültigkeit der Ungleichung (5.9) zu zeigen. Sei ϕ ∈ Hα beliebig
gewählt. Wie bereits bewiesen, ist Gα−θϕ ∈ Hθ ⊂ H. Außerdem ergibt sich unmittelbar
aus der Definition des Raumes Hα−θ
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(5.10) ‖φ‖Hα−θ = ‖Gα−θφ‖H ∀φ ∈ Hα−θ.














|τ |2θ‖ψ̂(τ)‖2H dτ ≤ σθ‖ψ‖2Hθ = σθ‖ϕ‖
2
Hα < +∞.








‖ϕ( · + h)− ϕ‖2H−1/2 ≤ ‖ϕ‖
2
H.
Beweis. - Sei ϕ ∈ H. Die Implikation (i)⇒(iii) aus Lemma 5.1 mit α = 0 und β = −1/2
liefert sofort G−1/2ϕ ∈ H1/2, und zusammen mit (5.10) haben wir




Die Behauptung ergibt sich somit unmittelbar nach Anwendung von (5.3) auf die rechte
Seite der obigen Gleichung.
Mit Hilfe der Hölderschen Ungleichung beweist man elementar die folgende Interpola-
tionsungleichung:
Folgerung 5.2 Seien −∞ < α < β < +∞. Dann gilt für jedes θ ∈ [0, 1]
(5.12) ‖ϕ‖H(1−θ)α+θβ ≤ ‖ϕ‖
1−θ
Hα
‖ϕ‖θHβ ∀ϕ ∈ Hβ.








so folgt die Behauptung mit Hilfe der Hölderschen Ungleichung und dem Satz von Plan-
cherel unmittelbar aus (5.10).
Lemma 5.2 Sei v ∈ H und sei 0 < µ < 1. Ferner existiere eine positive Konstante K, so





‖v(t+ h)− v(t)‖2H dt ≤ K h2µ.










(0 < θ < µ).






































Die Behauptung bestätigt man nun leicht mit Hilfe von (5.3).
Mit V sei nun ein weiterer komplexer Hilbert-Raum gegeben, dessen Skalarprodukt
wir mit (ζ, η)V (ζ, η ∈ V ) bezeichnen. Seine Norm
√
(·, ·)V bezeichnen wir mit ‖ · ‖V .
Außerdem sei V stetig und dicht in H eingebettet. Wir setzen V := L2(R;V ). Ebenso
wie H wird auch V auf kanonische Weise zu einem Hilbert-Raum. Seine Norm (bzw. sein
Skalarprodukt) bezeichnen wir mit ‖ · ‖V (bzw. (·, ·)V).
Lemma 5.3 Sei T : V → H eine stetige, lineare Abbildung. Wir definieren den linearen
Operator T vermöge
(Tϕ)(t) := T (ϕ(t)) (t ∈ R, ϕ ∈ V).
Dann ist T : V → H ebenfalls eine stetige lineare Abbildung. Außerdem gilt:
a) Die Operatoren R und T sind miteinander vertauschbar, das heißt:
(5.15) T ◦RV = RH ◦ T.
b) Für beliebige λ ∈ R gilt:
(5.16) T(fλ) = (Tf)λ ∀ f ∈ V.
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Beweis. - Wegen der Stetigkeit von T ist ersichtlich, daß für jedes ϕ ∈ V die Funktion







woraus wir sofort T ∈ L(V,H) mit ‖T‖ ≤ ‖T‖ schließen.
Nun sei ϕ ∈ V∩L1(R;V ) beliebig fixiert. Beachtet man die Stetigkeit von T , so ergibt






e− i τtT (ϕ(τ)) dτ = F(Tϕ)(t).
Da die Einbettung V∩L1(R;V ) ⊂ V dicht ist, erhalten wir sofort aus der obigen Gleichung
(5.17) (T ◦ F)ϕ = (F ◦ T)ϕ ∀ϕ ∈ V.
Mit einer analogen Argumentation verifiziert man
(5.18) (T ◦ F−1)ϕ = (F−1 ◦ T)ϕ ∀ϕ ∈ V.
Sei ϕ ∈ V beliebig gewählt. Benutzt man (5.17), so ergibt sich aus der Definition von
R für fast alle t ∈ R:
(5.19) F(R(Tϕ))(t) = −T (i sign(·)Fϕ)(t)) = T(F(Rϕ))(t).
Die Behauptung a) bekommt man unter Benutzung von (5.18), indem man auf beide
Seiten von (5.19) die inverse Fourier-Transformation F−1 anwendet.
Die Behauptung b) bestätigt man mit einer analogen Argumentation.
Lemma 5.4 Sei ϕ ∈ Hα (α > 0). Dann konvergiert das Steklov-Mittel ϕλ gegen ϕ in der
Norm von Hα für λ→ 0.




ei tλσ dσϕ̂(t) ffa. t ∈ R,

































auf jedem beschränkten Intervall [a, b] für λ → 0
gleichmäßig gegen 0 konvergiert und nach Voraussetzung gilt: ‖ϕ‖Hα < +∞, strebt das
Integral der rechten Seite von (5.20) gegen 0 für λ→ 0.
Lemma 5.5 Für jede Funktion ϕ ∈ V mit ϕ′ ∈ V′ gilt ϕ ∈ H1/2. Zusätzlich gilt für beliebige
ϕ,ψ ∈ V mit ϕ′, ψ′ ∈ V′:




Beweis. - 1◦ Identifiziert man den Hilbert-Raum H mit seinem antidualen H ′, so erhält
man die stetigen und dichten Einbettungen
V ⊂ H ⊂ V ′.
Mit Hilfe der Cauchy-Schwarzschen Ungleichung zeigt man
‖x‖H ≤ c ‖x‖1/2V ‖x‖
1/2
V ′ ∀x ∈ V (c = const)
(vgl. Lions, Magenes [Lions and Magenes (1968)]).
Sei ϕ ∈ V mit ϕ′ ∈ V′. Unter Verwendung der Hölderschen Ungleichung und dem Satz
von Plancherel findet man∫
R
(1 + τ2)1/2‖ϕ̂(τ)‖2H dτ ≤ ‖ϕ‖2H + c
∫
R
|τ |‖ϕ̂(τ)‖V ‖ϕ̂(τ)‖V ′ dτ ≤
≤ ‖ϕ‖2H + c ‖ϕ‖V‖ϕ′‖V′ .
Hieraus ergibt sich ϕ ∈ H1/2.
2◦ Seien ϕ,ψ ∈ V mit ϕ′, ψ′ ∈ V′ beliebig gegeben. Mit Hilfe von Lemma5.4 und der
Reflexivität des Raumes V′ findet man unter Verwendung des Steklov-Mittels eine Folge
(ϕk) mit ϕ′k ∈ H (k ∈ N), so daß
ϕk → ϕ in H1/2, ϕ′k ⇀ ϕ′ in V′ für k → +∞.
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Nach Anwendung des Satzes von Plancherel erhält man für alle k ∈ N
(5.22) 〈ϕ′k, ψ〉 = (ϕ′k, ψ)H = i
∫
R
t (ϕ̂k(t), ψ̂(t))H dt.
Die Behauptung (5.21) ergibt sich sofort aus (5.22) nach Ausführung des Grenzüberganges
k → +∞.
5.2 Zeitregularität und Existenz der Zeitableitung
In diesem Abschnitt untersuchen wir das Spurverhalten und die stetige Abhängigkeit
bezüglich der Variablen t von Funktionen u : (a, b) → X, deren Zeitableitung in einem
geeigneten dualen Raum liegt. Anschließend werden wir die Frage beantworten, unter
welchen zusätzlichen Bedingungen die Zeitableitung fast überall existiert.
Wir beginnen mit einigen Bezeichnungen. Sei H ein komplexer Hilbert-Raum und seien
−∞ ≤ a < b ≤ +∞. Wir definieren
W 12 (a, b;H) := {u ∈ L2(a, b;H) |u′ ∈ L2(a, b;H)}.
Auf W 12 (a, b;H) definieren wir die Norm






womit dieser Raum ein Banach-Raum ist. Mit dem Skalarprudukt
(u, v)W 12 (a,b;H) :=
∫ b
a




wird W 12 (a, b;H) zu einem Hilbert-Raum.
Lemma 5.6 1. Sei u ∈ W 12 (a, b;H) (−∞ < a < b < +∞). Dann existiert eine absolutste-
tige Funktion ũ : [a, b] → H mit ũ(t) = u(t) für fast alle t ∈ (a, b) und es gilt:
(5.23) ũ(t) = ũ(s) +
∫ t
s
u′(τ) dτ ∀ a ≤ s < t ≤ b.








das heißt: W 12 (a, b;H) ist stetig in C([a, b];H) eingebettet.
2. Seien u, v ∈W 12 (a, b;H). Dann gilt für alle a ≤ t1 < t2 ≤ b die Identität:∫ t2
t1
(
(u′(t), v(t))H + (v′(t), u(t))H
)
dt =(5.25)
= (ũ(t2), ũ(t2))H − (ũ(t1), ũ(t1))H .
Beweis. - Unter Verwendung der üblichen Mittelfunktionen zeigt man, daß C∞([a, b];H)
eine dichte Teilmenge von W 12 (a, b;H) ist (siehe [Lions and Magenes (1968)]).
1) Seien u, v ∈ C∞([a, b];H). Wir setzen ψ(t) := (u(t), v(t))H (t ∈ [a, b]). Dann ist ψ ∈
C∞([a, b]) und es gilt:
ψ′(t) = (u′(t), v(t))H + (v′(t), u(t))H ∀ t ∈ (a, b).





(u′(τ), v(τ))H + (v′(τ), u(τ))H
)
dτ = (u(t), v(t))H − (u(s), v(s))H .
Setzt man in die obige Identität insbesondere u = v, so bekommt man
(5.27) ‖u(t)‖2H = ‖u(s)‖2H + 2
∫ t
s
Re(u′(τ), u(τ))H dτ ∀ a ≤ s ≤ t ≤ b.


















‖u′(τ)‖2H dτ ∀ t ∈ [a, b],
für alle t ∈ [a, b], was die Ungleichung (5.24) bestätigt.
Sei ξ ∈ H beliebig gewählt. Dann gehört die Funktion ϕ(t) := (u(t), ξ)H (t ∈ [a, b]) zu
C∞([a, b]) und es gilt ϕ′(t) = (u′(t), ξ)H für alle t ∈ (a, b). Wie oben bekommt man
(u(t), ξ)H = (u(s), ξ)H +
∫ t
s
(u′(τ), ξ)H dτ ∀ a ≤ s < t ≤ b.
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Hieraus folgt für beliebige a ≤ s < t ≤ b:
(






= 0 ∀ ξ ∈ H,
womit auch die Idendität (5.23) bewiesen ist.
2) Sei u ∈W 12 (a, b;H) beliebig. Dann existiert eine Folge (um) ⊂ C∞([a, b];H), welche in
W 12 (a, b;H) gegen u konvergiert. Nach (5.24) ist (um) eine Cauchy-Folge in C([a, b];H).
Also existiert ein ũ ∈ C([a, b];H) mit um(t) → ũ(t) für alle t ∈ [a, b]. Der Satz von Riesz-
Fischer liefert nun ũ(t) = u(t) für fast alle t ∈ (a, b). Die Gleichung (5.23) folgt dann nach
Ausführung des Grenzüberganges m → +∞. Mit einer analogen Überlegung bestätigt
man die Ungleichung (5.24).
Sei eine weitere Funktion v ∈ W 12 (a, b;H) gegeben und sei (vm) ⊂ C∞([a, b];H) eine
Folge, die in W 12 (a, b;H) gegen v konvergiert. Wie oben bewiesen, konvergiert die Folge
(vm) in C([a, b];H) gegen ein ṽ. Da die Identität (5.25) für alle um und vm erfüllt ist, folgt
die Gültigkeit von (5.25) für u und v nach Ausführung des Grenzüberganges m→ +∞.
Sei 1 < p < +∞. Sei X ein reflexibler Banach-Raum. Weiterhin existiere ein topo-
logischer Vektorraum Y , so daß X (bzw. H) in Y stetig eingebettet ist. Wir definieren
Wc(a, b) := {u ∈ Lp(a, b;X) ∩W 12 (a, b;H) | supp(u) ⊂ (a, b)}.
Definition 5.2 Seien −∞ ≤ a < b ≤ +∞. Wir sagen u ∈ Lp(a, b;X) ∩ L2(a, b;H)
besitzt eine schwache Ableitung u′ ∈ (Lp(a, b;X) ∩ L2(a, b;H))′, falls Funktionen g ∈
Lp
′










(h(t), v(t))H dt ∀ v ∈ Wc(a, b). 5)
Dann setzen wir u′ := g + h und definieren den Raum
W (a, b;X,H) :=
{
u ∈ Lp(a, b;X) ∩ L2(a, b;H) |u′ ∈ Lp′(a, b;X ′) + L2(a, b;H)
}
,
der mit der folgenden Norm ausgestattet wird
5) Man beachte, daß (Lp(a, b; X) ∩ L2(a, b; H))′ zu Lp
′
(a, b; X ′) + L2(a, b; H) isomorph ist.
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‖u‖W (a,b;X,H) := ‖u‖Lp(a,b;X)∩L2(a,b;H) + ‖u′‖(Lp(a,b;X)∩L2(a,b;H))′ =





g ∈ Lp′(a, b;X ′), h ∈ L2(a, b;H), u′ = g + h
}
.
Anmerkung 5.2 Sei u ∈W (a, b;X,H). Dann ist die Darstellung u′ = g + h im allgemei-
nen nicht eindeutig. Das Elemement u′ ∈ Lp′(a, b;X ′) + L2(a, b;H) ist jedoch eindeutig
bestimmt, was unmittelbar aus der Dichtheit der Menge Wc(a, b) in Lp(a, b;X)∩L2(a, b;H)
folgt.
Satz 5.1 1. W (a, b;X,H) (−∞ ≤ a < b ≤ +∞) ist ein Banach-Raum.
2. Der Raum W (a, b;X,H) (−∞ < a < b < +∞) ist stetig in C([a, b];H) eingebettet,
das heißt: für jedes u ∈ W (a, b;X,H) existiert ein ι(u) ∈ C([a, b];H) mit u(t) = ι(u)(t)
für fast alle t ∈ (a, b).






= (ι(u)(t2), ι(v)(t2))H − (ι(u)(t1), ι(v)(t1))H .
Beweis. - 1) Vollständigkeit von W (a, b;X,H): Sei (um) ⊂ W (a, b;X,H) eine Cauchy-
Folge. Dann ist (um) eine Cauchy-Folge in dem Banach-Raum Lp(a, b;X) ∩ L2(a, b;H)
und (u′m) eine Cauchy-Folge in dem vollständigen Raum L
p′(a, b;X ′) + L2(a, b;H). Also
konvergiert um in Lp(a, b;X)∩L2(a, b;H) gegen ein u und u′m = gm +hm in (Lp(a, b;X)∩
L2(a, b;H))′ gegen ein f mit der Darstellung g + h (g ∈ Lp′(a, b;X ′), h ∈ L2(a, b;H)). Es





























Dies zeigt, daß u′ = f . Somit ist u ∈W (a, b;X,H) und es gilt:
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um → u in W (a, b;X,H) für m→ +∞.
2) Stetigkeit von u mit Werten in H: Sei u ∈ W (a, b;X,H). Seien g ∈ Lp′(a, b;X ′) und
h ∈ L2(a, b;H), so daß u′ = g + h. Sei 0 < δ < a− b
2







u(s) ds (t ∈ [a, b− δ]).
Dann ist uε ∈ Lp(a, b− δ;X) ∩W 12 (a, b− δ;H) und es gilt:
∫ b−δ
a
(u′ε(t), v(t))H dt = −
∫ b−δ
a
(uε(t), v′(t))H dt ∀ v ∈ Wc(a, b− δ).
Analog definieren wir gε ∈ Lp
′
(a, b− δ;X ′) und hε ∈ L2(a, b− δ;H).
Sei v ∈ Wc(a, b − δ) beliebig gewählt. Wir setzen v außerhalb von [a, b − δ] durch 0.






v(s) ds (t ∈ [a, b])





(uε(t), v′(t))H dt = −
∫ b
a















Somit ist uε ∈W (a, b− δ;X,H) ∩W 12 (a, b− δ;H) mit u′ε = gε + hε.
Nun seien 0 < εi < δ (i = 1, 2). Nach dem Mittelwertsatz der Integralrechnung existiert







Mit Hilfe von (5.27) bekommt man für beliebige t ∈ [s, b− δ]:
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‖uε1 − uε2‖2Lp(a,b−δ;X)∩L2(a,b−δ;H) +
+ max
{





Genauso zeigt man die Gültigkeit der obigen Ungleichung auch für alle t ∈ [a, s]. Dies
impliziert






+ max{‖gε1 − gε2‖Lp′ (a,b−δ;X′), ‖hε1 − hε2‖L2(a,b−δ;H)}
→ 0 für ε1, ε2 → 0.
Wegen der Vollständigkeit des Raumes C([a, b−δ];H) konvergiert die Folge (uε) in C([a, b−
δ];H) gegen ein ι(u)1. Unter Benutzung des Satzes von Riesz-Fischer erkennt man, daß
ι(u)1(t) = u(t) für fast alle t ∈ [a, b− δ].
Nun definieren wir für −δ < ε < 0 das Steklov-Mittel uε ∈ Lp(a + δ, b;X) ∩ L2(a +
δ, b;H). Analog wie oben zeigt man, daß (uε) in C([a+ δ, b];H) gegen eine Funktion ι(u)2
konvergiert, die fast überall auf [a + δ, b] mit u übereinstimmt. Weiterhin ist nun leicht
zu sehen, daß ι(u)1(t) = ι(u)2(t) für fast alle t ∈ (a + δ, b − δ). Aus der Stetigkeit dieser
Funktionen ergibt sich ι(u)1 ≡ ι(u)2 auf (a+ δ, b− δ). Dann gehört die Funktion
ι(u)(t) :=







< t ≤ b.
zu C([a, b];H) und stimmt auf (a, b) fast überall mit u überein.
3) Seien u, v ∈ W (a, b;X,H). Seien a ≤ t1 < t2 < b beliebig gewählt. Für 0 < ε < b− t2
bezeichne uε (bzw. vε) das Steklov-Mittel von u (bzw. v) auf [t1, t2]. Nach Anwendung von
(5.25) haben wir:







= (uε(t2), vε(t2))H − (uε(t1), vε(t1))H .
Beachtet man
uε(t) → ι(u)(t), vε(t) → ι(u)(t) für ε→ 0 ∀ t ∈ [t1, t2],
so ergibt sich die Identität (5.28) aus der obigen Gleichung nach Ausführung des Grenz-
überganges ε→ 0.
Folgerung 5.3 1. Sei −∞ ≤ a < b ≤ +∞. Für jedes u ∈ W (a, b;X,H) existiert ein
ι(u) ∈ BC(a, b;H), so daß u(t) = ι(u)(t) für fast alle t ∈ (a, b) und es gilt die Abschätzung:
sup
t∈(a,b)
‖ι(u)(t)‖H ≤ ‖u‖W (a,b;X,H).






= (ι(u)(t2), ι(u)(t2))H − (ι(u)(t1), ι(u)(t1))H .




〈u′(t), v(t)〉dt = −
∫
R
〈v′(t), u(t)〉dt ∀u, v ∈W (R;X,H).
Beweis. - 1) Der Fall a = −∞, b = +∞: Sei u ∈ W (R;X,H) beliebig gewählt. Sei
n ∈ N. Dann gehört die Einschränkung von u auf (−n, n) zuW (−n, n;X,H). Nach Satz 5.1








Seien n, k ∈ N (k ≤ n). Wie man sich leicht klarmacht gilt un(t) = uk(t) für alle t ∈ [−k, k],
was die Stetigkeit der Funktion
ι(u)(t) := un(t) falls t ∈ [−n, n]




‖ι(u)(t)‖H ≤ ‖u‖W (R;X,H).
Seien u, v ∈ W (R;X,H). Da die Einschränkungen von u und v auf jedes beschränkte
Intervall [a, b] zu W (a, b;X,H) gehört, folgt die Identität (5.29) unmittelbar aus Satz 5.1.
Weiterhin haben wir ι(u), ι(v) ∈ L2(R;H), also ist die Funktion t 7→ (ι(u)(t), ι(v)(t))H
über R integrierbar. Somit gibt es Zahlen aj → −∞ und bj → +∞ für j → +∞, so daß








= (ι(u)(bj), ι(u)(bj))H − (ι(u)(aj), ι(u)(aj))H ,
was die Behauptung (5.30) nach Ausführung des Grenzüberganges j → +∞ bestätigt.
2. Der Fall a = −∞ oder b = +∞: Sei u ∈W (a, b;X,H). Da die Einschränkung von u auf
ein beliebiges beschränktes Intervall (t1, t2) zuW (t1, t2;X,H) gehört, folgt die Behauptung
wie im obigen Fall aus Satz 5.1.
Der Operator der Zeitableitung
Als nächstes untersuchen wir den Operator der Zeitableitung und weisen die notwendigen
Voraussetzungen nach, um weiter unten einen abstrakten Existenzsatz für eine paraboli-
sche Gleichung anzuwenden, der auf Lions zurückgeht (siehe in [Lions (1972)]).
Satz 5.2 Wir definieren Lu := u′ (u ∈W (a, b;X,H)). Setzt man
D(L) = W0(a, b;X,H) := {u ∈W (a, b;X,H) | ι(u)(a) = 0},
so ist der Operator
L : D(L) ⊂ Lp(a, b;X) ∩ L2(a, b;H) → (Lp(a, b;X) ∩ L2(a, b;H))′
abgeschlossen, positiv und maximal monoton. 6)
Beweis. - 1) Die Abgeschlossenheit des Operators L folgt unmittelbar aus der Vollstän-
digkeit des Raumes W0(a, b;X,H).
2) Positivität von L: Sei u ∈ D(L). Dann folgt mit Hilfe von (5.28) (u = v)
6) Zur Definition der maximalen Monotonie siehe zum Beispiel in [Lions (1972)].
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= ‖ι(u)(b)‖2H ≥ 0.
3) Maximale Monotonie: Seien f ∈ (Lp(a, b;X) ∩ L2(a, b;H))′ und u ∈ Lp(a, b;X) ∩
L2(a, b;H), so daß
(5.32) Re〈v′ − f, v − u〉 ≥ 0 ∀ v ∈W0(a, b;X,H).
Beachtet man (5.32), so folgt für alle v ∈ Wc(a, b) mit ‖v‖Lp(a,b;X)∩L2(a,b;H) ≤ 1:
Re〈v′, u〉 ≤ Re〈v′, v〉 − Re〈f, v〉 + Re〈f, u〉 =
= −Re〈f, v〉 + Re〈f, u〉 ≤
≤ ‖f‖(Lp(a,b;X)∩L2(a,b;H))′(1 + ‖u‖Lp(a,b;X)∩L2(a,b;H)).





(u(t), v′(t))H dt = 〈f̃ , v〉 ∀ v ∈ Wc(a, b).
Also ist u ∈W (a, b;X,H).





für a ≤ t ≤ a+ h
1 für a+ h < t ≤ b.








für a ≤ t ≤ a+ h
u′(t) für a+ h < t ≤ b.
Aus (5.32) (mit v = uϕ) folgt dann
Re〈u′ϕ+ uϕ′ − f, (1− ϕ)u〉 ≤ 0.








































|〈f(t), u(t)〉| + |〈u′(t), u(t)〉|
)
dt→ 0 für h→ 0.
Wegen der Stetigkeit von ι(u) folgt hieraus ι(u)(a) = 0. Somit gehört u zu D(L).
Nun sei w ∈ D(L) beliebig fixiert. Sei t > 0. Aus (5.32) mit v = u+ tw folgert man
Re〈u′, w〉 ≥ Re〈f, w〉 − tRe〈w′, w〉.
Dies impliziert nach Ausführung des Grenzüberganges t→ 0
Re〈u′, w〉 ≥ Re〈f, w〉.
Ersetzt man oben t durch −t, so folgt die umgekehrte Ungleichung. Zusammen erhält man
Re〈u′ − f, w〉 = 0 ∀w ∈ D(L).
Ferner existiert ein λ ∈ C mit |λ| = 1, so daß
|〈u′ − f, w〉| = λ〈u′ − f, w〉 = 〈u′ − f, λw〉 =
= Re〈u′ − f, λw〉 = 0.
Somit ist 〈u′ − f, w〉 = 0 für jedes w ∈ D(L). Aus der Dichtheit der Menge D(L) in
Lp(a, b;X) ∩ L2(a, b;H) folgt schließlich u′ = f.
Der Raum H1/2(a, b; H)
Wie in Kaplan [Kaplan (1966)] definieren wir
H1/2a (a, b;H) :=
{








∗H1/2a (a, b;H) :=
{
ϕ ∈ H1/2(a, b;H)
∣∣∣ ∃ϕa ∈ H : ϕ− ϕa ∈ H1/2a (a, b;H)}.
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womit dieser zu einem Banach-Raum wird. Auf analoge Weise definiert man die Räume
H
1/2
b (a, b;H) und
∗H
1/2
b (a, b;H) (vgl. auch [Kaplan (1966)]).
Anmerkung 5.3 1. Sei ϕ ∈ H1/2a (a, b;H). Dann gehört die auf (−∞, a) durch 0 fortge-




































In den nachfolgenden Betrachtungen sei X ein reflexiver Banach-Raum, der außerdem
der Bedingung (R)p (1 < p < +∞) bezüglich H genüge (vgl. Definition 5.1). Das folgende
Regularitätsresultat stellt eine Verallgemeinerung von Lemma 5.5 dar.
Satz 5.3 Sei u ∈W (R;X,H).
1. Es gilt ι(u) ∈ H1/2. Außerdem haben wir die a-priori-Abschätzung:
(5.33) ‖ι(u)‖H1/2 ≤ c1 ‖u‖W (a,b;X,H)
(c1 = const).







Beweis. - 1) Sei u ∈ W (R;X,H). Für ε > 0 bezeichne uε das Steklov-Mittel von u. Es
gilt uε ∈ W (R;X,H) und uε ∈ H1. Da X der Bedingung (R)p bezüglich H genügt, ist




|t|‖ûε(t)‖2H dt = −
∫
R







Somit ist (uε) in H1/2 beschränkt. Aufgrund der Reflexivität von H1/2 existiert eine Folge
positiver Zahlen (εj) mit lim
j→∞
εj = 0 und eine Funktion v ∈ H1/2, so daß
uεj ⇀ v in H1/2 für j → +∞.
Berücksichtigt man außerdem die Eigenschaft ‖uε − ι(u)‖L2(R;H) → 0 für ε→ 0, so erhält
man ι(u)(t) = v(t) für fast alle t ∈ R. Die Ungleichung (5.33) folgt unmittelbar aus der
letzten Abschätzung unter Benutzung der schwachen Unterhalbstetigkeit der Norm.
2) Beweis von (5.34): Sei t0 ∈ R mit ι(u)(t0) ∈ X ∩ H. Ohne Beschränkung der Allge-
meinheit kann man t0 = 0 annehmen. Sei k ∈ N beliebig gewählt. Wir definieren
v(t) :=

0 für −∞ < t < −k − 1
(t+ 1 + k)ι(u)(0) für − k − 1 ≤ t < −k
ι(u)(0) für − k ≤ t ≤ 0
u(t) für 0 < t < +∞.




(v(t), ϕ′(t))H dt = −
∫ 0
−k−1
(v(t), ϕ′(t))H dt −
∫ ∞
0



















ι(u)(0) für − k − 1 < t < −k
u′(t) für 0 < t < +∞
0 für t ∈ (−∞, 0) \ (−k − 1,−k),
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Die Behauptung (5.34) ergibt sich nun aus der obigen Abschätzung unter Verwendung des
Satzes von Beppo-Levi.
Existenz der Zeitableitung
Satz 5.4 Sei 1 < p < +∞. Sei X ein reflexibler Banach-Raum, welcher der Eigenschaft
(R)p bezüglich H genügt. Sei u ∈ W (R;X,H). Ferner mögen Zahlen 0 < α, β ≤ 1 mit
α+ β > 1 und g ∈ Lp′(R;X ′) sowie f ∈ H := L2(R;H) existieren, so daß
u′ = f + g;(5.35) ∫
R
‖u(t+ h)− u(t)‖pX dt ≤ c0 h




X′ dt ≤ c1 h






Beweis. - Seien g ∈ Lp′(R;X ′) und f ∈ L2(R;H), so daß die Bedingungen (5.35), (5.36)











Sei h ∈ (0, 1) beliebig gewählt. Nun bilden wir in (5.39) die Differenz ∆h und setzen
dort v := −R(∆huλ) (λ 6= 0) ein. Berücksichtigt man u ∈ H1/2 (siehe Satz 5.3), so be-













Hieraus folgt unter Beachtung der Bedingungen (5.36) und (5.37) mit Hilfe von (5.5)
und Anwendung der Hölderschen Ungleichung, der Interpolationsungleichung (5.12) (mit


























Wir dividieren nun beide Seiten von (5.40) durch h2, integrieren über das Intervall (0, 1)





















1 + ‖u‖2H + ‖f‖2H
)
< +∞.
Hieraus ergibt sich mit Hilfe von (5.10) (mit α = 1 und θ = 1/2) G1/2u ∈ H1/2. Dies
impliziert nach Lemma 5.1 G1u ∈ H, was äquivalent ist zu u ∈ H1. Die Behauptung des
Satzes folgt nun unmittelbar aus Anmerkung 5.1, d).
5.3 Eigenschaften des Operators der Zeitableitung
Für den Laplace-Operator −∆ : H20 (Ω) → L2(Ω) erhält man:
(−∆u, v)L2(Ω) = (∇u,∇v)[L2(Ω)]n = a(u, v).
Der Laplace-Operator erzeugt somit eine koerzive Bilinearform auf dem Raum H10 (Ω). Die
Situation stellt sich etwas schwieriger dar, wenn man eine ähnliche Betrachtung für den
Operator ddt : H
1
0 (0, T ;H) → L2(0, T ;H) unter Verwendung des Raumes H1/2(0, T ;H)
durchführt. Unser Ziel ist es, mit Hilfe der Hilbert-Transformation, den Operator der
Zeitableitung in natürlicher Weise als Bilinearform darzustellen. Dies ist möglich, falls man
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diesen Operator unter Verwendung eines geeigneten Hilbert-Raumes auf ganz R betrachtet.
Diese Resultate werden einen entscheidenden Beitrag für die Lösung eines abstrakten
nichtlinearen parabolischen Anfangswertproblems leisten, wobei auf der rechten Seite ein
distributiver Term h ∈ (H1/2T (0, T ;H))′ vorkommen darf. Dies stellt somit eine echte
Erweiterung der Lösungstheorie nichtlinearer parabolischer Gleichungen dar. Ein analoges
Resultat wurde von Kaplan in [Kaplan (1966)] für eine lineare parabolische Gleichung
erzielt. Die von Kaplan benutzte Methode stützt sich vorwiegend auf Resultate für lineare





Wir beginnen mit der Definition eines geeigneten Hilbert-Raumes von Funktionen, die eine
halbe Ableitung auf R besitzen, aber nur zu L2loc(R;H) gehören.










dt ds < +∞.
























‖u(t)‖2H dt ≤ c(a)‖u‖2H1/2∗ ∀u ∈ H
1/2
∗ ,
denn sonst gäbe es für jedes m ∈ N ein um ∈ H1/2∗ mit∫ a
−a
‖um(t)‖2H dt > m‖um‖2H1/2∗ und
∫ a
−a
‖um(t)‖2H dt + ‖um‖2H1/2∗ = 1
(m ∈ N), was impliziert, daß
‖um‖H1/2∗ → 0, ‖um‖L2(−a,a;H) → 1 für m→ +∞.
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Setzt man
ϕm(t) := ‖u(t)‖H (t ∈ (−a, a); m ∈ N),
so folgt mit Hilfe der Dreiecksgleichung:
(ϕm) ⊂ H1/2((−a, a)) ist beschränkt;
|ϕm|H1/2((−a,a)) → 0, ‖ϕm‖L2((−1,0)) → 0,
‖ϕm‖L2((−a,a)) → 1 für m→ +∞.
Unter Berücksichtigung der Kompaktheit der EinbettungH1/2((−a, a)) ⊂ L2((−a, a)) und
der Reflexivität des Raumes H1/2((−a, a)) findet man eine Teilfolge (ϕmj ) ⊂ (ϕm) und
ein ϕ ∈ H1/2((−a, a)):ϕmj ⇀ ϕ in H
1/2((−a, a)), ϕmj → ϕ in L2((−a, a))











ϕ2(t) dt = 1,
also ist
ϕ ≡ const = 1√
2a
.







ϕ2(t) dt = 0 für j → +∞.




ist eine Cauchy-Folge in H1/2(−a, a;H) ∀ a > 1.
Aufgrund der Vollständigkeit der Räume H1/2(−a, a;H) (a > 1) existiert genau eine Funk-
tion u ∈ L2loc(R;H), so daß
um (−a,a) → u (−a,a) in H
1/2(−a, a;H) für m→ +∞ (a > 1).
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Insbesondere erhält man
‖u− um‖L2(−1,0;H) → 0 für m→ +∞.



































Also ist u ∈ H1/2∗ .
Es bleibt nun noch zu zeigen, daß um gegen u in H
1/2
∗ konvergiert. Sei ε > 0 beliebig
gewählt. Dann existiert ein m0 ∈ N:







|u− um0 |2H1/2(−a,a;H) = |u− um0 |
2
1/2
existiert ein a0 > 1, so daß











Für m ≥ m0 erhält man unter Benutzung der Dreiecksungleichung
|u− um|21/2 ≤ 2|u− um0 |
2









Dies bestätigt die Konvergenz der Folge (um) gegen u in H
1/2
∗ .
















(u(s)− u(t), (v(s)− v(t))H
(s− t)2
dsdt (u, v ∈ H1/2∗ ).











|t|‖û(t)‖2H dt ∀u ∈ H1/2.
Lemma 5.7 (i) Sei u ∈ H1/2∗ und sei ϕ ∈ L2loc(R) mit ϕ− c ∈ H1/2(R) für eine Konstante
c ∈ R. Dann gehört die Funktion
u[ϕ] :=

u(t) falls ‖u(t)‖H ≤ ϕ(t)
ϕ(t)u(t)
‖u(t)‖H
falls ‖u(t)‖H > ϕ(t)
zu H1/2∗ und es gilt:









(ii) Sei u ∈ L2loc(R;H) mit u (−a,a) ∈ H
1/2(−a, a;H) für jedes a > 0, dann ist
ϕ · u ∈ H1/2 ∀ϕ ∈ C1c (R).
Beweis. - (i) Sei u ∈ H1/2∗ und sei ϕ ∈ L2loc(R) mit ϕ − c ∈ H1/2(R) für eine Konstante
c ∈ R. Unmittelbar aus der Definition von u[ϕ] folgt
(5.43) ‖u[ϕ](t)‖H ≤ ‖u(t)‖H ffa. t ∈ R.
Weiter zeigen wir, daß
(5.44) ‖u[ϕ](s)− u[ϕ](t)‖H ≤ 2‖u(s)− u(t)‖H + |ϕ(s)− ϕ(t)| ffa. s, t ∈ R.
1) Wie man sofort aus der Definition von u[ϕ] entnimmt, ist (5.44) sicherlich für alle
s, t ∈ R, für welche ‖u(s)‖H ≤ ϕ(s) und ‖u(t)‖H ≤ ϕ(t) gilt, erfüllt.
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≤ 2‖u(s)− u(t)‖H + |ϕ(s)− ϕ(t)|.
3) Seien s, t ∈ R, so daß ‖u(s)‖H ≤ ϕ(s), ‖u(t)‖H > ϕ(t). Nach Anwendung der Drei-
ecksungleichung erhält man





≤ ‖u(s)− u(t)‖H + ‖u(t)‖H − ϕ(t).
Im Fall ϕ(s) ≥ ‖u(t)‖H ergibt sich
‖u(t)‖H − ϕ(t) ≤ |ϕ(s)− ϕ(t)|.
Ist umgekehrt ϕ(s) < ‖u(t)‖H , so folgt wegen ‖u(s)‖H ≤ ϕ(s) mit Hilfe der Dreiecksun-
gleichung
‖u(t)‖H − ϕ(t) ≤ |ϕ(s)− ϕ(t)| + ‖u(t)‖H − ϕ(s) ≤
≤ |ϕ(s)− ϕ(t)| + ‖u(s)− u(t)‖H ,
womit auch in diesem Fall die Ungleichung (5.44) bewiesen ist.




(ii) Sei u ∈ L2loc(R;H) mit u (−a,a) ∈ H
1/2(−a, a;H) für jedes a > 0. Ferner sei ϕ ∈ C1c (R).






































































Darüber hinaus haben wir∫
R





‖u(t)‖2H dt < +∞.
Aus den obigen Abschätzungen schließt man ϕ ·u ∈ H1/2(R;H), was nach (5.3) äquivalent
ist zu ϕ · u ∈ H1/2.
Lemma 5.8 1. Sei (um) eine in H
1/2
∗ beschränkte Folge. Außerdem existiere ein u ∈
L2loc(R;H), so daß
um (−a,a) → u (−a,a) in L
2(−a, a;H) für m→ +∞ ∀ a > 0.
Dann gilt:
um ⇀ u in H
1/2
∗ für m→ +∞.
2. Sei u ∈ H1/2∗ ∩ L∞(R;H). Dann existiert eine Folge (um) ⊂ H1/2:
(5.45)
supp(um) ⊂⊂ R; ‖um(t)‖H ≤ ‖u(t)‖H ffa. t ∈ R (m ∈ N),um ⇀ u in H1/2∗ für m→ +∞.
3. Sei u ∈ H1/2∗ . Dann existiert eine Folge (um) ⊂ H1/2∗ ∩ L∞(R;H):
(5.46)
‖um(t)‖H ≤ ‖u(t)‖H ffa. t ∈ R (m ∈ N),um ⇀ u in H1/2∗ für m→ +∞.
Beweis. - 1. Da H1/2∗ reflexiv ist, existiert eine Teilfolge (umj ) von (um), die schwach gegen
eine Funktion v in H1/2∗ konvergiert. Sei a > 0 beliebig, aber fixiert. Sei g ∈ L2(−a, a;H)
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beliebig gewählt. Unter Beachtung der Abschätzung (5.41) erhält man für jedes ϕ ∈ H1/2∗∥∥∥∥∫ a
−a
(g(t), ϕ(t))H dt
∥∥∥∥ ≤ √c(a)‖g‖L2(−a,a;H)‖ϕ‖H1/2∗ .
Somit ist ϕ 7→
∫ a
−a
(g(t), ϕ(t))H dt ein stetiges lineares Funktional auf H
1/2
∗ . Aus den Vor-
aussetzungen folgert man∫ a
−a










(g(t), u(t)− v(t))H dt = 0 ∀ g ∈ L2(−a, a;H).
Aufgrund der Beliebigkeit von a > 0 erhält man schließlich v(t) = u(t) für fast alle t ∈ R.
Da der Grenzwert der Teilfolge eindeutig bestimmt ist, folgt die Behauptung.
2. Sei u ∈ H1/2∗ ∩ L∞(R;H). Sei ϕ ∈ C1(R) mit ϕ ≡ 0 auf R \ [−2, 2] und ϕ ≡ 1 auf
[−1, 1]. Wir setzenϕm(t) := ‖u(t)‖L∞(R;H) ϕ(t/m) (t ∈ R),um := u[ϕm] (m ∈ N).
Aus der Definition von u[ϕm] folgt supp(um) ⊂ supp(ϕm) ⊂ [−2m, 2m]. Mit Hilfe der
Transformationsformel findet man leicht
|ϕm|H1/2(R) = ‖u(t)‖L∞(R;H)|ϕ|H1/2(R) ∀m ∈ N,
und zusammen mit Lemma 5.7, (i) folgt, daß (um) eine in H
1/2
∗ beschränkte Folge ist.
Da außerdem gilt: um(t) = u(t) für fast alle t ∈ (−m,m) (m ∈ N) konvergiert um gegen
u fast überall in R. Unter Benutzung des Konvergenzsatzes von Lebesgue, schließt man,
daß für jedes a > 0:
um (−a,a) → u (−a,a) in L
2(−a, a,H) für m→ +∞.
Nach 1. konvergiert (um) schwach gegen u in H
1/2
∗ .
3. Sei u ∈ H1/2∗ . Wir setzen
um := u[ϕm], (ϕm ≡ m; m ∈ N).
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Wie man leicht nachprüft, gilt:
‖um(t)‖H ≤ max{‖u(t)‖H ,m} ffa. t ∈ R, ∀m ∈ N.
und zusammen mit Lemma 5.7, (i) bestätigt man
|um|1/2 ≤ 2|u|1/2 ∀m ∈ N.
Somit ist (um) eine in H
1/2
∗ beschränkte Folge. Außerdem verifiziert man unter Benutzung
des Konvergenzsatzes von Lebesgue, daß für jedes a > 0:
um (−a,a) → u (−a,a) in L
2(−a, a,H) für m→ +∞,
und nach 1. konvergiert (um) schwach gegen u in H
1/2
∗ .
Wir sind nun in der Lage die folgende Dichtheitsaussage zu beweisen
Satz 5.6 Der Raum C∞c (R;H) ist dicht in H
1/2
∗ .
Beweis. - Sei f stetiges lineares Funktional auf H1/2∗ mit
(5.47) 〈f, v〉 = 0 ∀ v ∈ C∞c (R;H).
(i) Sei u ∈ H1/2 mit supp(u) ⊂⊂ R. Seien ωε ∈ C∞(R) mit ωε = 0 in R \ [−ε, ε] (ε > 0)
die üblichen Mittelfunktionen. Wir definieren
uε(t) := (u ∗ ωε)(t) =
∫
R
ω(τ)u(t− τ) dτ (t ∈ R).
Bekanntlich ist uε ∈ C∞c (R;H), und es gilt:
uε → u in L2(R;H) für ε→ 0.
Mit Hilfe der Hölderschen Ungleichung und dem Satz von Fubini zeigt man
|uε|H1/2(R;H) ≤ |u|H1/2(R;H) ∀ ε > 0.
Nach Lemma 5.8, 1. folgt nun, daß uε schwach gegen u in H
1/2
∗ konvergiert, und zusammen
mit (5.47) bekommt man
(5.48) 〈f, u〉 = lim
ε→0+
〈f, uε〉 = 0.
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(ii) Sei u ∈ H1/2∗ ∩ L∞(R;H). Nach Lemma5.8, 2. existiert eine Folge (um) ∈ H1/2 mit
supp(um) ⊂⊂ R (m ∈ N), so daß
um ⇀ u in H
1/2
∗ für m→ +∞.
Benutzt man (5.48), so ergibt sich
(5.49) 〈f, u〉 = lim
m→∞
〈f, um〉 = 0.
(iii) Sei u ∈ H1/2∗ . Nach Lemma 5.8, 3. findet man eine Folge (um) ∈ H1/2∗ ∩L∞(R;H), so
daß
um ⇀ u in H
1/2
∗ für m→ +∞,
und (5.49) impliziert schließlich
〈f, u〉 = lim
m→∞
〈f, um〉 = 0.
Dies bedeutet f = 0, womit die Dichtheit der Menge C∞c (R;H) in H
1/2
∗ bewiesen ist.
Der Operator der Zeitableitung auf der reellen Achse




i t(û(t), v̂(t))H dt (v ∈ H1/2).
Man beobachtet, daß








∀ v ∈ H1/2,
und da H1/2 eine dichte Teilmenge von H
1/2
∗ ist, kann man B(u) eindeutig zu einem stetigen











Es existiert also genau ein linearer stetiger Operator
B : H1/2∗ → (H1/2∗ )′
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mit der Eigenschaft:
(5.51) 〈B(u), v〉 = −〈B(v), u〉 =
∫
R
i t(û(t), v̂(t))H dt ∀u, v ∈ H1/2.
Der folgende Satz zeigt, daß der Operator B eine Verallgemeinerung des Operators
d
dt : H1 → H darstellt.
Satz 5.7 (Eigenschaften des Operators B)
1) Sei u ∈ H1/2∗ . Dann gilt für beliebige v ∈ H1 mit supp(v) ⊂⊂ R:




2) Für alle u ∈ H1/2∗ mit u′ ∈ L2loc(R;H) gilt:
B(u) = u′.
3) Sei t0 ∈ R. Seien u, v ∈ H1/2∗ mit supp(u) ⊂ [t0,+∞) und supp(u) ⊂ (−∞, t0]. Dann:
〈B(u), v〉 = 0.
4) Es gilt:
(i) ker(B) = {u ∈ H1/2∗ |u ≡ const},
(ii) im (B) = {F ∈ (H1/2∗ )′ | 〈F, v〉 = 0 ∀ v ∈ ker(B)}.
Beweis. - 1◦ Sei u ∈ H1/2 und v ∈ H1. Dann folgt unter Verwendung des Satzes von
Plancherel.




Seien u ∈ H1/2∗ und v ∈ H1 mit supp(v) ⊂⊂ R. Nach Satz 5.6 existiert eine Folge (um) ∈
H1/2 die in H
1/2
∗ gegen u konvergiert. Sei a > 0, so daß v ≡ 0 auf R \ (−a, a). Beachtet
man (5.41), so folgt:
um (−a,a) → u (−a,a) in L
2((−a, a)) für m→ +∞.
Hieraus schließt man
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was die erste Eigenschaft beweist.
Nun sei u ∈ H1/2∗ mit u′ ∈ L2loc(R;H). Sei v ∈ H1 mit supp(v) ⊂⊂ R. Unter Benutzung
von 1) und partieller Integration erhält man
〈B(u), v〉 = −
∫
R




Dies bedeutet, daß u′ eine Darstellung des Funktionals B(u) ist.
2◦ (1)Beweis von 3) für u, v ∈ H1/2: Seien u, v ∈ H1/2 mit supp(u) ⊂ [t0,+∞) und
supp(v) ⊂ (−∞, t0]. Sei λ > 0 beliebig gewählt. Es bezeichne vλ das Steklov-Mittel von v.
Es ist leicht einzusehen, daß vλ ∈ H1 und vλ(t) = 0 für alle t > t0. Wegen 1) haben wir
〈B(u), vλ〉 = −
∫
R
(u(t), v′λ(t)) dt = 0.
Da nach Lemma5.3 gilt:
vλ → v in H1/2 für λ→ 0,
folgt die Aussage aus der Stetigkeit von B(u) auf H1/2∗ .
(2) Beweis von 3) für u, v ∈ H1/2∗ ∩ L∞(R;H): Nach Lemma 5.8, 2. existieren Folgen
(um), (vm) ⊂ H1/2, so daß‖um(t)‖H ≤ ‖u(t)‖H , ‖vm(t)‖H ≤ ‖v(t)‖H ffa. t ∈ R (m ∈ N);um ⇀ u, vm ⇀ v in H1/2∗ für m→ +∞.
Aus supp(u) ⊂ [t0,+∞) (bzw. supp(v) ⊂ (−∞, t0]) folgt supp(um) ⊂ [t0,+∞) (bzw.
supp(vm) ⊂ (−∞, t0]) für alle m ∈ N. Dies liefert nach (1)











〈B(v), um〉 = 〈B(u), v〉.
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(3) Beweis von 3) für u, v ∈ H1/2∗ : Nach Lemma5.8, 3. existieren Folgen (um), (vm) ⊂
H
1/2
∗ ∩ L∞(R;H), so daß‖um(t)‖H ≤ ‖u(t)‖H , ‖vm(t)‖H ≤ ‖v(t)‖H ffa. t ∈ R (m ∈ N);um ⇀ u, vm ⇀ v in H1/2∗ für m→ +∞.
Benutzt das in (2) gewonnene Resultat, so folgt
〈B(um), vl〉 = 0 ∀m, l ∈ N.
Die Behauptung folgt nun analog wie in (2) nach Ausführung der Grenzübergänge l→ +∞
und m→ +∞.
3◦ ker(B) = N := {u ∈ H1/2∗ |u = const}: Sei u ∈ N. Unter Verwendung von 1) bekommt
man:
〈B(u), v〉 = −
∫
R
(u(t), v′(t))H dt = 0 ∀ v ∈ H1 mit supp(v) ⊂⊂ R,
und wegen der Dichtheit des Raumes C1c (R;H) in H
1/2
∗ folgt B(u) = 0.
Sei umgekehrt u ∈ H1/2∗ mit B(u) = 0. Auch hier bekommt man mit Hilfe der Eigen-
schaft 1):∫
R
(u(t), v′(t))H dt = 0 ∀ v ∈ H1 mit supp(v) ⊂⊂ R.
Dies implieziert u = const fast überall in R, also u ∈ N.
4◦ im (B) = N◦ := {f ∈ (H1/2∗ )′ | 〈f, v〉 = 0 ∀ v ∈ ker(B)}: Zunächst beweisen wir, daß





= 0 ∀ g ∈ B(H1/2).
Unter Verwendung des Rieszschen Darstellungsoperators I : (H1/2∗ )′ → H1/2∗ erhält man





= 〈B(v), I(f)〉 = −〈B(I(f)), v〉.
Da H1/2 in H
1/2






= 〈f, I(f)〉 = 0,
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also f = 0. Dies zeigt die behauptete Dichtheit. Insbesondere ist im (B) in N◦ dicht.
Nun definieren wir BN := H
1/2
∗ /N → N◦ durch
〈BN([u]), v〉 := 〈B(u), v〉 ([u] ∈ H
1/2
∗ /N, u ∈ [u], v ∈ H1/2∗ ).
Die Beschränktheit von BN folgert man unmittelbar aus der Beschränktheit von B. Au-
ßerdem ist wegen
im (BN) = im (B)
im (BN) in N◦ dicht.
Als nächstes beweisen wir die folgende Abschätzung:
(5.52)





























































|τ |‖û(τ)‖2H dτ ∀u ∈ H1/2.
Sei u ∈ H1/2. Dann schließt man unter Benutzung von (5.53)∫
R
|τ |‖û(τ)‖2H dτ = −〈B(u),Ru〉 = − inf
ξ∈N
































Sei nun f ∈ N◦ beliebig. Da B(H1/2) in N◦ dicht ist, gibt es eine Folge (um) ⊂ H1/2, so
daß
B(um) → f in (H1/2∗ )′ für m→ +∞.
Benutzt man (5.54), so ist klar, daß ([um]) in H
1/2
∗ /N eine Cauchy-Folge ist, und somit
gegen ein [u] ∈ H1/2∗ /N konvergiert. Aus der Stetigkeit von BN folgt f = BN([u]), was
schließlich f ∈ im(BN) = im(B) impliziert.
Fortsetzungen auf die gesamte reelle Achse
Sei u ∈ H1/2a (a, b;H) (−∞ < a < b < +∞). Dann definieren wir die Fortsetzung
(S+a u)(t) :=

0 für t ∈ R \ (a, 2b− a)
u(t) für t ∈ (a, b)
u(2b− t) für t ∈ (b, 2b− a).
Für v ∈ H1/2b (a, b;H) setzen wir
(S−b v)(t) :=

0 für t ∈ R \ (2a− b, b)
v(t) für t ∈ (a, b)
v(2a− t) für t ∈ (2a− b, a).
Lemma 5.9 Seien −∞ < a < b < +∞. Es gilt:
S+a u ∈ H1/2 ∀u ∈ H1/2a (a, b;H),
S−b v ∈ H1/2 ∀ v ∈ H
1/2
b (a, b;H).
Außerdem sind die Fortsetzungsoperatoren
7) Hier haben wir die Eigenschaft 〈B(u), v〉 = −〈B(v), u〉 benutzt. Für jedes ξ ∈ N und u ∈ H1/2∗ gilt
somit: 〈B(u), ξ〉 = −〈B(ξ), u〉 = 0.
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S+a : H
1/2
a (a, b;H) → H1/2, S−b : H
1/2
b (a, b;H) → H1/2
linear und stetig.
Beweis. - Wir beweisen die Aussagen des Lemmas für die Fortsetzung S+a . Die Aussagen
für den Operator S−b beweist man völlig analog. Sei u ∈ H
1/2
a (a, b;H). Dann berechnet



















‖S+a u(s)− S+a u(t)‖2H
(s− t)2
dsdt
= I1 + I2.












































‖S+a u(s)− S+a u(t)‖2H
(s− t)2
dsdt = I1 ≤ 4σ1/2‖u‖2H1/2a (a,b;H).
Außerdem findet man
‖S+a u‖2H = 2
∫ b
a






≤ 2(b− a)σ1/2‖u‖2H1/2a (a,b;H).
Unter Berücksichtigung von (5.3) bekommt man schließlich









‖S+a u(s)− S+a u(t)‖2H
(s− t)2
dsdt ≤
≤ (2(b− a)σ1/2 + 8)‖u‖2H1/2a (a,b;H).
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Der Operator der Zeitableitung auf dem Intervall (0, T )
In den nachfolgenden Betrachtungen werden wir den Operator der Zeitableitung auf dem
Intervall (0, T ) als Bilinearform auf geeigneten Räumen definieren. Hierbei werden wir die
im letzten Abschnitt dargelegten Resultate verwenden. Zunächst definieren wir
B0 := (S−T )
∗B S+0 : H
1/2
0 (0, T ;H) → (H
1/2
T (0, T ;H))
′.
Aus der Stetigkeit der Fortsetzungsoperatoren S+0 und S
−
T folgt
B0 ∈ L(H1/20 (0, T ;H), (H
1/2
T (0, T ;H))
′).
Satz 5.8 (Eigenschaften des Operators B0)
1) Sei u ∈ H1/20 (0, T ;H). Dann gilt für beliebige v ∈ H
1/2
T (0, T ;H) mit v
′ ∈ L2(0, T ;H):




2) Für alle u ∈ H1/20 (0, T ;H) mit u′ ∈ L2(0, T ;H) gilt:
B0(u) = u′ fast überall in (0, T ).
3) Der Operator B0 ist bijektiv.
Beweis. - 1◦ Sei v ∈ H1/2T (0, T ;H) mit v′ ∈ L2(0, T ;H). Dann ist S
−
T v ∈ H1. Mit Hilfe











Analog beweist man die Aussage 2) unter Verwendung von Satz 5.7.
2◦ Der Operator B0 ist injektiv: In der Tat folgt mit Hilfe der Aussage 1) aus B0(u) = 0
∫ T
0
(u(t), v′(t))H dt = 0 ∀ v ∈ H1/2T (0, T ;H) mit v
′ ∈ L2(0, T ;H),
also ist u fast überall in (0, T ) konstant. Dies liefert u ≡ 0.
3◦ Der Operator B0 ist surjektiv: Wir definieren
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N := {u ∈ H1/2∗ |u = const}
H
1/2
∗ (−∞, T ) := {u ∈ H1/2∗ |u = 0 f.ü. in (T,+∞)}.
Sei f ∈ (H1/2T (0, T ;H))′ beliebig, aber fixiert. Wir setzen
〈F, v + w〉 := 〈f, v
(0,T )
〉 (v ∈ H1/2∗ (−∞, T ); w ∈ N). 8)
Dann bestätigt man leicht|〈F, v + w〉| ≤ ‖f‖(H1/2T (0,T ;H))′‖v + w‖H1/2∗∀ v ∈ H1/2∗ (−∞, T ), ∀w ∈ N.
Unter Verwendung des Satzes von Hahn und Banach läßt sich nun F zu einem Funktional
F̃ ∈ (H1/2∗ )′ fortsetzen. Unmittelbar aus der Definition von F folgt 〈F̃ , w〉 = 0 für alle
w ∈ N. Nach Satz 5.7, 4) gibt es dann ein ũ ∈ H1/2∗ mit
B(ũ) = F̃ .
Sei v ∈ H1 mit v = 0 fast überall in (0,+∞). Insbesondere gilt dann v ∈ H1/2∗ (−∞, T ).
Aus der Definition von F̃ folgt:∫
R
(ũ(t), v′(t))H dt = 〈B(ũ), v〉 = 〈F, v〉 = 0.
Hieraus schließt man,
∃ξ ∈ H : ũ = ξ f.ü. in (−∞, 0).
Wegen B(ũ− ξ) = F̃ , können wir ξ = 0 annehmen. Somit ist
u := ũ
(0,T )
∈ H1/20 (0, T ;H),
und mit Hilfe von Satz 5.7, 1) verifiziert man, daß für beliebige v ∈ H1/2T (0, T ;H) mit
v′ ∈ L2(0, T ;H):
〈B0(u), v〉 = −
∫ T
0
(u(t), v′(t))H dt =
= 〈B(ũ), S−T v〉 = 〈F̃ , S
−
T v〉 = 〈f, v〉.
8) Man beachte, daß für jedes v ∈ H1/2∗ (−∞, T ) gilt: v (0,T ) ∈ H
1/2
T (0, T ; H).
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Da die Menge aller Funktionen v ∈ H1/2T (0, T ;H) mit v′ ∈ L2(0, T ;H) eine dichte Teil-
menge von H1/2T (0, T ;H) ist, ergibt sich
B0(u) = f,
womit auch die Surjektivität von B0 bewiesen ist.















∣∣∣u = 0 f.ü. in (0,+∞)}.
Satz 5.9 1. H1/2+ und H
1/2
− sind abgeschlossene Teilräume von H
1/2
∗ .
2. Der Teilraum H1/2+ ⊕H
1/2
− ⊕N ist in H
1/2
∗ dicht.
Beweis. - 1. Die Abgeschlossenheit der Räume H1/2+ und H
1/2
− zeigt man elementar unter
Benutzung von (5.41).
2. Sei f ∈ (H1/2∗ )′ mit
〈f, u〉 = 0 ∀u ∈ H1/2+ ⊕H
1/2
− ⊕N.
Insbesondere ist f ∈ N◦. Nach Satz 5.7, 4) existiert ein w ∈ H1/2∗ , so daß B(w) = f . Nach
Voraussetzung folgt
〈B(w), v〉 = −
∫ ∞
0
(w(t), v′(t))H dt = 0 ∀ v ∈ H1 mit f.ü. in (−∞, 0),
〈B(w), v〉 = −
∫ 0
−∞
(w(t), v′(t))H dt = 0 ∀ v ∈ H1 mit f.ü. in (0,+∞).
Hieraus schließt man, daß w eine konstante Funktion ist. Somit ist f = 0, was die Dicht-
heitsaussage beweist.
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5.4 Existenz schwacher Lösungen abstrakter parabolischer
Gleichungen
Wir beginnen mit einigen bekannten Resultaten, deren Beweise in der Literatur zu finden
sind.
Lemma 5.10 Sei A : X → X ′ ein radialstetiger, monotoner Operator. Sei (xm)m∈N eine
Folge in X und seien x ∈ X, f ∈ X ′ so daß
(i) xm ⇀ x in X, A(xm) ⇀ f in X ′ für m→ +∞,
(ii) lim sup
m→∞
Re〈A(xm), xm〉 ≤ Re〈f, x〉.
Dann gilt:
(5.55) A(x) = f.
(vgl. in [Gajewski et al. (1974)], Kapitel III, Lemma 1.3.)
Satz 5.10 Sei X ein reflexiver Banach-Raum. Sei A : X → X ′ ein monotoner, stetiger,
beschränkter und koerzitiver Operator. Ferner sei L : D(L) ⊂ X → X ′ ein positiver,
abgeschlossener und maximal monotoner linearer Operator. Dann existiert für jedes f ∈ X ′
ein u ∈ D(L), so daß
A(u) + L(u) = f.
(Zum Beweis von Satz 5.10 siehe in [Lions (1972)].)
Ein Existenzsatz für eine parabolische Gleichung in R
Sei H ein Hilbert-Raum. Sei 1 < p < +∞ fixiert. In den folgenden Ausführungen sei X ein










∣∣∣u = 0 f.ü. in (0,+∞)}.
Satz 5.11 Sei A : X → X′ ein monotoner und stetiger Operator mit
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Re〈A(u), u〉 ≥ ν0‖u‖pX − a0 ∀u ∈ X
+ (ν0, a0 = const > 0);(5.56)
‖A(u)‖X′ ≤ c0‖u‖p−1X + c1 ∀u ∈ X (c0, c1 = const);(5.57)
Re〈A(u), v〉 = 0 ∀u ∈ X, ∀ v ∈ X−.(5.58)
Dann gibt es zu jedem F ∈ (X ∩ H1/2∗ )′ mit 〈F, v〉 = 0 für jedes v ∈ X− ∩ H1/2− ein
u ∈ X+ ∩H1/2+ , so daß
A(u) + B(u) = F. 9)
Beweis. - Sei F ∈ (X ∩H1/2∗ )′ mit 〈F, v〉 = 0 für alle v ∈ X− ∩H1/2− fixiert.





v(t+ εs) ds (t ∈ R)




(v(t+ ε)− v(t)) ffa. t ∈ R.
Nun definieren wir
〈Fε, v〉 := 〈F, v(ε)〉 (v ∈ H).
Dann ist Fε ∈ (X ∩H)′. In der Tat, für beliebiges v ∈ X ∩H gilt:
|〈Fε, v〉| ≤ ‖F‖(X∩H1/2∗ )′(‖v(ε)‖X + ‖v(ε)‖H1/2∗ ) ≤
≤ ‖F‖
(X∩H1/2∗ )′













Außerdem haben wir 〈Fε, v〉 = 0 für alle v ∈ X ∩H mit v = 0 f.ü. in (0,+∞).
Als nächstes definieren wir den Operator
Aε : Lp(0,+∞;X) ∩ L2(0,+∞;H) → Lp
′
(0,+∞;X ′) + L2(0,+∞;H)
9) Hier bezeichne B : H
1/2
∗ → (H1/2∗ )′ den Operator der Zeitableitung auf R (siehe Abschnitt 5.3).
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durch die Vorschrift:
〈Aεu, v〉 := ε(u, v)L2(0,+∞;H) + 〈A(u), v〉 (u, v ∈ Lp(0,+∞;X) ∩ L2(0,+∞;H)).
Nach Voraussetzung ist der Operator Aε koerzitiv, stetig und beschränkt. Ferner ist der
Operator Lu := u′ mit D(L) := W0(0,+∞;X,H) nach Satz 5.2 positiv, abgeschlossen und
maximal monoton. Aufgrund von Satz 5.10 existiert also ein uε ∈W0(0,+∞;X,H) mit
(5.59) Aε(uε) + Luε = Fε.
Wir setzen uε auf (−∞, 0) durch 0 fort und bezeichnen diese Fortsetzung ebenfalls
mit uε. Beachtet man (5.58), so verifiziert man mit Hilfe partieller Integration (siehe
Folgerung 5.3) für jedes v ∈W (R;X,H)∫
R








= 〈Aε(uε), v〉 − 〈Fε, v〉.
Hieraus folgt uε ∈ W (R;X,H). Der Satz 5.3 liefert nunmehr uε ∈ X+ ∩ H1/2+ . Beachtet
man, daß die Menge X ∩ H1 in X ∩ H1/2∗ dicht 10) ist, so erhält man die Gültigkeit der
folgenden Identität:
(5.60) ε(uε, v)H + 〈A(uε), v〉 + 〈B(uε), v〉 = 〈Fε, v〉 ∀ v ∈ X ∩H
1/2
∗ .
2◦ A-priori-Abschätzung für uε in X ∩ H1/2∗ : Für beliebige ε > 0 und für v ∈ X ∩ H1/2
bekommt man unter Verwendung des Satzes von Plancherel


















Folglich ist die Menge der Funktionale {Fε | 0 < ε < 1} in (X ∩H1/2∗ )′ beschränkt.
Aus uε = 0 f.ü. in (−∞, 0) ergibt sich:









|τ |‖ûε(τ)‖2H dτ = 〈B(uε),−Ruε〉.
Da Ruε ∈ X ∩H1/2 ist, können wir die Funktion
v := uε − δ0Ruε mit δ0 :=
ν0
4c0‖R‖L(X,X)
in die Identität (5.60) einsetzen und erhalten unter Berücksichtigung der Bedingungen
(5.56), (5.57) mit Hilfe der Youngschen Ungleichung






≤ ε(uε, uε)H + Re〈A(uε), uε〉 − δ0 Re〈B(uε),Ruε〉 + a0 =
= Re ε(uε, uε − δ0Ruε)H + Re〈A(uε), uε〉 + Re〈B(uε), uε − δ0Ruε〉 + a0 =
= Re ε(uε, v)H + Re〈A(uε), v〉 + Re〈B(uε), v〉 + δ0 Re〈A(uε),Ruε〉 + a0 =






























≤ C2 (C2 = const).
Also ist die Menge {uε|0 < ε < 1} in X ∩H1/2∗ beschränkt.
3◦ Grenzübergang ε → 0: Aufgrund der Reflexivität der Räume X und H1/2∗ und der
Beschränktheit des Operators A, kann man eine Teilfolge (uεj ) so auswählen, daßuεj ⇀ u in X ∩H
1/2
∗ , A(uεj ) ⇀ v
∗ in X′
für j → +∞.
Sei v ∈ X ∩H1/2. Dann folgt mit Hilfe von Lemma 5.4
v(εj) → v in X ∩H
1/2
∗ für j → +∞.
Dies impliziert
(5.62) Fεj ⇀ F in (X ∩H
1/2
∗ )′ für j → +∞.
Außerdem erhält man unmittelbar aus der Definition des Operators B
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(5.63) 〈B(uεj ), v〉 = −〈B(v), uεj 〉 → −〈B(v), u〉 = 〈B(u), v〉 für j → +∞.
Somit haben wir unter Verwendung von (5.60), (5.61) (5.62) und (5.63)





(εj(uεj , v) + 〈A(uεj ), v〉 + 〈B(uεj ), v) =
= 〈v∗, v〉 + 〈B(u), v〉.
Aufgrund der Dichtheit von X∩H1/2 in X∩H
1/2
∗ folgt für jedes v ∈ X∩H1/2∗ die Identität:
(5.64) 〈F, v〉 = 〈v∗, v〉 + 〈B(u), v〉.
Es bleibt also nur noch zu zeigen, daß v∗ = A(u). Beachtet man
Re〈B(u), u〉 = 0, Re〈B(uεj ), uεj 〉 = 0 ∀j ∈ N,
so ergibt sich wegen (5.60) und (5.64)
lim sup
j→∞
Re〈A(uεj ), uεj 〉 ≤ lim
j→∞
Re〈F, uεj 〉 = Re〈F, u〉 = Re〈v∗, u〉.
Nach Anwendung von Lemma 5.10 bekommt man v∗ = A(u), womit u die gesuchte Lösung
der Gleichung A(u) + B(u) = F ist.
Existenz für ein parabolisches Anfangswertproblem in (0, T )
Sei T > 0. Seien A(t) : X → X ′ (t ∈ (0, T ) nichtlineare stetige Operatoren, die den
folgenden Bedingungen genügen:
t 7→ 〈A(t)(ξ), η〉 meßbar ∀ ξ, η ∈ X;(5.65) ‖A(t)(ξ)‖X′ ≤ c0‖ξ‖
p−1
X + θ1(t)




Re〈A(t)(ξ), ξ〉 ≥ ν0‖ξ‖
p
X − θ2(t) ∀ ξ ∈ X,
ffa. t ∈ (0, T ) (ν0 = const > 0, θ2 ∈ L1((0, T ))).
(5.67)
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Anmerkung 5.5 1.) Die Bedingungen (5.65)−(5.67) implizieren, daß die Abbildung
t 7→ A(t) (t ∈ (0, T ))
stark Bochner-meßbar ist, was leicht aus dem Satz von Pettis folgt (siehe in [Yoshida
(1965)]).
2.)Aus der Bedingung (5.66) folgt
(5.68) 
t 7→ A(t)(v(t)) ∈ Lp′(0, T ;X ′);
‖A(v)‖Lp′ (0,T ;X′) ≤ 2
1/p′c0
(
‖v‖p−1Lp(0,T ;X) + ‖θ1‖Lp′ ((0,T ))
)
∀ v ∈ Lp(0, T ;X).
Nun definieren wir den Operator A0 : Lp(0, T ;X) → Lp
′




〈A(t)(u(t)), v(t)〉dt (u, v ∈ Lp(0, T ;X)).
Der Operator der Zeitableitung B0 : H
1/2
0 (0, T ;H) → (H
1/2
T (0, T ;H))
′ sei wie in Ab-
schnitt 5.3 definiert. Wir haben nun den folgenden nützlichen Existenzsatz:
Satz 5.12 Seien A(t) : X → X ′ (t ∈ (0, T )) monotone, stetige Operatoren, die den Bedin-
gungen (5.65)−(5.67) genügen. Dann ist der Operator
A0 + B0 : Lp(0, T ;X) ∩H1/20 (0, T ;H) → (L
p(0, T ;X) ∩H1/2T (0, T ;H))
′
surjektiv.
Beweis. - Sei F ∈ (Lp(0, T ;X) ∩ H1/2T (0, T ;H))′ beliebig gewählt. Dann existieren g ∈
(Lp(0, T ;X))′ und h ∈ (H1/2T (0, T ;H))′, so daß
F = g + h.
Nach dem Rieszschen Darstellungssatz existiert ein g0 ∈ Lp
′




〈g0(t), v(t)〉dt ∀ v ∈ Lp(0, T ;X),
und nach Satz 5.8 existiert genau ein h0 ∈ H1/20 (0, T ;H) mit
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h = B0(h0).







∀ v ∈ Lp(0, T ;X) ∩W 12 (0, T ;H) mit supp(v) ⊂⊂ (0, T ).
1◦ Fortsetzung auf R: Wir definieren das Funktional g̃ ∈ X′ durch
〈g̃, v〉 := 〈g0, v (0,T )〉 (v ∈ X)
und setzen h̃ := B(S+0 h0) ∈ (H
1/2
∗ )′. Dann ist
F̃ : v 7→ 〈g̃, v〉+ 〈h̃, v〉
ein lineares stetiges Funktional auf X ∩H1/2∗ mit der Eigenschaft:
〈F̃ , v〉 = 0 ∀ v ∈ X− ∩H1/2− .







〈A(t− kT )(2k/(p−1)u(t)), v(t)〉dt (u, v ∈ X).
Beachtet man die Bedingung (5.66), so folgt mit Hilfe der Hölderschen Ungleichung










|θ1(t− kT )|‖v(t)‖X dt ≤
≤ 2
(




‖A(u)‖X′ ≤ c0‖u‖p−1X + c1 ∀u ∈ X (c0, c1 = const).
Auf der anderen Seite folgt aus (5.67)
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‖u(t)‖pX dt − 2‖θ2‖L1((0,T )).
Dies impliziert
〈A(u), u〉 ≥ ν0‖u‖pX − a0 ∀u ∈ X
+ (a0 = const).
Somit sind sämtliche Voraussetzungen von Satz 5.11 erfüllt. Es existiert also ein ũ ∈
X+ ∩H1/2+ mit
A(ũ) + B(ũ) = F̃ .
Dann gehört die Funktion u := ũ
(0,T )







(u(t), v′(t))H dt = 〈F, v〉
∀ v ∈ Lp(0, T ;X) ∩W 12 (0, T ;H) mit v(T ) = 0.
Somit ist u Lösung der Gleichung A0(u) + B0(u) = F .
Kapitel 6
Differenzierbarkeit
In diesem Kapitel beschäftigen wir uns mit Fragen höherer Differenzierbarkeit schwa-
cher Lösungen nichtlinearer parabolischer Systeme partieller Differentialgleichungen. Zu-
erst werden wir unter geeigneten Voraussetzungen an die Koeffizienten zeigen, daß die
Zeitableitung der schwachen Lösung existiert und lokal zu L2 gehört. Anschließend be-
handeln wir das Problem der Existenz der zweiten schwachen Ableitungen bezüglich der
Ortsvariablen schwacher Lösungen. Weiterhin beweisen wir auf der Grundlage der im Ka-
pitel 5 gemachten Ausführungen für schwache Lösungen eines nichtlinearen parabolischen
Systems H1/2-Differenzierbarkeit sowie die Gültigkeit der Kaplan-Bedingung fast überall.
Wir beginnen mit der Einführung der wichtigsten Funktionenräume, die wir sowohl in
diesem als auch in den nachfolgenden Kapiteln benötigen werden. Sei Ω ⊂ Rn offen und
beschränkt. Seien −∞ < a < b < +∞. Wir setzen Q := Ω × (a, b) und definieren für
1 < p < +∞
W 1, 0p (Q; RN ) :=
{
u ∈ L2(Q; RN )
∣∣∣ ∂u
∂xα
∈ Lp(Q; RN ) (α = 1, . . . , n)
}
,
W 1, 1p (Q; RN ) :=
{
u ∈W 1, 0p (Q; RN )
∣∣∣ ∂u
∂t
∈ L2(Q; RN )
}
∼= W 1p (Q; RN ),
V 1, 0p (Q; RN ) :=
{





|u(·, t)|2 dx < +∞
}
.
Ferner bezeichnenWmp (Ω; RN ) (bzw.
◦





< q < n. Wir notieren nun die folgenden stetigen Einbettun-
gen und elementaren Interpolationsungleichungen:
(i) Wir nehmen an, daß Ω ∈ C0, 1. Dann haben wir die folgende stetige Einbettung:
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(6.1) V 1, 0q (Q) ⊂ Lq(n+2)/n(Q).
Weiterhin existiert eine Konstante c, die nur von q, n und Ω abhängt, so daß für beliebige
v ∈ V 1, 0q (Q) gilt:




































wobei c = const nicht von der speziellen Wahl der Kugel BR ∈ Rn abhängt.
(ii) Sei Ω ∈ Rn offen und beschränkt und sei ζ ∈ C1c (Ω). Dann gilt:
(6.4) vζ ∈ Lq(n+2)/n(Q) für alle v ∈ V 1, 0q (Q).
Beweis. - Sei v ∈ V 1, 0q (Q). Unter Verwendung von Lemma B.1 (mit p0 = +∞, q0 =
2, p1 = q, q1 = q∗ und θ = n/(n+ 2)) erhält man






Die Aussagen (6.1) und (6.2) folgen nun unmittelbar aus dem Sobolevschen Einbet-
tungssatz. Die Ungleichung (6.3) folgt leicht aus (6.2) unter Benutzung eines Standard-
Homothetie-Argumentes.
Weiterhin sei ζ ∈ C∞c (Ω). Wir setzen w(x, t) := v(x, t)ζ(x) ({x, t} ∈ Q). Dann folgt,
aufgrund von w(·, t) ∈
◦
W 1q(Ω) für fast alle t ∈ (a, b), aus (6.5) und Anwendung der Poin-
caré-Ungleichung




(c = c(n, q) = const). Dies impliziert (6.4).
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6.1 Existenz der Zeitableitung in L2
Wir beginnen mit der Formulierung der Aufgabenstellung: Sei Ω ⊂⊂ Rn (n ∈ N ≥ 2)
offen und beschränkt. Mit Q bezeichnen wir den Zylinder Ω× (0, T ) (0 < T < +∞). Wir




− DαAαi (x, t,∇u) = gi in Q (i = 1, . . . , N),
wobei die Koeffizienten Aαi : Q × RnN → RN (α = 1, . . . , n; i = 1, . . . , N) Carathéodory-
Funktionen seien und außerdem den folgenden Bedingungen genügen:
(6.8)

|Aαi (x, s, η)−Aαi (x, t, ξ)| ≤
≤ c0
{
|s− t|µ(1 + |η|+ |ξ|)q−1 + (1 + |η|+ |ξ|)q−2|η − ξ|
}
∀ x ∈ Ω, ∀ {s, η}, {t, ξ} ∈ (0, T )× RnN




i (x, t, ξ)| ≤ c1(1 + |ξ|)q−1
∀ {x, t, ξ} ∈ Q× RnN (c1 = const > 0)
(α = 1, . . . , n; i = 1, . . . , N);
(6.10)

(Aαi (x, t, η)−Aαi (x, t, ξ))(ηiα − ξiα) ≥
≥ ν0(1 + |η|+ |ξ|)q−2|η − ξ|2
∀ {x, t} ∈ Q, ∀ η, ξ ∈ RnN (ν0 = const > 0).
Als nächstes erklären wir den Begriff der schwachen Lösung des Systems (6.7).
Definition 6.1Sei (6.9) erfüllt und sei g ∈ L2(Q; RN ). Dann heißt u ∈ V 1, 0q (Q; RN )
schwache Lösung des Systems (6.7), falls die folgende Integralidentität für beliebige














In [Naumann et al. (1998)] konnte unter der zusätzlichen Voraussetzung 12 < µ ≤ 1




der schwachen Lösung von (6.7) existiert und für beliebige Teilzylinder Q′ ⊂⊂ Q zu
L2(Q′; RN ) gehört. In früheren Arbeiten (vgl. Nečas, Šverák [Nečas and Šverák (1991)] und
John, Stara [John and Stará (1998)]) wurden analoge Resultate, jedoch unter stärkeren
Voraussetzungen an die Koeffizienten erzielt. Im vorliegenden Abschnitt werden wir das
oben zitierte Resultat für den Fall 1 < q < 2 mit einer beliebigen rechten Seite g ∈
L2(Q; RN ) mit
∂g
∂t
∈ L2(Q) beweisen, wobei wir auf die in [Naumann et al. (1998)] benutzte
Methode zurückgreifen werden.
Die folgenden bekannten Aussagen zur Zeitdifferenz bzw. zum Steklov-Mittel dienen
zur Vorbereitung und können in der Literatur nachgeschlagen werden:
1. Die Zeitdifferenz: Sei f ∈ Lp(Q) (1 ≤ p < +∞). Wie oben setzen wir f auf Ω × R
durch 0 fort und bezeichnen diese Fortsetzung ebenfalls mit f . Die Zeitdifferenz von f ist
dann folgendermaßen definiert:
(∆hf)(x, t) := f(x, t+ h) − f(x, t) ({x, t} ∈ Q;h > 0).
Wir haben nun die folgende bekannte Differenzenabschätzung (siehe zum Beispiel in
[Gilbarg and Trudinger (1977)]): Sei f ∈ Lp(Q) mit ∂f
∂t
∈ Lp(Q). Sei t1 ∈ (0, T ). Dann











2. Das Steklov-Mittel: Sei f ∈ Lp(Q) (1 ≤ p < +∞). Wir setzen f auf Ω × R durch 0
fort und bezeichnen diese Fortsetzung ebenfalls mit f . Das Steklov-Mittel von f ist dann






f(x, s) ds ({x, t} ∈ Q; λ > 0).
Man verifiziert nun leicht die folgenden aus der Literatur bekannten Eigenschaften (Siehe
zum Beispiel in [Ladyzenskaya et al. (1968), Naumann et al. (1998)]):











|f(x, t)|p dxdt ∀ 0 < λ < T − t1,
und
fλ → f in Lp(Q) für λ→ 0.
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(f(x, t+ λ) − f(x, t)) ffa. {x, t} ∈ Q, ∀λ > 0.
(iii) Ist außerdem Dαf ∈ Lp(Q) (α = 1, . . . , n), so gilt:
(6.15) (Dαfλ)(x, t) = (Dαf)λ(x, t) ffa. {x, t} ∈ Q, ∀λ > 0.
Sei (6.9) erfüllt und sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung des Systems (6.7). Sei
Ω′ ⊂⊂ Ω eine offene Menge mit Ω′ ∈ C0,1. Ferner sei 0 < t1 < T beliebig fixiert. Nach























(Mit einem analogem Argument wie in [Naumann and Wolff, M. (1994)] stellt man fest,
daß die Menge vom Maß Null, für die (6.16) nicht gilt, unabhängig von λ gewählt werden
kann.)
Ähnlich wie in [Naumann et al. (1998)] beweist man ausgehend von (6.16) das folgende
Lemma 6.1 Sei (6.9) erfüllt und sei g ∈ L2(Q; RN ). Sei u ∈ V 1, 0q (Q; RN ) eine schwache



























für alle Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω und 0 ≤ t0 < t1 < T , wobei c = const > 0 nur von c1 und
1/dist(Ω′′, ∂Ω′) abhängt.
Beweis. - Seien offene Mengen Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω und 0 ≤ t0 < t1 < T beliebig gewählt.
Mit ζ ∈ C∞c (Ω′′) bezeichnen wir eine Schnittfunktion, so daß: 0 ≤ ζ ≤ 1 in Ω′′ und ζ ≡ 1







(∆hu)(x, t) ffa. {x, t} ∈ Ω′′ × (0, t1).
Nach Einsetzen der zulässigen Testfunktion ψ(x) = (∆hu)(x, t)ζ2(x) (x ∈ Ω′′, t ∈ (t0, t1))
in (6.11) und Integration über das Intervall (t0, t1) folgt unter Berücksichtigung von (6.13)












































Die Behauptung folgt nun unmittelbar aus der letzten Ungleichung mit Hilfe der Hölder-
schen und der Youngschen Ungleichung unter Beachtung der Bedingung (6.9).
Ausgehend von (6.17) ergibt sich mit Hilfe der Youngschen Ungleichung für beliebige












(1 + |∇u(x, t+ h)|+ |∇u(x, t)|)q−2|∆h∇u|2 dxdt
)
.
Unter Verwendung der Abschätzung (6.18) haben wir nun das
Lemma 6.2 Seien die Bedingungen (6.8)−(6.10) erfüllt und sei g ∈ L2(Q; RN ) mit ∂g
∂t
∈















(1 + |∇u(x, t+ h)|+ |∇u(x, t)|)q−2|∆h∇u|2 dxdt ≤ c h2µ
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für beliebige Ω′ ⊂⊂ Ω, 0 < t0 < t1 < T und für alle 0 < h < T − t1, wobei c = const nicht
von h abhängt.
Beweis. - Seien Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω, 0 < t′0 < t0 < t1 < T beliebig, aber fixiert. Sei ζ ∈
C∞c (Ω
′′) eine Schnittfunktion, so daß ζ ≡ 1 auf Ω′ und 0 ≤ ζ ≤ 1 in Ω′′. Ferner sei
ρ ∈ C∞(R) mit ρ ≡ 0 in (−∞, t′0], ρ ≡ 1 in (t0,+∞) und 0 ≤ ρ ≤ 1 in R. Nun bilden wir in
(6.16) für fast alle t ∈ (t′0, t1) die Differenz ∆h (0 < h < T − t1; 0 < λ < T − t1 − h). Dort
setzen wir die zulässige Testfunktion ψ(x) = (∆hu)(x, t)ζ2(x)ρ(t) (x ∈ Ω′′, t ∈ (t′0, t1))
ein, integrieren über das Intervall (t′0, s) (s ∈ (t′0, t1)), benutzen partielle Integration und
























Beachtet man (6.8) und (6.10), so folgt mit Hilfe der Youngschen Ungleichung:
(∆hAαi )(x, t)((∆hDαu
i)(x, t)ζ2(x) + 2(∆hui)(x, t)ζ(x)Dαζ(x)) ≥
≥ ν0
2
(1 + |∇u(x, t+ h)|+ |∇u(x, t)|)q−2|∆h∇u(x, t)|2ζ2(x)−
− c h2µ(1 + |∇u(x, t+ h)|q + |∇u(x, t)|q)−
− c (1 + max |∇ζ|2)|∆hu(x, t)|2
für fast alle {x, t} ∈ Ω′′ × (t′0, t1).
Aus (6.21) ergibt sich nun für fast alle s ∈ (t′0, t1)∫
Ω′′


















































Kombiniert man (6.18) und (6.23), wobei in (6.23) Ω′ durch Ω′′ und Ω′′ durch Ω′′′
















Die Behauptung (6.19) erhält man nun durch iteratives Anwenden von (6.24), während
sich die zweite Abschätzung (6.20) nach Kombination der Abschätzungen (6.19) und (6.23)
ergibt.
Mit Hilfe der soeben bewiesenen Differenzenabschätzungen, sind wir nun in der Lage
die Existenz der Zeitableitung
∂u
∂t
∈ L2(Q′) (Q′ ⊂⊂ Q) zu beweisen, indem wir von der im
Abschnitt 5.2 entwickelten Methode Gebrauch machen. Hierbei setzen wir u geeignet auf
die ganze reelle Achse zu einer Funktion v fort und wenden anschließend den Satz 5.4 an.
Bemerkung : Wir weisen darauf hin, daß wir öfters integrierbare Funktionen u : Q →
RN mit Bochner-meßbaren Funktionen, deren Werten in einen entsprechenden Banach-
Raum liegen, gemäß einer kanonischen Isometrie identifizieren. Korrekterweise müsste man
hierfür getrennte Bezeichnungen einführen, worauf wir jedoch verzichten, da sich diese
Unterschiede aus dem Zusammenhang von selbst verstehen. Zu den entsprechenden Iso-
metrien verweisen wir den Leser auf die Sätze B.1-B.3, die der Vollständigkeit halber im
AnhangB notiert und bewiesen wurden.
Satz 6.1 Seien die Bedingungen (6.8)−(6.10) erfüllt und sei g ∈ L2(Q; RN ) mit ∂g
∂t
∈
L2(Q; RN ). Außerdem nehmen wir an, daß µ >
q
3q − 2
. Ist u ∈ V 1, 0q (Q; RN ) eine schwache




∈ L2(Ω′ × (t0, t1); RN ).
Das folgende Lemma dient als Vorbereitung für den Beweis von Satz 6.1.
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Lemma 6.3 Für jedes p ∈ (1,+∞) besitzt X =
◦
W1p(Ω; CN ) die Eigenschaft (R)p bezüglich
des Hilbert-Raumes H = L2(Ω; CN ) gemäß der Definition 5.1. Insbesondere gibt es eine
Konstante cX derart, daß
(6.26) ‖RXϕ‖Lp(R;X) ≤ cX ‖ϕ‖Lp(R;X) ∀ϕ ∈ Lp(R;X).
Beweis. - 1◦ Sei p ∈ (1,+∞). Wir setzen Y := Lp(Ω; CN ). Weiterhin definieren wir M :=
{ζ ρ | ζ ∈ C∞(Ω; CN ), ρ ∈ C∞c (R; C)} und bezeichnen mit Z, die Menge aller endlichen
Linearkombinationen von Elementen aus M . Dann liegt die Menge Z dicht in Lp(R;Y ).
In der Tat, sei f ein stetiges lineares Funktional auf Lp(R;Y ), so daß
(6.27) 〈f, ϕ〉 = 0 ∀ϕ ∈ Z.
Nach dem Rieszschen Darstellungssatz können wir f mit einem Element aus Lp
′
(R;Y ′)
identifizieren, welches wir ebenfalls mit f bezeichnen. Sei {ζ1, ζ2, . . . , } die abzählbare
Menge aller auf Ω definierten Polynome mit rationalen Koeffizienten und Werten in CN .
Mit Hilfe des Satzes von Weierstraß zeigt man, daß diese Menge in Lp(Ω; CN ) dicht ist.





〈f(t), ρ(t) ζm〉dt =
∫
R
〈f(t), ζm〉ρ(t) dt = 0
∀ ρ ∈ C∞c (R).
Hieraus folgt mit Hilfe des Fundamentallemmas
(6.29) 〈f(t), ζm〉 = 0 ffa. t ∈ R (m ∈ N).
Wir bemerken, daß die Menge vom Maß Null, derjenigen t ∈ R, für die (6.29) ausgeschlos-
sen wird, unabhängig von m ∈ N gewählt werden kann. Benutzt man das oben erwähnte
Dichtheitsargument, so impliziert (6.29)
〈f(t), ζ〉 = 0 ffa. t ∈ R, ∀ ζ ∈ Lp(Ω; CN ).
Hieraus schließt man sofort f(t) = 0 für fast alle t ∈ R, also f ≡ 0. Nach dem Satz von
Hahn und Banach ist somit klar, daß Z eine dichte Teilmenge von Lp(R;Y ) bildet.
2◦ Sei ϕ =
m∑
j=1
ζj ρj (ζj ∈ C∞(Ω; CN ), ρj ∈ C∞c (R; C); j = 1, . . . ,m) beliebig gegeben.
Offensichtlich gehöhrt ϕ zu Z. Mit einer elementaren Rechnung findet man leicht
(6.30) (RY ϕ)(x, ·) = RC(ϕ(x, ·)) ∀x ∈ Ω. 1)
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Es ist bekannt, daß die Hilbert-Transformation RC den Raum Lp(R; C) homöomorph
auf sich selbst abbildet. Insbesondere gibt es eine Konstante Cp, so daß
(6.31) ‖RCη‖Lp(R;C) ≤ Cp‖η‖Lp(R;C) ∀ η ∈ Lp(R; C).
(siehe in E.M. Stein [Stein (1970)]). Wendet man (6.31) auf die Funktion ϕ(x, ·) (x ∈ Ω)
an, so folgt zusammen mit (6.30).
∫
R
|(RY ϕ)(x, ·)|p dt ≤ Cpp
∫
R
|ϕ(x, ·)|p dt ∀x ∈ Ω.
Nun integrieren wir über Ω und wenden den Satz von Fubini an. Dies ergibt
‖RY ϕ‖Lp(R;Y ) ≤ Cp‖ϕ‖Lp(R;Y ) ∀ϕ ∈ Z.
Berücksichtigt man schließlich die in 1◦ bewiesen Dichtheitsaussage, so kann RY zu einem
linearen Isomorphismus auf Lp(R;Y ) fortgesetzt werden, so daß
(6.32) ‖RY ϕ‖Lp(R;Y ) ≤ Cp‖ϕ‖Lp(R;Y ) ∀ϕ ∈ Lp(R;Y ).
3◦ Weiterhin definieren wir V :=
◦
W 12(Ω; CN ). Benutzt man die Aussage (5.15) von Lem-
ma 5.3, so ist ersichtlich, daß wegen Dα ∈ L(V,H) (α ∈ {1, . . . , n}) gilt:
Dα(RXϕ) = RY (Dαϕ) ∀ϕ ∈ L2(R;V ) ∩ Lp(R;X),
weshalb wir unter Verwendung von (6.32) schließen, daß
‖Dα(RXϕ)‖Lp(R;Y ) ≤ Cp‖Dαϕ‖Lp(R;Y ) ∀ϕ ∈ L2(R;V ) ∩ Lp(R;X). 2)
Wegen der dichten Einbettung L2(R;V ) ∩ Lp(R;X) ⊂ Lp(R;X) können wir RX auf den
ganzen Raum Lp(R;X) fortsetzen und erhalten
‖RXϕ‖Lp(R;X) ≤ Cp‖ϕ‖Lp(R;X) ∀ϕ ∈ Lp(R;X),
was zu beweisen war.
1) Diese Aussage folgt sofort aus der Definition der Hilbert-Transformation und der Tatsache, daß
F(ϕ(x, ·)) = (Fϕ)(x, ·) ∀x ∈ Ω.
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Beweis von Satz 6.1 - Seien Ω′ ⊂⊂ Ω, 0 < t′0 < t0 < t1 < t′1 < T beliebig, aber fixiert.
Sei ζ ∈ C∞c (Ω) eine Schnittfunktion, so daß ζ ≡ 1 auf Ω′ und 0 ≤ ζ ≤ 1 in Ω. Ferner sei
ρ ∈ C∞c (R), so daß 0 ≤ ρ ≤ 1 in R, ρ ≡ 0 in R \ (t′0, t′1) und ρ ≡ 1 auf (t0, t1). Wir setzen
vi(x, t) :=
u
i(x, t)ζ(x)ρ(t) für {x, t} ∈ Ω× (t′0, t′1)
0 für {x, t} ∈ Ω× (R \ (t′0, t′1)),
wi(x, t) :=
u
i(x, t)ζ(x)ρ′(t) für {x, t} ∈ Ω× (t′0, t′1)
0 für {x, t} ∈ Ω× (R \ (t′0, t′1)),
A
α
i (x, t) :=
A
α
i (x, t,∇u(x, t))ζ(x)ρ(t) für {x, t} ∈ Ω× (t′0, t′1)




i (x, t,∇u(x, t))Dαζ(x) + gi(x, t))ρ(t) für {x, t} ∈ Ω× (t′0, t′1)
0 für {x, t} ∈ Ω× (R \ (t′0, t′1))
(α = 1, . . . , n; i = 1, . . . , N).


























∀ϕ ∈W 1, 12 (Ω× R; C
N ), supp(ϕ) ⊂⊂ Ω× R.
Als nächstes setzen wir















(wi + gi)(·, t)ψi dx (ψ ∈ H; t ∈ R),






(v(t), ϕ′(t))H dt =
∫
R




∀ϕ ∈ Lq(R;X) ∩ L2(R;H), ϕ′ ∈ L2(R;H), supp(ϕ) ⊂⊂ R.
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Beachtet man (6.8) und die Differenzenabschätzungen (6.19), (6.20) (vgl. Lemma 6.2) und
wendet man die Höldersche Ungleichung an, so folgt für beliebige h > 0∫
R
‖v(t+ h)− v(t)‖qX dt ≤ c h
qµ,(6.35) ∫
R
‖F (t+ h)− F (t)‖q
′
X′ dt ≤ c h
2µ.(6.36)




∈ L2(R;H). Die Behauptung des Satzes folgt nun unmittelbar aus der
Tatsache, daß die Einschränkung von v auf die Menge Ω′ × (t0, t1) mit u fast überall
übereinstimmt.
6.2 Existenz der zweiten Ortsableitung
In diesem Abschnitt werden wir die Existenz der zweiten Ortsableitungen einer schwachen




− DαAαi (x, t,∇u) = Bi(x, t, u,∇u) in Q (i = 1, . . . , N),





i (x, t, ξ) ist meßbar auf (0, T ) ∀ {x, ξ} ∈ Ω× RnN ,
Aαi (0, ·, 0) ∈ L∞(0, T );
(6.39)

|Aαi (x, t, ξ)−Aαi (y, t, η)| ≤
≤ c0
{
|x− y|(1 + |η|+ |ξ|)q−1 + (1 + |η|+ |ξ|)q−2|η − ξ|
}
∀ t ∈ (0, T ),∀ {x, ξ}, {y, η} ∈ Ω× RnN (c0 = const)
(α = 1, . . . , n; i = 1, . . . , N). Sei außerdem die Bedingung (6.10) erfüllt.
Für die rechte Seite Bi setzen wir kontrolliertes Wachstum voraus, das heißt:
(6.40)
|Bi(x, t, u, ξ)| ≤ c2(1 + |u|
(q−1)(n+2)/n + |ξ|q−1)
∀ {x, t, u, ξ} ∈ Q× RN × RnN (c2 = const > 0)
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(i = 1, . . . , N).
Als nächstes notieren wir einige vorbereitende Aussagen bezüglich der Differenzen bzw.
des Differenzenquotienten, die sich elementar beweisen lassen.
1. Die Differenz: Sei v : Ω × (a, b) → R (−∞ < a < b < +∞) meßbar. Sei Ω′ ⊂⊂ Ω und
sei h ∈ R, 0 < |h| < dist(Ω′, ∂Ω). Für β ∈ {1, . . . , n} definieren wir die Differenz
(τ (β)h v)(x, t) := v(x+ heβ, t)− v(x, t) ({x, t} ∈ Ω
′ × (a, b)).
Die folgenden Eigenschaften sind gut bekannt und in der Literatur zu finden (siehe zum
Beispiel in [Gilbarg and Trudinger (1977)]):













|Dβu|p dxdt (β ∈ {1, . . . , n}).









p dxdt ≤ C0 |h|p
∀h ∈ R, 0 < |h| < dist(Ω′, ∂Ω) (Ω′ ⊂⊂ Ω; C0 = const),






|∇v|p dxdt ≤ C0.
2. Der Differenzenquotient: Sei v : Ω× (a, b) → R meßbar. Sei Ω′ ⊂⊂ Ω und sei h ∈ R, 0 <
|h| < dist(Ω′, ∂Ω). Dann definieren wir für β ∈ {1, . . . , n} den Differenzenquotienten
(∆(β)h v)(x, t) :=
v(x+ heβ , t)− v(x, t)
h
({x, t} ∈ Ω′ × (a, b)).






p dxdt ≤ C0 ∀ 0 < |h| < dist(Ω′, ∂Ω).
Dann besitzt v eine schwache verallgemeinerte Ableitung Dβv in Lp(Ω′× (a, b)) und unter
Berücksichtigung der Reflexivität des Raumes Lp(Ω′ × (a, b)) erhält man
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(6.43) ∆(β)h v ⇀ Dβv in L
p(Ω× (a, b)) für h→ 0.






2 dx ≤ C0 ∀ 0 < |h| < dist(Ω′, ∂Ω),





|Dβv(·, t)|2 dx ≤ C0.








dt ≤ Cp/20 ∀ 0 < |h| < dist(Ω
′, ∂Ω).
Da der Raum Lp(a, b;L2(Ω′)) reflexiv ist, existieren eine Folge (hj) positiver Zahlen
mit lim
j→∞
hj = 0 und eine Funktion w ∈ Lp(a, b;L2(Ω′)), so daß
∆(β)hj v ⇀ w in L
p(a, b;L2(Ω′)) für j → +∞.
Benutzt man zusätzlich die Eigenschaft (3), so folgt w(x, t) = Dβv(x, t) für fast alle {x, t} ∈








dt ≤ Cp/20 .
Als nächstes setzen wir
Aδ :=
{
t ∈ (a, b)
∣∣∣ ∫
Ω′
|Dβv(·, t)|2 dx ≥ C0 + δ
}
(δ > 0)
und folgern aus (6.45)








für alle p > 1, was zeigt, daß mes(Aδ) = 0 für alle δ > 0. Die Ungleichung (6.44) folgt nun
unmittelbar aus der Definition des wesentlichen Supremums.
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Unter Benutzung der sogenannten Methode des Differenzenquotienten erhält man
ähnlich wie in Naumann, Wolf [Naumann and Wolf (1992)] den
Satz 6.2 Seien die Bedingungen (6.10), (6.38)−(6.40) erfüllt. Sei u ∈ V 1, 0q (Q; RN ) eine




< q < 2.
Dann gilt für beliebige Ω′ ⊂⊂ Ω und t0 ∈ (0, T ):












(1 + |∇u|)q−2|D2u|2 dxdt < +∞.
Beweis. - Seien Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω beliebig, aber fixiert. Ohne Beschränkung der Allgemein-
heit können wir annehmen, daß Ω′′ ∈ C0,1.
Seien 0 < t0 < t1 < T fixiert. Ähnlich wie in [Naumann and Wolff, M. (1994)]























(Wir bemerken, daß die Menge vom Maß Null derjenigen t, für die diese Identität nicht
gilt, unabhängig von λ gewählt werden kann.)
Sei ζ ∈ C∞c (Ω′′) eine Schnittfunktion mit 0 ≤ ζ ≤ 1 in Ω′′ und ζ ≡ 1 auf Ω′. Seien
t1 − t0 ≤ τ1 < τ2 ≤ t1 beliebig, aber fixiert. Sei ρ ∈ C∞(R) nichtfallend, so daß ρ ≡ 0 auf
(−∞, t1 − τ2], ρ ≡ 1 auf [t1 − τ1,+∞) und 0 ≤ ζ ≤ 1, 0 ≤ ρ′ ≤ 2(τ2 − τ1)−1 in R. Sei
β ∈ {1, . . . , n} und sei 0 < |h| < dist(Ω′′, ∂Ω). Nun setzen wir für fast alle t ∈ (0, t1) die
zulässige Testfunktion
ψi(x) := (τ (β)−h ζ
2(·)τ (β)h u
i
λ)(x, t)ρ(t) (x ∈ Ω′′; i = 1, . . . , N)
3) Hier ist D2u = {DαDβui}i=1,...,Nα,β=1,...,n (= die Matrix der zweiten Ableitungen).
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(0 < λ < T − t1) in (6.49) ein, integrieren über das Intervall (0, s) (s ∈ (0, t1)), machen
von der Transformationsformel Gebrauch, benutzen partielle Integration und führen den


























































































= I1 + I2 + I3.
(i) Wir beginnen mit der Abschätzung des Integrals I1. Hierfür verwenden wir die Hölder-
sche Ungleichung und die Eigenschaft (1) (vgl. (6.41)). Hiermit schließt man:
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Die rechte Seite dieser Ungleichung schätzen wir mit Hilfe von (6.38), (6.39) und (6.41)
weiter nach oben ab und wenden anschließend die Youngsche Ungleichung an. Hiermit
folgt



















(ii) Beachtet man (6.40), so ergibt sich mit einer ähnlichen Argumentation, die für die
Abschätzung von I1 benutzt wurde, die folgende Ungleichung:
I2 ≤ c |h|2(max |∇ζ|)
( ∫
Q














(iii) Unter Verwendung von Lemma A.1 (mit p0 = q(n + 2)/n und p1 = q) und der
Eigenschaft (1) (vgl. (6.41)) bekommt man













Nun wenden wir (6.5) (vgl. Anmerkung 6.1, (ii)) an und folgern unter Verwendung der
Poincaré-Ungleichung, der Eigenschaft (1) (vgl. (6.41)) und Anwendung der Hölderschen





‖(τβh u)ζ‖L∞(t1−τ2,t1;L2(Ω;RN )) + ‖(τ
β




































































Nach Einsetzen der soeben erhaltenen Abschätzungen für I1, I2 und I3 in (6.51) ergibt














































wobei c = const weder von h noch von τ1 und τ2 abhängt. Nach Anwendung des technischen



















(1 + |u|q(n+2)/n + |∇u|)q dxdt
)(2−q)/qθ+1
.
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Da die Konstante c der obigen Abschätzung nicht von t1 ∈ (0, T ) abhängt, kann man wegen
der Absolutstetigkeit des Lebesgue-Integrals dort den Grenzübergang t1 → T durchführen







q dxdt ≤ c |h|q ∀h ∈ R, 0 < |h| < dist(Ω′′, ∂Ω)
(β = 1, . . . , n), wobei c = const nur von c0/ν0, c2, q, n und N abhängt. Die erste Aussage
ergibt sich nun unmittelbar aus der Eigenschaft (2) (vgl. (6.42)).
Wir kommen nun zum Beweis der zweiten Aussage. Seien α, β ∈ {1, . . . , n} fixiert.
Wegen (6.53) sind wir in der Lage, die Eigenschaft (3) (vgl. (6.43)) anzuwenden. Hiermit
ergibt sich
∆(β)h Dαu ⇀ DβDαu in L
q(Ω′ × (t0, T ); RN ) für h→ 0.
Als nächstes setzen wir für 0 < h < dist(Ω′′, ∂Ω)
Vh(x, t) := (1 + |∇u(x+ heβ , t)|+ |∇u(x, t)|)(q−2)/2 ({x, t} ∈ Ω′ × (t0, T )).
Unmittelbar aus (6.52) folgt, daß die Menge {Vh∆
(β)
h Dαu | 0 < h < dist(Ω
′′, ∂Ω)} in
L2(Ω′×(t0, T ); RN ) beschränkt ist. Da der Raum L2(Ω′×(t0, T ); RN ) reflexiv ist, existiert
eine Folge (hj) positiver Zahlen mit lim
j→∞





Dαu ⇀ f in Lq(Ω′ × (t0, T ); RN ) für j → +∞.
Weiterhin liefert die Stetigkeit im Mittel
Vhj → (1 + 2|∇u|)
(q−2)/2 in Lq
′
(Ω′ × (t0, T )) für j → +∞.
Sei nun ϕ ∈ C∞c (Ω′× (t0, T )) beliebig gewählt. Unter Verwendung der Dreiecksunglei-





















Aus dieser Identität schließt man






(1 + 2|∇u(x, t)|)q−2|DαDβu|2 dxdt < +∞ (α, β ∈ {1, . . . , n}).





|Dβu(·, t)|2 dx < +∞ (β ∈ {1, . . . , n}).
Somit ist der Beweis des Satzes vollständig erbracht.
6.3 H1/2-Differenzierbarkeit
In den nachfolgenden Betrachtungen zeigen wir, daß unter geeigneten Voraussetzungen
eine schwache Lösung u eines parabolischen Systems zu H1/2(t0, t1;L2(Ω′; RN )) (0 < t0 <





− DαAαi (x, t, u,∇u) = gi in Q (i = 1, . . . , N),
wobei Aαi : Q × RN × RnN → R (α = 1, . . . , n; i = 1, . . . , N) Carathéodory-Funktionen




i (x, t, u, ξ)| ≤ c0 (1 + |u|+ |ξ|)q−1
∀ {x, t, u, ξ} ∈ Q× RN × RnN (c0 = const)
(α = 1, . . . , n; i = 1, . . . , N);
(6.56) g ∈ L2(Q; RN ).
Analog wie in Abschnitt 6.1 definieren wir schwache Lösungen von (6.54) auf folgende
Weise:
Definition 6.2Seien (6.55) und (6.56) erfüllt. Dann heißt u ∈ V 1, 0q (Q; RN ) schwache
















Wir haben nun das folgende
Lemma 6.4 Seien (6.55) und (6.56) erfüllt. Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung
von (6.54). Dann gilt:
(6.58) u ∈ H1/2(t0, T ;L2(Ω′; RN ))
für alle 0 < t0 < T und für beliebige offene Teilmengen Ω′ ⊂⊂ Ω.
Beweis. - Seien Ω′ ⊂⊂ Ω, 0 < t′0 < t0 < T beliebig, aber fixiert. Sei ζ ∈ C∞c (Ω) eine
Schnittfunftion mit 0 ≤ ζ ≤ 1 in Ω und ζ ≡ 1 in Ω′. Ferner sei ρ ∈ C∞c (R), so daß
0 ≤ ρ ≤ 1 in R, ρ ≡ 0 in (−∞, t′0) und ρ ≡ 1 auf (t0, T ). Wir setzen
wi(x, t) :=

ui(x, t)ζ(x)ρ′(t) + Aαi (x, t,∇u(x, t))(Dαζ)(x)ρ(t)
für {x, t} ∈ Ω× (t′0, T )
ui(x, 2T − t)ζ(x)ρ′(2T − t) +
+Aαi (x, 2T − t,∇u(x, 2T − t))(Dαζ)(x)ρ(2T − t)
für {x, t} ∈ Ω× (T, 2T − t′0)
0 für {x, t} ∈ Ω× (R \ (t′0, 2T − t′0)),
vi(x, t) :=

ui(x, t)ζ(x)ρ(t) für {x, t} ∈ Ω× (t′0, T )
ui(x, 2T − t)ζ(x)ρ(2T − t) für {x, t} ∈ Ω× (T, 2T − t′0)
0 für {x, t} ∈ Ω× (R \ (t′0, 2T − t′0)),
A
α
i (x, t) :=

Aαi (x, t)ζ(x)ρ(t) für {x, t} ∈ Ω× (t′0, T )
−Aαi (x, 2T − t)ζ(x)ρ(2T − t) für {x, t} ∈ Ω× (T, 2T − t′0)
0 für {x, t} ∈ Ω× (R \ (t′0, 2T − t′0)),
gi(x, t) :=

gi(x, t)ζ(x)ρ(t) für {x, t} ∈ Ω× (t′0, T )
−gi(x, 2T − t)ζ(x)ρ(2T − t) für {x, t} ∈ Ω× (T, 2T − t′0)
0 für {x, t} ∈ Ω× (R \ (t′0, 2T − t′0)).
(α = 1, . . . , n; i = 1, . . . , N).
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∀ϕ ∈ C1c (Ω× R; RN ).
Bettet man RN kanonisch in CN ein und setzt man











i (·, t)Dαψi dx (ψ ∈ X; t ∈ R),






(v(t), ϕ′(t))H dt =
∫
R
〈F (t), ϕ(t)〉dt +
∫
R
(w(t) + g, ϕ(t))H dt
∀ϕ ∈ Wc(0, T ). 4)
Hiermit bestätigt man v ∈ W (R;X,H), und nach Satz 5.3 gilt v ∈ H1/2(R;H). Die Be-
hauptung folgt nun unmittelbar aus der Tatsache, daß v eingeschränkt auf die Menge
Ω′ × (t0, T ) mit u fast überall übereinstimmt.
6.4 Kaplan-Bedingung fast überall
Im letzten Abschnitt dieses Kapitels beschäftigen wir uns mit der Frage, unter welchen Be-
dingungen die sogenannte Kaplan-Bedingung (vgl. [Kaplan (1966)]) für schwache Lösungen
eines nichtlinearen Systems (6.54) erfüllt ist. Unter Beibehaltung der Bezeichnungen von
Abschnitt 6.3 haben wir nun das
Lemma 6.5 Sei (6.55) erfüllt. Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (6.54) mit
g ∈ Lp(Q;RN ) (p′ ≥ q(n + 2)/n). Dann ist für jede offene Menge Ω′ ⊂⊂ Ω die Kaplan-
Bedingung
4) Zur Definition der Menge Wc(0, T ) siehe Abschnitt 5.2.








für fast alle t ∈ (0, T ) erfüllt.
Beweis. - Sei Ω′ ⊂⊂ Ω offen und 0 < t0 < t1 < T beliebig gewählt. Mit der gleichen








|u(x, t+ h)− u(x, t)|2 dxdt ≤ C0,
wobei C0 = const weder von h noch von t1 abhängt. Wir integrieren beide Seiten der






‖u(·, t+ h)− u(·, t)‖2
L2(Ω′;RN )
h









für fast alle t ∈ (t0, t1). Die Behauptung (6.61) folgt nun unmittelbar aus (6.62) unter




Lineare Systeme mit konstanten
Koeffizienten
7.1 Einführung
Wie im elliptischen Fall, so spielen auch bei der Regularitätsuntersuchung schwacher
Lösungen parabolischer Systeme die sogenannten Caccioppoli-Ungleichungen und funda-
mentalen Abschätzungen eine wesentliche Rolle. Solche Ungleichungen sind bereits be-
kannt, allerdings nur bezüglich der L2-Normen (siehe [Campanato (1984)]). Da wir hier
jedoch schwache Lösungen aus W 1, 0q (Q; RN ) (1 < q < 2) entarteter Systeme betrachten,
erweist es sich als notwendig, diese Abschätzungen in geeigneter Weise zu verallgemeinern.
Wir gehen hierbei ähnlich wie im Abschnitt 1.1 vor.










= 0 in Q (i = 1, . . . , N),













|Aαβij(∗)| ≤ c0 (c0 = const).
Definition 7.1Eine Funktion u ∈ V 1, 0q (Q; RN ) (1 < q < +∞) heißt schwache Lösung
von (7.1), falls die folgende Integralidentität für alle ϕ ∈ C∞c (Q; RN ) erfüllt ist:












i dxdt = 0.
7.2 Verallgemeinerung der Caccioppoli-Ungleichung
Das Ziel dieses Abschnittes ist die Herleitung einer Verallgemeinerung der fundamenta-
len Abschätzung bezüglich der Lq-Norm (1 < q < 2). Ein wesentliches Hilfsmittel sind
hierbei die sogenannten Caccioppoli-Ungleichungen, bzw. Verallgemeinerungen solcher Un-
gleichungen, welche wir im vorliegenden Abschnitt herleiten werden.
Wir beginnen mit einer bekannten Caccioppoli-Ungleichung, bezüglich der L2-Normen.
Dazu das
Lemma 7.1 Seien Aαβij(∗) (α, β = 1, . . . , n; i, j = 1, . . . , N) konstante Koeffizienten, die
den Bedingungen (7.2) und (7.3) genügen. Sei u ∈ V 1, 02 (Q; RN ) eine schwache Lösung von
(7.1). Dann ist u in Q beliebig oft differenzierbar und für beliebige Paare konzentrischer


















wobei c′, c′′ = const > 0 nur von c0/ν0, n und N abhängen.
Beweis. - 1◦ Mit der bekannten Methode des Differenzenquotienten läßt sich leicht veri-
fizieren, daß u ∈ C∞(Q; RN ) (siehe z.B. in [Campanato (1984)]).
2◦ Seien X0 = {x0, t0} ∈ Q und 0 < σ < R < dist(X0, ∂Q) 1) beliebig fixiert. Mit σ
bezeichnen wir die Zahl (σ + R)/2. Unter Verwendung geeigneter Testfunktionen erhal-
ten wir aus (7.4) unter Berücksichtigung von (7.2) und (7.3) die folgenden Caccioppoli-
Ungleichungen:∫
Qσ













1) Hier ist dist(X0, ∂Q) der Abstand des Punktes X0 zu ∂Q bezüglich der parabolischen Metrik
d(X1, X2) := max{|x1 − x2|, |t1 − t2|1/2} (X1 = {x1, t1}, X2 = {x2, t2} ∈ Rn × R).
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Kombiniert man diese Ungleichung mit (7.8), und wendet man anschließend die Youngs-





∣∣∣∣2 dxdt ≤ + c(R− σ)2
∫
QR















für beliebige Paare konzentrischer Zylinder Qσ ⊂ QR ⊂ Q, womit der Beweis des Lemmas
vollständig erbracht ist.
Auf der Grundlage von (7.5) und (7.6) ist es nun möglich, eine entprechende Verallge-
meinerung der Caccioppoli-Ungleichung bezüglich der Lq-Norm (1 < q < 2) herzuleiten.
Dazu der
Satz 7.1 Seien Aαβij(∗) konstante Koeffizienten, die den Bedingungen (7.2) und (7.3) genü-
gen. Dann existiert eine positive Konstante c = c(c0/ν0, n,N, q) derart, daß für jede schwa-
che Lösung u ∈ V 1, 0q (Q; RN ) von (7.1) die folgende Abschätzung für beliebige Paare kon-



















Beweis. - 1) Mit einer analogen Argumentation, wie im Beweis von Lemma A.2 bestätigt
man, daß für beliebiges 0 < ε < 1 die folgende multiplikative Ungleichung gilt:



















∀ v ∈W 1, 12 (Q1)
(c = const unabhängig von ε).
2) Sei u ∈ V 1, 02 (Q; RN ) eine schwache Lösung von (7.1). Mit Hilfe der üblichen Mit-
telfunktionen und Verwendung der bekannten Caccioppoli-Ungleichung zeigt man, daß
u ∈ C∞(Q; RN ). Seien X0 := {x0, t0} ∈ Q und 0 < σ < R < dist(X0, ∂Q) beliebig, aber
fixiert. Seien σ ≤ σ1 < σ2 ≤ R. Wir setzen σ := (σ1 + σ2)/2. Unter Verwendung der
Koordinatentransformation







und der Transformationsformel für das Lebesgue-Integral folgert man mit Hilfe von (7.12)
und (7.6) (mit σ = σ und R = σ2)∫
Qσ
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Kombiniert man die Ungleichungen (7.10) und (7.14), so ergibt sich für beliebige 0 <
σ < R < dist(X0, ∂Q)∫
Qσ
















Die Behauptung (7.11) folgt nunmehr aus der obigen Ungleichung unter Benutzung der
Hölderschen Ungleichung.
3) Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (7.1). Seien Qσ ⊂ QR ⊂⊂ Q beliebig
gewählte konzentrische Teilzylinder. Mit uε ∈ C∞(QR; RN ) (0 < ε < dist(QR, ∂Q)) be-
zeichnen wir die mit Hilfe der üblichen Mittelfunktionen erzeugte Glättung von u. Da uε




















wobei c = const > 0 nur von c0/ν0, q, n und N abhängt. Die Behauptung folgt nun
unmittelbar aus der obigen Ungleichung nach Ausführung des Grenzüberganges ε→ 0.
Folgerung 7.1 Sei 1 < q < 2 beliebig fixiert und seien m, k ∈ N, ν ∈ Nn (|ν| ≤ k). Seien
Aαβij(∗) (α, β = 1, . . . , n; i, j = 1, . . . , N) konstante Koeffizienten, die den Bedingungen (7.2)
und (7.3) genügen. Dann gibt es eine positive Konstante c = c(c0/ν0, q, n,N,m, k) mit
der Eigenschaft, daß für jede schwache Lösung u ∈ V 1, 0q (Q; RN ) von (7.1) die folgende















Mit einer analogen Argumentation, die zur Verallgemeinerung der fundamentalen Abschät-
zung im elliptischen Fall führte, leitet man analoge fundamentale Abschätzungen für
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schwache Lösungen parabolischer Systeme mit konstanten Koeffizienten her. Die zu Grun-
de liegende Idee geht auf eine Methode von S.Campanato (vgl. [Campanato (1965)],
[Campanato (1984)]) zurück, wo sowohl im elliptischen als auch im parabolischen Fall
fundamentale Abschätzungen bezüglich der L2-Norm bewiesen wurden. Der folgende Satz
enthält eine entsprechende Verallgemeinerung.
Satz 7.2 Sei 1 < q < 2. Seien Aαβij(∗) (α, β = 1, . . . , n; ij = 1, . . . , N) konstante Koeffizien-
ten, die den Bedingungen (7.2) und (7.3) genügen. Dann gibt es eine positive Konstante










für beliebige X0 ∈ Q, 0 < R < dist(X0, ∂Q) und für alle 0 < τ < 1.
Beweis. - Zunächst sei bemerkt, daß für 12 ≤ τ < 1 die Ungleichung (7.16) trivialerweise
erfüllt ist. Aus diesem Grunde genügt es, die Behauptung des Satzes für den Fall 0 < τ < 12
zu zeigen .




. Mit Hilfe der Hölderschen Ungleichung, der Poincaré-Ungleichung (b.23) (mit
f ≡ 0) und des Sobolevschen Einbettungssatzes findet man∫
Qτ

















Schätzt man die rechte Seite der obigen Ungleichung mit Hilfe von (7.15) (siehe Fol-




|u− uQτ |q dxdt ≤ Aqτ q+n+2
∫
Q1
|u− uQ1 |q dxdt,
womit die Behauptung (7.16) für diesen Fall bewiesen ist.
Nun seien X0 = {x0, t0} ∈ Q und 0 < R < dist(X0, ∂Q) beliebig gewählt. Unter








Zylinder QR auf Q1 abbildet, läßt sich die Behauptung (7.16) zusammen mit der Transfor-
mationsformel für das Lebesgue-Integral und Benutzung der oben bewiesenen Abschätzung
(7.17) leicht bestätigen.
Als unmittelbare Folgerung des soeben bewiesenen Satzes ergibt sich die
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Folgerung 7.2 Seien die Voraussetzungen von Satz 7.1 erfüllt. Dann gibt es eine positive
Konstante A = A(c0/ν0, q, n,N), so daß für jede schwache Lösung u ∈ V 1, 0q (Q; RN ) von
(7.1) gilt:
















|∇u− (∇u)Qσ |q dxdt
)1/q
(X0 ∈ Q, 0 < σ < dist(X0, ∂Q)).
Beweis. - Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (7.1). Unter Verwendung von
Lemma 7.1 und partieller Integration verifiziert man elementar, daß die FunktionDαu (α ∈










Auf der anderen Seite folgt unter Benutzung der Poincaré-Ungleichung (b.23) (mit




|u− uQτR − (∇u)QτR · (x− x0)|
q dxdt ≤





Schätzt man die rechte Seite von (7.20) mit Hilfe der Caccioppoli-Ungleichung (7.15) 2)











|u− uQτR − (∇u)QR · (x− x0)|
q dxdt.
Die Behauptung bestätigt man nun durch Kombination von (7.19) und (7.21).
2) Man beachte, daß mit u auch u− uQR − (∇u)QτR · (x− x0) eine schwache Lösung von (7.1) ist.
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Kapitel 8
Der Fall Aαi (ξ)
In den folgenden Betrachtungen behalten wir die Bezeichnungen der letzten Kapitel bei.





− DαAαi (∇u) = 0 in Q (i = 1, . . . , N),
wobei die Koeffizienten Aαi (α = 1, . . . , n; i = 1, . . . , N) auf RnN stetig differenzierbare







β ≥ ν0(1 + |ξ|)
q−2|η|2











≤ c0(1 + |ξ|)q−2 ∀ ξ ∈ RnN (c0 = const).
(Zur Definition schwacher Lösungen von (8.1) siehe Kapitel 6.)
8.1 A-priori-Abschätzungen für die Zeitableitung und der
zweiten Ortsableitungen
Im vorliegenden Abschnitt beschäftigen wir uns mit Fragen höherer Differenzierbarkeit
schwacher Lösungen des Systems (8.1). Da dieses System ein Spezialfall von (6.37) ist,
liefert Satz 6.2 das folgende Regularitätsresultat:
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Sei u ∈ V 1, 0q (Q; RN ) (q > 2n/(n+2)) eine schwache Lösung von (8.1) mit (8.2) , (8.3).
Dann existieren die zweiten schwachen partiellen Ableitungen bezüglich der Ortsvariablen










(1 + |∇u|)q−2|D2u|2 dxdt < +∞.
In den folgenden Ausführungen geht es darum, ein analoges Resultat wie das Obige
für die Zeitableitung einer schwachen Lösung u von (8.1) herzuleiten. Hierbei verwenden
wir die bekannte Methode des Differenzenquotienten.
Lemma 8.1 Seien Aαi (ξ) (α = 1, . . . , n; i = 1, . . . , N) stetig differenzierbare Koeffizienten,
welche den Bedingungen (8.2) und (8.3) genügen. Sei u ∈ V 1, 0q (Q; RN ) eine schwache












∣∣∣∣2 dxdt < +∞.








∣∣∣∣2 dxdt < +∞ ∀ t0 ∈ (0, T ), ∀Ω′ ⊂⊂ Ω.







(x, t)ψi(x) dx +
∫
Ω
(Aαi (∇u))λ(x, t)Dαψi(x) dx = 0
ffa. t ∈ (0, t1), ∀λ ∈ (0, T − t1), ∀ψ ∈
◦
W1q(Ω; RN ).
Seien Ω′ ⊂⊂ Ω′′ ⊂⊂ Ω, 0 < t′0 < t0 < t1. Sei ζ ∈ C∞c (Ω′′) mit ζ(x) = 1 für alle
x ∈ Ω′ und sei ρ ∈ C∞(R) mit ρ(t) = 0 für alle t ∈ (−∞, t′0] und ρ(t) = 1 für alle
t ∈ (t0,+∞). Wie im Abschnitt 6.1 bezeichne ∆h die Differenz bezüglich der Variablen
t ∈ (0, T ). In (8.7) bilden wir auf beiden Seiten die Differenz ∆h (0 < h < T − t1 − λ),
setzen dort die zulässige Testfunktion ψ(x) := (∆huλ)(x, t)ζ2(x)ρ(t) (x ∈ Ω, t ∈ (0, t1)) ein
und integrieren beide Seiten von (8.7) über das Intervall (0, s) (s ∈ (0, t1)). Anschließend
wenden wir partielle Integration an und führen den Grenzübergang λ → 0 durch. Dies
impliziert unter Berücksichtigung von (8.2)























= I1 + I2
für fast alle s ∈ (0, t1).
Mit Hilfe des Hauptsatzes der Differential- und Integralrechnung verifiziert man





((1− τ)∇u(x, t+ h) + τ∇u(x, t)) dτ(∆hDβuj)(x, t)
für fast alle {x, t} ∈ Ω× (0, T − h). Mit Hilfe der Cauchy-Schwarzschen Ungleichung, der

















Ebenfalls unter Verwendung von (6.12) bekommt man

























wobei c = const nicht von h abhängt. Dividiert man beide Seiten der letzten Unglei-
chung durch h2, so folgt mit einer analogen Argumentation wie im Beweis von Satz 6.2 die
Behauptung des Lemmas nach Ausführung des Grenzüberganges h→ 0.
Wir bemerken, daß aus (8.5) unter Verwendung der Hölderschen Ungleichung folgt:




∈ V 1, 0q (Ω′ × (t0, T ); RN ) ∀ t0 ∈ (0, T ), ∀Ω′ ⊂⊂ Ω,




∈ Lq(n+2)/n(Ω′ × (t0, T ); RN ) ∀ t0 ∈ (0, T ), ∀Ω′ ⊂⊂ Ω.
Sei f : Q → RN meßbar. Wir setzen f auf Rn+1 durch 0 fort und bezeichnen diese
ebenfalls mit f . Dann bezeichne ∆(∗)h f den Differenzenquotienten entweder bezüglich einer
der Ortsvariablen xβ (β ∈ {1, . . . , n}) oder bezüglich der Variablen t. Wir beweisen nun
die folgende nützliche Ungleichung:
Lemma 8.2 Seien Aαi (ξ) (α = 1, . . . , n; i = 1, . . . , N) differenzierbare Koeffizienten, wel-





Seien ζ ∈ C∞c (Ω) und ρ ∈ C∞(R) mit ρ ≥ 0 in R und ρ ≡ 0 in (−∞, t0] (t0 ∈ (0, T ))
beliebig fixiert. Dann haben wir für jedes 0 ≤ γ < q(n+ 2)
2n


































für fast alle t ∈ (t0, t1) und für alle 0 < h < min{t0, T − t1,dist(supp(ζ), ∂Ω)}, wobei
c = const nur von c0/ν0 und q abhängt.
Beweis. - Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (8.1). Zunächst folgt aus










(1 + |∇u|)q−2|D2u|2 dxdt < +∞.
Wie in der obigen Bemerkung schließt man hieraus
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∇u ∈ V 1, 0q (Ω′ × (t0, T ); RnN ),(8.13)
∇u ∈ Lq(n+2)/n(Ω′ × (t0, T ); RnN )(8.14)
für alle t0 ∈ (0, T ) und für beliebige Ω′ ⊂⊂ Ω.
Wir fixieren nun ein beliebiges 0 < γ <
q(n+ 2)
2n




> p0 := max{q(γ + 1), 2 + γ}.
Dann folgt aus (8.14) unter Beachtung von (8.15) für beliebige Ω′ ⊂⊂ Ω und t0 ∈ (0, T )
(8.16) u ∈W 1, 0p0 (Ω
′ × (t0, T ); RN ).
Seien 0 < t0 < t1 < T . Weiterhin seien ζ ∈ C∞c (Ω) und ρ ∈ C∞(R) mit ρ(t) =
0 für alle t ∈ (−∞, t0) nichtnegative Funktionen. Wir wählen 0 < h < min{t0, T −




2ρ ∈W 1, 0q (Ω× (t0, t1); RN ).










(x ∈ Ω; λ ∈ (0, T − t1 − h) für (8.7) zulässig ist. Wir setzen diese Funktion dort ein, inte-
grieren beide Seiten von (8.7) über das Intervall (t0, t) (t ∈ (t0, t1)), verwenden partielle In-
tegration und führen anschließend den Grenzübergang λ→ 0 aus. Unter Berücksichtigung
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Beachtet man (8.3), so folgt unter Verwendung des Hauptsatzes der Differential- und
























(1 + |∇u(·+ he∗)|+ |∇u|)q−2|∆(∗)h u|
γ |∆(∗)h ∇u|
2
fast überall in supp(ζ)× (0, t1).











(1 + |∇u(·+ he∗)|+ |∇u|)q−2|∆(∗)h u|
γ |∆(∗)h ∇u|
2ζ2ρ+
+ c (1 + |∇u(·+ he∗)|+ |∇u|)q−2|∆(∗)h u|
2+γ |∇ζ|2ρ
fast überall in supp(ζ)× (0, t1).
Die Behauptung folgt nun unmittelbar aus (8.17) unter Verwendung der letzten beiden
Abschätzungen.
Satz 8.1 Seien Aαi (ξ) (α = 1, . . . , n; i = 1, . . . , N) differenzierbare Koeffizienten mit (8.2)
und (8.3). Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (8.1) und sei (8.10) erfüllt.
Dann existiert eine positive Zahl γ = γ(q, n, c0, ν0), so daß für beliebige t0 ∈ (0, T ) und
















(1 + |∇u|)q−2+γ |D2u|2 dxdt < +∞.
Beweis. - Seien 0 < t′0 < t0 < t1 < T und Ω
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so ergibt sich nach geeigneter Wahl der Schnittfunktionen ζ ∈ C∞c (Ω′′) und ρ ∈ C∞(R)
























wobei c = const nur von c0/ν0, q, n,N und 1/dist(Ω′, ∂Ω′′) abhängt.
(i) Beweis von (8.19): Nun bezeichne in (8.21) ∆(∗)h den Differenzenquotienten bezüglich


























Da die Konstante c der rechten Seite dieser Ungleichung weder von h noch von t1 abhängt,







































(ii) Beweis von (8.20): Als nächstes bezeichne in (8.21) ∆(∗)h den Differenzenquotienten
bezüglich einer der Variablen xβ (β ∈ {1, . . . , n}). Unter Benutzung der Eigenschaft (6.41)
bekommt man aus (8.21)




























wobei c = const weder von h noch von t1 abhängt. Mit einer analogen Argumentation wie
















Es bleibt also nur noch, den zweiten Summanden in (8.20) abzuschätzen. Zunächst zeigt
man unter Beachtung von (8.22) und der Reflexivität des Raumes L2(Ω′ × (t0, t1); RnN )
die Existenz einer Folge (hj) positiver Zahlen mit lim
j→∞
hj = 0 und einer Funktion f ∈
L2(Ω′ × (t0, t1); RnN ), so daß:
(8.23)
(1 + |∇u(·+ hje∗)|+ |∇u|)
(q−2)/2|∆(∗)hj u|
γ/2∆(∗)hj ∇u ⇀ f
in L2(Ω′ × (t0, t1); RnN ) für j → +∞.









∣∣∣∣q) dxdt < +∞,






















∣∣∣q) dxdt < +∞.
Also ist die Menge {∆(∗)h u | 0 < h < dist(Ω
′′, ∂Ω′′′)} in W 1, 1q (Ω′ × (t0, t1); RN ) beschränkt.
Aufgrund von
∆(∗)h u ⇀ Dβu in L
q(Ω′ × (t0, t1); RN ) für h→ 0
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und der Kompaktheit der Einbettung
W 1, 1q (Ω
′ × (t0, t1); RN ) ⊂ Lq(Ω′ × (t0, t1); RN )
ergibt sich
(8.25) ∆(∗)hj u→ Dβu in L
q(Ω′ × (t0, t1); RN ) für j → +∞.
Beachtet man die Stetigkeit im Mittel, so folgt unter Verwendung des Satzes von Riesz-




(1 + |∇u(·+ hje∗)|+ |∇u|)(q−2)/2|∆(∗)hj u|
γ/2 → (1 + 2|∇u|)(q−2)/2|Dβu|γ/2
in Lq
′
(Ω′ × (t0, t1); RnN ) für j → +∞.
Weiterhin impliziert die Reflexivität des Raumes Lq(Ω′ × (t0, t1); RnN )
(8.27) ∆(∗)h ∇u ⇀ Dβ∇u in L
q(Ω′ × (t0, t1); RnN ) für h→ 0.
Kombiniert man (8.26) und (8.27), so folgt mit einer analogen Argumentation wie im
Beweis von (6.48)
f(x, t) = (1 + 2|∇u(x, t)|)(q−2)/2|Dβu(x, t)|γ/2Dβ∇u(x, t)
für fast alle {x, t} ∈ Ω′ × (t0, t1). Die Behauptung folgt nun unmittelbar aus (8.23) unter
Beachtung der schwachen Unterhalbstetigkeit der Norm.
8.2 Cγ, γ/2-Regularität bei zwei und drei Raumdimensionen
Parabolische Systeme vom Typ (8.1) wurden für den Fall q = 2 in Nečas, Šverák [Nečas
and Šverák (1991)] studiert. Hierbei konnte gezeigt werden, daß in den Fällen 2 ≤ n ≤ 4
schwache Lösungen des Systems (8.1) Hölder-stetig sind. Überdies wurde in dieser Arbeit
die Hölder-Stetigkeit des Gradienten der schwachen Lösung bei zwei Raumdimensionen
nachgewiesen. Dieser Abschnitt beschäftigt sich mit einer analogen Fragestellung für die
Fälle 1 < q < 2 bei zwei und drei Raumdimensionen. Das Hauptresultat des vorliegenden
Abschnittes ist der folgende
Satz 8.2 Seien Aαi (ξ) (α = 1, . . . , n; i = 1, . . . , N) stetig differenzierbare Funktionen, die
den Bedingungen (8.2) und (8.3) genügen. Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von
(8.1). Dann gibt es ein µ ∈ (0, 1), so daß für beliebige 0 < t1 < T und Ω′ ⊂⊂ Ω gilt:
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(i) im Fall n = 2 und 1 < q < 2
(8.28) ∇u ∈ Cµ, µ/2(Ω′ × (t1, T ); R2N ), 1)
(ii) im Fall n = 3 und 3/2 < q < 2
(8.29) u ∈ Cµ, µ/2(Ω′ × (t1, T ); RN ).
Beweis. - (i) Der Fall n = 2 und 1 < q < 2: Seien t1 ∈ (0, T ) und Ω′ ⊂⊂ Ω beliebig




,Dαu ∈ L∞(t1, T ;Lp(Ω′; RN )) (α = 1, 2).
Nun können wir wie in [Nečas and Šverák (1991)], für fast alle t ∈ (t1, T ) das folgende
elliptische System betrachten:
(8.31) −DαAαi (∇u(·, t)) = −
∂u
∂t
(·, t) in Ω′ (i = 1, . . . , N).
Mit Hilfe von Satz 4.1 bestätigt man, daß für fast alle t ∈ (t1, T ) ein r = r(t) > 2 existiert,













∣∣∣p) dx) rq′2pq (2−q)(p+2)p−2
für fast alle t ∈ (t1, T ) und für beliebige offene Teilmengen Ω′′ ⊂⊂ Ω′, wobei c eine positive
Konstante bezeichne.
Eine genaue Betrachtung des Beweises von Satz 4.1 zeigt, daß der Exponent r > 2
tatsächlich unabhängig von t ∈ (t1, T ) gewählt werden kann, da die dort auftretenden
Konstanten nicht von t, sondern nur von c0/ν0, q,N abhängen. Aus dem gleichen Grund
hängt auch die in (8.32) auftretende Konstante nicht von t, sondern nur von c0/ν0, q,N
und 1/dist(Ω′′, ∂Ω′) ab. Folglich existiert wegen (8.30) ein r0 > 2, so daß
(8.33) u ∈ L∞(t1, T ;W 2, r0(Ω′′; RN )).
Insbesondere impliziert (8.33) nach Anwendung des Sobolevschen Einbettungssatzes, daß
∇u auf Ω′′ × (t1, T ) wesentlich beschränkt ist.
1)Ein analoges Resultat wurde in [Frehse and Seregin (1999)] mit einer anderen Methode als hier bewie-
sen.
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Seien 0 < t1 < t′1 < t0 < T und sei BR ⊂ Ω′′ (0 < R <
√
t′1 − t1) beliebig gewählt.




















wobei die Konstante c nur von c0/ν0, q,N, r0 und Ω′′ abhängt. Hieraus folgert man, daß
für beliebige Ω′′′ ⊂⊂ Ω′′ gilt:
∇u ∈ Cµ, µ/2(Ω′′′ × (t′1, T ); R
2N ),
wobei µ := (r0−2)/r0) (vgl. Da Prato [Da Prato (1965)]). Somit ist der Beweis des Satzes
im Fall von zwei Raumdimensionen erbracht.
(ii) Der Fall n = 3 und 3/2 < q < 2. Seien t1 ∈ (0, T ) und Ω′ ⊂⊂ Ω beliebig, aber fixiert.
Nach Satz 8.1 existiert ein p > 2, so daß
∂u
∂t
,Dαu ∈ L∞(t1, T ;Lp(Ω′; RN )) (α = 1, 2, 3).
Wie oben betrachten wir auch hier für fast alle t ∈ (t1, T ) das elliptische System (8.31)
und erhalten nach Anwendung von Satz 4.2 mit f :=
∂u
∂t
(·, t) für belibige Ω′′ ⊂⊂ Ω′:
(8.35) u(·, t) ∈W 1, s0(Ω′′; RN ) ∀ 1 ≤ s0 < 6(q − 1)
für fast alle t ∈ (t1, T ). Die Voraussetzung q > 3/2 impliziert 6(q − 1) > 3, so daß man
ohne Beschränkung der Allgemeinheit s0 ∈ (3, 6(q − 1)) annehmen kann. Darüber hinaus
zeigt man unter Verwendung der Anmerkung 4.1 die Existenz einer Zahl k0 ∈ N, so daß
für beliebige Ω′′ ⊂⊂ Ω′ die folgende Abschätzung gilt:






+ ‖∇u(·, t)‖2k0L2(Ω′;R3N )
)
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für fast alle t ∈ (t1, T ), wobei c = const nicht von t, sondern nur von c0/ν0, q,N und
1/dist(Ω′′, ∂Ω′) abhängt. Somit haben wir
(8.37) u ∈ L∞(t1, T ;W 1, s0(Ω′′; RN )).
Seien t1 < t′1 < t0 < T und BR(x0) = BR ⊂ Ω′′ (0 < R <
√
t′1 − t1) beliebig gewählt.
Ähnlich wie in (i) schließt man aus (8.37) mit Hilfe der Poincaré-Ungleichung (b.20) und











wobei c = const weder von R noch von x0 und t0 abhängt. Die Behauptung ergibt sich
nun unmittelbar aus [Da Prato (1965)].
8.3 Ein Existenzsatz
Diesen Abschnitt widmen wir einem Existenzsatz, wobei wir auf die im Kapitel 5 darge-
legten Aussagen zurückgreifen, und schließlich den Satz 5.12 anwenden.
Sei Ω ⊂ Rn offen und beschränkt mit Ω ∈ C0,1. Wir haben nun den folgenden Existen-
zatz.
Satz 8.3 Seien Aαi (α = 1, . . . , n; i = 1, . . . , N) Koeffizienten, die den Bedingungen (8.2)
und (8.3) genügen mögen. Dann gibt es zu jedem
g ∈ ∗H1/20 (0, T ;L
2(Ω; RN )) ∩ Lq(0, T ;W 1q (Ω; RN ))
genau eine schwache Lösung
u ∈ ∗H1/20 (0, T ;L






−DαAαi (∇u) = 0 in Q (i = 1, . . . , N),
u = g f.ü. in Γ := (∂Ω× (0, T )) ∪ (Ω× {0}). 2)
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Beweis. - Sei g ∈ ∗H1/20 (0, T ;L2(Ω; RN )) ∩ Lq(0, T ;W 1q (Ω; RN )) beliebig gegeben. Unser
Ziel ist es, den Satz 5.3 anzuwenden. Dazu setzen wir





Unter Verwendung der kanonischen Einbettung RN ⊂ CN definieren wir die Operatoren





Aαi (∇ξ −∇g(·, t))Dαηi dx
Im〈A(t)(ξ), η〉 := 0 (ξ, η ∈ X).
Wir notieren, daß die komplexen Hilbert-Räume H und X und die Operatoren A(t)
(t ∈ (0, T )), aufgrund der Bedingungen (8.2) und (8.3), den Anforderungen von Satz 5.12
genügen. Außerdem existiert wegen g ∈ ∗H1/20 (0, T ;H) ein g0 ∈ H, so daß g − g0 ∈
H
1/2
0 (0, T ;H). Da nun (8.38) äquivalent ist zu
(8.39)

v = u− g
A(v) + B0(v) = −B0(g − g0) in (0, T ),
v ∈ H1/20 (0, T ;H) ∩ L
q(0, T ;X), 3)
ergibt sich die Behauptung unmittelbar aus dem Satz 5.12.
3) Hier haben wir die Eigenschaft benutzt, daß man gemäß der kononischen Einbettung RN ⊂ CN , eine
Funktion mit Werten im RN ebenfalls als Funktion mit Werten im CN auffassen kann.
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Kapitel 9
Partielle Regularität
Wir behalten die Bezeichnungen der vorigen Kapitel bei und betrachten das folgende




− DαAαi (x, t, u,∇u) = Bi(x, t, u,∇u) in Q (i = 1, . . . , N).
Hierbei seien Aαi , Bi : Q × RN × RnN → R (α = 1, . . . , n; i = 1, . . . , N) Carathéodory-
Funktionen, die den folgenden Bedingungen genügen:
(9.2)

|Aαi (x, t, u, ξ)−Aαi (y, s, v, ξ)| ≤
≤ ω(|x− y|+ |t− s|1/2 + |u− v|)(1 + |ξ|q−1)
∀ {x, t, u}, {y, s, v} ∈ Q× RN ,∀ ξ ∈ RnN ,





ξ 7→ Aαi (x, t, u, ξ) ist differenzierbar auf RnN
∀ {x, t, u} ∈ Q× RN und









(x, t, u, ξ)
∣∣∣∣ ≤ c0(1 + |ξ|)q−2
∀ {x, t, u, ξ} ∈ Q× RN × RnN (c0 = const > 0)
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(x, t, u, ξ)ηiαη
j
β ≥ ν0(1 + |ξ|)
q−2|η|2
∀ {x, t, u} ∈ Q× RN ,∀ ξ, η ∈ RnN (ν0 = const > 0).




|Bi(x, t, u, ξ)| ≤ c1(1 + |u|
q(n+2)/n−1 + |ξ|q−n/(n+2))




∀M > 0 ∃ a(M) > 0 :
|Bi(x, t, u, ξ)| ≤ a(M)|ξ|q + b
∀ {x, t, u, ξ} ∈ Q× [−M,M ]N × RnN (b = const ≥ 0)
(i = 1, . . . , N).
In nachfolgenden Betrachtungen geht es um die Beantwortung der Frage nach der
partiellen Regularität schwacher Lösungen von (9.1). Dazu die folgende
Definition 9.1Seien die Bedingungen (9.2)−(9.4) und (9.6) (bzw. (9.7)) erfüllt. Eine
Funktion u ∈ V 1, 0q (Q; RN ) (bzw. u ∈ V 1, 0q (Q; RN )∩L∞(Q; RN )) heißt schwache Lösung














Bi(x, t, u,∇u)ϕi dxdt.(9.8)
9.1 Mittelwertabschätzungen

































(1 + |∇u|q) dxdt
)1/q
.
Lemma 9.1 (i) Es existiert eine Konstante C0 = C0(q, n,N, u) > 0, so daß für alle u ∈






(1 + |u|q(n+2)/n + |∇u|q) dxdt
)1/q
≤ C0 M(u;X0, R)
∀X0 ∈ Q, ∀ 0 < R < dist(X0, ∂Q).
(ii) Sei 0 < τ < 1. Es existiert eine Konstante λ0 > 0, die nur von n, q,N, u und τ
abhängt, so daß für alle u ∈ V 1, 0q (Q; RN ) gilt:
(9.10)

|M(u;X0, τR)−M(u;X0, R)| ≤ λ0Φ(u;X0, R)
∀X0 ∈ Q, ∀ 0 < R < dist(X0, ∂Q).
Beweis. - Seien X0 = {x0, t0} und 0 < R < dist(X0, ∂Q) beliebig, aber fixiert.














































(c = const unabhängig von X0 und R).




























womit die Abschätzung (9.9) bewiesen ist.
(ii) Nun sei τ ∈ (0, 1) beliebig gewählt. Ohne Beschränkung der Allgemeinheit können
wir x0 = 0 annehmen. Mit einer analogen Argumentation wie im Beweis von LemmaA.5
verifiziert man zunächst∣∣∣∣( ∫
QτR

















f(s, t) := |u(·, s)BτR |(n+2)/n,
g(s, t) := |u(·, t)BR |(n+2)/n
({s, t} ∈ (t0 − τ2R2, t0)× (t0 −R2, t0)).
Mit Hilfe der Dreiecksungleichung, der Hölderschen Ungleichung und Anwendung der Un-
gleichung
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|u(·, s)BτR |+ |u(·, t)BR |
)2q/n
×



































(∇u)QR · xdx = 0,
so bekommt man unter Benutzung der Hölderschen Ungleichung




















|u(x, t)− (∇u)QR · x− u(y, s) + (∇u)QR · y|
q dxdy
für fast alle {s, t} ∈ (t0−τ2R2, t0)×(t0−R2, t0). Nach Integration beider Seiten der soeben
erhaltenen Ungleichung über den Quader (t0 − τ2R2, t0) × (t0 − R2, t0) und Anwendung






















wobei c = const nur von q, n,N und τ abhängt. Die rechte Seite der Ungleichung (9.12)
kann man mit Hilfe von (9.13) weiter nach oben abschätzen. Zusammen mit (9.11) bestätigt
man nun leicht die Ungleichung (9.10).
9.2 Partielle Regularität
Wie im elliptischen Fall sind wir in der Lage, unter ähnlichen Voraussetzungen an die
Koeffizienten partielle Regularität schwacher Lösungen parabolischer Systeme zu beweisen.
Hierbei verwenden wir die schon mehrmals benutzte indirekte Methode.
Anders als im elliptischen Fall läßt sich die direkte Methode zum Beweis der partiel-
len Regularität nicht anwenden, da die höhere Integrierbarkeit nach Gehring-Giaquinta-
Modica für den Fall 1 < q < 2 bisher nicht bekannt ist. Eine Ausnahme bildet jedoch der
Fall n = 2, mit dem wir uns im Abschnitt 9.3 beschäftigen werden.
Satz 9.1 Seien (9.2)−(9.6) erfüllt. Ferner setzen wir voraus, daß der Stetigkeitsmodul ω












(i) Es existiert eine offene Menge Q0 ⊂ Q mit mesn+1(Q \Q0) = 0, so daß
(9.16) u
Q0
∈ C1(Q0; RN ).
(ii) Sind die Koeffizienten Aαi (α = 1, . . . , n; i = 1, . . . , N) Hölder-stetig, das heißt: es gibt
Konstanten L und δ ∈ (0, 1), so daß der Stetigkeitsmodul ω in (9.2) der Bedingung
(9.17) ω(t) ≤ min{L, tδ} ∀ t > 0
genügt, so gibt es eine offene Menge Q0 ⊂ Q mit mesn+1(Q \Q0) = 0, so daß
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(9.18) ∇u
Q0
∈ Cγ,γ/2(Q0; RnN ) für ein γ ∈ (0, 1).
Zunächst notieren wir eine Abschätzung, die wir in den nachfolgenden Betrachtungen
wiederholt anwenden werden. Diese stellt eine unmittelbare Folgerung der Abschätzung
(b.27) dar.
Lemma 9.2 Seien die Bedingungen (9.2), (9.4) und (9.6) erfüllt. Sei u ∈ V 1, 0q (Q; RN )
eine schwache Lösung des Systems (9.1). Dann ist für jedes p ∈ [1,+∞) und für beliebige










R) + cRq/2pM(u;X0, R)q
2/p,
wobei c = const > 0 nur von n,N, p, q und sup
t≤0
ω(t) abhängt.
Beweis. - Da u der Integralidentität (9.8) genügt, erhält man unter Berücksichtigung der

























(1 + |u|q(n+2)/n + |∇u|q) dxdt
)q/p
. 1)
Die Behauptung (9.19) ergibt sich somit aus der letzten Abschätzung nach Anwendung
von (9.9) (siehe Lemma 9.1).
Eine zentrale Rolle beim Beweis von Satz 9.1 spielen, ähnlich wie beim Beweis von
Satz 3.3, fundamentale Abschätzungen, die man mit Hilfe einer indirekten Methode her-
leitet. Genügt der Stetigkeitsmodul ω der Koeffizienten Aαi der Dini-Bedingung (9.14),
so gibt es nach LemmaA.9 eine nichtwachsende Funktion γ : (0, 1] → (0,+∞) mit
lim
t→0+
γ(t) = +∞, so daß
ω0(t) := γ(t)ω(3
√
t) + t(q−1)/4 (t ∈ (0, 1])
1) Hier bezeichne A die Koeffizientenmatrix {Aαβij } und B den Vektor {B1, . . . , BN}.
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nichtfallend ist, und ebenfalls der Dini-Bedingung (9.14) genügt. Wir haben nun das fol-
gende Hauptlemma:
Lemma 9.3 Sei u ∈ V 1, 0q (Ω; RN ) eine schwache Lösung des Systems (9.1) und seien die
Bedingungen (9.2)−(9.6), (9.14) sowie (9.15) erfüllt. Dann gibt es für alle τ ∈ (0, 12) und
M > 0 eine positive Konstante ε0 = ε0(τ,M), so daß die Ungleichung
(9.20) Φ(u;X0, τR) ≤ 2Aτ(Φ(u;X0, R) + ω0(R)) 2)
für all diejenigen X0 ∈ Q und 0 < R < dist(X0, ∂Q) gilt, für welche die Bedingung:
(9.21) Φ(u;X0, R) + ω0(R) ≤ ε0 und M(u;X0, R) ≤ M
erfüllt ist.
Beweis. - Wir führen den Beweis indirekt. Wir nehmen also an, es gibt Zahlen τ ∈ (0, 12)
und 0 < M < +∞, so daß die Aussage des Lemmas falsch ist. Dann existieren
1) eine Folge (Xm) von Punkten aus Q,
2) zwei Nullfolgen (εm) und (Rm) (0 < Rm < dist(Xm, ∂Q)) positiver reeller Zahlen,
so daß für alle m ∈ N gilt:
Φ(u;Xm, Rm) + ω0(Rm) = εm, M(u;Xm, Rm) ≤ M,(9.22)












(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),
tεm∇vm(y) + λm) dt,
({y, s} ∈ Q1(0)) (α, β = 1, . . . , n; i, j = 1, . . . , N ; m ∈ N).
Aus (9.22) und (9.23) folgt unter Verwendung der Transformationsformel für das
Lebesgue-Integral
2) A gemäß (7.18) (vgl. Folgerung 7.2).





(1 + |εm∇vm + λm|q) dy
)1/q
, |λm|, |uQRm |
}
≤ M,(9.24)




Φ(vm; 0, τ) > 2Aτ
{



























Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−







Bi(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),
εm∇vm + λm)ϕi dy ds
∀ϕ ∈ C1c (Q1; RN ) (m ∈ N).
Die Gleichung (9.25) impliziert sofort
(9.28) ‖vm‖W 1, 0q (Q1;RN ) ≤ 1.
1◦) Indem man ggf. zu einer Teilfolge übergeht, verifiziert man nun die folgenden Kon-
vergenzeigenschaften
Xm → X∗ in Rn+1, uQRm → u∗ in R
N , λm → λ∗ in RnN ,(9.29)
vm ⇀ v in W 1, 0q (Q1; RN ),(9.30)
εm(Dαvm)(y, s) → 0 ffa. {y, s} ∈ Q1,(9.31)
Aαβij(m)(y, s) → A
αβ









(X∗, u∗, λ∗) = const
(α, β = 1, . . . , n; i, j = 1, . . . , N).
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In der Tat, (9.29) folgt aus der Beschränktheit der Folgen (Xm), (uQRm ), (λm) in
den entsprechenden endlichdimensionalen Räumen. Wegen der Reflexivität des Raum-
es W 1, 0q (Q1; RN ) folgt (9.30) aus (9.28). Verwendet man die Tatsache, daß εm(Dαvm)
bezüglich der Lq(Q1; RN )-Norm gegen 0 konvergiert, so ergibt sich (9.31) nach Anwen-
dung des Satzes von Riesz-Fischer. Die Behauptung (9.32) beweist man leicht unter
Berücksichtigung von (9.3) mit Hilfe von (9.29) und (9.31). Da die Funktionen Aαβij(m)
gleichmäßig beschränkt sind, erhalten wir schließlich (9.33) aus (9.32) nach Anwendung
des Konvergenzsatzes von Lebesgue.
2◦) Beschränktheit der Folge (vm) in V
1, 0
q (Qσ; RN ) (0 < σ < 1): Sei s1 ∈ (−1, 0) beliebig
























Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−









Bi(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),
εm∇vm + λm)λ(·, s)ψi dy
ffa. s ∈ (−1, s1), ∀ 0 < λ < −s1, ∀ψ ∈
◦
W1q(B1; RN ).
Nun sei σ ∈ (0,−s1) fixiert. Seien σ ≤ σ1 < σ2 ≤ 1 beliebig gewählt. Sei ζ ∈ C∞c (Rn) eine
Schnittfunktion, so daß ζ ≡ 0 in Rn \Bσ2 , ζ ≡ 1 auf Bσ1 und 0 ≤ ζ ≤ 1, |∇ζ| ≤
c(n)
σ2 − σ1
in Rn. Überdies sei ρ ∈ C∞(R), so daß ρ ≡ 0 auf (−∞,−σ22], ρ ≡ 1 auf [−σ21,+∞) und
0 ≤ ρ ≤ 1, 0 ≤ ρ′ ≤ 2
σ22 − σ21
in R. In (9.34) setzen wir für fast alle s ∈ (−1, s1) die
zulässige Testfunktion
ψ(y) = (vm)λ(y, s)ζ2(y)ρ(s) (y ∈ B1; 0 < λ < −s1)
ein, integrieren über das Intervall (−1, s′) (s′ ∈ (−1, s1)) und führen anschließend den











(1 + |εm∇vm + λm|)q−2|∇vm|2ζ2ρdy ds ≤


















(Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−











(Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−










Bi(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),






|vm|2ζ2ρ′ dy ds = I1 + · · ·+ I5.
(i) Wir beginnen mit der Abschätzung des Integrals I1. Dazu verwenden wir die Bedin-














(1 + |εm∇vm + λm|)q−2|∇vm|2ζ2ρdy ds.


















































(1 + |u|q(n+2)/n + |∇u|q) dxdt ≤ cR(q−1)/4m M q.







Nun folgt aus (9.35) nach Einsetzen der soeben gewonnenen Abschätzungen der In-
tegrale I1, . . . , I5, wegen der Beschränktheit der Folgen (vm), (Dαvm) (α = 1, . . . , n) in
Lq(Q1,RN ) die Existenz positiver Konstanten C1, C2, C3, die weder von m ∈ N noch von





|vm(·, s)|2 dy + ν0
∫
Qσ1













Nach Anwendung der Hölderschen Ungleichung und (6.2) (vgl. Anmerkung 6.1) bekommt
man ∫
Qσ2














9.2 Partielle Regularität 201
Kombiniert man (9.36) und (9.37) und benutzt man außerdem noch die Youngsche Un-






|vm(·, s)|2 dy + ν0
∫
Qσ1
















|vm(·, s)|2 dy +
∫
Qσ




wobei C = const nicht von m ∈ N abhängt. Somit ist (vm) eine in V 1, 0q (Qσ,RN ) be-
schränkte Folge. Nach Anmerkung 6.1 ist die Folge (vm) auch in Lq(n+2)/n(Qσ; RN ) be-
schränkt.
3◦) Seien 1/2 < σ < σ0 < 1 beliebig, aber fixiert und sei 0 < h < σ2. Sei ζ ∈ C∞c (Bσ0) eine
geeignete Schnittfunktion für die Kugel Bσ. Dann setzen wir für fast alle s ∈ (−σ2,−h)
in (9.34) (mit λ = h) die zulässige Testfunktion
ψ(y) = (∆hvm)(y, s)ζ2(y) (y ∈ B1) 3)











































Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−













Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−












Bi(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),
εm∇vm + λm)h(∆hvim)ζ2 dy ds =
= J1 + J2 + J3 + J4 + J5
(m ∈ N).
(i) Der Übersichtlichkeit halber setzen wir
Vm(x, t) := (1 + |εm∇vm(x, t) + λm|),
Vm,h(x, t) := (1 + |εm∇vm(x, t) + λm|+ |εm∇vm(x, t+ h) + λm|)
({x, t} ∈ B1 × (−1,−h)).

































q dy ds+ c
∫
Qσ0











dy ds + c
∫
Qσ0




(1 + |εm∇vm + λm|)q−2|∇vm|2 dy ds.
(ii) Beachtet man (9.4) und benutzt man die Youngsche Ungleichung und anschließend










(1 + |εm∇vm + λm|)q−2|∇vm|2 dy ds.
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(iii) Für die Abschätzung des Integrals J3 geht man analog wie bei der Abschätzung






































(v) Beachtet man die Bedingung (9.6), so bestätigt man leicht
J5 ≤ cR(q−1)/4m M q.
Aus den obigen Abschätzungen folgt die Existenz einer von m ∈ N unabhängigen Kon-
stanten C6, derart daß
(9.41) J1 + J2 + J3 + J4 + J5 ≤ C6,






|vm(y, s+ h)− vm(y, s)|2 dy ds ≤ C6h ∀ 0 < h < σ2,
wobei C6 eine von h und m ∈ N unabhängige Konstante ist. Dies zeigt, daß die Folge (vm)
in Hθ(−σ2, 0, L2(Bσ; RN )) für jedes θ ∈ (0, 12) beschränkt ist. Beachtet man außerdem
(9.28), so bestätigt man unter Verwendung von Satz B.4, daß die Folge (vm) in L2(Qσ; RN )
präkompakt ist. Da wegen (9.30) der Grenzwert einer konvergenten Teilfolge eindeutig
bestimmt ist, folgt
(9.43) vm → v in L2(Qσ; RN ) für m→ +∞.
4◦) Sei ϕ ∈ C1c (Q1; RN ). Mit Hilfe von (9.30) und (9.33) erhalten wir ähnlich wie beim
Beweis von Satz 3.3

































(Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−







Bi(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),
εm∇vm + λm)ϕi dy
→ 0 für m→ +∞.












i dy ds = 0.
Da die konstanten Koeffizienten Aαβij(∗) (α, β = 1, . . . , n; i, j = 1, . . . , N) den Anforde-
rungen von Folgerung 7.2 genügen, bekommt man
(9.45) Φ(v; 0, τ) ≤ AτΦ(v; 0, 1).
Wie wir weiter unten zeigen werden, gilt außerdem
(9.46) lim
m→∞
Φ(vm; 0, τ) = Φ(v; 0, τ).
Unter Berücksichtigung der Unterhalbstetigkeit der Norm können wir nun in (9.26)
den Grenzübergang m→ +∞ durchführen, und erhalten
2AΦ(v; 0, 1) ≤ lim inf
m→∞
2AτΦ(vm; 0, 1) ≤
≤ lim
m→∞
Φ(vm; 0, τ) = Φ(v; 0, τ).
Dies ist jedoch wegen Φ(v; 0, τ) > 0 ein Widerspruch zu (9.45). Also ist die Annahme
falsch, womit die Behauptung des Lemmas bewiesen ist.
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5◦) Es bleibt also nur noch, die Konvergenzeigenschaft (9.46) zu zeigen. Sei 0 < δ < τ
beliebig gewählt. Ähnlich wie im Beweis von Satz 3.3 findet man nach Kombination von
































(Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−







Bi(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),
εm∇vm + λm)λ(·, s)ψi dy






Sei ζ ∈ C∞c (B1) eine Schnittfunktion, so daß 0 ≤ ζ ≤ 1 in B1, ζ ≡ 0 auf B1 \ B1/2
und ζ ≡ 1 auf Bτ . Ferner sei ρ ∈ C∞(R), so daß 0 ≤ ρ ≤ 1 in R, ρ ≡ 0 in (−∞,−1/2)
und ρ ≡ 1 auf (−τ,+∞). Sei 0 < λ < δ beliebig gewählt. In (9.47) setzen wir die zulässige
Testfunktion ψ(y) = (vm − v)λ(y, s)ζ2(y)ρ(s) (y ∈ B1, s ∈ (−1,−δ)) ein, integrieren über
das Intervall (−1, s′) (s′ ∈ (−1,−δ)) und verwenden partielle Integration. Anschließend




















































(Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−
−Aαi (xm, tm −R2m, uQRm , λm))(Dαv
i








(Aαi (xm +Rmy, tm +R
2
ms, u(xm +Rmy, tm +R
2
ms), λm)−
−Aαi (xm, tm −R2m, uQRm , λm))(v
i








Bi(xm +Rmy, tm +R2ms, u(xm +Rmy, tm +R
2
ms),






|vm − v|2ζ2ρ′ dy ds =
= I1 + I2 + I3 + I4 + I5 + I6 + I7.
Benutzt man die Tatsache, daß v ∈ C1(Q1/2,RN ), so erhält man mit einer analogen Argu-
mentation wie im Beweis von Lemma 3.6 unter Benutzung der Hölderschen und Youngs-
chen Ungleichung
























(1 + |εm∇vm + λm|)q−2|∇vm −∇v|2ζ2ρdy ds, 4)
(c = const > 0 unabhängig von m ∈ N).
Nach Einsetzen der obigen Abschätzung in (9.48) erhält man∫
Qτ
















mit einer von m ∈ N unabhängigen positiven Konstante C7. Aus (9.43) und (9.33) folgt
schließlich, daß die rechte Seite von (9.50) für m → +∞ gegen 0 konvergiert. Zusammen




mit der Hölderschen Ungleichung bestätigt man die behauptete Konvergenzeigenschaft
(9.46).
Für die Abschätzung des Maßes der Singulärmenge benötigen wir noch die folgende
vorbereitende Ungleichung
Lemma 9.4 Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (9.1). Seien die Bedingungen
(9.2)−(9.4) und (9.6) erfüllt. Dann existiert eine Konstante c > 0, so daß für beliebige























Beweis. - Seien X0 ∈ Q und 0 < R < min{dist(X0, ∂Q), 1} beliebig gewählt. Wir setzen
w(x, t) := u(x, t)− (∇u)QR · (x− x0) ({x, t} ∈ Q).
Aus (9.8) schließt man mit Hilfe des Hauptsatzes der Differential- und Integralrech-
















(Aαi (x0, t0 −R2, uQR , (∇u)QR)−A
α












(x, t, u(x, t), (∇u)QR + s∇w(x, t)) ds ({x, t} ∈ Q).
Die verallgemeinerte Poincaré-Ungleichung (b.22) impliziert nun mit Hilfe von (9.2),
(9.4) und (9.6) die folgende Ungleichung





|w − wQR |









ω(|x− x0|+ |t− t0 +R2|1/2 + |u− uQR |)






(1 + |u|q(n+2)/n−1 + |∇u|q−n/(n+2)) dxdt
)q
.

























(1 + |u|q(n+2)/n + |∇u|q) dxdt.
Die Behauptung folgt nun unmittelbar aus der letzten Abschätzung unter Benutzung
von (9.9).














M(u;X0, R) = +∞
}
.
1◦ Es gilt mesn+1(Σ) = 0: Setzt man
f(x, t) := 1 + |u(x, t)|q(n+2)/n + |∇u(x, t)|q ({x, t} ∈ Q),
so schließt man aus den Eigenschaften der entsprechenden Maximalfunktion
sup
0<R<dX
fQR(X) < +∞ ffa. X ∈ Q,
5)





fQR(X) < +∞ ffa. X ∈ Q.
Auf der anderen Seite haben wir








q dxdt = 0 ffa. X ∈ Q.







(X ∈ Q′, 0 < R < R0 := min{dist(Q, ∂Q′′),dist(Q′, ∂Q′′)}),
so ergibt sich unter Verwendung der Hölderschen Ungleichung, der Transformationsformel









|∇u(x, t)−∇u(x+R(y − ȳ), t+R2(s− s̄))|q dX dY dȲ
→ 0 für R→ 0.
Nach dem Satz von Riesz-Fischer gibt es eine Folge positiver Zahlen (Rj) ⊂ (0, R0) mit
lim
j→∞
Rj = 0 und




ΨR(X) = 0 ffa. X ∈ Q′,
was die obige Behauptung mittels Ausschöpfen der Menge Q durch abzählbar viele Q′ ⊂
⊂ Q beweist.
Wendet man (9.51) an, und kombiniert man (9.52) und (9.53), so folgt
(9.54) lim inf
R→0+
Φ(u;X,R) = 0 ffa. X ∈ Q.
Aus (9.52) und (9.54) folgt schließlich mesn+1(Σ) = 0.
2◦ Nun sei X0 ∈ Q \ Σ beliebig gewählt. Dann setzen wir
M := 3 sup
0<R<dX0
M(u;X0, R).
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Aufgrund der Absolutstetigkeit des Lebesgue-Integrals existiert eine Zahl 0 < r <






























Sei Y ∈ Qr(X0) beliebig fixiert. Wir setzen
φm := Φ(u;Y, τmR0),
Mm := M(u;Y, τmR0),
sm := ω0(τmR0).
(m ∈ N). Wie man sich leicht klarmacht, erfüllen die Folgen (φm), (Mm) und (sm) die
Voraussetzungen (E1)-(E5) von Lemma A.8.
In der Tat, (E1) verifiziert man unter Verwendung von Lemma9.3. Die Bedingung (E2)
erhält man aus (9.10) (vgl. Lemma 9.1) und die Bedingungen (E3), (E4), (E5) schließt
man mit Hilfe von (a.25) aus (9.57). Nun sind wir in der Lage, das technische Lemma A.8
anzuwenden und erhalten
(9.58) φm(Y ) ≤ τm/2φ0 +
m−1∑
k=0
τ (m−k)/2sk ∀m ∈ N.






|∇u − (∇u)Qσ(Y )|
q dxdt ≤ C0 ω1(σ)
∀Y ∈ Qr(X0), ∀σ ∈ (0, R0]







τ (m−k)/2sk ∀σ ∈ (τmR2, τm−1R2] (m ∈ N)
ε0 + s0 ∀σ > R2.
























Dies impliziert nach Satz B.5
∇u
Qr(X0)
∈ C(Qr(X0); RnN ).
Insbesondere ist Q0 = Q \ Σ eine offene Menge mit mes(Q \Q0) = 0 und es gilt
u
Q0
∈ C1(Q0; RN ),
was die erste Aussage (i) des Satzes beweist.
Die Aussage (ii) des Satzes beweist man, bis auf einige wenige Modifikationen, in
ähnlicher Weise wie (i).
9.3 Partielle Regularität bei zwei Raumdimensionen
Ähnlich wie bei elliptischen Systemen ist zu erwarten, daß bei ”kleinen Raumdimensio-
nen“ analoge Resultate wie in [Campanato (1978)] zu erhalten sind, ohne vorauszusetzen,
daß die Koeffizienten Aαi der Dini-Bedingung (9.14) genügen. Außerdem sind wir daran
interessiert, das Hausdorff-Maß der Singulärmenge genauer abzuschätzen.
Im vorliegenden Abschnitt zeigen wir bei zwei Raumdimensionen die partielle Regu-
larität einer schwachen Lösung u ∈ V 1, 0q (Q; RN ) des nichtlinearen parabolischen Systems
(9.1) mit kontrolliertem Wachstum. Das Hauptresultat dieses Abschnittes ist der folgende
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Satz 9.3 Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (9.1) (n = 2), wobei die Koef-
fizienten Aαi (α = 1, 2; i = 1, . . . , N) den Bedingungen (9.2)−(9.5) genügen und Bi (i =
1, . . . , N) der Bedingung (9.6) genügt. Dann gibt es eine offene Menge Q0 ⊂ Q mit
mes3(Q \Q0) = 0, so daß
(9.60) u
Q0
∈ Cγ,γ/2(Q0; RN ) für ein 0 < γ < 1.
Außerdem haben wir für jedes beliebige 0 < ε < 1
(9.61) H2+ε(Q \Q0) = 0.
Dem Beweis von Satz 9.3 stellen wir einige vorbereitende Lemmas voran.
Lemma 9.5 Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (9.1) und seien die Bedin-




|∇u|q dxdt ≤ c σ2+
2δ
2−q ∀Q∗σ ⊂ Q,
wobei
Q∗σ := Bσ × (t0 − σq+δ, t0),
dann gilt für beliebiges µ ∈ (0, δ/2):
u
Q′
∈ Cµ,µ/(q+δ)(Q′; RN ) ∀Q′ ⊂⊂ Q.
Beweis. - Wir zerlegen den Beweis des Lemmas in vier Schritte:
1◦ Gebrochene Differenzierbarkeit bezüglich der Variablen t: Sei X0 = {x0, t0} ∈ Q und
seien 0 < σ < R < 12 min{dist(x0, ∂Ω), (T − t0)
1/(q+δ), 1}. Wie im Beweis von Lemma 6.1












q dxdt + c
∫
Q∗R
(1 + |∇u|q + |u|2q) dxdt.






















deren Gültigkeit wegen Anmerkung 6.1 gewährleistet ist, und setzt man in (9.63) insbe-








|∆hu|2 dxdt ≤ c
(∫
Q∗2σ

































< θ < µ beliebig fixiert. Nach Anwendung von (b.20)






































‖u(·, s)− u(·, t)‖2L2(Bσ)
|s− t|1+2µ
dsdt.
Kombiniert man diese Ungleichung mit (9.67), so folgt









‖u(·, s)− u(·, t)‖2L2(Bσ)
|s− t|1+2µ
dsdt+(9.68)











2 dxdt ≤ c σq+δ
∫
Q∗2σ
(1 + |∇u|q) dxdt+











wobei c = const > 0 nur von N, q, c0, c1, θ, µ und u abhängt.





(1 + |∇u|q) dxdt =






















Aus (9.69) erhält man mit Hilfe der Ungleichung (9.70)∫
Q∗σ
|u− uQ∗σ |









|u|q dxdt + c σ
2δ
2−q mes(Q∗σ),
und nach Anwendung der Hölderschen sowie der Youngschen Ungleichung bekommt man∫
Q∗σ
|u− uQ∗σ |













wobei c = const > 0 nicht von der Wahl des Zylinders Q∗2σ abhängt.




0 ≤ λ ≤ q + 2 + δ
∣∣∣u ∈ Lq,λq+δ(Q′; RN )}. 6)
Unter Verwendung einer indirekten Methode zeigen wir, daß λ0 = q+ 2 + δ. Wir nehmen
also an, daß λ0 < q + 2 + δ. Sei λ1 ∈ (λ0 − qδ/2, λ0) beliebig gewählt. Dann folgt aus
(9.72) unter Beachtung der Voraussetzung (9.62), daß für alle X0 = {x0, t0} ∈ Q′ und
0 < σ < 12 min{dist(X0, ∂Ω
′), t1/(q+δ)0 , 1}:∫
Q∗σ(X0)
|u− uQ∗σ(X0)|
q dxdt ≤ C0 σmin{q+2+δ,qδ/2+λ1}.
Dies liefert nach Satz B.6 und Anmerkung B.2
u ∈ Lq, λq+δ(Q
′; RN ) ∀ 0 ≤ λ < λ2,
wobei
λ2 := min{q + 2 + δ, qδ/2 + λ1} > λ0,
was jedoch im Widerspruch zur Annahme steht.
Benutzt man diese Information, und wendet man nochmals (9.72) an, so folgt für ein
beliebig gewähltes 0 < µ < δ/2
u ∈ Lq, q+δ+2+qµq+δ (Q
′; RN ).
Die Behauptung des Satzes ergibt sich nunmehr aus Satz B.6. und Anmerkung B.2.
Als nächstes leiten wir eine nützliche Caccioppoli-Ungleichung her. Diese ist gewisser-
maßen ein Ersatz für höhere Integrierbarkeit:
Lemma 9.6 Seien die Bedingungen (9.2)-(9.6) erfüllt. Sei u ∈ V 1, 0q (Q; RN ) eine schwache










(|u|γ |∇u|q + |u|2q+γ) dxdt < +∞
für beliebige Ω′ ⊂⊂ Ω und t1 ∈ (0, T ).
6) Zur Definition der Räume Lq,λq+δ(Q) (bzw. L
q,λ
q+δ(Q)) siehe DefinitionB.2.
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Unter der zusätzlichen Voraussetzung
(9.74) δ ≤ γ(2− q)
4
existiert zu jedem Teilzylinder Q′ := (t1, T )× Ω′ (Ω′ ⊂⊂ Ω, t1 ∈ (0, T )) eine Zahl
0 < R0 < min
{
dist(Ω′, ∂Ω), t1/(q+δ)1 , 1
}
,


























(1 + |∇u|q) dxdt + R−q−2
∫
Q∗R
(1 + |u|q) dxdt
)1/q
und c = const > 0 nur von c0/ν0, c1, q,N, 1/dist(Q′, ∂Q) und u abhängt.
Beweis. - Wir beginnen den Beweis mit einigen Vorbemerkungen
1) Sei t1 ∈ (0, T ] und sei Ω′ ⊂⊂ Ω offen mit Ω ∈ C0,1. Nach Anmerkung 6.1 haben wir die
stetige Einbettung
V 1, 0q (Q
′; RN ) ⊂ L2q(Q′; RN ).











(|u|q + |∇u|q) dxdt.
2) Seien γ, ε positive Zahlen. Seien 0 < t1 < t2 < T . Sei ζ ∈ C∞c (Ω) und sei ρ ∈ C∞(R)
mit ρ(t) = 0 für alle t ∈ (−∞, t1). Dann gilt für jede Funktion v ∈ L2(Q; RN ) mit
∂v
∂t












































für alle t ∈ (t1, t2).
3) Sei u ∈ V 1, 0q (Q; RN ) eine schwache Lösung von (9.1). Sei 0 < t1 < T und sei Ω′ ⊂⊂ Ω
mit Ω′ ∈ C0,1. Ähnlich wie in [Naumann and Wolff, M. (1994)] erhält unter Verwendung







(x, t)ψi(x) dx +
∫
Ω′




(Bi(x, t, u,∇u))λ(x, t)ψi(x) dx
ffa. t ∈ (0, t1), für alle λ ∈ (0, T − t1)
und alle ψ ∈W 1q (Ω′; RN ) mit ψ = 0 f.ü. auf ∂Ω′.
1◦ Höhere Integrierbarkeit: Seien Ω′ ⊂⊂ Ω mit Ω′ ∈ C0,1 und 0 < t1 < T beliebig fixiert.
Wir setzen Q′ := Ω′ × (t1, T ).
Sei X0 ∈ Q′ und seien 0 < σ < R < min{dist(Ω′, ∂Ω), t1/(q+δ)1 } beliebig gewählt.
Sei ζ ∈ C∞c (BR) eine Schnittfunktion, so daß ζ(x) = 1 für alle x ∈ Bσ, 0 ≤ ζ(x) ≤ 1
und |∇ζ(x)| ≤ c0
R− σ
für alle x ∈ BR, und sei ρ ∈ C∞(R) eine Funktion mit ρ(t) = 0
für alle t ∈ (−∞, t0 − Rq+δ], ρ(t) = 1 für alle t ∈ [t0 − σq+δ,+∞) und 0 ≤ ρ(x) ≤ 1,
0 ≤ ρ′(x) ≤ c0
(R− σ)q+δ
für alle t ∈ R (c0 = const).
Sei 0 < γ < min
{
2(q − 1), ν0
6c0
}
und sei ε > 0 beliebig. Sei Λ ∈ RN . Dann ist die
Funktion
ψ(x) =
(uλ(x, t)− Λ)|uλ(x, t)− Λ|γ




ε|uλ(x, t)− Λ|2 + 1
)
ζ2(x)ρ(t)
(x ∈ BR, t ∈ (t0 − Rq+δ, t0)) (λ ∈ (0, T − t1)) für (9.78) zulässig. Wir integrieren beide
Seiten der Identität (9.78) über das Intervall (t0 − Rq+δ, t) (t ∈ (t0 − Rq−δ, t0)), wenden
(9.77) an und führen anschließend den Grenzübergang λ→ 0 aus. Dies liefert




























(ui(x, t)− Λi)|u(x, t)− Λ|γ




ε|u(x, t)− Λ|2 + 1
)
ζ2(x)ρ(t)
({x, t} ∈ Q∗R) (i = 1, . . . , N).












(uk − Λk)(ui − Λi)|u− Λ|γ−2
(ε|u− Λ|2 + 1)(2+γ)/2
(
2 +
ε|u− Λ|2 + γ




(ui − Λi)|u− Λ|γ




ε|u− Λ|2 + 1
)
(Dαζ)ζρ
fast überall in Q∗R (α = 1, 2; i = 1, . . . , N).
Beachtet man (9.2), (9.4) und (9.5), so erhält man unter Verwendung des Hauptsatzes












(1 + |∇u|)q−2|∇u|2 |u− Λ|
γ








(1 + |∇u|)q−1|∇u| |u− Λ|
γ







|Aαi (x, s, u, 0)||∇u|
|u− Λ|γ







(1 + |∇u|)q−1 |u− Λ|
1+γ
















(ε|u− Λ|2 + 1)γ/2
dxds + c mes(Q∗R).












(1 + |u|2q−1 + |∇u|q−1/2) |u− Λ|
1+γ













(ε|u− Λ|2 + 1)γ/2
|u− Λ|2q dxds + mes(Q∗R)(1 + |Λ|2q+γ).






Nach Einsetzen der letzten beiden Abschätzungen in (9.79) folgt









Hε(|u− Λ|2)|∇u|q dxdt ≤
≤ c (R− σ)−q
∫
Q∗R
Hε(|u− Λ|2)|u− Λ|q dxdt+(9.80)
+ c (R− σ)−q−δ
∫
Q∗R




Hε(|u− Λ|2)|u− Λ|2q dxdt.
(c, C1 = const unabhängig von X0 und R). Um den letzten Summanden der rechten Seite
dieser Ungleichung abzuschätzen, definieren wir
w(x, t) := (Hε(|u(x, t)− Λ|2))1/2q(u(x, t)− Λ) ({x, t} ∈ Q∗R).
Unter Benutzung der Produkt- und Kettenregel berechnet man
Dαw





(ui − Λi)(uk − Λk)
|u− Λ|2(ε|u− Λ|2 + 1)
Dαu
k
fast überall in Q∗R (α = 1, 2; i = 1, . . . , N).
Unter Verwendung des Sobolevschen Einbettungssatzes findet man:
w ∈ L∞(t0 −Rq+δ, t0;L2(BR; RN )) ∩ Lq(t0 −Rq+δ, t0;Lq
∗
(BR; RN )). 7)










und unter Verwendung der Hölderschen und der Youngschen Ungleichung zeigt man






































































































Hε(|u(·, t)− Λ|2)|u− Λ|2 dx,
wobei c = const weder von X0 noch von R abhängt. Kombiniert man die soeben erhaltenen
Abschätzungen, so ergibt sich
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∫
Q∗R



















(1 + |u(·, t)|2) dx+
∫
Q∗R
|∇u|q dxdt + R2|Λ|2
(C2 = const unabhängig von X0 und R). Wegen der Absolutstetigkeit des Lebesgue-
Integrals gibt es eine Zahl 0 < R0 < min{dist(Ω′, ∂Ω), t1/(q+δ)1 , 1}, so daß
(9.82) C1C2 O(X0, R; Λ) ≤
1
2
∀ 0 < R ≤ R0.
Kombiniert man die beiden Ungleichungen (9.80) und (9.81), so erhält man für beliebige





Hε(|u(·, t)− Λ|2)|u− Λ|2 dx+ ν0
∫
Q∗σ
Hε(|u− Λ|2)|∇u|q dxdt ≤
≤ c (R− σ)−q
∫
Q∗R
Hε(|u− Λ|2)|u− Λ|q dxdt+
+ c (R− σ)−q−δ
∫
Q∗R





















|u(·, t)− Λ|2+γ dx + ν0
∫
Q∗σ
|u− Λ|γ |∇u|q dxdt ≤




+ c (R− σ)−q−δ
∫
Q∗R
|u− Λ|2+γ dxdt + c mes(Q∗R)(1 + |Λ|2q+γ)
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|u(·, t)|2+γ dx +
∫
Q′
|u|γ |∇u|q dxdt < +∞.
Aus (9.81) (mit Λ = 0) folgt nun nach Ausführung des Grenzüberganges ε→ 0
∫
Q′
|u|2q+γ dxdt < +∞,
womit die erste Behauptung des Lemmas bewiesen ist.
2◦ Verbesserte Poincaré-Ungleichung: Mit Hilfe des soeben bewiesenen Resultates höherer
Integrierbarkeit gelingt es uns nun, die im Beweis von Lemma 9.5 erhaltene Poincaré-
Ungleichung (9.71) zu verbessern:
Sei X0 = {x0, t0} und seien 0 < σ < R < min{dist(x0, ∂Ω), t1/(q+δ)0 , 1}. Zunächst erhält
man aus (9.64) nach Anwendung der Hölderschen Ungleichung
∫
Q∗R













































für beliebige 0 < h < σq+δ, wobei c = const nicht von h abhängt. Wir dividieren beide
Seiten der letzten Ungleichung durch h2µ (0 < µ < 1/2) und integrieren anschließend beide
Seiten bezüglich der Variablen h über das Intervall (0, σq+δ). Dann folgt unter Benutzung
der Transformationsformel des Lebesgue-Integrals

























Wie im Beweis von Lemma 9.5 erhält man unter Verwendung von (b.20), der Ungleichung






















|u|q dxdt + cR
2δ
2−q mes(Q∗R).
Den zweiten Summanden dieser Ungleichung schätzt man mit Hilfe der Hölderschen





































































|u|q dxdt + cR
2δ
2−q mes(Q∗R).






















Wir setzen w(x, t) := |u(x, t)−Λ|γ/2q(u(x, t)−Λ) ({x, t} ∈ Q∗R). Unter Benutzung der
Produkt- und Kettenregel berechnet man
Dαw




|u(x, t)− Λ|γ/2q−2(ui(x, t)− Λi)(uk(x, t)− Λk)Dαuk(x, t)
für fast alle {x, t} ∈ Q∗R (α = 1, 2; i = 1, . . . , N). Unter Berücksichtigung von (9.73)
bestätigt man
w ∈ L∞(t0 −Rq+δ, t0;L2(BR; RN )) ∩ Lq(t0 −Rq+δ, t0;W 1, q(BR; RN )).
Mit Hilfe von (6.3) (siehe Anmerkung 6.1) und unter Verwendung der Hölderschen und
der Youngschen Ungleichung bekommt man
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∫
Q∗R




























































|u(·, t)− Λ|2+γ dx
)1/2ϑ∫
Q∗R







|u(·, t)− Λ|2+γ dx+
∫
Q∗R























































Setzt man (9.87) in die rechte Seite von (9.86) ein und wendent man anschließend die










































|u− Λ|2+γ dx + ν0
∫
Q∗R
|u− Λ|γ |∇u|q dxdt
)
.



































+ c mes(Q∗R)(1 + |Λ|2q+γ) =
= I1 + I2 + I3 + c mes(Q∗R)(1 + |Λ|2q+γ)
für alle X0 ∈ Q′ und beliebige 0 < R ≤ R0, wobei c = const nur von c0/ν0, c1, q,N und u
abhängt.
4◦ Abschätzung der rechten Seite von (9.89): In (9.89) setzen wir insbesondere Λ := uQ∗
R/2
.
Unter Verwendung der Abschätzung
R2|uQ∗
R/2





ist es möglich die Zahl R0 > 0 so zu wählen, daß die Bedingung (9.82) gültig bleibt, was
bedeutet, daß R0 nicht von der Wahl des Zylinders Q∗R, sondern nur von Q
′ und u abhängt.
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(i) Wir beginnen nun mit der Abschätzung des Integrals I1. Unter Benutzung der Hölder-
schen Ungleichung und der Poincaré-Ungleichung (9.85) bekommt man



























































Für die Abschätzung des Integrals I12 benutzen wir die Youngsche Ungleichung und
schließen



































δ ≤ γ(2− q)
4























Nach Einsetzen der Abschätzungen für I11 und I12 in (9.90) und Anwendung der
















(ii) Wie man leicht nachprüft gilt:
























































Wir erhalten nun aus (9.91) zusammen mit der Youngschen Ungleichung
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I2 ≤ cR2+
δ(2+γ)
2−q (1 + Φ(u;X0, R)q
′q).
(iii) Für die Abschätzung von I3 benutzt man zunächst die Höldersche Ungleichung. Diese
liefert





















Setzt man in die rechte Seite der obigen Ungleichung die Abschätzung für das Integral I1
ein, und beachtet man
2 + γ ≤ 2q ≤ q′ + q = q′q,










































≤ cR2+q−δ(1+γ)Φ(u;X0, R)2q+γ .
Aus γ ≤ min{2(q − 1), 2 − q} folgt γ ≤ q
2
. Benutzt man außerdem die Voraussetzung

















2 + γ + (2− q)(1 + γ)
)
≤ γ(1 + γ) ≤ q.
Dies impliziert




Beachtet man außerdem die Ungleichung
2q + γ ≤ q + 2 ≤ q′ + q = q′q,





































































Die Behauptung (9.75) ergibt sich nunmehr unmittelbar nach Kombination der letzten
beiden Ungleichungen.
Beweis von Satz 9.3 - In den folgenden Betrachtungen bezeichnen 0 < γ < min{2(q −









‖u(·, t)− u(·, t0 −Rq+δ)‖2L2(BR;RN )
t− t0 +Rq+δ
dt < +∞
8) Man beachte: Aus δ(2+γ)
2−q ≤
4δ
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−DαAαi (x0, t0, uQ∗R/2 ,∇v) = 0 in Q
∗
R/4 (i = 1, . . . , N)
u = v f.ü. in (∂BR/4 × (t0 − (R/4)q+δ, t0)) ∪ (BR/4 × {t0 − (R/4)}).
1◦ Abschätzung der Differenz w := u−v: Kombination von (9.1) und (9.94) impliziert un-
ter Benutzung des Hauptsatzes der Differential- und Integralrechnung, daß w eine schwache











Aαi (x, t, u,∇u) − Aαi (x0, t0, uQ∗R/2 ,∇u)
)
+ Bi(x, t, u,∇u)
in Q∗R/4 (i = 1, . . . , N), wobei







,∇v(x, t) + s∇w(x, t)) ds ({x, t} ∈ Q∗R/4).
Unter Einführung des Steklov-Mittels, Anwendung partieller Integration und Beachtung






























































Unter Verwendung der Hölderschen und der Youngschen Ungleichung mit einem be-






























































(1 + |∇u|q) dxdt.
Als nächstes verifiziert man nach Anwendung von (6.5) zusammen mit der Poincaré-
Ungleichung sowie der Youngschen Ungleichung

































Wir setzen (9.98) in (9.97) ein und wenden anschließend die Youngsche Ungleichung an.





q−1 ∀ 0 < ε < 1,

























(1 + |∇u|q) dxdt.










und betrachten die Zerlegung Q∗R/4 = A ∪ (Q
∗

























|γ(1 + |∇u|q) dxdt.
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(ii) Weiterhin folgt aus (6.5) mit Hilfe der Hölderschen Ungleichung
∫
Q∗R




































2−q )Φ(u;X0, R)q ≤
≤ cR2+
2δ





(1 + |∇u|q + |u|2q) dxdt ≤ cR2+
2δ
2−q Φ(u;X0, R)q.
Die rechte Seite von (9.99) schätzen wir mit Hilfe von (9.100) und (9.101) nach oben ab
9) Wir notieren, daß unter den Voraussetzungen 0 < δ <
γ(q − 2)
4




2− q ≥ 0.
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(1 + |u|2q + |∇u|q) dxdt
)q/(3q−2)}(











1 + Φ(u;X0, R)q
′q
)
+ c εΦ(u;X0, R)q.
























































|w|q dxdt ≤ cR
2δ




Nach Kombination der letzten beiden Ungleichungen schließt man
(9.103) Φ(w;X0, R/4) ≤ Θ1(X0, R,Φ(u;X0, R)),
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wobei Θ1 : Q′ × [0, R0)× [0,+∞) → [0,+∞) definiert ist durch

















({X0, σ, s} ∈ Q′ × [0, R0) × [0,+∞);C3 = const > 0). Wie man sich leicht klarmacht,
ist Θ1(X0, σ, s) im ersten Argument stetig, was aus der Absolutstetigkeit des Lebesgue-
Integrals folgt, und im zweiten sowie im dritten Argument nicht fallend. Außerdem gibt
es zu jedem ε > 0 ein 0 < σε < dist(Q′, ∂Q), so daß
(9.104) Θ1(X0, σ, 1) ≤ ε ∀ 0 < σ ≤ σε, ∀X0 ∈ Q′.
2◦ Caccioppoli-Ungleichung für ∇v: Mit Hilfe des Hauptsatzes der Differential- und Inte-

















, s∇v(x, t)) ds ({x, t} ∈ Q∗R/4)
(α, β = 1, . . . , n; i, j = 1, . . . , N).












j)λ(x, t)Dαψi(x) dx = 0
ffa. t ∈ (t0 − (R/4)q+δ, t1), für alle λ ∈ (0, t0 − t1)
und alle ψ ∈W 1q (BR/4; RN ) mit ψ = 0 f.ü. auf ∂BR/4
(vgl. [Naumann and Wolff, M. (1994)], [Naumann et al. (1998)]).
Seien 0 < σ1 < σ2 < R/4 beliebig, aber fixiert. Sei ζ ∈ C∞c (Bσ2) eine Schnittfunktion,
so daß ζ(x) = 1 für alle x ∈ Bσ1 und 0 ≤ ζ(x) ≤ 1, |∇ζ(x)| ≤
c0
σ2 − σ1
für alle x ∈ R2, und
sei ρ ∈ C∞(R) eine Funktion mit ρ(t) = 0 für alle t ∈ (−∞, t0 − σq+δ2 ], ρ(t) = 1 für alle
t ∈ [t0−σq+δ1 ,+∞) und 0 ≤ ρ(x) ≤ 1, 0 ≤ ρ′(x) ≤
c0
(σ2 − σ1)q+δ
für alle t ∈ R (c0 = const).
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Dann ist die Funktion ψ(x) = vλ(x, t)ζ2(x)ρ(t) (x ∈ BR/4, t ∈ (t0 − (R/4)q+δ, t1)) (λ ∈
(0, t0− t1)) für (9.105) zulässig. Wir integrieren beide Seiten der Identität (9.105) über das
Intervall (t0 − (R/4)q+δ, t) (t ∈ (t0 − (R/4)q−δ, t1)), verwenden partielle Integration und



























Beachtet man die Bedingungen (9.2) und (9.4), so folgt unter Benutzung der Hölder-





|v(·, t)|2 dx + ν0
∫
Q∗σ1
(1 + |∇v|)q−2|∇v|2 dxdt ≤





+ c (σ2 − σ1)−q−δ
∫
Q∗σ2
|v|2 dxdt + mes(Q∗R),
wobei c = const weder von σ1 noch von σ2 abhängt.
Mit Hilfe der Hölderschen Ungleichung und der Abschätzung (6.3) (siehe Anmer-























Benutzt man diese Ungleichung, um die rechte Seite von (9.107) weiter abzuschätzen, und






|v(·, t)|2 dx + ν0
∫
Q∗σ1
(1 + |∇v|)q−2|∇v|2 dxdt ≤






























































3◦ Caccioppoli-Ungleichungen für D2v: Wie in Abschnitt 6.2 bewiesen wurde, gilt für be-
liebige 0 < σ < R/4:
(9.109) (1 + |∇v|)(q−2)/2DαDβv ∈ L2(Q∗σ; RN ) (α, β = 1, 2),
(9.110) ∇v ∈ L∞(t0 − σq+δ, t0;L2(Bσ; RnN )).
Nun seien R/8 ≤ σ1 < σ2 ≤ R/4 beliebig gewählt. In (8.11) (mit γ = 0) seien die
Schnittfunktionen ζ ∈ C∞c (R2) und ρ ∈ C∞(R) wie in 2◦ definiert. Dann liefert (8.11)
nach Ausführung des Grenzüberganges h→ 0 die folgende Caccioppoli-Ungleichung:





|∇v(·, t)|2 dx+ ν0
∫
Q∗σ1
(1 + |∇v|)q−2|D2v|2 dxdt ≤
≤ c (σ2 − σ1)−2
∫
Q∗σ2





wobei c = const > 0 nur von c0/ν0, q und N abhängt.
Wendet man zuerst Lemma A.1 (mit p0 = q, p1 = 2q und θ = 2− q) und anschließend
(6.3) an, so folgt



















‖D2v‖Lq(Qσ2 ;RnN ) + σ
−1
2 ‖∇v‖Lq(Qσ2 ;RnN )
)2−q
≤





















Hieraus schließt man mit Hilfe der Hölderschen und der Youngschen Ungleichung



































|∇v(·, t)|2 dx +
∫
Q∗σ2

























(1 + |∇v|)q−2|D2v|2 dxdt.
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Nach Einsetzen der soeben bewiesenen Abschätzung in (9.111) und Anwendung des





|∇v(·, t)|2 dx +
∫
Q∗σ














(1 + |∇v|q) dxdt.
4◦ Verbesserte Caccioppoli-Ungleichung für D2v: Seien R/8 ≤ σ1 < σ2 ≤ 3R/16. Sei
p > 2 so gewählt, daß
p− 2 < ν0(q − 1)
32c0
.






|∇v(·, t)|p dx ≤
(9.113) ≤ c (σ2 − σ1)−2
∫
Q∗σ2
(1 + |∇v|)q+p−2 dxdt+
+ c (σ2 − σ1)−q−δ
∫
Q∗σ2
|∇v|p dxdt = I1 + I2,
wobei c = const > 0 nur von c0/ν0, q und von N abhängt.


































(ii) Für die Abschätzung des Integrals I2 verwenden wir die Höldersche Ungleichung und
(6.3). Anschließend wenden wir die Youngsche Ungleichung an. Dies liefert












































































Setzt man die Abschätzungen von I1 und I2 in (9.113) ein, wendet man LemmaA.3
















































(1 + |∇u|)q−2|D2v|2 dxdt
)p/2
.























(1 + |∇v|q) dxdt
)p/q
.
5◦ Fundamentale Abschätzung: a) Sei 0 < τ < 18 beliebig, aber fixiert. Mit Hilfe der
Hölderschen Ungleichung bekommt man
∫
Q∗τR






























































b) Ähnlich wie in den obigen Betrachtungen schließt man unter Benutzung der Hölder-
schen Ungleichung und des Sobolevschen Einbettungssatzes
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∫
Q∗τR




























= I1 + I2.
Wir schätzen das Integral I1 mit Hilfe von (9.108) ab und erhalten



















(1 + |v|q) dxdt
)
≤
≤ c τ δ/2Φ(v;X0, R/4)q.
Auf der anderen Seite bekommt man unter Verwendung von (9.112)
(τR)−2−qI2 ≤ c τ δ/2Rδ−q
(









≤ c τ δ/2
(
















≤ c τ δ/2
(










(1 + |v|)q dxdt ≤ cτ δ/2
(





wobei c = const > 0 nur von c0/ν0, q und N abhängt.
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Kombiniert man die beiden Abschätzungen (9.116) und (9.118) und berücksichtigt man
die Bedingung (9.119), so folgt












(C4 = const ≤ 1). Offensichtlich ist Θ2 : [0,+∞) → [1,+∞) strikt wachsend.
Wir erinnern daran, daß die fundamentale Abschätzung (9.120) zunächst nur für den
Fall bewiesen wurde, wo u im Punkt t0 −Rq+δ der Kaplan-Bedingung (9.93) genügt, was
nach Lemma6.5 für fast alle t0 ∈ (0, T ) zutrifft. Beachtet man jedoch daß die Konstante
in (9.120) nicht von der Wahl des Punktes t0 abhängt, so schließt man unter Benutzung
der Absolutstetigkeit für das Lebesgue-Integral, daß die Abschätzung (9.120) für beliebige
t0 ∈ (0, T ) gültig ist.






Φ(u;X0, R) ≥ 1
}
.







Aus (9.104) folgt außerdem die Existenz einer Zahl 0 < R1 ≤ R0 mit der Eigenschaft
(9.122) Θ1(Y, σ, 1) <
τ3
2
∀ 0 < σ < R1, ∀Y ∈ Q′.
Weiter wählen wir 0 < R2 ≤ R1, so daß
Φ(u;X0, R2) < 1.
Wegen der Absolutstetigkeit des Lebesgue-Integrals gibt es ein r ∈ (0,dist(X0, ∂Q)−
R2, so daß für alle Y ⊂ Qr(X0) ∩Q′ gilt:
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(9.123) Φ(u;Y,R2) ≤ 1.
Sei nun Y ∈ Qr(X0) ∩ Q′ beliebig fixiert. Mit Hilfe der Dreiecksungleichung und An-
wendung der Abschätzungen (9.103) und (9.120) findet man
Φ(u;Y, τR2) ≤ Φ(v;Y, τR2) + τ−3Φ(w;Y,R2/4) ≤
≤ τ
δ
2q Θ2(Φ(v;Y,R2/4)) + τ−3Θ1(Y,R2,Φ(u;Y,R2))
und
Φ(v;Y,R2/4) ≤ Φ(u;Y,R2/4) + Φ(w;Y,R2/4) ≤
≤ 64Φ(u;Y,R2) + Θ1(Y,R2,Φ(u;Y,R2)).
Kombiniert man die letzten beiden Ungleichungen, und beachtet man (9.121), (9.122) und
(9.123), so folgt
Φ(u;Y, τR2) ≤ τ
δ







Wir können also die obige Argumentation beliebig oft iterativ anwenden. Dies impliziert
(9.124) Φ(u;Y, τkR2) ≤ 1 ∀ k ∈ N, ∀Y ∈ Qr(X0) ∩Q′.




|∇u|q dxdt ≤ c σ2+
2δ
2−q ∀ 0 < σ ≤ R2, ∀Y ∈ Qr(X0) ∩Q′
mit einer von σ und Y unabhängigen Konstante c. Mit Hilfe von Lemma 9.5 kann man
sich nun leicht klarmachen, daß u auf einer Umgebung des Punktes X0 Hölder-stetig ist,
was die partielle Hölder-Stetigkeit von u beweist.
7◦ Abschätzung des Hausdorff-Maßes der Singulärmenge Σ: Wir setzen
Σ′ =
{







|∇u|q dxdt > 0
}
und zeigen zunächst
(9.126) Σ ⊂ Σ′.
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Diese Aussage ist erfüllt, genau dann wenn Q′ \Σ′ ⊂ Q′ \Σ. Sei nun X0 ∈ Q′ \Σ′ beliebig















(1 + |u|q) dxdt
)1/q
.
Wir setzen µ0 := q + δ + 2. Mit der gleichen Argumentation, wie im Beweis von
Lemma 9.1 erhält man für beliebige 0 < σ < dist(Q′, ∂Q)
(9.127)
∣∣∣Mµ0(X0, σ/2)−Mµ0(X0, σ)∣∣∣ ≤ λ0Ψµ0(X0, σ)
(λ0 = const unabhängig von σ). Andererseits gibt es nach Voraussetzung ein 0 < σ0 <






|∇u|q dxdt ≤ 1 ∀ 0 < σ ≤ σ0.
Mit Hilfe der Poincaré-Ungleichung (9.72) zusammen mit (9.128) bekommt man
(9.129) Ψµ0(X0, σ/2) ≤ λ1 σδ/2Mµ0(X0, σ) ∀ 0 < σ ≤ σ0,
wobei λ1 = const > 0 unabhängig von σ ist. Unter Benutzung der Dreiecksungleichung















−iσ0) + Mµ0(X0, σ0/2).
(9.130)
Nun nehmen wir an, daß für ein 0 ≤ ξ0 ≤ µ0 − qδ/4 gilt:
(9.131) sup
0<σ≤σ0
Mξ0(X0, σ) ≤ C0 < +∞.
Dann folgert man aus (9.130)



















Mξ1(X0, σ) ≤ C1 < +∞ mit ξ1 = ξ0 + qδ/4.
Durch successives Anwenden des obigen Argumentes bekommt man
(9.133) sup
0<σ≤σ0
Mξ(X0, σ) < +∞.
für jedes ξ ∈ (0, q + δ/2 + 2). Hiermit bestätigt man schließlich
lim inf
σ→0+
Φ(u,X0, σ) = 0,
was bedeutet, daß X0 zur Menge Q′ \ Σ gehört.
Wie man außerdem leicht nachprüft gilt:
Σ′ ⊂ Σ′′ :=
{









|∇u|q dxdt > 0
}
.
Dem Satz 2.2 des Kapitels IV in [Giaquinta (1983)] entnimmt man, daß
H
2+ 2δ
2−q (Σ′′) = 0.




Wir beginnen den Abschnitt mit einigen nützlichen multiplikativen Ungleichungen. Das
folgende Lemma beweist man elementar unter Benutzung der Hölderschen Ungleichung
Lemma A.1 Sei E ∈ Rn eine Lebesgue-meßbare Menge. Seien 1 ≤ p0 < p1 ≤ +∞. Sei










Dann ist Lpθ(E) ⊂ Lp0(E) ∩ Lp1(E) und es gilt die Ungleichung:
(a.1) ‖f‖Lpθ (E) ≤ ‖f‖1−θLp0 (E)‖f‖
θ
Lp1 (E) ∀ f ∈ L
p0(E) ∩ Lp1(E).
Lemma A.2 Sei 1 < p ≤ n. Es existiert eine Konstante c = c(n, p) > 0, so daß für














|∇u|2 dx ∀u ∈ H1(Br).
Beweis. - 1) Zunächst betrachten wir den Fall p = 1 und r = 1: Mit Hilfe des Sobolevschen
Einbettungssatzes findet man




∀u ∈ H1(B1). 1)
1) Hier bezeichne 2∗ den Sobolevschen Einbettungsexponenten 2n
n−2 , falls n ≥ 3 und q ∈ (2, +∞) beliebig,
falls n = 2.
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an und benutzt man den Sobolevschen Einbettungssatz sowie die Youngsche Ungleichung,


















Beachtet man θ =
2
n+ 2






beliebig, falls n = 2, so ergibt sich












|∇u|2 dx ∀u ∈ H1(B1)
(c = const > 0 unabhängig von ε).
2) Beweis für beliebiges r > 0: Sei u ∈ H1(Br(x0)). Wir definieren
ũ(y) := u(x0 + ry) (y ∈ B1).
Dann ist ũ ∈ H1(B1). Unter Benutzung der Transformationsformel für das Lebesgue-
Integral und der Ungleichung (a.3) schließt man∫
Br






















Die Behauptung folgt nun leicht aus der letzten Abschätzung unter Benutzung der Hölder-
schen Ungleichung.
Lemma A.3 Sei f : [a, b] → [0,+∞) (−∞ < a < b < +∞) eine beschränkte Funktion.
Ferner existieren positive Konstanten A,B, α und 0 < ε < 1, so daß für beliebige a ≤ σ <
R ≤ b gilt:
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(a.4) f(σ) ≤ A(R− σ)−α +B + εf(R).
Dann existiert eine positive Konstante c = c(α, ε) derart, daß für alle a ≤ σ < R ≤ b gilt:
(a.5) f(σ) ≤ c (A(R− σ)−α +B).
(Es sei bemerkt, daß c = c(α, ε) = (1 − ε1/(α+1))−(α+1) die optimale Konstante für (a.5)
ist).
Beweis.− Seien a ≤ σ < R ≤ b beliebig fixiert. Dann bezeichne (tj) eine Folge monoton
wachsender reeller Zahlen, definiert gemäß der rekursiven Vorschrift:
(i) t0 = σ,
(ii) tj+1 − tj = (1− τ)τ j(R− σ) (j = 0, 1, . . .). 2)
Zur Vereinfachung setzen wir Φ(t− s) = A(t− s)−α +B (a ≤ s < t ≤ b). Dann erhalten
wir nach iterativem Anwenden der Voraussetzung (a.4) auf die Folge (tj)
f(σ) = f(t0) ≤ Φ(t1 − t0) + εf(t1) ≤
≤ Φ(t1 − t0) + εΦ(t2 − t1) + ε2f(t2) ≤ · · ·
· · · ≤
k−1∑
j=0
εjΦ(tj+1 − tj) + εkf(tk).
Wegen der Beschränktheit von f konvergiert die rechte Seite der obigen Ungleichung für
k → +∞ gegen
∞∑
j=0




εj(A(1− τ)−ατ−jα(R− σ)−α +B).
Jetzt wählen wir τ ∈ (0, 1), so daß
(a.7) ετ−α < 1.
Die Bedingung (a.7) garantiert, daß die Summe in (a.6) endlich ist, was die Behauptung
(a.5) mit c = c(α, ε, τ) = (1− τ)−α(1− ετ−α)−1 zur Folge hat.
Berücksichtigt man außerdem die Tatsache, daß die Funktion c(α, ε, ·) ihr Minimum
bei τ0 = ε1/(α+1) annimmt, so folgt, daß die Konstante c = c(α, ε) = (1− ε1/(α+1))−(α+1)
für (a.5) die Beste ist.
2) Diese Definition impliziert sofort tj → R für j → +∞.
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Lemma A.4 Für jedes 0 < σ < 1 und für alle ξ, η ∈ RN (N ∈ N ≥ 1) gilt:
(1 + |ξ|+ |η|)−σ ≤
∫ 1
0
(1 + |tξ + (1− t)η|)−σ dt ≤(a.8)
≤ 8
1− σ
(1 + |ξ|+ |η|)−σ.
Beweis. - 1◦) Wegen |tξ+(1− t)η| ≤ |ξ| + |η| für alle t ∈ [0, 1], ist die erste Ungleichung
in (a.8) trivialerweise erfüllt.
2◦) Um die zweite Ungleichung von (a.8) zu bekommen, nehmen wir zunächst an, daß
|ξ|, |η| ≤ 1. In diesem Fall schließen wir elementar,
∫ 1
0
(1 + |tξ + (1− t)η|)−σ dt ≤ 3σ(1 + |ξ|+ |η|)−σ.
3◦) Als nächstes nehmen wir an, daß |η| ≥ 1 und |ξ| ≤ |η| und setzen µ = |ξ|/|η|. Dann
finden wir die Abschätzung:
∫ 1
0
(1 + |tξ + (1− t)η|)−σ dt ≤ 2σ/2
∫ 1
0











(1 + |η|+ |ξ|)1−σ ≤
≤ 8
1− σ
(1 + |η|+ |ξ|)−σ.















(1 + |∇u|q) dx
)1/q
.
3) Hierbei haben wir die elementare Abschätzung |a + b| ≥
∣∣∣a− |b||a|a∣∣∣ = (1 − |b||a|)|a| (a, b ∈ RN ; |a| ≥
max{|b|, 1}) benutzt.
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(1 + |u|q∗/q + |∇u|)q dx
)1/q
≤ cM(u;x0, R),
(a.10) |M(u;x0, τR) − M(u;x0, R)| ≤ λ0 Φ(u;x0, R) (0 < τ < 1),
wobei c = const nur von n, q, u und λ0 = const nur von n, q, u und τ abhängt.
Beweis. - 1◦) Für den Beweis der Ungleichung (a.9) verwenden wir den Sobolevschen
Einbettungssatz und eine äquivalente Normierung des Raumes W 1, q(Ω; RN ) (vgl. [Gilbarg



























was sofort die Behauptung (a.9) impliziert.
2◦) Als nächstes sei 0 < τ < 1 beliebig fixiert. Den Beweis der zweiten Abschätzung
führen in zwei separaten Schritten durch:
(i) Unter Verwendung des Hauptsatzes der Differential- und Integralrechnung und An-
wendung der Hölderschen Ungleichung bestätigt man leicht



































und zusammen mit der Poincaré-Ungleichung folgt
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(a.12)
∣∣∣|uBτR |q∗/q − |uBR |q∗/q∣∣∣ ≤ cΦ(u;x0, R),
wobei c = const nur von n, q, τ und u, aber nicht von R abhängt.
(ii) Als nächstes definieren wir für fast alle {x, y} ∈ BτR ×BR
G(x, y) := 1 + |∇u(x)|
F (x, y) := 1 + |∇u(y)|.
Unter Verwendung des Satzes von Fubini verifiziert man G,F ∈ Lq(BτR ×BR). Mit Hilfe
der Dreiecksungleichung erhält man
∣∣∣∣( ∫
BτR
























Die Abschätzung (a.10) folgt nun leicht nach Kombination von (a.12) und (a.13).
Als nächstes beweisen wir zwei technische Lemmas, die ein nützliches Hilfsmittel
zur Herstellung sogenannter Morrey-Raum-Abschätzungen sind (vgl. auch [Campanato
(1965)]).
Lemma A.6 Sei φ : (0, 1] → (0,+∞) eine nichtfallende Funktion. Ferner mögen positive
Konstanten A > 1, B, α, β (0 < α < β) existieren, so daß für alle 0 < t < τ ≤ 1/2 gilt:






Dann gibt es eine Konstante K∗ > 0, so daß die folgende Ungleichung für beliebige 0 <
t ≤ 1/2 gilt:
(a.15) φ(t) ≤ K∗(tαφ(1/2) +B).
Beweis. - Zunächst, definieren wir χ := (2A)
1
β−α > 1. Nun seien 0 < t < τ ≤ 1/2 beliebig






Beachtet man A/χβ−α = 1/2, so erhält man aus (a.14), indem man dort t durch τ/χm
und τ durch τ/χm+1 ersetzt, die Abschätzung
φ(t) ≤ φ(τ/χm) ≤ Aχ−βφ(τ/χm−1) + ταχ−α(m−1)B ≤
≤ A2χ−2βφ(τ/χm−2) + ταBχ−α(m−1)(1 + Aχα−β) ≤ · · · ≤
















Aufgrund von (a.16) schließt man aus der obigen Abschätzung










Die Behauptung (a.15) folgt nun sofort aus (a.17) nach Ausführung des Grenzüberganges
τ → 12 .
Lemma A.7 Es sei f : (0, 1] → (0,+∞) eine nichtfallende Funktion. Außerdem seien
positive Konstanten A,B, µ, λ (0 < µ < λ) und eine Funktion ω : (0, 1) → (0,+∞) gegeben,
derart daß für beliebige 0 < σ ≤ σ0 und 0 < t < 1 gilt:
(a.18) f(tσ) ≤ Atλf(σ) + σµω(t)B.
Dann, haben wir die Abschätzung:

























Dann folgert man aus (a.18), daß für alle 0 < σ ≤ σ0 gilt:
(a.21) f(tσ) ≤ t
λ+µ
2 f(σ) + σµB′ (B′ = ω(t)B).
Indem man in (a.21) σ durch tk−1σ0 (k ∈ N ≥ 1) ersetzt und die Ungleichung (a.21)
iterativ anwendet, bekommt man
f(tkσ0) ≤ t
λ+µ








































Sei nun 0 < σ ≤ σ0 beliebig gewählt. Dann gibt es genau eine natürliche Zahl k ∈
N (k ≥ 0) derart, daß
tk+1σ0 < σ ≤ tkσ0.























Dies liefert die behauptete Ungleichung (a.19).
Lemma A.8 Seien (φm), (Mm) und (sm) Folgen nichtnegativer reeller Zahlen. Ferner sei
(sm) nichtwachsend, so daß S :=
∞∑
m=0
sm < +∞. Außerdem mögen positive Konstanten
ε1, τ, λ0,M existieren, so daß die folgenden Bedingungen erfüllt sind:

























Dann haben wir für alle m ∈ N
(a.22) φm ≤ τm/2φ0 +
m−1∑
k=0
τ (m−k)/2sk, Mm ≤ M.
Beweis. - Für den Beweis von (a.22) verwenden wir vollständige Induktion nach m ∈ N.
(i) Für m = 1 folgt die erste Ungleichung in (a.22) wegen (E3) und (E4) unmittelbar aus
der Bedingung (E1). Für den Nachweis der zweiten Ungleichung machen wir Gebrauch
von der Dreiecksungleichung und benutzen die Voraussetzungen (E2), (E4) und (E5). Wir
bekommen also




(ii) Der Induktionsschritt m → m + 1: Nun nehmen wir an, daß (a.22) für j = 1, . . . ,m
erfüllt ist. Da die Folge (sm) nichtwachsend ist, ergibt sich aus (a.22) zusammen mit (E3)






Da außerdem gemäß der Induktionsvoraussetzung Mm ≤ M erfüllt ist, können wir die
Eigenschaft (E1) anwenden und erhalten somit
φm+1 ≤
√
















Aus dieser Ungleichung folgt schließlich zusammen mit (a.22) für j = 1, . . . ,m unter
























Also gilt (a.22) für m+ 1.
Im nächsten Lemma notieren wir einige nützliche Eigenschaften für Funktionen ω,
welche einer sogenannten Dini-Bedingung genügen.

























(iii) Es gibt eine nichtwachsende Funktion γ : (0, 1] → (0,+∞) mit lim
t→0+









Beweis. - (i) Die Behauptung (a.24) folgert man leicht aus (a.23) mit Hilfe der Trans-
formationsformel für das Lebesgue-Integral.
(ii) Seien R, τ ∈ (0, 1) beliebig fixiert. Da nach Voraussetzung ω eine nichtfallende Funk-























(iii) Zunächst betrachten wir den Fall ω(t0) = 0 für ein t0 ∈ (0, 1]. Dies impliziert ω(t) = 0
für jedes t ∈ [0, t0]. Dann erfüllt die Funktion
γ(t) :=

1 falls t ∈ (t0, 1]
t0
t
falls t ∈ (0, 1]
die gewünschte Eigenschaft.







Dann gibt es eine absteigende Folge von Zahlen 1 = t0 > t1 > . . . > tm > 0 (m ∈ N ∪ {0})
mit lim
m→∞











ω(tm) ∀m ∈ N ∪ {0}.
Wir setzen






∀ t ∈ (tm+1, tm] (m ∈ N ∪ {0}).
Wie man sich leicht klarmacht, ist γ : (0, 1] → (0,+∞) nichtwachsend und es gilt γ(tm) =
2m für allem ∈ N∪{0}. Außerdem ist ersichtlich, daß γ(t)ω(t) eine auf jedem der Intervalle
(tm+1, tm] nichtfallende Funktion ist. Andererseits ergibt sich aus (a.27)
γ(tm+1)ω(tm+1) = 2m+1ω(tm+1) ≤ γ(tm)ω(tm) ∀m ∈ N ∪ {0},
was bedeutet, daß die Funktion γ(t)ω(t) auf (0, 1] nichtfallend ist. Mit Hilfe von (a.27)




















was den Beweis des Lemmas abschließt.
Lemma A.10 Sei ω : [0,+∞) → [0,+∞) eine beschränkte Funktion. Dann existiert eine
positive Konstante c∗ = c∗(n), so daß für jedes u ∈W 1, q(Ω; RN ) die folgende Abschätzung



















wobei k0 = sup
t≥ 0
ω(t).




∣∣∣ |u(x)− uBR | ≤ √R}





























Somit ergibt sich die Behauptung (a.28) nach Einsetzen der soeben erhaltenen Ungleichung
in (a.29).
DefinitionA.1Sei 1 ≤ p < +∞. Sei ω : [0,+∞) → [0,+∞) nichtfallend. Mit Lp(ω)(Ω)


















Satz A.1 Sei Ω ⊂ Rn eine reguläre offene und beschränkte Menge. Sei p ∈ [1,+∞) und








Dann ist Lp(ω)(Q) stetig in C(Q) eingebettet.
Bevor wir mit dem Beweis des Satzes beginnen, notieren wir ein vorbereitendes Lemma,
welches wir auch an einer anderen Stelle benötigen werden.
Lemma A.11 Sei u ∈ Lp(Ω) (1 ≤ p < +∞). Sei E ⊂ Ω eine Lebesgue-meßbare Menge,
mit |E| > 0. Seien E′, E′′ ⊂ E Lebesgue-meßbar mit |E′| > 0, |E′′| > 0 4) . Dann gilt:
∣∣∣uE′ − uE′′∣∣∣ ≤ 2( |E||E′||E′′|
∫
E
|u− uE |p dx
)1/p
.
Beweis. - Unter Verwendung der Hölderschen Ungleichung und der Dreiecksungleichung
erhält man






























|u(x)− uE |p dx
)1/p
.
Beweis von SatzA.1 - Sei u ∈ Lp(ω)(Q). Sei x0 ∈ Ω und seien 0 < ρ1 < ρ2 ≤ R0 :=
diam(Ω)/2. Beachtet man die Regulärität der Menge Ω, so erhält man mit Hilfe von






























4) Hierbei bezeichne |E| das Lebesgue-Maß einer Lebesgue-meßbaren Menge E ⊂ Rn.
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(x0)∩Ω − uB2−(j+1)R0 (x0)∩Ω




Unter Benutzung der Dreiecksungleichung und (a.25) bekommt man für beliebige m, l ∈
N ∪ {0} (l < m):∣∣∣uB
2−lR0

















































Sei 0 < R ≤ R0 beliebig gewählt. Dann existiert ein l ∈ N, so daß
2−lR0 < R ≤ 2−l+1R0.
Benutzt man die Dreiecksungleichung und wendet man anschließend die Abschätzung



























Seien x1, x2 ∈ Ω mit R := |x1 − x2| ≤ R0. Unter Benutzung von Lemma A.11 erhält
























Als nächstes wenden wir die Dreiecksungleichung an und kombinieren die letzte Abschät-
zung mit (a.34), wobei dort x0 durch x1 (bzw. x0 durch x2) ersetzt wird, und erhalten
|ũ(x1)− ũ(x2)| ≤
≤











Da die rechte Seite dieser Ungleichung für R → 0 gegen 0 konvergiert, erkennt man, daß
ũ auf Ω gleichmäßig stetig und beschränkt ist. Bekanntlich ist fast jeder Punkt von x ∈ Ω
ein Lebesgue-Punkt von u (siehe z.B. in [Stein (1970)]). Dies liefert ũ(x) = u(x) für fast
alle x ∈ Ω.
Die Stetigkeit der Einbettung folgt unmittelbar aus der Abschätzung
































Hier machen wir einige ergänzenden Ausführungen zu den Beweisen im Teil II. Wir
beginnen diesen Abschnitt mit einigen nützlichen Identifikationen von Lebesgue-meßbaren
Funktionen u : Q → R mit Bochner-meßbaren Funktionen v(t) (t ∈ (a, b)) mit Werten in
einen entsprechenden Banach-Raum X.
Sei Ω ∈ Rn offen und beschränkt und seien −∞ < a < b < +∞. Wir setzen Q :=
Ω× (a, b). Dann bezeichne Lp,q(Q) (1 ≤ p < +∞, 1 ≤ q ≤ +∞) den Raum aller Lebesgue-


















< +∞ falls q = +∞.
Unter Verwendung des Satzes von Fubini zeigt man, daß
Lp,p(Q) ∼= Lp(Q) für alle 1 ≤ p < +∞.
Satz B.1 (Lp,q(Q) ∼= Lq(a, b;Lp(Ω))) Sei 1 ≤ p < +∞ und sei 1 ≤ q ≤ +∞. Es existiert
genau eine Isometrie
φp,q : Lp,q(Q) → Lq(a, b;Lp(Ω)),
so daß für alle v ∈ C(Q) gilt:
φp,q(v)(t)(x) = v(x, t) ∀x ∈ Ω, ∀ t ∈ (a, b).
Beweis. - 1. Der Fall 1 ≤ q < +∞: Für v ∈ C(Q) definieren wir
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φp,q(v)(t)(x) := v(x, t) (x ∈ Ω, t ∈ (a, b)).













Da C(Q) eine dichte Teilmenge von Lp,q(Q) ist, kann man φp,q eindeutig zu einer Isome-
trie auf Lp,q(Q) fortsetzen. Die Surjektivität dieser Abbildung ist aufgrund der Dichtheit
der Menge φp,q(C(Q)) in Lq(a, b;Lp(Ω)) gewährleistet.
2. Der Fall q = +∞: Sei v ∈ Lp,∞(Q). Unter Verwendung der Hölderschen Ungleichung
zeigt man
v ∈ Lp,r(Q) für alle r ≥ 1.
Nun sei r ≥ 1 beliebig gewählt. Da C(Q) eine dichte Teilmenge Lp,r(Q) ist, existiert
eine Folge in (vm) ⊂ C(Q), die in Lp,r(Q) gegen v konvergiert. Insbesondere konvergiert
(vm) in L1,1(Q) gegen v. Hiermit bekommt man





Beachtet man außerdem, daß φp,r eine Isometrie ist, so folgt zusammen mit (b.1)
‖φ1,1(v)‖Lr(a,b;Lp(Ω)) = ‖φp,r(v)‖Lr(a,b;Lp(Ω)) =
= ‖v‖Lp,r(Q) ≤ (b− a)1/r‖v‖Lp,∞(Q).













Surjektivität von φp,∞: Sei u ∈ L∞(a, b;Lp(Ω)). Wir setzen v := φ−11,1(u). Sei r ≥ 1 beliebig.
Wie oben zeigt man unter Verwendung von
(b.2) φ−11,1(u)(x, t) = φ
−1
p,r(u)(x, t) ffa.{x, t} ∈ Q
die Gültigkeit der folgenden Ungleichung:
‖v‖Lp,r(Q) = ‖φ−1p,r(u)‖Lp,r(Q) =
= ‖u‖Lr(a,b;Lp(Ω)) ≤ (b− a)1/r‖u‖L∞(a,b;Lp(Ω)).
Somit ist v ∈ Lp,∞(Q). Offensichtlich gilt φp,∞(v) = φ1,1(v) = u.
Satz B.2 (W 1,0q (Q) ∼= Lq(a, b;W 1q (Ω))) Sei 1 ≤ q < +∞. Es existiert genau eine Isometrie
φ : W 1,0q (Q) → Lq(a, b;W 1q (Ω)),
so daß φq,q(v) = φ(v) für alle v ∈W 1,0q (Q).
Beweis. - Es bezeichne φq := φq,q : Lq(Q) → Lq(a, b;Lq(Ω)) die Isometrie gemäß
Satz B.1. Sei v ∈W 1, 0q (Q). Wir setzen
u := φq(v), wα := φq(Dαv) (α = 1, . . . , n).




















Sei m ∈ N,m > n/2 + 1. Aufgrund der Stetigkeit der Einbettung
Hm◦ (Ω) ⊂ C1(Ω)
1) Sei v ∈ Lq(Q). Unter Verwendung der Dichtheit der Menge C(Q) in Lq(Q) und der Dichtheit der
Menge φq(C(Q)) in L
q(a, b; Lq(Ω)) zeigt man, daß für beliebige ϕ ∈ C(Q) gilt:
∫
Q





φq(v)(t)ϕ(·, t) dx dt.
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und der Separabilität des Raumes Hm◦ (Ω) existiert eine Menge N ⊂ (a, b) mit mes(N) = 0,
so daß









∀ψ ∈ C1c (Ω), ∀ t ∈ (a, b) \N (α = 1, . . . , n).
Dies zeigt, daß
u(t) ∈W 1q (Ω), Dαu(t) = wα(t) (α = 1, . . . , n) ∀ t ∈ (a, b) \N.
Für λ > 0 bezeichne uλ (bzw. (wα)λ) das Steklov-Mittel 2) von u (bzw. von wα). Dann
ergibt sich aus (b.3)
uλ(t) ∈W 1q (Ω), Dαuλ(t) = (wα)λ(t) (α = 1, . . . , n) für alle t ∈ [a, b].
Aus der Absolutstetigkeit des Bochner-Integrals folgt somit uλ ∈ C([a, b];W 1q (Ω)) für
alle λ > 0. Außerdem gilt:uλ → u, (wα)λ → wα (α = 1, . . . , n)in Lq(a, b;Lq(Ω)) für λ→ 0.
Somit ist (uλ) in Lq(a, b;W 1q (Ω)) eine Cauchy-Folge, die aufgrund der Eindeutigkeit des
Grenzwertes gegen u für λ→ 0 konvergiert. Also gilt:
φ(v) := u ∈ Lq(a, b;W 1q (Ω)).
Insbesondere haben wir





























W 1, 0q (Q)
.
Sei nun umgekehrt u ∈ Lq(a, b;W 1q (Ω)). Aufgrund der Bochner-Meßbarkeit von u
existieren wα ∈ Lq(a, b;Lq(Ω)) (α = 1, . . . , n), so daß
wα(t) = Dαu(t) ffa. t ∈ (a, b) (α = 1, . . . , n).
Wir setzen v := φ−1q (u). Wie oben zeigt man, daß für beliebige ϕ ∈ C1c (Q) gilt:
∫
Q





v ∈W 1, 0q (Q) mit Dαv = φ−1q (wα) (α = 1, . . . , n).
Also ist φ := φq
W 1, 0q (Q)
eine Isometrie von W 1, 0q (Q) auf Lq(a, b;W 1q (Ω)).
Mit Lp, q(θ)(Q) (1 ≤ p, q < +∞, 0 < θ < 1) bezeichnen wir den Raum aller Funktionen














Den Raum Lp, q(θ)(Q), ausgestattet mit der Norm
‖v‖Lp, q(θ)(Q) :=
(




(v ∈ Lp, q(θ)(Q)),
ist ein Banach-Raum.
Satz B.3 (Lp, q(θ)(Q) ∼= W θ, q(a, b;Lp(Ω))) Sei 0 < θ < 1 und seien 1 ≤ p, q < +∞. Dann
ist φp,q
Lp, q(θ)(Q)
eine Isometrie von Lp, q(θ)(Q) auf W θ, q(a, b;Lp(Ω)).
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Beweis. - Sei v ∈ Lp, q(θ)(Q). Für ε > 0 setzen wir
kε(s, t) :=

|s− t|−1−qθ für s, t ∈ (a, b) mit |s− t| > ε
0 für s, t ∈ (a, b) mit |s− t| ≤ ε.




























kε(s, t)‖φp,q(v)(s)− φp,q(v)(t)‖qLp(Ω) dsdt.




















Die Behauptung des Satzes folgt nun unmittelbar aus der obigen Gleichung zusammen
mit Satz B.1.
Als nächstes notieren wir ein nützliches Interpolationsargument, welches sich elementar
mit Hilfe der Hölderschen Ungleichung beweisen läßt.
Lemma B.1 Seien −∞ ≤ a < b ≤ +∞ und sei E ∈ Rn eine Lebesgue-meßbare Menge.




















Lp0(a, b;Lq0(E)) ∩ Lp1(a, b;Lq1(E)) ⊂ Lpθ(a, b;Lqθ(E)),




‖f‖Lpθ (a,b;Lqθ (E)) ≤ ‖f‖1−θLp0 (a,b;Lq0 (E))‖f‖
θ
Lp1 (a,b;Lq1 (E))
∀ f ∈ Lp0(a, b;Lq0(E)) ∩ Lp1(a, b;Lq1(E)).
Lemma B.2 Seien X,Y, Z reflexible Banach-Räume (X ⊂ Y ⊂ Z), wobei die erste
Einbettung kompakt und die zweite stetig ist. Ferner sei eine stetige lineare Abbildung
T : X → Z gegeben, so daß
|||ξ|||X := ‖ξ‖Z + ‖Tξ‖Z (ξ ∈ X)
eine äquivalente Norm auf X beschreibt. Außerdem sei für ein Funktional F ∈ Y ∗ die
folgende Bedingung erfüllt:
(b.5) ker(F ) ∩ ker(T ) = {0}.
Seien 0 < θ < 1 und seien 1 < p0, p1 < +∞ mit
1
p1





. Dann existiert eine
Konstante c∗, so daß
(b.6)

‖u‖Lp0 (0,T ;Y ) ≤ c∗
(





∀u ∈ Lp1(0, T ;X) ∩W θ, p1(0, T ;Y ),
wobei










Beweis. - Wir führen den Beweis indirekt. Wir nehmen also an, die Behauptung (b.6) sei
falsch. Dann gibt es eine Folge (um) ⊂ Lp1(0, T ;X) ∩W θ, p1(0, T ;Y ), so daß
(b.7) ‖um‖Lp0 (0,T ;Y ) + ‖T um‖Lp1 (0,T ;Z) + |um|W θ, p1 (0,T ;Y ) = 1, 4)
(b.8) ‖um‖Lp0 (0,T ;Y ) >
> m
(





3) Hier ist der beschränkte lineare Operator T : Lp(0, T ; X) → Lp(0, T ; Z) definiert gemäß der Vorschrift:
(T u)(t) := T u(t) ffa. t ∈ (0, T ) (u ∈ Lp(0, T ; X)) (1 ≤ p < +∞) (vgl. Lemma 5.3).
274 Parabolische Systeme
(m ∈ N). Kombiniert man (b.7) und (b.8), so erhält man











|〈F, um(t)〉|dt→ 0 für m→ +∞.
Hierfür setzen wir
hm(t) := 〈F, um(t)〉 (t ∈ (0, T );m ∈ N).
Da (um) in W θ, p1(0, T ;Y ) beschränkt ist, folgt die Beschränktheit der Folge (hm) in
W θ, p1((0, T )). Unter Berücksichtigung der Reflexivität von W θ, p1((0, T )) und der Kom-
paktheit der Einbettung
W θ, p1((0, T )) ⊂ Lp1((0, T ))
findet man eine Teilfolge (hmj ) ⊂ (hm) und ein h ∈W θ, p1((0, T )) mithmj ⇀ h in W
θ, p1((0, T )), hmj → h in L1((0, T ))
für m→ +∞.
Außerdem folgt aus (b.10) und der Unterhalbstetigkeit der Halbnorm | · |W θ, p1 ((0,T ))
|h|W θ, p1 ((0,T )) ≤ lim inf
j→∞
|hmj |W θ, p1 ((0,T )) ≤
≤ ‖F‖Y ∗ lim
j→∞
|umj |W θ, p1 (0,T ;Y ) = 0,
was impliziert, daß h(t) ≡ h0 = const für fast alle t ∈ (0, T ). Zusammen mit (b.10) folgt
schließlich ∫ T
0




〈F, umj (t)〉dt = 0.
4)Man beachte: Mit Hilfe des Sobolevschen Einbettungssatzes und der Voraussetzung 1
p1
− θ < 1
p0
bestätigt man, daß W θ,p1(0, T ; Y ) ⊂ Lp0(0, T ; Y ).
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Folglich ist h0 = 0, was die Eindeutigkeit des Grenzwertes der Teilfolge (hmj ) impliziert,
also gilt (b.11).
Wegen (b.10) und (b.11), findet man nach dem Satz von Riesz-Fischer eine Teilfolge
(umj ) ⊂ (um), so daß
T (umj (t)) → 0 in Z ffa. t ∈ (0, T ),(b.12)
〈F, umj (t)〉 → 0 ffa. t ∈ (0, T )(b.13)
für j → +∞. Außerdem können wir annehmen (ggf. geht man zu einer Teilfolge über),
daß
(b.14) (umj (t)) ist beschränkt in Y ffa. t ∈ (0, T ).
In der Tat, beachtet man, daß wegen (b.7) die Folge (‖umj (·)‖Y ) inW θ, p1((0, T )) beschräkt
ist und W θ, p1((0, T )) in Lp1((0, T )) kompakt eingebettet ist, so besitzt (‖umj (·)‖Y ) eine
in Lp1((0, T )) konvergente Teilfolge. Die Aussage (b.14) bestätigt man nun mit Hilfe des
Satzes von Riesz-Fischer.
Nun sei t ∈ (0, T ) so gewählt, daß für die Folge (umj (t)) ⊂ X die Bedingungen (b.12),
(b.13) und (b.14) erfüllt sind. Aus (b.14) und der Stetigkeit der Einbettung Y ⊂ Z folgt,
daß sowohl (umj (t)) als auch (Tumj (t)) in Z beschränkte Folgen bilden. Berücksichtigt
man außerdem, daß
|||umj(t)|||X = ‖umj(t)‖Z + ‖Tumj(t)‖Z ,
so schließt man auf die Beschränktheit der Folge (umj (t)) in X. Da X in Y kompakt
eingebettet ist, enthält diese eine Teilfolge (umjk (t)), die gegen ein ξ ∈ Y in Y konvergiert.
Aus (b.12) und (b.13) folgt aber Tξ = 0 und 〈F, ξ〉 = 0, was nach Voraussetzung ξ = 0
impliziert. Aufgrund der Eindeutigkeit des Grenzwertes konvergiert die Folge (umj (t)) in
Y gegen 0. Folglich gilt:
(b.15) umj (t) → 0 ffa. t ∈ (0, T ) für j → +∞.
Als nächstes definieren wir die Folge (gm) gemäß
gm(t) := ‖um(t)‖Y (t ∈ (0, T ); m ∈ N).
Beachtet man (b.7), so folgt die Beschränktheit der Folge (gm) in W θ, p1((0, T )). Wie
man sich außerdem leicht klarmacht, folgt aus den Voraussetzungen des Lemmas, daß die
Einbettung W θ, p1((0, T )) ⊂ Lp0((0, T )) kompakt ist. Also ist die Menge {gmj | j ∈ N} in
Lp0((0, T )) präkompakt. Mit Hilfe des Satzes von Kolmogorov findet man eine positive





|gmj (t)|p0 dt ≤
1
2
∀ j ∈ N.
Wir setzen
g̃mj (t) :=
gmj (t) falls gmj (t) ≤ α0 falls gmj (t) > α,
(j ∈ N). Aus (b.15) und dem Satz von Lebesgue ergibt sich
‖g̃mj‖Lp0 ((0,T )) → 0 für j → +∞,
und zusammen mit (b.16) findet man ein j0 ∈ N, so daß ∀ j ∈ N mit j ≥ j0:
‖umj‖
p0
Lp0 (0,T ;Y ) =
∫
(0,T )∩{gmj >α}
|gmj (t)|p0 dt +
∫ T
0




was jedoch (b.9) widerspricht. Damit muß die Annahme falsch sein, was die Richtigkeit
der Ungleichung (b.6) beweist.
Sei Ω ⊂ Rn offen und beschränkt mit Ω ∈ C0,1. Sei 0 < θ < 1 beliebig fixiert. Seien









< p1 ≤ p0.
Wir setzen
Y := Lp0(Ω; Rn),
Z := Lp1(Ω; Rn),
X := {ζ ∈ Z | ζ1 ∈W 1, p1(Ω), ζ2 = · · · = ζn = 0},




ζ1(x) dx (ζ ∈ Y ).
Aus (b.17) folgt, daß die Einbettung X ⊂ Y kompakt und die Einbettung Y ⊂ Z stetig
ist. Darüber hinaus folgt aus (b.17)
1
p1







Aus ζ ∈ kerT ∩kerF , ergibt sich zunächst ζj ≡ 0 (j = 2, . . . , n) und ζ1 = const. Weiterhin
schließt man aus 〈F, ζ〉 = 0, daß ζ1 ≡ 0. Also ist kerT ∩ kerF = {0}. Wir sind nun in der
Lage Lemma B.1 anzuwenden und erhalten die Ungleichung
(b.18) ‖u‖Lp0 (Q) ≤ c∗
(





für alle u ∈ Lp1(0, T ;W 1, p1(Ω)) ∩W θ, p1(0, T ;Lp0(Ω)) (Q = Ω× (0, T )).
Sei 0 < d ≤ 2. Wir setzen
Q(d)r = Q
(d)
r (X0) := Br(x0)× (t0 − rd, t0) (X0 = {x0, t0}, r > 0).
Benutzt man die Koordinatentransformation Φ : Q(d)r (X0) → Q1, welche definiert ist
gemäß








X = {x, t} ∈ Q(d)r (X0)
)
,
so erhält man aus (b.18) unter Benutzung der Transformationsformel für das Lebesgue-
Integral die folgenden Abschätzungen.
FolgerungB.1 Sei Q(d)r ⊂ Rn+1 (0 < r < +∞) beliebig gegeben. Seien 1 < p0, p1 < +∞
und 0 < θ < 1, so daß die Bedingung (b.17) erfüllt ist. Dann gibt es eine positive Konstante
c, die nur von θ, p0, p1 und n abhängt, so daß für alle u ∈ W 1, 0p1 (Q
(d)



































































Als nächstes notieren wir eine Poincaré-Ungleichung für Funktionen u ∈W 1, 0q (Q; RN )
(1 < q < 2), welche zusätzlich einer Integralidentität genügen. Der Beweis erfolgt in
ähnlicher Weise wie in [Naumann and Wolff, M. (1994)], wo solche Poincaré-Ungleichungen
für den Fall q = 2 bewiesen wurden.
Lemma B.3 Seien gαi , fi ∈ L1(Q) (α = 1, . . . , n; i = 1, . . . , N) und sei u ∈ W
1, 0
q (Q; RN ),





























(|g|+ r|f |) dxdt
)q}
.




|u− uQr |q dxdt ≤ c rq
{∫
Qr






wobei in (b.22) und (b.23) c eine nur von n,N und q abhängige Konstante bezeichne.
Beweis. - Seien X0 = {x0, t0} ∈ Q und 0 < r < dist(X0, ∂Q) beliebig gewählt. Sei
ζ ∈ C∞c (Rn) eine Schnittfunktion mit
ζ ≡ 1 auf Br/2, ζ ≡ 0 in Br,
0 ≤ ζ ≤ 1, |∇ζ| ≤ c0
r
in Rn.









u(·, t)ζ2 dx (t ∈ (t0 − r2, t0)).
Mit einer ähnlichen Argumentation wie in [Naumann and Wolff, M. (1994)], Satz 4.1
erhält man zusammen mit der Hölderschen Ungleichung
( ∫
Qr














Um das zweite Integral auf der rechten Seite von (b.24) abzuschätzen, gehen wir ebenfalls

















Die geforderte Ungleichung (b.22) ergibt sich nun unmittelbar nach Kombination von
(b.24) und (b.25). Die Ungleichung (b.23) ergibt sich schließlich mit Hilfe der Hölderschen
Ungleichung aus (b.22).
FolgerungB.2 Sei ω : [0,+∞) → [0,+∞) beschränkt. Ist u ∈ W 1, 0q (Q; RN ), so daß für















wobei gαi , fi ∈ L1(Q) (α = 1, . . . , n; i = 1, . . . , N), dann gilt für jedes p ∈ [1,+∞) und für















(|∇u|q + |g|+ |f |) dxdt
)q/p
,























































(|∇u|q + |g|+ |f |) dxdt
)q
.
Die Behauptung ergibt sich nun nach Einsetzen der soeben bewiesenen Abschätzung in
(b.28).
Satz B.4 Seien X,Y reflexive Banach-Räume und sei Y ∗ separabel. Außerdem sei X in
Y kompakt und dicht eingebettet. Seien 0 < T < +∞, 1 ≤ p < +∞ und 0 < θ < 1. Dann
ist der Raum W θ, p(0, T ;Y ) ∩ L1(0, T ;X) in Lp(0, T ;Y ) kompakt eingebettet.
Dem Beweis des Satzes stellen wir das folgende Lemma voran.
Lemma B.4 Sei Y ein reflexiver Banach-Raum, und sei Y ∗ separabel. Sei (um) eine Folge
in W θ, p(0, T ;Y ) (1 ≤ p < +∞; 0 < θ < 1), so daß
(b.29) um ⇀ 0 in W θ, p(0, T ;Y ) für m→ +∞.
Dann existieren eine Teilfolge (umj ) und ein h ∈ Lp((0, T )), so daß
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umj (t) ⇀ 0 in Y ffa. t ∈ (0, T ),(b.30)
‖umj (·)‖Y → h in Lp((0, T )) für j → +∞.(b.31)
Beweis. - Sei {v∗1, v∗2, . . .} eine abzählbare dichte Teilmenge von Y ∗. Aufgrund der Vor-





〈v∗k, um(t)〉ζ(t) dt→ 0 für m→ +∞
∀ ζ ∈ C1([0, T ]), ∀ k ∈ N.
Nun definieren wir für jedes k ∈ N die Folgen
g(k)m (t) := 〈v∗k, um(t)〉 (t ∈ (0, T );m ∈ N).
Aus (b.29) schließt man, daß die Folge (um) in W θ, p(0, T ;Y ) beschränkt ist. Folglich ist





|g(k)m (s)− g(k)m (t)|p
|s− t|1+pθ


















(m ∈ N) die Folge (g(k)m ) in W θ, p((0, T )) beschränkt. Berücksichtigt man die Kompaktheit
der Einbettung W θ, p((0, T )) ⊂ Lp((0, T )), so findet man eine Teilfolge (g(k)mj ) und ein
g(k) ∈ Lp((0, T )), so daß
(b.33) g(k)mj → g
(k) in Lp((0, T )) für j → +∞.
Auf der anderen Seite ergibt sich aus (b.32)
g(k)mj ⇀ 0 in L
p((0, T )) für j → +∞,
was die Eindeutigkeit des Grenzwertes in (b.33) gewährleistet. Hiermit bestätigt man
(b.34) g(k)m → 0 in Lp((0, T )) für m→ +∞.
Mit Hilfe des Satzes von Riesz-Fischer findet man eine Teilmenge N1 ⊂ (0, T ) mit mes(N1)











(t) → 0 für j → +∞ ∀ t ∈ (0, T ) \N1.















(t) → 0 für j → +∞ ∀ t ∈ (0, T ) \N2.
Wir setzen diese Prozedur beliebig oft fort und finden Teilmengen Nk ⊂ (0, T ) mit















(t) → 0 für j → +∞ ∀ t ∈ (0, T ) \Nk (k ∈ N).
Für die Diagonalfolge erhalten wir dann
(b.35) 〈v∗k, um(j)j
(t)〉 → 0 für j → +∞ ∀ t ∈ (0, T ) \
∞⋃
l=1
Nl (k ∈ N).
Nun setzen wir
hm(t) := ‖um(t)‖Y (t ∈ (0, T );m ∈ N).
Wie man sich leicht aus den Voraussetzungen klarmacht, ist die Folge (hm) in W θ, p((0, T ))
beschränkt, also in Lp((0, T )) präkompakt. Dann existieren eine Menge N0 ⊂ (0, T ) mit
mes(N0) = 0, eine Teilfolge (m′j) von (m
(j)
j ) und ein h ∈ Lp((0, T )), so daß:
(b.36)
hm′j → h in L
p((0, T )), hm′j (t) → h(t) ∀ t ∈ (0, T ) \N0
für j → +∞.
Wir setzen N :=
∞⋃
k=0
Nk. Wegen mes(Nk) = 0 für alle k ∈ N gilt mes(N) = 0.
Sei t ∈ (0, T ) \ N. Berücksichtigt man die Dichtheit der Menge {v∗1, v∗2, . . .} in Y ∗, so
folgert man aus (b.35) und der Beschränktheit der Folge um′j (t) in Y (siehe (b.36)), daß
um′j (t) ⇀ 0 in Y für j → +∞.
Zusammen mit (b.36) folgt die Behauptung des Lemmas.
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Beweis von SatzB.4 - Sei (um) eine in W θ, p(0, T ;Y ) ∩ L1(0, T ;X) beschränkte Folge
gegeben, so daß
um ⇀ 0 in W θ, p(0, T ;Y ) für m→ +∞.
Nach Lemma B.4 gibt es eine Teilmenge N ⊂ (0, T ) mit mes(N) = 0, eine Teilfolge (umj )
und ein h ∈ Lp((0, T )), so daß
(b.37)

umj (t) ⇀ 0 in Y ∀ t ∈ (0, T ) \N;
‖umj (·)‖Y → h in Lp((0, T )) für j → +∞.






‖um‖L1(0,T ;X) < +∞,
vm(t) :=
um(t) falls ‖um(t)‖X < λ‖um(t)‖
p
Y
0 falls ‖um(t)‖X ≥ λ‖um(t)‖pY .
Sei t ∈ (0, T ) \N beliebig gewählt. Aus (b.37), folgt die Beschränktheit der Folge (vmj (t))
in Y . Nach Definition ist diese dann auch in X beschränkt. Da nach Voraussetzung X in
Y kompakt eingebettet ist, existieren eine Teilfolge (vmjk (t)) und ein ξ ∈ Y , so daß
vmjk (t) → ξ in Y für k → +∞.
Falls vmjk (t) = 0 für unendlich viele k ∈ N, so ist sicherlich ξ = 0. Im entgegengesetzten
Fall existiert ein k0 ∈ N, so daß vmjk (t) = umjk (t) für alle k ≥ k0. Auch in diesem Fall gilt
ξ = 0, da nach (b.37) die Folge (vmjk (t)) in Y schwach gegen 0 konvergiert. Wegen der
Eindeutigkeit des Grenzwertes folgt
vmj (t) → 0 in Y für j → +∞.
Das heißt, die Folge (vmj (·)) konvergiert fast überall in (0, T ) gegen 0. Auf der anderen
Seite haben wir
‖vmj (t)‖Y ≤ ‖umj (t)‖Y ∀ t ∈ (0, T ) (j ∈ N),
was zusammen mit (b.37) unter Benutzung des Konvergenzsatzes von Lebesgue impliziert,
daß





























‖umj (t)‖X dt ≤ ε,
und da ε > 0 beliebig gewählt wurde, folgt umj → 0 in Lp(0, T ;Y ) für j → +∞.
Anmerkung B.1 Sei Ω ⊂ Rn offen und beschränkt mit Ω ∈ C0,1. Wir setzen X =
W 1p (Ω) (2n/(n + 2) < p ≤ +∞) und Y = L2(Ω). Dann ist X kompakt in Y eingebet-
tet. Somit ist nach Satz B.4 für beliebige 0 < θ < 1 die Einbettung
Hθ(0, T ;L2(Ω)) ∩ Lp(0, T ;W 1p (Ω)) ⊂ L2(Q)
kompakt (Q = Ω× (0, T ); 0 < T < +∞).
Zur Ergänzung machen wir noch einige Ausführungen bezüglich der Morrey-und Cam-
panato-Räume, die wir im Kapitel 9 benutzten. Wir beginnen mit der Definition eines
Campanato-Raumes, der ähnlich wie im elliptischen Fall in den Raum der stetigen Funk-
tionen eingebettet ist. Dazu benötigen wir die folgenden Bezeichnungen:
Sei Ω ⊂ Rn offen und beschränkt. Sei 0 < T < +∞. In den folgenden Betrachtungen
bezeichne Q den Zylinder Ω× (0, T ). Für X0 = {x0, t0} ∈ Rn+1 und r > 0 setzen wir
Q̃r = Q̃r(X0) := {X ∈ Rn+1 | |t− t0| < r2; |x− x0| < r} =
= Br(x0)× (t0 − r2, t0 + r2).
Dann ist der Zylinder Q̃r die offene Kugel mit Radius r und Mittelpunkt X0 bezüglich der
parabolischen Metrik
d(X,Y ) := max{|x− y|, |t− s|1/2} (X = {x, t}, Y = {y, s} ∈ Rn+1).
DefinitionB.1 Sei ω : [0,+∞) → [0,+∞) nichtfallend. Sei p ∈ [1,+∞). Dann bezeichne
L
p


































Wir haben nun den folgenden nützlichen Einbettungssatz.
Satz B.5 Sei Ω ⊂ Rn eine reguläre offene und beschränkte Menge. Sei p ∈ [1,+∞) und







Dann ist Lp(ω)(Q) stetig in C(Q) eingebettet.
Beweis. - Da Ω regulär ist, existiert eine Konstante δ0 > 0, so daß
(b.39) mes(Q̃r(X0) ∩Q) ≥ δ0rn+2 ∀X0 ∈ Q,∀ 0 < r < diam(Q).
1) Sei X0 ∈ Q beliebig gewählt. Seien 0 < ρ1 < ρ2 ≤ R0 := diam(Q)/2. Wie im Beweis
von Satz A.1 zeigt man unter Verwendung von LemmaA.11 die folgende Ungleichung
(b.40)





(c1 = const). Setzt man in dieser Ungleichung insbesondere ρ1 = 2−(j+1)R0 und ρ2 =




(X0)∩Q − uQ̃2−(j+1)R0 (X0)∩Q




Mit Hilfe der Dreiecksungleichung und der Ungleichung (a.25) bekommt man für beliebige
m, l ∈ N ∪ {0} (l < m)∣∣∣uQ̃
2−lR0






























Nach Ausführung des Grenzüberganges m → +∞ in der letzten Ungleichung bekommt
















Analog wie im Beweis von Satz A.1 zeigt man, daß für alle 0 < R ≤ R0 gilt:
(b.43)








2) Seien X1, X2 ∈ Q mit R := d(X1, X2) ≤ R0. Dann bestätigt man mit Hilfe der
Dreiecksungleichung, daß
Q̃R(Xi) ⊂ Q̃2R(X1) (i = 1, 2).
Wie im Beweis von Satz A.1 erhält man unter Benutzung von Lemma A.11
(b.44)
∣∣∣uQ̃R(X1)∩Q − uQ̃R(X2)∩Q∣∣∣ ≤ c ω(2R)[u]Lp(ω)(Q)
(c = const). Benutzt man die Dreiecksungleichung und wendet man anschließend die
beiden Ungleichungen (b.43) und (b.44) an, so ergibt sich










Hiermit erkennt man, daß die Funktion ũ auf Q gleichmäßig stetig und beschränkt ist. Es
bleibt also noch zu zeigen, daß ũ(X) = u(X) für fast alle X ∈ Q ist. Hierfür definieren
wir die Folge (um) ⊂ L1(Q) durch
um(X) := uQ̃2−mR0 (X)∩Q
(X ∈ Q).
Wir wählen m0 ∈ N so groß, daß Q̃2−mR0(X) ∩ Q = Q̃2−mR0 . Nach Anwendung der











|u(X)− u(X + 2−mR0Y )|dX dY.
Aufgrund der Stetigkeit im Mittel konvergiert die rechte Seite der obigen Ungleichung
gegen 0 für m → +∞. Nach dem Satz von Riesz-Fischer existiert somit eine Teilfolge
(umj ), so daß
umj (X) → u(X) ffa. X ∈ Q.
Auf der anderen Seite gilt um(X) → ũ(X) für alle X ∈ Q, was u(X) = ũ(X) für fast alle
X ∈ Q impliziert.











für alle X ∈ Q (c = const), was die Stetigkeit der Einbettung Lp(ω)(Q) ⊂ C(Q) beweist.
In den nachfolgenden Ausführungen sei d ∈ [1, 2] fixiert. Sei X0 = {x0, t0} ∈ Rn+1 und






∣∣∣ |x− x0| < r, |t− t0|1/d < r} =
= Br(x0)× (t0 − rd, t0 + rd).
Wir bemerken, daß der Zylinder Q̃(d)r (X0) die offene Kugel mit dem Mittelpunkt X0 und
dem Radius r > 0 bezüglich der folgenden Metrik ist:
ρd(X,Y ) := max{|x− y|, |t− s|1/d} (X = {x, t}, Y = {y, s} ∈ Rn+1).
Definition B.2 Sei 1 ≤ p ≤ +∞.
1. Mit Lp, λd (Q) (0 ≤ λ ≤ n + d) bezeichnen wir den Morrey-Raum, aller Funktionen















2. Mit Lp, λd (Q) (0 ≤ λ ≤ n + d + p) bezeichnen wir den Campanato-Raum aller u ∈






























Wir bemerken, daß Lp, λd (Q) und L
p, λ
d (Q) Banach-Räume sind.
Satz B.6 Sei Ω regulär. Dann gilt:
(i) Die Räume Lp, λd (Q) und L
p, λ
d (Q) sind für 0 < λ < n+ d zueinander isomorph.
(ii) Für 0 < γ < 1 ist der Raum Lp, n+d+pγd (Q) isomorph zum Raum der Hölder-stetigen
Funktionen Cγ,γ/d(Q). 6)
Beweis. - (i) Die Äquivalenz der Räume Lp, λd (Q) und L
p, λ
d (Q) beweist man völlig analog
wie im Fall der bekannten Morrey- und Campanato-Räume (siehe in [Da Prato (1965),
Giaquinta (1983), Kufner et al. (1977)]).
(ii) Die stetige Einbettung
Cγ,γ/d(Q) ⊂ Lp, n+d+pγd (Q)
verifiziert man leicht unter Verwendung der Hölderschen Ungleichung.
(iii) Die Stetigkeit der Einbettung Lp, n+d+pγd (Q) ⊂ C
γ,γ/d(Q): 1) Sei X0 ∈ Q beliebig
fixiert. Seien 0 < ρ1 < ρ2 ≤ R0 := diam(Q)/2. Unter Verwendung von Lemma A.11 und

















(c1 = const). Setzt man in (b.45) insbesondere ρ1 := 2−(j+1)R0 und ρ2 := 2−jR0 (j ∈












∣∣∣ ≤ 2(n+d)/pc1 [u]Lp, n+d+pγd (Q)2−jγRγ0 .
Aus (b.46) folgt unter Verwendung der Dreiecksungleichung für beliebigem, l ∈ N∪{0} (l <












∣∣∣ ≤ 2(n+d)/pc1 [u]Lp, n+d+pγd (Q)m−1∑j=l 2−jγRγ0 .

























∣∣∣ ≤ 2(n+d)/pc1 [u]Lp, n+d+pγd (Q)
1− 2γ
2−lγRγ0 .
Sei 0 < R ≤ R0 beliebig gewählt. Dann existiert ein l ∈ N, so daß
2−lR0 < R ≤ 2−l+1R0.
Mit Hilfe der Dreiecksungleichung und Anwendung der Abschätzungen (b.48) und (b.45)
(mit ρ1 = 2−lR0 und ρ2 = R) erhält man
(b.49)
∣∣∣ũ(X0)− uQ̃(d)R (X0)∩Q∣∣∣ ≤ c [u]Lp, n+d+pγd (Q)Rγ




→ ũ(X0) für R→ 0.
2) Seien X1, X2 ∈ Q, so daß R := ρd(X,Y ) ≤ R0. Analog wie der Beweis der Ungleichung










∣∣∣ ≤ c [u]Lp, n+d+pγd (Q)Rγ .
Benutzt man die Dreiecksungleichung, und wendet man anschließend die Abschätzung
(b.50) und die Abschätzung (b.49) jeweils mit X0 = X1 und X0 = X2 an, so ergibt sich








Diese Abschätzung impliziert ũ ∈ Cγ,γ/d(Q). Wir müssen uns also nur klar machen, daß




(X)∩Q (X ∈ Q).
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Ähnlich wie im Beweis von Satz B.5 zeigt man unter Berücksichtigung der Stetigkeit im
Mittel, daß
um → u in L1(Q) für m→ +∞.
Unter Verwendung des Satzes von Riesz-Fischer und der Tatsache, daß um(X) → ũ(X)
für alle X ∈ Q folgt ũ(X) = u(X) für fast alle X ∈ Q.
Anmerkung B.2 (Äquivalente Normierung):
















endlich und definiert eine äquivalente Normierung auf Lp,λd (Q). Dies macht man sich mit
Hilfe der folgenden Abschätzung klar:
Seien X0 = {x0, t0} ∈ Q, 0 < r < diam(Q)/2. Setzt man X ′0 := {x0, t′0} (t′0 := t0 − rd)


























|u|p dxdt ≤ 2λ/d‖u‖′p
Lp,λd (Q)
.





























definiert eine äquivalente Normierung auf Lp,λd (Q).
Um diese Aussage zu beweisen, gehen wir ähnlich wie in 1.) vor: Seien X0 ∈ Q und







































Setzt man andererseits X ′0 := {x0, t′0} (t′0 := t0 − rd) und r′ := 21/dr, so folgt wie in 1.)




















































was die Äquivalenz der beiden Normen bestätigt.
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John, O. and Stará, J. (1998). On the regularity of weak solutions to parabolic systems
in two spatial dimensions. Comm. Partial Diff. Equs., 23:1159–1170.
Kaplan, S. (1966). Abstract boundary value problems for linear parabolic equations. Ann.
Scuola Norm. Sup. Pisa (3), 20:395–419.
Koshelev, A. I. (1978). Regularity of solutions for some quasilinear elliptic systems. Uspekhi
Mat. Nauk; Engl. Transl. Russian Math. Surv. 33, 33:3–49.
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Symbolverzeichnis
N Menge der natürlichen Zahlen
Z Menge der ganzen Zahlen
Q Menge der rationalen Zahlen
R Menge der reellen Zahlen
C Menge der komplexen Zahlen
Rm Euklidischer Vektorraum der Dimension m über R






A ⊂ B A Teilmenge von B
A ∩B Durchschnitt von A und B
A ∪B Vereinigung von A und B
A×B Kreuzprodukt von A und B
f : X → Y f bildet von X in Y ab
f : x 7→ y f ordnet x das Element y zu
∂A Rand der Menge A
dist(x,A) Abstand des Punktes x zur Menge A
mes(A), |A| Lebesguemaß der Menge A
ffa. für fast alle
f.ü. fast überall
⊕ Zeichen für direkte Summe
Re z Realteil von z ∈ C
Im z Imaginärteil von z ∈ C
i Zeichen für die imaginäre Einheit in C
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