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Abstract
Motivated by an analogy with the spin anisotropies in the quantum XY chain and
its reformulation in terms of spin-less Majorana fermions, its bosonic analogue, the spin-
anisotropic quantum spherical model, is introduced. The exact solution of the model
permits to analyse the influence of the spin-anisotropy on the phase diagram and the
universality of the critical behaviour in a new way, since the interactions of the quantum
spins and their conjugate momenta create new effects. At zero temperature, a quantum
critical line is found, which is in the same universality class as the thermal phase transition
in the classical spherical model in d+1 dimensions. The location of this quantum critical
line shows a re-entrant quantum phase transition for dimensions 1 < d . 2.065.
PACS numbers: 05.30.-d, 05.30.Jp, 05.30.Rt, 64.60.De, 64.60.F-
1 Introduction
The study of equilibrium phase transitions has taken enormous benefits from the analysis of
exactly solvable models [45, 7, 39, 62, 11, 13]. The classical spherical model, invented in
the seminal work by Berlin and Kac [8] and with its subsequent simplification by Lewis and
Wannier [52], has been a valuable test system for the explicit analytical verification of more
general scaling descriptions, in a specific setting (examples are critical behaviour of observables
or finite-size scaling). It is related with more realistic spin systems as the n→∞ limit of the
O(n)-symmetric Heisenberg model [66]. It is well-known, as already observed by Berlin and
Kac [8], that in the original formulation in terms of classical spin variables Si ∈ R, the specific
heat does not vanish in the zero-temperature limit, hence the Nernst theorem is not obeyed
in this model. This was one motivation to take the quantum nature of the spin variables into
account, by a canonical quantisation scheme, and has lead to Obermair’s formulation of the
quantum spherical model [57]. This takes the form of a quantum rotor model, where the kinetic
energy term in the hamiltonian does not commute with the spin-exchange interactions. The
properties of this exactly solvable model have been analysed in great detail, see e.g. [57, 64, 56,
68, 18, 62, 11, 32, 58, 9, 10]. Independently, the quantum spherical model was also obtained
via the so-called ‘hamiltonian limit’ [50] as the logarithm of the transfer matrix in an extremely
anisotropic limit [65, 35, 38]. In its most conventional formulation as a quantum rotor model
[57, 35, 68], the quantum spherical model may be obtained as the limit n→∞ of the quantum
non-linear O(n) sigma-model [68]. For different choices of the kinetic energy term, there are
further quantum spherical models, which become the n → ∞ limit of an SU(n) Heisenberg
ferromagnet or anti-ferromagnet [56, 32].
Quantum spherical models have been discussed in the context of specific applications, for
example for the description of networks of Josephson-junction arrays [27, 16]. Certain modern
theories of cuprate supraconductivity are based on SO(5)-symmetric quantum non-linear sigma
models, and it is thought that this kind of models might be an effective description of the large-
distance, low-energy properties of more realistic models, see e.g. [22] for a detailed review.
Habitually, (mean) spherical models are defined in terms of a classical hamiltonian
Hcl =
∑
n
[
−J
d∑
j=1
SnSn+ej −BSn +
µ
2
S2
n
]
(1.1)
with the spherical spins Sn ∈ R. Herein, n runs over the sites of a d-dimensional hyper-cubic
lattice with N = Nd sites, the vectors ej, 1 ≤ j ≤ d, are the unit vectors in the jth direction,
B is an external magnetic field and J is the exchange integral. Finally, the spherical spins obey
the mean ‘spherical constraint’
∑
n
〈S2
n
〉 != N [8, 52], from which µ is found.
The generalisation towards a quantum spherical model is formulated by considering now the
spins Sn 7→ Ŝn as operators, and introducing canonically conjugate momenta P̂n, which obey
the canonical commutation relations[
Ŝn, P̂m
]
= i~ δn,m ,
[
Ŝn, Ŝm
]
=
[
P̂n, P̂m
]
= 0 (1.2)
The most common ansatz for the quantum hamiltonian is to make Hcl 7→ Ĥcl an operator and
1
to add a kinetic energy term of non-interacting momenta,1 viz.
Ĥ = Ĥcl +
g
2
∑
n
P̂ 2
n
=
∑
n
[
−J
d∑
j=1
ŜnŜn+ej − BŜn +
µ
2
Ŝ2
n
+
g
2
P̂ 2
n
]
(1.3)
with a new coupling g, which controls the strength of the quantum fluctuations. In equilibrium,
one can express the spherical constraint2 as a thermodynamic derivative∑
n
〈
Ŝ 2
n
〉
= − 2
T
∂ lnZ
∂µ
!
= N (1.4)
where Z = tr exp(−Ĥ/T ) is the partition function and T is the temperature. This quan-
tum hamiltonian can also be obtained as the logarithm of the transfer matrix of the classical
spherical model in d+ 1 dimensions, in a certain strongly anisotropic limit [67, 50, 35, 39, 62].
This mapping in particular shows that the zero-temperature quantum critical behaviour of the
quantum phase transition of the ground-state of the quantum spherical model (1.3) in d dimen-
sions [35] is in the same universality class as the finite-temperature transition of the classical
spherical model in d+ 1 dimensions [56, 68, 62, 11, 32, 58].
It is straightforward to recast the hamiltonian (1.3) in terms of bosonic ladder operators ân
and â†
n
, defined as follows [57]
Ŝn =
√
~
2
(
g
µ
)1/4 (
ân + â
†
n
)
, P̂n =
1
i
√
~
2
(
µ
g
)1/4 (
ân − â†n
)
(1.5)
which obey the canonical commutator relations[
ân, â
†
m
]
= δn,m , [ân, âm] =
[
â†
n
, â†
m
]
= 0 (1.6)
and render the hamiltonian (1.3) as follows
H =
∑
n
[
~
√
gµ
(
â†
n
ân +
1
2
)
− B
√
~
2
(
g
µ
)1/4 (
ân + â
†
n
)
−J~
2
√
g
µ
d∑
j=1
(
â†
n
ân+ej + ânâ
†
n+ej + â
†
n
â†n+ej + ânân+ej
)]
(1.7)
The computation of the eigenvalues of such hamiltonians is a matter of finding the appropriate
canonical transformation and is treated in appendix A. Here, we wish to point out an analogy
with quantum Ising/XY chains (also called Ising/XY chains in a transverse field), with an
1Even in the case of competing interactions, where new multicritical points, called Lifshitz points [43],
can be found in the classical spherical model and which may present strongly anisotropic scaling behaviour, see
[29, 30, 23, 34, 41, 63] and refs. therein, existing studies on the quantum version do not consider any interactions
between the momenta [31].
2Sometimes the constraint is given in the form
∑
n
〈
Ŝ2
n
〉
= N/4, see e.g. [68, 58], which in the zero
temperature limit amounts essentially to a re-scaling of the spherical parameter. Throughout, units are such
that the Boltzmann constant kB = 1.
2
anisotropy in spin space, and given by the hamiltonian [46, 6]
HXY = −1
2
∑
n
[
gσzn +
1 + λ
2
σxnσ
x
n+1 +
1− λ
2
σynσ
y
n+1
]
(1.8)
=
∑
n
[
g
(
ĉ†nĉn −
1
2
)
− 1
2
(
ĉ†nĉn+1 − ĉnĉ†n+1 + λ
(
ĉ†nĉ
†
n+1 − ĉnĉn+1
))]
(1.9)
where the σx,y,zn denote the Pauli matrices attached to the n
th site of a periodic chain of N sites.
The transverse field g measures the quantum fluctuations and λ is a spin-anisotropy coupling.
After a Jordan-Wigner transformation, the hamiltonian (1.8) can be brought to a quadratic
form (1.9) in the fermionic ladder operators ĉn and ĉ
†
n (we did not carefully specify the non-local
boundary conditions in the fermionic variables since we shall not require their form) with the
anticommutator relations {
ĉn, ĉ
†
m
}
= δn,m , {ĉn, ĉm} =
{
ĉ†n, ĉ
†
m
}
= 0 (1.10)
The ground-state of quantum Ising/XY chain (1.8) has a rich phase diagram with a disordered
phase for g > 1, a line of second-order transitions at g = 1 which is in the universality class
of the 2D Ising model for λ 6= 0, an ordered ferromagnetic phase for √1− λ2 < g < 1 and an
ordered oscillating phase for g <
√
1− λ2 [6, 37, 17, 39, 47, 25]. The universality of the quantum
critical behaviour at T = 0, including the universal amplitude combinations [59, 60, 40, 14],
with respect to 0 < λ ≤ 1 along the Ising critical line has been explicitly confirmed: for the
chain for both the spin-1
2
as well as the the spin-1 representations of the Lie algebra of the
rotation group [37], as well as in 2D for the spin-1
2
representation [36].
Comparing the fermionic hamiltonian (1.9) with the bosonic one (1.7),3 one observes that
in the former the two-particle annihilation/creation processes are controlled by the parameter
λ, whereas that parameter happens to be fixed to unity in the latter. Here, we shall inquire
into what happens if an analogous rate is introduced into the hamiltonian (1.7), and write
H =
√
gµ~2
∑
n
[(
â†
n
ân +
1
2
)
− B
(
1
4~2gµ3
)1/4 (
ân + â
†
n
)
−J
µ
d∑
j=1
(
â†
n
ân+ej + ânâ
†
n+ej + λ
(
â†
n
â†n+ej + ânân+ej
))]
(1.11)
=
∑
n
[
g
2
P̂ 2
n
+
µ
2
Ŝ2
n
− BŜn − 1
4s
d∑
j=1
(
(1 + λ)µ ŜnŜn+ej + (1− λ)g P̂nP̂n+ej
)]
The re-formulation in terms of the original spins and momenta shows that the hamiltonian
(1.11) introduces an interaction between the momenta, quite analogous to the spin anisotropies
in the quantum XY chain (1.8). In the special case λ = 1, this new interaction disappears and
one is back to the quantum rotor spherical model as studied in the literature so far. We call
the model defined by (1.11) the spin-anisotropic quantum spherical model (saqsm), because of
the analogy of the parameter λ with the spin anisotropy in the fermionic hamiltonian (1.8,1.9).
3Alternatively, one can consider the fermionic degrees of freedom in (1.9) as hard-core bosons. Relaxing the
‘hard-core/fermionic’ constraint on the single-site occupation numbers 〈n̂i〉 = 〈ĉ†i ĉi〉 != 0, 1, towards
∑
i〈ĉ†i ĉi〉 !=
ν¯N , where ν¯ = 12 is a filling factor, one has a third way to replace (1.9) by a quantum spherical model [55].
3
It will be convenient to work with the spherical parameter (already used in (1.11))
s :=
µ
2J
(1.12)
For B = 0, there is a duality transformation Ŝn ↔ P̂n, µ↔ g, λ↔ −λ. It is therefore sufficient
to restrict attention to the case λ ≥ 0, as we shall do from now on. In the special case λ = 0,
pairs of particles can neither be created, nor destroyed, which formally is expressed through
the conservation, expressed by [N̂,H ] = 0, of the total number of particles N̂ :=
∑
n
â†
n
ân.
This case has properties different from the situation where λ 6= 0.4
This work is organised as follows. Section 2 presents the general formalism for the solution
of the model and the new techniques required for its analysis when λ 6= 0, 1. We shall focus
on the quantum phase transition at zero temperature. A detailed analysis of the spherical
constraint surprisingly shows that for dimensions 1 < d . 2.065, there is a re-entrant quantum
phase transitions when λ is small enough. There is no known classical analogue of this effect.
The critical behaviour and its universality along the λ-dependent critical lines will be analysed
and we shall discuss the relationship with the thermal phase transition of the classical spherical
model. As one should have expected, we find a critical line5 for 0 < λ ≤ 1, where the quantum
critical behaviour of the saqsm is in the same universality class as in the classical spherical
model in d + 1 dimensions. Section 3 gives our conclusions. Technical details are treated in
several appendices. Appendix A recalls the exact diagonalisation techniques, in appendices B
and C the spherical constraint and the consequences for the quantum critical point are studied,
in appendix D the spin-spin correlator is derived and appendix E looks in more detail into the
existence of the re-entrant quantum phase transition.
2 Solution and quantum phase transition
2.1 General formalism
In order to analyse the thermodynamic behaviour of the quantum spherical model (1.11) with
λ arbitrary, the first task is to bring H into a diagonal form. This calculation is carried out in
appendix A, and leads to
H =
√
2~2gJ/s
∑
k∈K
Λk
(
b̂†
k
b̂k +
1
2
)
+H0 (2.1)
where the eigenvalues are given in eq. (A.9)
Λk := sΛ¯k =
√√√√s− 1 + λ
2
d∑
j=1
cos kj
√√√√s− 1− λ
2
d∑
j=1
cos kj (2.2)
and the quasi-momenta K ∋ kj = 2πN nj , with nj = 0, 1, . . .N − 1 and j = 1, . . . , d, with the
reciprocal lattice K. Finally, from (A.16) we have
H0 =
B2
4J
N
s− (1 + λ)d/(2) (2.3)
4The conservation of N̂ is reminiscent of the spherical constraints used in [56, 32], although the quantum
critical behaviour of the λ = 0 model (1.11) will turn out to be different.
5Our methods of analysis are restricted to |λ| ≤ 1, see appendices B and C.
4
Since the quasi-particles are independent, non-interacting particles, the calculation of the par-
tition function reduces to a computation of products of geometric series, such that the free
energy F = −T lnZ reads explicitly
F = TN ln 2− B
2
4J
N
s− (1 + λ)d/2
+ T
∑
k
ln sinh
 ~
T
√
gJ
2s
√√√√s− 1 + λ
2
d∑
j=1
cos kj
√√√√s− 1− λ
2
d∑
j=1
cos kj
 (2.4)
At this point, one can go to the infinite-size limit N = Nd → ∞. In particular, the spherical
constraint (1.4) then takes the form
√
g~2
2Js
∫
B
dk
(2π)d
coth
(√
gJ~2
2T 2s
Λk
)
s− 1−λ2
4s
[∑d
j=1 cos kj
]2
2Λk
+
(
B
2J
)2(
s− 1 + λ
2
d
)−2
= 1
(2.5)
where B = [−π, π]d is the Brillouin zone. For the special case λ = 1, we recover the form of the
spherical constraint known from the literature, see [35, 68, 62, 11, 58].
Besides thermodynamic observables, we shall also study the spin-spin correlator. In ap-
pendix D, it is shown that
〈SnSn+r〉 =
√
~2g
8Js
∫
B
dk
(2π)d
√√√√2s− (1− λ)∑dj=1 cos kj
2s− (1 + λ)∑dj=1 cos kj coth
[√
2~2gJ/sΛk/(2T )
] d∏
j=1
cos (rjkj)
(2.6)
2.2 Quantum phase transition
In d > 2 dimensions, the spherical model undergoes a phase transition at some critical tem-
perature Tc > 0 [68, 55, 62, 11, 32, 58]. In general, one expects that this finite-temperature
transition of the d-dimensional model should be in the same universality class as the one of
the classical model (without quantum terms) [50, 62, 11]. Here, we rather concentrate on the
quantum phase transition which occurs in the ground-state, that is, at temperature T = 0.
Generically, quantum phase transitions arise mathematically from a degeneracy in the
ground-state of the hamiltonian. In order to localise the quantum critical point in terms of the
model’s parameters, consider the smallest energy gap ∆E
∆E := lim
k→0
Λk =
√
s− 1 + λ
2
d
√
s− 1− λ
2
d (2.7)
This energy gap closes for
sc :=
1 + |λ|
2
d (2.8)
such that the spherical parameter must satisfy s ≥ (1 + |λ|)d/2. The ground-state thermody-
namics now follows from an analysis of the spherical constraint (2.5), which in the limit T → 0
5
takes the form√
g~2
8Js3
∫
B
dk
(2π)d
s2 − 1−λ2
4
[∑d
j=1 cos kj
]2
[s− 1+λ
2
∑d
j=1 cos kj]
1/2 [s− 1−λ
2
∑d
j=1 cos kj]
1/2
+
(
B
2J
1
s− 1+λ
2
d
)2
= 1 (2.9)
This defines the function s = s(g, λ, d, B), or alternatively its inverse g = g(s, λ, d, B). For a
vanishing external field B = 0, this equation is symmetric under λ 7→ −λ, hence it is then
sufficient to consider the case λ ≥ 0 only. We shall almost always restrict to this special case,
and then write g = g(s, λ, d) := g(s, λ, d, 0).
1. For λ = 0, the constraint simplifies considerably and can be worked out explicitly
1 =
(
B
2J
1
s− d/2
)2
+
√
g~2
8Js3
∫
B
dk
(2π)d
[
s+
1
2
d∑
j=1
cos kj
]
=
(
B
2J
1
s− d/2
)2
+
√
g~2
8Js
(2.10)
Eq. (2.10) gives directly the inverse function g = g(s, 0, d), where d appears as a real parameter.
2. For λ = 1, this has been analysed many times and it is well-known [35, 68, 18, 11, 58]
that (2.9) can be re-written as (set B = 0)√
2πJ
~2 g
=
∫ ∞
0
du e−su
2
I0(u
2)d (2.11)
where I0 is a modified Bessel function [1]. Again, this formulation has the appealing feature that
by now d can be considered as a continuous parameter in an analytic continuation g = g(s, 1, d).
3. Finally, for generic λ, the constraint (2.9) can be written in the form (set B = 0)√
8π2J
~2 g
= s−
3
2
∫ ∞
0
du
∫ 1
0
dx
exp(−us)√
x(1− x) I0(̺)
d
×
[
s2 − d(d− 1)1− λ
2
4
I1(̺)
2
I0(̺)2
− d
2
1− λ2
4
(
1 +
I2(̺)
I0(̺)
)]
(2.12)
where the In are modified Bessel functions [1] and we defined the function
̺ = ̺(u, x, λ) := u
(
x
1 + λ
2
+ (1− x)1− λ
2
)
(2.13)
Eqs. (2.12,2.13) contain d as a real parameter and give directly g = g(s, λ, d). This form of the
constraint is derived in appendix B.
2.3 Critical behaviour
Now, the constraints (2.10), (2.11) and (2.12) can be used to extract the quantum critical
coupling and the relation between g and the spherical parameter s for the different values of λ.
1. First, we consider the case λ = 0. From (2.10), we have, even for B 6= 0
g
s
=
8J
~2
(
1−
(
B
2J
1
s− d/2
)2)2
(2.14)
6
With the critical value sc = d/2, see eq. (2.8), we have the critical coupling, for B = 0
gc = gc(0, d) := g(sc, 0, d) = 4d
J
~2
(2.15)
which is non-vanishing for any dimension d > 0. For the later extraction of the critical expo-
nents, we also note (g−gc)/gc = (2/d)(s−sc). This linear behaviour is independent of d, hence
there is no upper critical dimension.
2. Next, we briefly recall the known result for λ = 1. We are interested in finding the
critical value gc = gc(1, d) := g(sc, 1, d), if it exists and to obtain the variation of g close to gc,
which we can describe in terms of
tg :=
√
8J
~2
(
1√
g
− 1√
gc
)
≃
√
8J
~2
gc − g
g
3/2
c
(2.16)
Consider σ := s − sc = s − d. In order to extract from (2.11) any non-analytic terms in σ,
one may formally split [35] the domain of integration
∫∞
0
=
∫ η
0
+
∫∞
η
. The first term, if it
exists, will give a analytic contribution to g(s) near s ≈ sc, in particular gc = g(sc) in the limit
η →∞; the second term will give any non-analytic contributions which may arise. In order to
find those, recall the asymptotic form I0(ρ) ≃ eρ(2πρ)−1/2 as ρ→∞ [1]. Then, for d < 3
tg ≃ (2
√
π)−1
(2π)d/2
∫ ∞
η
du
ud
e−σu
2
=
σ(d−1)/2
(2π)(d+1)/2
√
2
∫ ∞
ση
dv e−v
v(d−1)/2+1
σ→0
=
σ(d−1)/2
(2π)(d+1)/2
Γ
(
1− d
2
)
1√
2
(2.17)
(the Gamma function Γ(x) [1] is defined via analytic continuation, if needed) and only now
one also lets η → ∞. For d > 3, tg ∼ σ + O(σ(d−1)/2) is dominated by the analytic term.
Finally, for d = 3, the non-integrability gives rise to a logarithmic correction such that finally
[35, 68, 18, 62, 11, 58, 9, 10]
g − gc
gc
∼ tg ≃

A< σ
(d−1)/2 ; if d < 3
A3 σ ln σ ; if d = 3
A> σ ; if d > 3
(2.18)
as σ → 0 and with known constant amplitudes A<, A3, A>, see appendix C.
Explicitly, the critical coupling gc(1, d) can be expressed as an integral
gc(1, d) = 2π
(∫ ∞
0
du e−du
2
I0(u
2)d
)−2
J
~2
(2.19)
The asymptotic behaviour of I0(ρ) for ρ large tells us that gc(1, d) > 0 is finite for d > 1 but that
gc(1, d) = 0 for d ≤ 1. For d = 2, the identities [61, eq. (2.15.20.5)], [1, eqs. (8.1.2),(15.1.26)]
give the closed expression
gc(1, 2) =
16
π2
[
Γ
(
5
8
)
Γ
(
7
8
)]4
J
~2
≃ 9.67826 J
~2
(2.20)
which agrees with the numerical values quoted in [18, 58]. The result (2.20) is the counterpart
to the exact value of Tc in the 3D classical spherical model [15].
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Figure 1: Critical coupling gc(λ, 2) from (2.21,2.22), as a function of the pair cre-
ation/annihilation rate λ, for d = 2 space dimensions.
3. In the general case 0 < λ < 1, the asymptotic analysis of the spherical constraint is
more involved than in the two previous cases. As far as the critical exponents are concerned,
we show in appendix C that (2.18) remains valid for 0 < λ ≤ 1, where the amplitudes are given
explicitly by eqs. (C.13,C.14,C.15).6
Turning to the values of the critical coupling gc = gc(λ, d), we consider first the 2D case
and have
g(λ, 2) = 8π2
(1 + λ)3
G(λ)2
J
~2
(2.21)
where, using [61, eq. (2.15.20.5)], we find from (2.12)
G(λ) =
∫ ∞
0
du
∫ 1
0
dx exp (−usc)√
x(1 − x)
[
1 + λ
2
(1 + 3λ)I0(̺)
2 − 1− λ
2
2
I1(̺)
2 +
1− λ2
2̺
I1(̺)I0(̺)
]
=
∫ 1
0
dx√
x(1− x)
[
1 + 3λ
2
2F1
(
1
2
,
1
2
; 1;
(
1− x 2λ
1 + λ
)2)
−1− λ
16
(
1− x 2λ
1 + λ
)2
2F1
(
3
2
,
3
2
; 3;
(
1− x 2λ
1 + λ
)2)
+
1− λ
4
3F2
(
1
2
, 1,
3
2
; 2, 2;
(
1− x 2λ
1 + λ
)2)]
(2.22)
This quite explicit form is more easily treated numerically than the full double integral (2.12),
6For λ > 1, the asymptotic methods used in appendix C for analysing (2.12) cannot be taken over, since the
argument ̺, see eq. (2.13), of the Bessel functions can vanish. The contributions of such zeroes would have to
be included into the analysis. However, since the numerical values do not show evidence for a singularity at
λ = 1, we expect that our results should be straightforwardly generalisable to λ > 1.
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Figure 2: Left panel: Critical coupling gc(λ, d), computed from (2.23), as a function of λ for d =
[1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0, 2.1] from bottom to top. Right panel: slope ∂gc(λ, d)/∂λ|λ=0
of the critical coupling gc at λ = 0, as a function of d. For d ≈ 2.065, the slope vanishes.
to be considered in generic dimensions d. In figure 1, we plot gc = gc(λ, 2) over against λ.
While the two known values (2.15,2.20) for λ = 0 and λ = 1 are certainly reproduced, we
also observe that the behaviour of gc(λ, 2) is not monotonous in λ, but rather has a minimum
around λ ≈ 0.1. This surprising feature of a re-entrant quantum phase transition does not have
an analogue in the 3D classical spherical model.
Indeed, this re-entrant transition for λ small enough is a generic feature of the quantum
spherical model. In the left panel of figure 2, we show the critical coupling gc(λ, d), as given by
gc(λ, d) = d
3π2(1 + λ)3
{∫ ∞
0
du
∫ 1
0
dx
exp(−u(1 + λ)d/2)√
x(1 − x) I0(̺)
d
×
[
s2 − d(d− 1)1− λ
2
4
I1(̺)
2
I0(̺)2
− d
2
1− λ2
4
(
1 +
I2(̺)
I0(̺)
)]}−2
J
~2
(2.23)
Clearly, the figure suggests that gc(λ, d) should go through a non-vanishing minimum for all
dimensions d . 2.1.
Let us make this statement more precise. First, we observe from (2.20) that gc(1, 2) >
gc(0, 2) = 8J/~
2. Second, from (2.19) it follows that gc(1, d) grows monotonously with d. Since
gc(λ, 2) is increasing with λ for λ large enough, see figure 1, this means that the slope of gc(λ, d)
at λ = 1 should be positive, viz. ∂gc(λ, d)/∂λ|λ=1 > 0. On the other hand, in appendix E we
show that close to λ = 0 one has
gc(λ, d) ≃ gc(0, d)−
{
g(0)λ
d/2 ; if 1 < d < 2
g(1)λ ; if d > 2
(2.24)
and where the known constant g(0) > 0, but the sign of the known constant g(1) may depend on
d. Therefore, the slope ∂gc(λ, d)/∂λ|λ=0 < 0 for dimensions 1 < d < 2 and diverges as λ → 0.
On the other hand, in the right panel of figure 2, we show the finite slope ∂gc(λ, d)/∂λ|λ=0 of gc
at λ = 0, for dimensions d > 2, as a function of d. Clearly, the slope of gc at λ = 0 is negative
for d . 2.065 and becomes positive for larger values of d. For d small enough, the slope of
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gc(λ, d) is negative at λ = 0 and positive at λ = 1. By Rolle’s theorem, the critical coupling
gc(λ, d) should have a minimum at some non-vanishing value of λ, for all dimensions d . 2.065.
This is indeed what we observe in the left panel of figure 2. In consequence, the spin-anisotropic
quantum spherical model has a re-entrant quantum phase transition for dimensions d . 2.065.
2.4 Physical observables near quantum criticality
The scaling of the thermodynamic observables follows from the free-energy density. Since we
restrict ourselves to an analysis of the zero-temperature properties of our model, the quantum
coupling g takes over the role of the temperature in classical spin systems, such that tg as
defined in (2.16,2.18) takes over the role of T −Tc in classical phase transitions. Therefore, one
expects for the singular part f sin of the free energy density
f =
F
N = −
B2
4J
1
σ
+ ~
√
gJ
2s
∫
B
dk
(2π)d
√√√√s− 1 + λ
2
d∑
j=1
cos kj
√√√√s− 1− λ
2
d∑
j=1
cos kj (2.25)
to obey the following scaling behaviour
f sin(tg, B) = A1|tg|2−αW±
(
A2B|tg|−β−γ
)
(2.26)
where W± are universal scaling functions, associated with the sign of tg ≷ 0, and α, β, γ are
the standard critical exponents. All non-universal information on the specific model can be
absorbed into the two metric factors A1,2. Similarly, we consider the spin-spin correlation (2.6)
C(|r|) = 〈SnSn+r〉 at zero temperature T = 0. As shown in appendix D, we can use spatial
translation- and rotation-invariance, and have for λ > 0
C(R) = 〈S0SR〉 =
√
~2g
Js
∫
B
dk
(2π)d
√√√√2s− (1− λ)∑dj=1 cos kj
2s− (1 + λ)∑dj=1 cos kj cos k1R
=
√
~2g
Js
1
(2π)(d+1)/2
s− 1−λ
2
d√
λ(1 + λ)d/2
(
1
ξR
)(d−1)/2
K d−1
2
(
R
ξ
)
(2.27)
where we identify the correlation length, with s = 1
2
(1 + λ)d+ σ, as follows
ξ =
√
1 + λ
4
σ−1/2 (2.28)
and Kν(x) is the other modified Bessel function [1]. For isotropic classical phase transitions, a
long-standing result of Privman and Fisher [59] states that there exist only two independent
non-universal metric factors, such as A1,2. For quantum systems, anisotropies are possible be-
tween correlators along the spatial lattice and correlations in the (euclidean) ‘time’ direction
and generated via the transfer matrix T = exp (−τH). One then must distinguish ‘parallel’ dis-
tances r‖ along the ‘time’ direction and ‘perpendicular’ distances r⊥ along the space direction.
The correlation length ξ = ξ⊥ considered here is spatial, whereas the ‘temporal’ correlation
length ξ‖ ∼ (∆E)−1 is related to the energy gap of H . The anisotropy between ‘time’ and
‘space’ introduces a further metric factor which in those cases where there is a classical ana-
logue, and therefore the dynamical exponent z = 1, amounts simply to a further independent
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amplitude D0 related to the freedom of normalisation of the quantum hamiltonian H . For
such anisotropic or quantum systems (at T = 0), one expects a scaling form for a two-point
correlator [40, 14, 49]
C(R; tg, B) = D0D1R
2−d−z−ηX±
(
|R|/ξ;D0r‖/ξz;D2B |tg|−β−γ
)
(2.29)
where in the situation under study here, we have R = |R| = |r⊥| and r‖ = 0. As before, X±
are universal scaling functions with non-universal metric factors D0,1,2. For isotropic systems,
one has z = 1 such that the distinction between the scaling of r⊥ and r‖ is no longer necessary
and D0 = 1 without restriction to the generality. Then, in that situation, only two of the
four metric factors A1,2, D1,2 are independent, according to the long-standing Privman-Fisher
hypothesis [59]. This follows by tracing the metric factors as they occur in the thermodynamic
observables and using the static fluctuation-dissipation theorem. For potentially anisotropic
or quantum systems, even if z = 1, this argument has to be generalised in order to admit a
potentially non-universal normalisation D0. This leads to the following universal amplitude
combinations Q1,2,3 [40]
Q1 = A1ξ
d+z
0 D
−1
0 ; Q2 = D2A
−1
2 ; Q3 = D
γ/(ν(d+z))
0 D1A
−1−γ/(ν(d+z))
1 A
−2
2 (2.30)
where the amplitude ξ0 is from ξ ≃ ξ0t−νg . Here, we shall use the dependence on the parameter
λ > 0 to control explicitly the universality and hence to test the scaling forms (2.26,2.29).
Returning to the quantum spherical model at T = 0, the analysis of the spherical constraint,
see appendix C, has given us the dependence of the shift tg on the shifted spherical parameter
σ = s− sc. Including now the magnetic field B as well, we have to leading order in σ
tg −
√
8J
~2gc
(
B
2J
)2
σ−2 ≃
 A< σ
d−1
2 ; if d < 3
A3 σ ln σ ; if d = 3
A> σ ; if d > 3
(2.31)
with explicitly known amplitudes A<, A3 and A>. For a non-vanishing magnetic field B 6= 0
the magnetic contribution will always dominate the behaviour of the spherical constraint near
criticality.
1. First, we treat the case 0 < λ < 1 and 1 < d < 3. From the Gibbs free energy, eq.
(2.25), we find for the magnetisation near criticality
m(tg, B) = −∂f(tg , B)
∂B
=
B
2J
1
σ
(2.32)
where the spherical constraint(2.31) must be used. The critical behaviour is extracted by
moving along the quantum critical ‘isochore’ B = 0 or else the quantum critical ‘isotherm’
tg = 0. We obtain
m(tg, 0) ≃
[
~
2gc
8J
]1/4
· tg1/2 , m(0, B) ≃ A
2
d+3
< (2J)
1−d
d+3
(
~
2gc
8J
) 1
d+3
· B d−1d+3 (2.33)
where we used the non-universal amplitudes from (2.31) and the value of gc = gc(λ, d), which
are explicitly λ-dependent.
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The analogue of the susceptibility is defined by χ(tg, B) = ∂m(tg , B)/∂B. Explicitly, we
find
χ(tg, 0) =
A
2
d−1
<
2J
· t−
2
d−1
g (2.34)
χ(0, B) =
d− 1
d+ 3
A
2
d+3
< (2J)
1−d
d+3
(
8J
~2gc
)− 1
d+3
·B− 4d+3 (2.35)
In general, the specific heat is given by the second derive of the free energy with respect to
the temperature (here replaced by tg). Here, we consider its analogue, where the role of T is
taken over by tg. Furthermore, in the spherical model, the spherical constraint requires a little
more careful consideration, which amounts to
c(tg, B) = − ∂
∂tg
(
∂f sin(tg, B)
∂tg
∣∣∣∣
s
)
(2.36)
where the first derivative must be taken grand-canonically, with fixed spherical parameter,
whereas the second derivative is an usual thermodynamic derivative, in the canonical ensemble,
see e.g. [8, 52, 7, 35, 11, 10]. We find
c(tg, 0) = c0 +
2
d− 1
√
~2gc
8J
JA
− 2
d−1
< · t−
d−3
d−1
g (2.37)
c(0, B) = c0 +
1
d− 1
(
~
2gc
8J
) 1
d+3 (
8J3
) d−1
d+3 A
− 2d
d+3
< · B2
d−3
d+3 (2.38)
where c0 is an unimportant background constant.
The correlation length ξ, introduced in eq. (2.28), reads near criticality
ξ(tg, 0) =
√
1 + λ
4
A
1
d−1
< · t1/(d−1)g (2.39)
ξ(0, B) =
√
1 + λ
4
(√
~2gc
8J
A<
) 1
d+3
(2J)
2
d+3 ·B− 2d+3 (2.40)
Here, the correlation length ξ ∼ 1/∆E is related to the lowest energy gap in the hamiltonian
H , such that the dynamical exponent z = 1.
Finally, for the correlation function, we have from (2.27) that at criticality, where σ = 0
C(R) = 〈S0SR〉 =
√
~2gc
J
√
λ/2
1 + λ
π−
1+d
2 Γ
(
d− 1
2
)
R1−d (2.41)
In contrast to the thermodynamics observables considered before, this result7 holds true for
arbitrary dimensions and is not restricted to d < 3.
7Observe that the exponents of R in C(R) ∼ R−(d−1) for ξ ≫ R and C(R) ∼ R−d/2e−R/ξ for ξ ≪ R are
different. For d = 2, one recovers the Ornstein-Zernicke form.
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Table 1: Critical exponents for the quantum spherical model (1.11) at zero temperature, along
the quantum critical isochore B = 0, in dependence on the dimension d and the coupling λ.
critical isochore α β γ ν η z
d < 3 λ 6= 0 (d− 3)/(d− 1) 1/2 2/(d− 1) 1/(d− 1) 0 1
d > 3 λ 6= 0 0 1/2 1 1/2 0 1
d > 0 λ = 0 0 1/2 1 −− −− 2
Table 2: Critical exponents for the quantum spherical model (1.11) at zero temperature, along
the quantum critical ‘isotherm’ tg = 0, in dependence on the dimension d and the coupling λ.
critical isotherm αc γc δ νc
d < 3 λ 6= 0 2(d− 3)/(d+ 3) 4/(d+ 3) (d+ 3)/(d− 1) 2/(d+ 3)
d > 3 λ 6= 0 0 2/3 3 1/3
d > 0 λ = 0 0 −1/3 3 –
For the interpretation of these results, we recall the conventional critical exponents and also
the associated amplitudes, in the notation of [60],8 along the quantum critical ‘isochore’ B = 0
m ≃ Dtβg ; χ ≃ Γt−γg ; c ≃
A
α
t−αg + c0 ; ξ ≃ ξ0t−νg ; G(R) ∼ R2−d−z−η ; ∆E ∼ ξ−z (2.42)
The values of the exponents can be read off and are collected in table 1. As expected they
agree with those of the classical spherical model in d+ 1 dimensions.
Along the quantum critical isotherm, tg = 0, one can define
c ≃ c0 + (Ac/αc)|B|−αc ; χ ≃ Γc|B|−γc ; B ≃ Dcm|m|δ−1 ; ξ ≃ ξc|B|−νc (2.43)
and read off the exponents,9 collected in table 2. The universality of this quantum phase
transition is confirmed through the λ-independence of all these exponents.
In addition, the universality of full scaling scaling forms (2.26,2.29) can be tested by working
out at least three universal amplitude combinations [60]. Considering the singular free energy
and its derivatives, we considered three amplitude combinations which from (2.26) are expected
to be universal. Explicitly
Rc = AΓ/D
2 =
3− d
(d− 1)2
Rχ = ΓDcB
δ−1 = 1 (2.44)
δΓcD
1/δ
c = 1
8In order to avoid ambiguities, we write D for the amplitude denoted as B in [60], since we have already
used the letter B to denote the magnetic field. Analogously, along the quantum critical ‘isotherm’ tg = 0, we
write Dc instead of the conventional notation Bc [60].
9These obey the standard scaling relations, such as αc = α/βδ, γc = 1− 1/δ, νc = ν/βδ.
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and we give the results which follow from our explicit calculations above. The λ-independence
of these three amplitude ratios is additional confirmation of the scaling form (2.26), with only
two non-universal metric factors. In order to test the universality of the scaling form (2.29) of
the spin-spin correlator, consider
Q1 = 2
2−dΓ
(
1−d
2
)
Γ
(
d−1
2
)W ′′+(0)2
W ′+(0)2
X+(0)
Q3 = 2
2d
d+1
(
Γ
(
d−1
2
)
Γ
(
1−d
2
)
X+(0)
) 2
d+1
W ′+(0)
1−d
d+1
W ′′+(0)
4
d+1
(2.45)
whose universality is confirmed explicitly through the λ-independence. Observe that for 1 <
d < 3 all universal amplitude ratios in (2.44,2.45) are finite, but that several of them they either
vanish or explode when d→ 1 or d→ 3. This indicates that the scaling behaviour is going to
be different (or does not even exist) when d ≥ 3 or d ≤ 1.
For the spin-anisotropic quantum spherical model, we can conclude that the scaling forms
(2.26,2.29), and their universality, have been fully confirmed at the quantum critical point at
T = 0, g = gc(λ, d), with 1 < d < 3 and 0 < λ ≤ 1. Since the scaling functions themselves
are universal, they were already calculated explicitly in the classical spherical model in d + 1
dimensions, see e.g. [11], and need not be repeated here.
2. For 0 < λ < 1 and d = 3, we are working at the upper critical dimension. Therefore,
we have to introduce logarithmic corrections to the scaling behaviour, see eq. (2.31). In order
to work with the logarithmic terms and the magnetic field, we introduce the dimensionless
field B̂ :=
√
8J
~2gc
B
2J
. In this manner, the expression ln B̂ is well-defined. We find for the
magnetisation
m(tg, 0) ≃
[
~
2gc
8J
] 1
4
· tg 12 (2.46)
m(0, B̂) ≃
√
~2gc
8J
(
2
3
A3
) 1
3
· |B̂| 13 | ln |B̂|| 13 (2.47)
and for the susceptibility
χ(tg, 0) ≃ A3
2J
· |tg|−1| ln |tg|| (2.48)
χ(0, B̂) ≃ 1
2J
(
2A3
3
) 1
3
· |B̂|− 23 | ln |B̂|| 13 (2.49)
In the same manner as above, we calculate the specific heat and find
c(tg, 0) ≃
√
2~2Jgc
A23
· | ln |tg||−1 (2.50)
c(0, B̂) ≃ 3
√
~2Jgc
2A23
· | ln |B̂||−1 (2.51)
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Finally, the correlation length reads
ξ(tg, 0) ≃
√
1 + λ
4A3
· |tg|− 12 · | ln |tg|| 12 (2.52)
ξ(0, B̂) ≃
√
1 + λ
4
(
2A3
3
) 1
6
· |B̂|− 13 | ln |B̂|| 16 (2.53)
This logarithmic behaviour can be described in terms of logarithmic sub-scaling exponents [48]
c ∼ |tg|−α| ln |tg||α̂ ; m(tg, 0) ∼ |tg|β| ln |tg||β̂ ; χ ∼ |tg|−γ| ln |tg||γ̂ ;
ξ ∼ |tg|−ν| ln |tg||ν̂ ; m(0, B̂) ∼ B̂1/δ| ln |B̂||δ̂ ; C(R) ∼ R−(d−2+z+η)| lnR|η̂ (2.54)
and we simply read off their (universal, since λ-independent) values
α̂ = −1 ; β̂ = 0 ; γ̂ = 1 ; ν̂ = 1
2
; δ̂ =
1
3
; η̂ = 0 (2.55)
These values agree with those of the 4D O(n)-Heisenberg model in the limit n→∞ [48, 41].
3. In the case 0 < λ < 1 and 3 < d we expect mean-field critical behaviour. Near criticality
0 < tg ≪ 1, we find the observables in the same manner as in the previous parts, but with the
’linear’ spherical constraint. We find the observables along the critical B = 0 line
m(tg, 0) =
[
~
2gc
8J
] 1
4
· tg 12 (2.56)
χ(tg, 0) =
A>
2J
· t−1g (2.57)
c(tg, 0) =
1√
2A>
√
~2Jgc (2.58)
ξ(tg, 0) =
√
1 + λ
4
A> · t−
1
2
g (2.59)
and along the quantum critical isotherm tg = 0 they read
m(0, B) =
[
1
2JA>
√
~2gc
8J
] 1
3
·B 13 (2.60)
χ(0, B) =
1
2J
[
A>
(2J)2
√
8J
~2gc
]− 1
3
· B− 23 (2.61)
c(0, B) =
1√
2A>
√
~2Jgc (2.62)
ξ(0, B) =
√
1 + λ
4
[
(2J)
3
2~
√
gc
2A>
] 1
6
· B− 13 (2.63)
Reading off the critical exponents (see tables 1 and 2) yields the expected mean-field behaviour.
4. For λ = 0 and d arbitrary, the free energy density reads
f(tg, B) = −B
2
4J
1
σ
+ ~
√
gJ
2
√
s (2.64)
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The magnetisation reads consequently
m(tg, 0) ≃ 1√
8
· tg1/2 (2.65)
m(0, B) ≃ (2Jd)−1/3 · B1/3 (2.66)
and the magnetic susceptibility becomes
χ(tg, 0) ≃ 1
2J
√
8
d
· t−1g (2.67)
χ(0, B) ≃
(
d
2J
)1/3
· B1/3 (2.68)
The specific heat is found to be constant near criticality and along the quantum critical isotherm
c ≃ d
3
2
2
J (2.69)
The critical exponents are listed in tables 1 and 2. They are distinct from those of the modified
quantum spherical models defined in [56, 32], where the particle number N̂ is conserved as well.
For the correlation function, we see a disconnected part from the zero temperature contri-
bution. As derived in appendix D, we have to take thermal contributions into account. We
then find
C(R) =
√
~2g
8Js
+
√
~2g
2Js
exp (−2zs) I0(z)d−1IR(z) (2.70)
with z =
√
gJ~2/2T 2s. At criticality, we can deduce to leading order in T , see eq. (D.17)
C(R) =
√
~2gc
4dJ
δR,0 +
√
~2gc
dJ
(
T 2d
4π2gcJ~2
)d/4
exp
(
−R
2T
2
√
d
gcJ~2
)
=
1
2
T
J
ξ−2T δR,0 +
T
J
ξ2−dT exp
(
−1
2
(
R
ξT
)2)
(2.71)
with the thermal reference length ξ−4T := T
2d/gcJ~
2 and where the critical coupling constant
gc = gc(0, d;T ) has to be found from the spherical constraint in the non-vanishing zero-
temperature limit. To leading order in T , this gives the condition√
J
~2gc
=
√
1
4d
+
d−1/2
(2π)d/2
(
d
gcJ~2
)d/4
T d/2 (2.72)
hence gc ≃ 4d
(
1− 2/
√
d
(4π)d/2
(
T
J
)d/2
+ . . .
)
J
~2
, which illustrates how finite-temperature effects
renormalise the value of gc. The behaviour (2.71) of the correlation function does not fit into
the standard phenomenology, described by the conventional critical exponents [24, 39, 62, 11].
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2.5 Casimir effect in d = 1 dimension
Although an analysis of finite-size effects is beyond the scope of this work, we add a brief
comment on the Casimir effect in the dց 1 limit, that is the case of a strip geometry, of finite
width L, and with periodic boundary conditions.
For 1D quantum systems with sufficiently short-ranged interactions and a classical corre-
spondent model such that z = 1, conformal invariance is expected to hold at the quantum
ciritcal point at temperature T = 0, see [24, 39]. Scale-invariance alone gives for the nor-
malised free energy density f/D0 = f0 − L−2Y (C1tgL1/ν⊥ , C2BL(β+γ/ν⊥)) + o(L−2) where Y is
an universal scaling function and C1,2 and D0 are the non-universal metric factors [59, 40]. The
normalisation constant D0 must be fixed such that the dispersion (energy-momentum) relation
becomes E(k) = |k| for k → 0, such that energy and momenta are measured in the same units,
see [39]. Then conformal invariance relates the universal value Y (0, 0) = −πc/6 to the central
charge of the corresponding 2D conformal field-theory [2]. For the quantum XY chain (1.8),
f/D0 has indeed been calculated, Y (0, 0) was shown to be universal and the central charge
c = 1
2
was found [37], as expected for a model in the universality class of the 2D classical Ising
model [24, 39, 25].
If we want to apply the same method to the quantum spherical model in dց 1 dimensions,
we have to take into account the possibility that the critical value sc of the spherical param-
eter may acquire a finite-size correction. Explicit calculations have shown, however, that this
universal finite-size amplitude vanishes, for periodic boundary conditions, when dց 1 [54, 11].
Hence, f/D0 can be taken over from the free fermion representation of the quantum XY chain,
where the boson-fermion correspondence implies that periodic boundary condition in the even
sector (to which the ground-state belongs) of the quantum spherical model corresponds to
anti-periodic boundary conditions in the even sector of the fermionic model (1.9) [53]. Hence,
the ground-state energy of the periodic spherical model chain is identical to the ground-state
energy of the quantum XY chain, with anti-periodic boundary conditions. This is known to
read [37, 39]
f
D0
= f0(λ)− π
6
1
L2
+
π3
120
(
1
λ2
− 4
3
)
1
L4
+O(L−6) (2.73)
where f0(λ) is an explicitly known, non-universal bulk contribution to the free energy density.
We see that the finite-size amplitude Y (0, 0) = −π/6 is λ-independent and therefore universal,
as expected [59, 40], but the higher-order finite-size corrections are non-universal. We find the
value c = 1 for the central charge in dց 1 dimensions, as expected for a free boson.
For dimensions d > 1, the simplifications we could use here, in the d ց 1 limit, do no
longer apply such that the computation of the Casimir effect is considerably more involved, see
[54, 18, 21, 11, 15, 19, 20, 14] and references therein. It would be interesting if recent attempts
to formulate a conformal bootstrap for the 3D Ising model [26] could be brought to shed light
on the interpretation of universal Casimir amplitudes.
3 Conclusions
We have explored the T = 0 quantum critical behaviour of the spin-anisotropic quantum
spherical model (1.11). One of our motivations was to be able to compare the effects of bosonic
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versus fermionic degrees of freedom, by using the information available from the quantum
XY model [46, 6, 67, 36, 37, 17, 39, 47, 25]. However, the quantum spherical model has the
advantage that it can be analysed exactly for arbitrary dimensions d, coupling g and external
field B, whereas the quantum XY model is only solved for d = 1 and for a vanishing external
field B = 0. As to be expected, we have found a line (‘quantum critical isochore’) of quantum
phase transitions and used the pair creation/annihilation rate λ > 0 to test explicitly for
universality along this line. The generalised Privman-Fisher scaling form, adapted to quantum
criticality [59, 40, 14] allowed to test not only the universality of the exponents but also of
certain universal amplitude rations and in consequence of the full scaling forms (2.25,2.27). It
is known since a long time that the critical behaviour of the fermionic model along the critical
isochore is universal [36, 37]; we obtained here the analogous result for the bosonic model.
Merely the values of the exponents are different (in 1D, the identified central charges also
differ). In the quantum spherical model, an analogous test can also be carried out along the
quantum critical isotherm tg = 0.
In the special case λ = 0, the total particle number is conserved, leading to a different global
symmetry and the critical behaviour is different. It is also distinct from the spherical model
variants [56, 32] with a global conservation of the number of quantum particles.
In the fermionic quantum XY model, the ordered phase contains a sub-phase, for 0 < g <
d
√
1− λ2 , with spatially oscillating correlation functions [6, 67, 36, 37, 47]. This sub-phase
is characterised by level crossings in the hamiltonian energy spectrum, between the even and
odd spin sectors [42], The transition line between oscillating and non-oscillating correlators, at
g = d
√
1− λ2 , is characterised by the existence of certain Ne´el ground-states [51]. We did not
succeed to detect similar properties in the bosonic quantum spherical model.
A surprising feature of the model studied here is the re-entrant quantum phase transition
for dimensions d . 2.065 and sufficiently small values of λ. This shape of the quantum critical
line could not have been anticipated from previous studies of the classical spherical model. This
makes it clear that interactions between the momenta cannot always be absorbed into a change
of variables.10 In figure 3, we compare the shape of the critical line gc = gc(λ), normalised to
the value at gc(0) at λ = 0, of the bosonic quantum spherical model (1.11), with the fermionic
quantum XY model. In 1D, the latter model reduces to free fermions. Comparing the shapes
of gc(λ, d), the re-entrant phase transition found in the bosonic case of the saqsm does not
appear in the analogous 1D fermionic model, where gc(λ) = 1 is simply constant [6, 67]. In
order to better appreciate the influence of dimensionality in the quantum XY chain on gc(λ),
and in the absence of an analytic solution, the best what we can do is to compare with the few
known numerical values of gc(λ) in extension of the spin hamiltonian HXY from (1.8) to 2D
[36]. Although those few data shown in figure 3 seem to indicate that the approach of gc(λ)
towards the λ = 0 case should be monotonous and hence no re-entrant transition is suggested,
the available data are too few and too far apart for a final conclusion.
Since in many respects, effectively non-integer values of the dimension d can also be pro-
duced by long-ranged interactions [68, 11, 32, 12, 28], one could anticipate that several of our
conclusions might have qualitative analogues in long-ranged quantum phase transitions. Also,
it would be interesting to see if the theory of random matrices, so sucessfully used in fermionic
10Considering the leading finite-temperature corrections to the value of gc(λ, d), it can be shown that for T
sufficiently small, the value of gc is only slightly renormalised such that the re-entrant transition also occurs for
finite (and small) temperatures T > 0.
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Figure 3: Left panel: normalised critical coupling gc(λ)/gc(0) in the quantum XY model (1.8),
as a function of the coupling λ. In 1D, one has gc(λ) = 1. In 2D, the numerically known esti-
mates of gc(λ) [36] are given by the dots and the dashed line is a guide to the eye. Right panel:
normalised critical coupling gc(λ, d)/gc(0, d) in the quantum spherical model (1.11), as a func-
tion of λ and for dimensions d = [1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0, 2.1, 2.5, 3.0] from bottom to
top.
quantum chains [3, 44], could be brought to be applied to the kind of bosonic systems analysed
here.
This illustrates that the interactions between the conjugate momenta can play a physically
important role. Our results raise the question of the quantitative importance of more general
kinetic terms, e.g. in O(n)-symmetric quantum rotor models with n finite. Also, one may
anticipate a rich phenomenology when combining different kinds of interactions between the
spins and the momenta. If such effects should be found, the spherical model would have
demonstrated once more its usefulness as a heuristic device and guide towards non-trivial and
interesting new types of critical behaviour.
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Appendix A. Diagonalisation via a canonical transforma-
tion
The quantum hamiltonians to be diagonalised are of the form
H =
∑
n,m
[
â†nAnmâm −
1
2
(
ânBnmâm + â
†
nBnmâ
†
m
)]
+
∑
n
Cn
(
ân + â
†
n
)
(A.1)
where the sums run over the N = Nd sites of a d-dimensional hyper-cubic lattice. A is
a hermitian matrix, B a symmetric matrix and C is a real, constant vector. The bosonic
annihilation and creation operators ân, â
†
n obey the standard commutators
[ân, âm] =
[
â†n, â
†
m
]
= 0 ,
[
â†n, âm
]
= δnm (A.2)
For C = 0, the diagonalisation procedure follows closely the fermionic techniques of Lieb,
Schultz and Mattis [53], applied to quantum Ising/XY chains. In the bosonic case, any space
dimension d can be treated and C 6= 0 is admissible. Throughout, we restrict to the case when
A and B are real-valued (although extensions are readily formulated).
We seek a canonical transformation which brings H to the form
H =
∑
k
Λk
(
b̂†k b̂k +
1
2
)
+H0 (A.3)
where b̂k, b̂
†
k are again bosonic annihilation/creation operators, Λk are the sought eigenvalues
and the constant H0 has to be determined. The required canonical transformation is of the
form
b̂k = uk +
∑
p
(
Vkpâp +Wkpâ
†
p
)
, b̂†k = uk +
∑
p
(
Vkpâ
†
p +Wkpâp
)
(A.4)
where the N ×N matrices V and W are determined from the bosonic commutation relations
and the uk are numbers. This gives V V
T − WW T = 1d and VW T − WV T = 0, where T
denotes the transpose and 1d is the N
d × Nd unit matrix. A direct consequence of these is
(V +W )(V −W )T = 1d, hence
(V +W )−1 = (V −W )T , (V −W )−1 = (V +W )T (A.5)
The last conditions on V,W come from the requirement that the canonical transformation (A.4)
brings H to its diagonal form (A.3), which means [̂bk, H ] = Λkb̂k. Hence
(V ±W ) (A±B) = Λ̂ (V ∓W ) , (V −W )C = Λ̂u (A.6)
where Λ̂ = diag(Λ1, . . . ,ΛN ) is a diagonal matrix with the eigenvalues Λk, and the vector
u = (u1 . . . , uN ). Following [53], one defines two matrices, arranged as two sets of vectors
(Φk)m := (V +W )km and (Ψk)m := (V −W )km so that by reading eq. (A.6) line by line, one
has the two coupled equations
ΦTk (A+B) = ΛkΨ
T
k , Ψ
T
k (A− B) = ΛkΦTk (A.7)
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so that the eigenvalues Λk can be found from the following eigenvalue equation
11
ΨTkM := Ψ
T
k (A− B) (A+B) = Λ2kΨTk (A.8)
Later on, we shall also need the explicit transformation of the creation/annihilation operators.
For Cn = 0, this reads b̂ = V â+Wâ
† and its inverse becomes â = V T b̂−W T b̂†, along with the
hermitian conjugates. We shall require this below for the calculation of correlators.
Next, we must find the eigenvalues Λk for the specific hamiltonian (1.11) in the main text,
with nearest-neighbour interactions12. Then the diagonal form of the hamiltonian (1.11) is
given by (A.3), where the eigenvalues Λk = sΛ¯k are, for a hyper-cubic square of N = Nd sites
in d spatial dimensions and with periodic boundary conditions
Λ¯k =
√√√√1− 1 + λ
2s
d∑
j=1
cos kj
√√√√1− 1− λ
2s
d∑
j=1
cos kj (A.9)
where the quasi-momenta kj =
2π
N
nj, with nj = 0, 1, . . .N−1 and j = 1, . . . , d and the spherical
parameter s.
Proof: Eq. (A.9) can be derived from the properties of cyclic matrices [4] and using mathe-
matical induction over the dimension d. In what follows, we denote a cyclic N × N matrix,
generated from a vector (v1, . . . , vN ), by
C (v1, . . . , vN ) :=

v1 v2 v3 · · · vN−1 vN
vN v1 v2 · · · vN−2 vN−1
...
. . .
...
v2 v3 v4 · · · vN v1

For the sake of this proof, we work with the reduced, dimensionless hamiltonian Hr :=
H/(~
√
gµ).
Step 1: For d = 1, N = N . The matrices A = A(1) and B = B(1) are (the index refers to
the value of d)
A(1) = C
(
1,− 1
4s
, 0, . . . , 0,− 1
4s
)
, B(1) = C
(
0,
λ
4s
, 0, . . . , 0,
λ
4s
)
and therefore
M (1) = C
(
1 +
1− λ2
8s2
,− 1
2s
,
1− λ2
16s2
, 0, . . . , 0,
1− λ2
16s2
,− 1
2s
)
is cyclic as well [4]. The eigenvalue equation (A.8) can now be solved by the ansatz (Ψk)n = e
ikn.
Since the cyclicity of all matrices implies periodic boundary conditions, this produces (A.9) for
11The only difference with respect to fermionic chains [53] is that therein B = −BT is antisymmetric. For
bosonic as well as for fermionic systems, the matrix (A − B)(A + B) is symmetric and positive semi-definite,
such that all eigenvalues Λk are real.
12The method outlined in this appendix works for arbitrary interactions, although the practical calculations
can become more involved.
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d = 1 and the values of k are indicated.13
Step 2: In order to demonstrate the passage from d to d+1 dimensions, consider a multi-index
notation in d+ 1 dimensions
n = (n1, n2, . . . , nd, nd+1) = (n˜nd+1) , n˜ = (n1, n2, . . . , nd)
where individually, nj = 0, 1, . . . , N − 1, with j = 1, 2, . . . , d, d + 1. In d + 1 dimensions, the
hamiltonian can be brought to a block form as follows
H(d+1) =
∑
n
{[
â†
n
ân +
1
2
]
− 1
4s
d+1∑
j=1
[
λ
(
ânân+ej + â
†
n
â†n+ej
)
+ â†
n
ân+ej + ânâ
†
n+ej
]}
=
∑
n˜
N−1∑
k=0
{[
â†
n˜kan˜k +
1
2
]
− 1
4s
d+1∑
j=1
[
λ
(
ân˜kân˜k+e˜jk + â
†
n˜kâ
†
n˜k+e˜jk
)
+ â†
n˜kân˜k+e˜jk + ân˜kâ
†
n˜k+e˜jk
]
− 1
4s
[
λ
(
ân˜kân˜k+1 + â
†
n˜kâ
†
n˜k+1
)
+ â†
n˜kân˜k+1 + ân˜kâ
†
n˜k+1
]}
=
N−1∑
k=0
{
H
(d)
k −
1
4s
∑
n˜
[
λ
(
ân˜kân˜k+1 + â
†
n˜kâ
†
n˜k+1
)
+ â†
n˜kân˜k+1 + ân˜kâ
†
n˜k+1
]}
=
∑
n˜,m˜
N−1∑
k,ℓ=0
{
â†
n˜kA
(d+1)
n˜k,m˜ℓâm˜ℓ −
1
2
[
ân˜kB
(d+1)
n˜k,m˜ℓâm˜ℓ + â
†
n˜kB
(d+1)
n˜k,m˜ℓâ
†
m˜ℓ
]}
where H
(d)
k is the local hamiltonian in the k-th d-dimensional layer. The interaction matrices
have the block structure
A
(d+1)
n˜k,m˜ℓ = A
(d)
n˜,m˜δk,ℓ −
1
4s
(δℓ,k+1 + δℓ,k−1) 1d
B
(d+1)
n˜k,m˜ℓ = B
(d)
n˜,m˜δk,ℓ +
λ
2s
(δℓ,k+1 + δℓ,k−1)1d
where 1d is the N
d×Nd unit matrix. In turn, they may be written as cyclic matrices of blocks
A(d+1) = C
(
A(d),− 1
4s
, 0, . . . , 0,− 1
4s
)
, B(d+1) = C
(
B(d),
λ
2s
, 0, . . . , 0,
λ
2s
)
Next, we write down the block structure of the eigenvalue equation (A.8)
M (d+1) = C
(
M (d) +
1− λ2
8s
,−A
(d) + λB(d)
2s
,
1− λ2
16s2
, 0, . . . , 0,
1− λ2
16s2
,−A
(d) + λB(d)
2s
)
Now, the habitual ansatz Ψn˜ℓ = Ψn˜ e
ikℓ where by induction hypothesis, Ψn˜ is the eigenvector
of the d-dimensional problem, gives for the eigenvalue in d+ 1 dimensions(
Λ¯
(d+1)
k˜kd+1
)2
=
(
Λ¯
(d)
k˜
)2
+
1− λ2
4s2
cos2 kd+1 − cos kd+1
s
[
1− 1− λ
2
2s
d∑
j=1
cos kj
]
13For kj with j 6= 0, N/2, the eigenvalues Λkj = ΛkN−j are degenerate. so that the corresponding eigenvectors
can always be chosen with real-valued components.
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=
(
Λ¯
(d)
k˜
)2
+
1− λ2
4s2
cos2 kd+1
−cos kd+1
s
[(
1− 1 + λ
2s
d∑
j=1
cos kj
)
1− λ
2
+
(
1− 1− λ
2s
d∑
j=1
cos kj
)
1 + λ
2
]
=
(
1− 1 + λ
2s
d+1∑
j=1
cos kj
) (
1− 1− λ
2s
d+1∑
j=1
cos kj
)
where in the last step the induction hypothesis (A.9) was used for Λ¯
(d)
k˜
in d dimensions. This
completes the proof. q.e.d.
Finally, we find the constant H0 in (A.3). For the sake of notational simplicity, we only treat
the case d = 1 explicitly, but we shall give the generic result at the end. Since the eigenvalues
are generically two-fold degenerate, we first go over to real-valued combinations(
Ψ¯k
)
n
:=
{
1
2
ck [(Ψk)n + (Ψ
∗
k)n] = ck cosnk ; if k < N/2
1
2i
ck [(Ψk)n − (Ψ∗k)n] = ck sinnk ; if k > N/2 (A.10)
Here, ck is a constant which will provide appropriate normalisation.
From (A.6), we further have Φ¯k = Λ¯
−1
k (A− B)Ψ¯k, hence(
Φ¯k
)
n
= ckΛ¯
−1
k
(
1− 1 + λ
2s
cos k
){
cosnk ; if k < N/2
sinnk ; if k > N/2
(A.11)
The normalisation constants follow from the bosonic commutator relations and which require∑
n
V 2kn −W 2kn =
∑
n
(
Φ¯k
)
n
(
Ψ¯k
)
n
= 1 (A.12)
so that finally
c2k =
Λ¯k
1− (1 + λ)(2s)−1 cos k
{
1/N ; if k = 0, N/2
2/N ; else
(A.13)
The extension to d > 1 dimensions is now obvious.
While this gives the general method, we now apply it to the specific hamiltonian (1.11) in
the main text. For a spatially constant magnetic field, all constants are equal Cn = C. From
eq. (A.6), we deduce
uk =
C
Λ¯k
N−1∑
n=0
(Ψk)n . (A.14)
Using the geometric sum, it is obvious that uk vanishes for k 6= 0. For k = 0, we find
u0 = CNΛ¯
−1
0 c0 (A.15)
Thus, we are now able to write down the constant H0 by rewriting the diagonal hamiltonian
in the form Hr =
1
2
∑
k Λ¯k
(
b̂†k b̂k + b̂k b̂
†
k
)
+ H0, using the transformation formula (A.4) and
comparing the constant terms. We find H0 = −Λ0u20 and hence the ground-state energy reads
E0 = −Λ¯0u20 +
1
2
∑
k
Λ¯k = − C
2N
1− (1 + λ)(2s)−1 +
1
2
∑
k
Λ¯k (A.16)
with k = 2π
N
n and n = 0, 1, . . .N − 1. The generalisation of (A.16) to d > 1 is obvious.
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Appendix B. Spherical constraint for λ 6= 0, 1
We derive the spherical constraint eqs. (2.12,2.13) in the main text, for general λ 6= 0, 1.
Since the magnetic field term in (2.9) is just additive, we can set B = 0 for our purpose.
Starting from the form (2.9) of the spherical constraint, the product of the two square roots
in the denominator is folded into a single factor by the Feynman identity, see e.g. [5]
1√
A
1√
B
=
1
π
∫ 1
0
dx
1√
x(1− x)
1
xA + (1− x)B , (B.1)
so that the constraint becomes (with the Brillouin zone B = [−π, π]d)√
8π2J
~2 g
= s−
3
2
∫ 1
0
dx√
x(1 − x)
∫
B
dk
(2π)d
s2 − 1−λ2
4
[∑d
j=1 cos kj
]2
x
(
s− 1+λ
2
∑d
j=1 cos kj
)
+ (1− x)
(
s− 1−λ
2
∑d
j=1 cos kj
)
(B.2)
However, we are looking for a representation which factorises in the momenta kj, such that the
dimension d can be treated as a real parameter, in analogy to the known representations valid for
λ = 1. The denominator could be simply exponentiated, via the identity G−1 =
∫∞
0
du e−Gu,
but the terms in the numerator still couple the different kj. One might consider to obtain
these factors by deriving the exponential with respect to x or 1 − x, but this cannot be done
immediately, since the presence of x in both terms in the exponential would generate unwanted
contributions. It is better to introduce first an auxiliary variable
y = 1− x (B.3)
and to render it formally independent from x, by inserting a Delta function into an additional
integration over y, according to∫ 1
0
dy δ(y − 1 + x)f(x, y) = f(x, 1− x) , for 0 < x < 1. (B.4)
Now, changing the order of integrations, we can indeed re-write the denominator as an expo-
nential and afterwards express the numerator as a derivative of this exponential. This is done
by defining the differential operator
Dxy := s
(
−1
u
∂
∂x
− 1
u
∂
∂y
− 1
su2
∂2
∂x∂y
)
. (B.5)
Then eq. (B.2) can be re-written as follows√
8π2J
~2 g
= s−
3
2
∫ 1
0
dx
∫ 1
0
dy
∫
B
dk
(2π)d
∫ ∞
0
du
δ(y + x− 1)√
xy
×
×Dxy exp
[
−ux
(
s− 1 + λ
2
d∑
j=1
cos kj
)
− uy
(
s− 1− λ
2
d∑
j=1
cos kj
)]
= s−3/2
∫ 1
0
dx
∫ 1
0
dy
∫ ∞
0
du
δ(y + x− 1)√
xy
×
×Dxy
{
exp [−u(x+ y)s] I0
(
ux
1 + λ
2
+ uy
1− λ
2
)d }
, (B.6)
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since now the integrations of the kj factorise and can be carried out separately. Here and below,
the In(̺) denote modified Bessel functions [1].
Here, a further comment is necessary concerning the argument of the modified Bessel func-
tion. Clearly, and taking into account that y = 1 − x will have to be put back, the argument
vanishes linearly at
x0 =
1
2
(
1− λ−1) . (B.7)
For 0 < λ < 1, one has x0 < 0 which is outside the interval of integration and need not concern
us. But for λ ≥ 1, one would have 0 ≤ x0 ≤ 12 inside the integration interval of x, since the
derivatives of I0 lead to higher order modified Bessel functions In with n ≥ 1, which vanish for
a vanishing argument. Then a more careful distinction of cases which takes these zeroes into
account will become necessary.
We now apply the operator Dxy to the integrand in (B.6) and also define
̺ := ̺(u, x, λ) = u
(
x
1 + λ
2
+ (1− x)1− λ
2
)
(B.8)
Then the spherical constraint (B.6) becomes√
8π2J
~2 g
= s−3/2
∫ ∞
0
du
∫ 1
0
dx
exp [−us]√
x(1− x) [I0(̺)]
d ×
×
[
s2 − d(d− 1)1− λ
2
4
(
I1(̺)
I0(̺)
)2
− d
2
1− λ2
4
(
1 +
I2(̺)
I0(̺)
)]
. (B.9)
Eqs. (B.9) and (B.8) are eqs. (2.12,2.13) in the main text.
Indeed, the dimension d can now be considered as a real parameter, which offers obvious
conceptual advantages. For s ≥ sc = 1+λ2 d and λ 6= 0, this integral is convergent for all d > 1.
While this representation, as it stands, holds true for all values of λ, the asymptotic analysis
will become more simple for 0 < λ < 1, where the possibility of zeroes of the In(̺), with n ≥ 1,
need not be taken into account.
Appendix C. Asymptotic behaviour
We analyse the spherical constraint (2.12) and derive the asymptotic relations (2.18) for generic
couplings 0 < λ < 1.
1. For 1 < d < 3, the leading contribution to the shift tg in the coupling g is non-analytic.
Considering the spherical constraint (2.12), non-analytic contributions come from large values
of u in one of the integrals. Combining eqs. (2.12,2.16), we must analyse
tg :=
√
8J
~2
(
1√
g
− 1√
gc
)
=
1
πs3/2
∫ ∞
η
du
∫ 1
0
dx
exp [−us]√
x(1− x) [I0(̺)]
d × (C.1)
×
[
s2 − d(d− 1)1− λ
2
4
(
I1(̺)
I0(̺)
)2
− d
2
1− λ2
4
(
1 +
I2(̺)
I0(̺)
)]
.
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for a spherical parameter s = sc + σ =
1
2
(1 + λ)d + σ in the vicinity of σ → 0. Here η is a
cut-off which helps to isolate the non-analytic contributions to tg and we shall let η → ∞ at
the end. Because of (2.13), the argument ̺ of the modified Bessel functions never vanishes for
0 < λ < 1. Then, in order to obtain the leading behaviour in σ, it is enough to use the leading
asymptotic behaviour In(̺) ≃ e̺/
√
2π̺ (1 + O(1/̺)) [1] of the modified Bessel functions. Then
In(̺)/I0(̺) ≃ 1 to leading order in 1/̺ for n = 1, 2 and we arrive at
tg ≃ 1
π
√
s3
∫ ∞
η
du
∫ 1
0
dx
exp [−us]√
x(1− x)
(
exp ̺√
2π̺
)d {
s2 − d(d− 1)1− λ
2
4
− d1− λ
2
4
}
. (C.2)
For convenience,we recall the definition of ̺ from (2.13)
̺ = ̺(u, x, λ) = u
(
x
1 + λ
2
+ (1− x)1 − λ
2
)
(C.3)
and absorb into a single constant κ several purely numerical factors
κ :=
(
s2 − d2 1− λ
2
4
)
π−
d
2
−1
s3/2
∣∣∣∣∣
s=sc
=
√
dλ2
2(1 + λ)
1
π1+d/2
. (C.4)
such that the constraint becomes more compactly
tg ≃ κ
∫ ∞
η
du
∫ 1
0
dx
exp [−us]√
x(1− x)
exp
[
ux1+λ
2
d
]
exp
[
u(1− x)1−λ
2
d
]
ud/2 (1− λ(1− 2x))d/2
= κ
∫ ∞
η
du
∫ 1
0
dx
exp [−uσ]√
x(1− x)
exp [−u(1− x)dλ]
ud/2 (1− λ(1− 2x))d/2
= 2κ
∫ ∞
η
du u−d/2 exp [−uσ]
∫ pi
2
0
dφ
exp [−udλ cos2 φ]
(1− λ cos 2φ) d2
= 2κσ
d
2
−1
∫ π/2
0
dψ
(1 + λ cos 2ψ)d/2
∫ ∞
ησ
dv v−d/2 exp
[
−v − vdλsin
2 ψ
σ
]
. (C.5)
where we used s = 1
2
(1+λ)(x+1−x)d+σ in the 2nd line and changed variables several times,
in the 3rd line according to x = sin2 φ, and in the 4th line v = uσ and φ = π
2
−ψ, and also used
cosφ = sinψ and cos 2φ = − cos 2ψ.
We are interested in the asymptotic behaviour near criticality, when 0 < σ ≪ 1. Further-
more the main contribution to the ψ–integral, for v still finite, will come from the region where
sin2 ψ/σ = O(1). But in the σ → 0+ limit we consider here ψ will be small as well so that we
can replace sinψ ≃ ψ. Then the main contribution to this particular integral in (C.5) should
come from the region
ψ2 . σ . (C.6)
Hence the leading term can be obtained by replacing the upper limit in the ψ-integral in (C.5)
by infinity. Changing the order of integrations, we find
tg ≃ 2κσ d2−1
∫ ∞
ησ
dv
vd/2
exp [−v]
∫ ∞
0
dψ
(1 + λ)d/2
exp
[
−vdλψ
2
σ
]
=
2κ
(1 + λ)d/2
σ
d
2
−1
∫ ∞
ησ
dv
vd/2
exp [−v]
√
σ
vdλ
√
π
2
= σ(d−1)/2 κ
√
π
dλ
(1 + λ)−d/2 Γ
(
1− d
2
, ησ
)
= σ(d−1)/2
Γ
(
1−d
2
, ησ
)√
λ/2
[π(1 + λ)](d+1)/2
(C.7)
26
with the incomplete Gamma function Γ(a, x) [1]. Next, we have to carry out the two limiting
processes, first σ → 0+ and then η → ∞, in exactly this order. Defining the Gamma function
via analytical continuation, for 1 < d < 3 we simply have limσ→0 Γ(1−d2 , σ) = Γ(
1−d
2
) and obtain
tg ≃ σ(d−1)/2
Γ
(
1−d
2
)√
λ/2
[π(1 + λ)](d+1)/2
=: A< σ
(d−1)/2 for 1 < d < 3 (C.8)
2. For d = 3, we can repeat the analysis leading to (C.7). However, the limit σ → 0+ in the
incomplete Gamma function has to be taken more carefully. Using [1, eqs. (6.5.19, 5.1.11)],
one has a logarithmic term
Γ(−1, x) ≃ 1
x
+ CE − 1 + ln(x)− x
2
+ O(x2) (C.9)
where CE ≈ 0.5772 . . . is Euler’s constant. Consequently, we find for the σ-dependence in tg
σΓ(−1, ησ) ≃ 1
η
+ [CE − 1 + ln(ησ)] σ +O(σ2) ≃ σ ln σ (C.10)
In the last expression, we merely retain the most singular term when σ → 0+ with η finite
and then dropped those terms which vanish in the η → ∞ limit. The leading non-analytic
contribution in (C.7) is
tg ≃
√
λ/2
[π(1 + λ)]2
σ ln σ =: A3 σ ln σ ; for d = 3 (C.11)
3. For d > 3, the non-analytic contribution from eq. (C.7) tg ∼ σ(d−1)/2 is of higher
order than linear. The leading term in tg now comes from the the analytic contributions to
(2.12) which was previously subtracted from the left-hand side. The leading correction term
is found by a straightforward expansion in σ. We also introduce the short-hand F (d, λ, ρ) :=
−d(d − 1)1−λ2
4
I1(ρ)2
I0(ρ)2
− d
2
1−λ2
4
(
1 + I2(ρ)
I0(ρ)
)
which is obviously independent of s. Hence, recalling
also (C.3)√
8π2J
g~2
=
∫ ∞
0
du
∫ 1
0
dx I0(̺)
d√
x(1− x) s
−3/2 exp [−us] (s2 + F (d, λ, ̺))
≃
∫ ∞
0
du
∫ 1
0
dx I0(̺)
d√
x(1− x)
[
√
sc +
1√
s3c
−
(
2usc − 1
2
√
sc
+
3 + 2usc
2s
5/2
c
F (d, λ, ̺)
)
σ
]
e−usc
In this expansion, the zeroth order gives gc and the first order gives the required linear contri-
bution tg ≃ A> σ, where A> is given below in (C.15). Its value must be found numerically.
Summarising, we have found, for 0 < λ ≤ 1
tg ≃

A< σ
(d−1)/2 ; if 1 < d < 3
A3 σ lnσ ; if d = 3
A> σ ; if d > 3
(C.12)
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with the following constant amplitudes (derived here for 0 < λ < 1 but which can be continued
to λ = 1 as well)
A< :=
Γ
(
1−d
2
)√
λ/2
[π(1 + λ)](d+1)/2
(C.13)
A3 :=
√
λ/2
[π(1 + λ)]2
(C.14)
A> := −1
π
∫ ∞
0
du
∫ 1
0
dx I0(̺)
d√
x(1 − x)
[
2usc − 1
2
√
sc
+
3 + 2usc
2s
5/2
c
F (d, λ, ̺)
]
e−usc (C.15)
with sc = (1+ λ)d/2, F (d, λ, ρ) was defined above and (C.3) was used. On the other hand, for
λ > 1 the argument ̺ of the In(̺), as given by (C.3), can vanish, the analysis leading to (C.7)
has to be re-done and (C.12) cannot be expected to remain valid.
Appendix D. Spin-spin correlator
Using the representation (1.5) in terms of ladder operators and then the canonical transforma-
tion (A.4,A.8) from appendix A, the spin-spin correlator is given by
〈SnSm〉 =
√
~2g
8Js
〈(
ân + â
†
n
) (
âm + â
†
m
)〉
(D.1)
=
√
~2g
8Js
∑
k,k′
(Ψk)n(Ψk′)m
[〈
b̂k b̂k′
〉
+
〈
b̂†
k
b̂k′
〉
+ h.c.
]
(D.2)
Since the ladder operators are bosonic, they obey Bose-Einstein-statistics. Hence〈
b̂kb̂k′
〉
=
〈
b̂†
k
b̂†
k
′
〉
= 0 ;
〈
b̂†
k
b̂k′
〉
= δk,k′ (exp [Λk/T ]− 1)−1 (D.3)
This immediately leads to
〈SnSm〉 =
√
~2g
8Js
∑
k
(Ψk)n(Ψk)m coth [Λk/(2T )] (D.4)
Using the real representation of the vector Ψk from appendix A, we find for the correlator in
the continuum limit, with m = n+ r
〈SnSn+r〉 =
√
~2g
8Js
∫
B
dk
(2π)d
√√√√2s− (1− λ)∑dj=1 cos kj
2s− (1 + λ)∑dj=1 cos kj coth [Λk/(2T )]
d∏
j=1
cos (rjkj) (D.5)
and spatial translation-invariance is explicit, so that we can set n = 0 from now on. Eq. (D.5)
is an exact expression for any temperature T .
1. For λ 6= 0, consider the quantum phase transition at T = 0. Then (D.5) simplifies to
〈S0Sr〉 =
√
~2g
8Js
∫
B
dk
(2π)d
√√√√2s− (1− λ)∑dj=1 cos kj
2s− (1 + λ)∑dj=1 cos kj
d∏
j=1
cos (rjkj) (D.6)
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Because of explicit rotation-invariance, we can choose axes such that r = (R, 0 . . . , 0). Now,
eq. (D.6) can be factorised by the same techniques as used in appendix B to factorise the
spherical constraint. We find, with ̺ from eq. (C.3)
〈S0SR〉 =
√
~2g
8Js
1
π
∫ ∞
0
du
∫ 1
0
dx exp[−us]√
x(1− x)
[
s− 1− λ
2
(
(d− 1)I1(̺)
I0(̺)
+
I ′R(̺)
IR(̺)
)]
Id−10 (̺)IR(̺)
(D.7)
In order to work out the correlator from this representation, we now analyse the main
contributions to the u-integral. Since the integrand vanishes for u = 0 and u =∞, it will have
a maximum at some intermediate value umax and if the integrand is sufficiently peaked around
umax, this will give the main contribution. Now, the leading term of the series expansion
IR(ρ) ≃ (ρ/2)R/Γ(R + 1), for small arguments ρ ≪ 1, shows that for u not too large, the
integrand will roughly behave as uRe−u such that umax ∼ R. Since we merely interested in the
large-R limit, it follows that the contribution of small values of u to the integral is negligible to
leading order. Therefore, in order to estimate 〈S0SR〉, it is enough to use the ρ≫ 1 asymptotic
form Iν(ρ) ≃ (2πρ)−1/2 exp
[
ρ− ν2
2ρ
]
of the Bessel functions, such that
〈S0SR〉 ≃
√
~2g
8Js
1
π
(
s− 1− λ
2
d
)∫ ∞
0
du
∫ 1
0
dx
(2π̺)−d/2√
x(1− x) exp
[
d̺− us− R
2
2̺
]
(D.8)
This can be evaluated following the lines of appendix C. We find
〈S0SR〉 =
√
~2g
8Js
(1 + λ)−d/2
π(d+1)/2
(s− 1−λ
2
d)√
λd
σ(d−1)/2
∫ ∞
0
dv v−(d+1)/2 exp
[
−v − R
2σ
(1 + λ)
1
v
]
(D.9)
This equation can be rewritten, using the identityKν(x) =
1
2
(
x
2
)ν ∫∞
0
dvv−ν−1 exp [−v − x2/(4v)]
[33] for the modified Bessel function of the second kind, to obtain14
〈S0SR〉 =
√
~2g
Js
2−d/2
π(d+1)/2
s− 1−λ
2
d√
λ(1 + λ)d
(
1
ξR
)(d−1)/2
K d−1
2
(
R
ξ
)
(D.10)
and where the correlation length was identified as ξ := 1
2
√
1+λ
σ
. Very close to criticality, ξ
diverges, hence R/ξ ≪ 1. At some finite distance from gc, one has on the contrary R/ξ ≫ 1.
Now, using the leading expansions [1, eqs. (9.6.9,9.7.2)], one has the asymptotic behaviour
〈S0SR〉 ≃
√
~2g
Js
s− 1−λ
2
d
π(1+d)/2
√
λ(1 + λ)d
×
{
2−3/2 Γ
(
d−1
2
) · R1−d ; if R≪ ξ
2−d/2
√
π/2 · ξ1−d (ξ/R)d/2 e−R/ξ ; if R≫ ξ
(D.11)
with s = sc+σ, σ is related to ξ and the value of g has to be taken from the spherical constraint.
2. If λ = 0, we have to do a more careful analysis, since the zero-temperature contribution
is completely disconnected. From eq. (D.6), we see a δR,0 contribution arising. Thus, the
leading non-trivial contributions in this particular case are thermal and we have to re-investigate
the correlation function for non-zero temperatures. Hence we return to eq. (D.5), as well as
14For λ = 1, eq. (D.10) reproduces the well-known result [58, eq.(13)], if one takes into account that because of
the normalisation
〈∑
n
S2
n
〉
= N/4 chosen in [58], one must renormalise s 7→ s/4 to ensure matching pre-factors.
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to (2.5) for the spherical constraint, in order to find the thermal corrections to the critical
coupling constant gc. Since we are still interested in a certain low-temperature limit and not
in the thermal transition, we take 0 < T ≪ 1 and use the asymptotic expansion coth x ≃
1 + 2 exp(−2x) to obtain the leading correction. The spherical constraint in zero field then
reads
1 =
√
~g
8Js
+ 2
√
~2g
8Js
exp (−2zs) I0 (z)d
[
1 +
d
2s
I1 (z)
I0 (z)
]
(D.12)
with the argument z :=
√
gJ~2/2T 2s. In the low-temperature limit, z → ∞. From the
asymptotic expansion of the modified Bessel functions, we find√
8Js
~2g
≃ 1 + 2e
−2σz
(2πz)d/2
[
1 +
d
2s
(
1− 1
2z
)]
(D.13)
Studying this equation up to the leading order in 1/z, at the quantum critical point σ = 0, we
deduce the implicit equation for the critical coupling constant gc = gc(0, d;T )√
J
~2gc
=
√
1
4d
+
d−1/2
(2π)d/2
(
d
gcJ~2
)d/4
T d/2 (D.14)
First of all we see, that this equation is consistent with the zero-temperature limit and repro-
duces gc(0, d; 0) = 4dJ/~
2 correctly. While for d = 2, there is a simple closed solution
gc(0, 2;T ) =
(√
8J
~2
−
√
2
π2
T√
J~2
)2
(D.15)
eq. (D.14) cannot be solved in closed form in general.
For large distances, the same techniques as before, applied to (D.5), lead for λ = 0 to
〈S0SR〉 =
√
~2g
8Js
+
√
~2g
2Js
exp (−2zs) I0(z)d−1IR(z) (D.16)
Using the asymptotic expansion for the Bessel functions, we find at the critical point g = gc
〈S0SR〉 =
√
~2gc
4dJ
δR,0 +
√
~2gc
dJ
(
T 2d
4π2gcJ~2
)d/4
exp
(
−R
2T
2
√
d
gcJ~2
)
(D.17)
Appendix E. Critical coupling gc(λ, d) close to λ = 0
In order to prove (2.24) and to understand the unexpected behaviour of the function gc(λ, d)
close to λ = 0, we re-investigate the equation (recall the definition (B.8) of ̺ = ̺(u, λ, d))√
Jπ2(1 + λ)3d3
~2gc(λ, d)
=
∫ ∞
0
du
∫ 1
0
dx
exp
[−u1+λ
2
d
]√
x(1− x) [I0(̺)]
d ×
{(
1 + λ
2
d
)2
−d(d− 1)1− λ
2
4
(
I1(̺)
I0(̺)
)2
− d
2
1− λ2
4
(
1 +
I2(̺)
I0(̺)
)}
(E.1)
=
√
Jπ2d3
~2gc(0, d)
+G(1) +G(2)
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where the two contributions G(1) and G(2) describe the leading behaviour in λ, which are non-
analytic and analytic, respectively.
First, we consider the case 1 < d < 2, when the leading behaviour is given by the non-
analytic term G(1). After a change of variable ̺ = u
2
(1− λ+ 2λx) in (E.1), we divide the
̺-integral in two parts
∫∞
0
d̺ =
∫ η
0
d̺ +
∫∞
η
d̺. In the limit λ → 0+ and η → ∞, the first
integral reduces to gc(0, d) while the second integral will give the desired non-analytic term
G(1), for small λ. As in appendix C, G(1) is analysed via the asymptotic expansions of the
Bessel functions [1], which gives
G(1) =
∫ ∞
η
d̺
∫ 1
0
dx√
x(1− x)
exp
[−2d̺λ 1−x
1−λ+2λx
]
(1− λ+ 2λx)(2π̺)d/2d
2λ
= 2d2λd/2
∫ π/2
0
dϑ
∫ ∞
λη
dy
exp
[−2dy sin2 ϑ]
(2πy)d/2
= 2d2λd/2
∫ ∞
0
dy exp [−dy] I0(yd)(2πy)−d/2 (E.2)
where in the second line, we made the substitutions y = λ̺ and x = cos2 ϑ and in the third
line recalled the identity sin2 ϑ = 1
2
(1− cos 2ϑ) to derive ∫∞
0
dϑ e−A sin
2 ϑ = π
2
e−A/2I0(A/2) from
the defining integral representation of I0(x) [1]. For 1 < d < 2, this is indeed the leading
contribution. Explicitly, using [61, eq. (2.15.3.3)], this further simplifies to√
J
~2
gc(λ, d)
−1/2 ≃ 1√
4d
+
d(d−1)/2
2π(d+1)/2
Γ(1− d/2)Γ((d− 1)/2)
Γ(d/2)
λd/2 (E.3)
with a finite, positive amplitude for all dimensions 1 < d < 2.
For d > 2, the non-analytic contribution G(1) in (E.3), analytically continued in d, is dom-
inated by a new analytic contribution G(2). To obtain this, one must formally expand the
integrand in (E.1) to first order in λ. Of course, such as a formal expansion is only admissible
up to the order where the expansion coefficient(s) converge(s). Because of the definition (B.8)
of ̺, in principle the Bessel functions In(̺) should be expanded around λ = 0. However, the
leading term will introduce a factor 1−2x into the integrand and all these contributions vanish
because of
∫ 1
0
dx (1− 2x)/√x(1 − x) = 0. Therefore, the additional contribution reads
G(2) = −λπd
2
∫ ∞
0
d̺ ̺ e−d̺Id0 (̺)
[
d2
(
1− I
2
1 (̺)
I20 (̺)
)
+
d
2
2I21 (̺)− I20 (̺)− I0(̺)I2(̺)
I20 (̺)
]
+O(λ2)
(E.4)
and the integral over x has become trivial in the λ → 0 limit. This contribution is linear in
λ and hence will dominate over G(1) for d > 2. In order to study its convergence, we split as
usual
∫∞
0
d̺ =
∫ η
0
d̺ +
∫∞
η
d̺ and analyse the convergence of the second integral. Using the
asymptotic expansion of the In(̺) up to next-to-leading term in 1/̺ [1], the large-η behaviour
of G(2) is given by −λd
2
(2π)−d/2
∫∞
η
d̺ ̺−d/2 and this converges for d > 2. For d < 2 however,
the integral G(2) diverges such that the formal expansion used to derive it does not exist. Then
(E.3) gives indeed the leading contribution to gc(λ, d) for λ≪ 1.
This proves (2.24) in the main text.
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