Abstract. This paper presents a novel tool for localizing people in multi-camera environment using calibrated cameras. Additionally, we will estimate the height of each person in the scene. Currently, the presented method uses the human body silhouettes as input, but it can be easily modified to process other widely used object (e.g. head, leg, body) detection results. In the first step we project all the pixels of the silhouettes to the ground plane and to other parallel planes with different height. Then we extract our features, which are based on the physical properties of the 2-D image formation. The final configuration results (location and height) are obtained by an iterative stochastic optimization process, namely the multiple birth-and-death dynamics framework.
Introduction
Detecting and localizing people are key problems in many surveillance applications and are still challenging tasks in cluttered, crowded scenes due to the high occlusion rate caused by other people and static scene objects. Therefore, one object silhouette mask cannot be assumed to belong to only one person, and body masks can also break apart. Under such conditions single view localization or tracking might be impossible. The presented method is capable of accurately localizing individuals on the 3-D ground plane using multiple cameras. Hence, it can be used for many other high level machine vision tasks, such as scene understanding, multiple object tracking, or group/crowd behavior analysis. In addition, our method will also estimate the height of each individual. The proposed method assumes that the scene is monitored by multiple calibrated cameras, and the extracted human body silhouettes are available. These silhouettes are projected on the ground and multiple parallel planes. The presented method does not use any color or shape models for distinguishing multiple people in the scene. Instead, we will exploit the advantage of multiple cameras, and from the result of the multicamera projection two similar geometric features are extracted in each 2-D position: one on the ground plane, and one on the other planes. Finally, the extracted features are used in a stochastic optimization process with geometric constraints to find the optimal configuration of multiple people.
The rest of the paper is organized as follows. In Sec. 2 we briefly present the related work in multi-camera people detection. The proposed method is discussed in Sec. 3. In Sec. 4 we evaluate our method using a public dataset. Finally, Sec. 5 concludes the paper.
Related Work
In the last decades single-camera person detection and tracking has undergone a great evolution. See [1] for an extensive review of state-of-the-art methods. However, all of these methods have limited ability to handle crowded and cluttered scenes, where the occlusion rate is high. In such situations multi-view approaches provide a better solution, that can accurately estimate the position of multiple people. Mikic et al. [2] proposed a blob based approach (one object is represented by one blob on each view), where they estimated the 3-D centroid of an object by deriving a least squares solution of an over-determined linear system, where the measurements were the image coordinates of multiple views.
[3] models the appearance (color) and locations of the people, to segment people on camera views. This helps the separation of foreground regions belonging to different objects.
[4] extracts moving foreground blobs, and calculates the centroid of the blob's lowest pixels, which is projected on the ground plane. This information, in addition to the 2-D bounding box corners, is then used in a motion model. The method in [5] assumes that the objects are observed by multiple cameras at the head level. The ground plane is discretized into a grid, and from each grid position a rectangle (having the size of an average pedestrian) is projected to the camera views to model human occupancy. The method in [6] fuses evidence from multiple views to find image locations of scene points that are occupied by people. The homographic occupancy constraint is proposed, which fuses foreground likelihood information from multiple views to localize people on multiple parallel planes. This is performed by selecting one reference camera view and warping the likelihoods from the other views. Multi-plane projection is used to cope with special cases, when occupancy on the scene reference plane is intermittent (e.g. people running or jumping). In our method we also use multi-plane projection, but with a different purpose. We use the foreground masks from each camera, which are projected to the ground plane and to other parallel planes, and are used for feature extraction. Our hypothesis on the person's location and height is always a combination of evidences from two planes, the ground and the hypothetical head plane to form a discriminative feature. This is done by utilizing the 2-D image formation of the projected 3-D object. The method in [7] applies long-term statistical learning to make the spatial height distribution, which is used to estimate the height of a moving object. In our method such a long-term learning process is not needed, since the height of each person will be estimated during the optimization along with the position.
Another important issue is related to object modeling. Direct techniques construct the objects from primitives, like silhouette blobs [8] or segmented object parts. Although these methods can be fast, they may fail if the primitives cannot be reliably detected. On the other hand, inverse methods [9] assign a fitness value to each possible object configuration and an optimization process attempts to find the configuration with the highest confidence. In this way, flexible object appearance models can be adopted, and it is also straightforward to incorporate prior shape information and object interactions. However, search in the high dimensional population space has a high computational cost and the local maxima of the fitness function can mislead the optimization.
In the proposed model we attempt to merge the advantages of both low level and object level approaches. The applied Multiple Birth-and-Death (MBD) technique [9] 
