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Critical line of honeycomb-lattice anisotropic Ising antiferromagnets in a field
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Numerical transfer-matrix methods are used to discuss the shape of the phase diagram, in field-
temperature parameter space, of two-dimensional honeycomb-lattice Ising spin-1/2 magnets, with
antiferromagnetic couplings along at least one lattice axis, in a uniform external field. Both the order
and universality class of the underlying phase transition are examined as well. Our results indicate
that, in one particular case studied, the critical line has, at least to a very good approximation, a
horizontal section (i.e. at constant field) of finite length, starting at the zero-temperature end of
the phase boundary. Other than that, we find no evidence of unusual behavior, at variance with the
reentrant features predicted in earlier studies.
PACS numbers: 64.60.De, 75.10.Hk, 75.30.Kz
Here we study Ising spin–1/2 systems on a honeycomb
(HC) lattice, with ferro– (F) and antiferromagnetic (AF)
interactions, in the presence of a uniform magnetic field.
Denoting by k = 1, 2, and 3 the three lattice directions,
the Hamiltonian reads:
H = −
∑
k
Jk
∑
〈i,j〉
k
σi σj −H
∑
i
σi , (1)
where 〈i, j〉k denotes nearest-neighbor spins along lat-
tice direction k, and σi,j = ±1. All fields H , coupling
strengths Jk, and temperatures T are given in units of
J1. We always take at least one of the Jk < 0.
For a two-dimensional Ising AF system in a uniform
field, an ordered phase is found at suitably low H , T . For
the triangular-lattice isotropic AF the zero-field critical
temperature vanishes, reflecting the macroscopic entropy
of the ground state; the phase diagram in H − T space
exhibits reentrant behavior [1]. The second-order transi-
tion along the critical line belongs to the ferromagnetic
three-state Potts universality class [2–4]; near T = H = 0
there is crossover towards a Kosterlitz-Thouless phase
whose existence has been well-established on the T = 0
axis for a finite range of H [5]. For isotropic AFs on
both the square [6–9] and HC [9–11] lattices, the Ising
character is preserved everywhere along the critical line
on the H − T plane. For anisotropic square-lattice Ising
systems with mixed interactions (F along one lattice di-
rection, AF along the other) in a field (see, e.g., Refs. 12
and 13) reentrant behavior was found at low tempera-
tures in some numerical or analytic treatments. The re-
sults of Ref. 13 indicate that reentrant behavior is not
present in this system, and that the critical line starts
horizontally at the zero-temperature end of the phase
boundary. While, for the triangular-lattice Ising AF, the
reentrant shape of the critical curve is connected to its
non-trivial ground-state structure, the vanishing ground-
state entropy per spin of its square and HC-lattice coun-
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terparts does not, by itself, rule out this sort of behav-
ior. Therefore, one must proceed to a case-by-case anal-
ysis. For HC lattices with anisotropy, the existence of
reentrances has been predicted [14] for a variety of com-
binations of F and AF interactions, depending also on
their relative strength. In Ref. 14, an approach was used
which considers the zeros of the partition function on an
elementary lattice cycle, and their connection to the free
energy singularity at the transition [9]. The same ap-
proach also predicted a reentrant critical curve for the
mixed square-lattice model [14].
We use numerical transfer-matrix (TM) methods, plus
finite-size scaling (FSS) and conformal invariance ideas,
to establish the shape of the phase diagrams of systems
described by Eq. (1), especially as regards the existence
(or not) of reentrancies. Our underlying hypotheses are:
that (i) the phase transition is second-order all along
the critical line, and (ii) it is in the Ising universality
class. Both assumptions are critically reviewed toward
the end of the paper, in light of the numerical results ob-
tained while assuming their validity. We consider com-
binations of interaction signs in which either one, two
or all three of the Jk in Eq. (1) are AF. The respective
strengths reproduce points in {Jk} parameter space for
which Ref. 14 predicts sizable reentrant sections of the
critical line. In the following we keep the couplings along
two directions with the same sign and strength, while
bonds along the third direction (to be denoted as inho-
mogeneous) differ from the other two in strength and/or
sign. Strips of width N sites with periodic boundary con-
ditions across were used, with two distinct orientations:
in (a) the TM proceeds perpendicularly to one lattice
direction [15] (only N even is allowed by periodicity); in
(b) it goes parallel to one lattice direction [11] (N even or
odd). We used 4 ≤ N ≤ 20, which (together with suit-
able extrapolation techniques) generally proved enough
to yield accurate estimates of the critical lines. The fol-
lowing variants are considered:
(a1), (a2) – choice (a), with the inhomogeneous bond:
(a1) perpendicular to the TM’s direction of advance, or
(a2) along either of the remaining two directions;
2(b1), (b2) – choice (b), with the inhomogeneous bond:
(b1) parallel to the TM’s direction of advance, or (b2)
along either of the remaining two directions.
In such weakly anisotropic systems [16, 17], estimates
of critical quantities should converge to the same
orientation-independent limit for N ≫ 1, albeit with dif-
fering finite-size corrections. However, in this case where
spin couplings differ along the lattice axes, and the strips
used in our calculations are essentially one-dimensional,
iteration of the TM along a fixed direction may introduce
subtle biases. We used two distinct procedures, of which
the latter is expected to be less prone to such biases than
the former:
A. Keeping η = 1/4 – Following earlier work on similar
problems [6, 8, 11, 13], our finite-N estimates for the
critical line are found by requiring that the amplitude-
exponent relation of conformal invariance on strips [18]
be satisfied, with the Ising decay-of-correlations exponent
η = 1/4:
4NκN(T,H) = ζpi , (2)
where κN (T,H) = ln |λ1/λ2 | is the inverse correlation
length on a strip of width N sites, λ1 and λ2 are the two
largest eigenvalues (in absolute value) of the TM, and ζ
compensates for the fact that on the HC lattice the strip
width, in lattice parameter units, is not equal to N. For
orientation (a) ζ = 2/
√
3, and ζ = 1/
√
3 for (b).
B. Phenomenological Renormalization – The assumption
of Ising behavior in Eq. (2) can be relaxed, by demand-
ing only that the transition remains second order. From
FSS, the basic equation of the phenomenological renor-
malization group (PRG) [19] for the critical line is:
NκN (T,H) = N
′κN ′(T,H), (3)
with N and N ′ as close as possible for improved conver-
gence of results against increasingN . In Eq. (3) one com-
pares correlation lengths evaluated along the same lattice
direction, so the likely biases mentioned above tend to
cancel out [13]. PRG results can also be used as a test of
the internal consistency of the Ising-universality class as-
sumption; also, should additional, non-Ising, transitions
be present elsewhere in parameter space, they should be
detected by PRG.
I. J1 = J2 < 0 ; J3 > 0: In this case, analysis of the
zero-field ground-state shows that N must be a multiple
of 4 for choice (a2) above, and even for (b2). We take
J3 = 1, so: (i) ground-state considerations show that
H = 2 is the zero-T critical field, and (ii) the zero-field
critical temperature is the same as for pure AF (or F)
systems: Tc(H = 0) = 2/ ln(2 +
√
3) = 1.5186514 . . . .
Ref. 14 finds that, for J2/J1 = |J3/J1| & 0.6725 the
critical curve starts from H = 0 going towards higher
temperatures, forming a "bulge", and then turns towards
lower T , monotonically approaching its limiting intercept
at H = Hc(T = 0). Furthermore, the critical curve is
predicted to reach the point T = 0, H = Hc(T = 0) hor-
izontally. For H ≪ 1, the approximate critical curves,
Figure 1. (Color online) For J1 = J2 = −J3 = −1, low-
temperature approximate critical boundaries given by solu-
tions of Eq. (2) [ empty symbols: N = 4; full symbols, N = 14
(a1, b1), 12 (a2,b2) ], or Eq. (3) [ PRG_a1: strips of widthsN ,
N − 2, N = 12, geometry a1 ]. Large-N curves for a2 and b1
practically coincide on the scale shown. Inset: approximate
phase diagrams generated by the solutions of Eq. (2), in ge-
ometry (a1) for N=16. Curve (i) [ red ]: J1 = J2 = −J3 = −1;
curve (ii) [ blue ]: 2J1 = −J2 = −J3 = 2. Same axis labels as
in main figure. See text.
solutions of Eqs. (2) and (3), leave the T axis vertically,
and are very close to each other, for all choices (a1)−(b2).
We find no evidence of a "bulge": Tc(H) decreases mono-
tonically with increasing H . As H increases, differences
between curves generated by the various procedures be-
come slightly more pronounced, as illustrated in Fig. 1.
With increasingN , all four families of solutions of Eq. (2)
converge towards approximately the same intermediate
location, which also coincides with the single solution
of Eq. (3) shown. The solutions of Eq. (3) converge
much faster with increasing N than those of Eq. (2), so
the single PRG curve depicted accurately represents the
N →∞ limit of its family, to the scale of the figure. At
low T . 0.2− 0.3, numerical difficulties arise, because of
the very large ratio between the TM states’ Boltzmann
weights. Even accounting for this, all approximate crit-
ical curves unequivocally point toward (T,H) = (0, 2)
at finite angles, as illustrated by the dashed straight-line
segments (guides to the eye, only) in Figure 1. In con-
clusion, no evidence is found that the critical curves ap-
proach T = 0 horizontally.
Returning to the "bulge" behavior predicted at higher
temperatures, the inset of Figure 1 shows the full phase
diagram generated by the solutions of Eq. (2), in geome-
try (a1) for N = 16, both for J1 = J2 = −J3 = −1 (dis-
cussed above), and also for 2J1 = −J2 = −J3 = 2. This
second combination allows direct comparison with one of
the diagrams shown in Figure 12 of Ref. 14, correspond-
ing to the same coupling values. The phase diagram ob-
3Figure 2. (Color online) For J1 = J2 = −J3 = 1, low-
temperature approximate critical boundaries given by solu-
tions of Eq. (2) [ empty symbols: N = 4; full symbols, N = 14
(a1), 16 (a2,b1), 12 (b2) ], or Eq. (3) [ PRG_a1: strips of
widths N , N − 2, N = 12, geometry a1 ]. See text.
tained there exhibits a horizontal portion at H = 4, from
T = 0 to T ≈ 1, as well as a "bulge" with maximum ex-
tent at T ≈ 2.7, H ≈ 2.3. Here, both features are absent
from the numerically evaluated critical lines.
II. J1 = J2 > 0 ; J3 < 0: As in case I, here N
must be a multiple of 4 for (a2), and even for (b2).
We assume J3 = −1, so (i) Hc(T = 0) = 1, and (ii)
Tc(H = 0) = 2/ ln(2 +
√
3) as in case I. Ref. 14 predicts
that, for J2/J1 = |J3/J1| > 1/3, the critical line should
leave the T = 0 axis with positive slope. For J3 = −1,
Figure 11 of Ref. 14 shows that the peak of the corre-
sponding reentrance is expected to occur at T ≈ 0.45,
H ≈ 1.05. No "bulge", i.e. a section of the critical
curve extending to T > Tc(H = 0) at low H , is pre-
dicted. Fig. 2 shows our results for low T , encompassing
the region of the predicted reentrance. For (a1), (a2),
and (b2), our numerical results indeed show reentrant-
like behavior in the predicted range of T . However, in all
three cases the excess peak heights (i.e. above the H = 1
level) become smaller asN increases, as illustrated in Fig-
ure 3. The trend followed in all cases certainly excludes
a positive limiting height; rather, slightly negative values
(≈ 0.005 in modulus) appear more likely. The solutions
of Eq. (2) in geometry (b1) do not show reentrances; their
low-temperature sections approach straight lines homing
in towards (T,H) = (0, 1). Upon increasing N , the slope
of such straight-line sections of the Tc × H curves be-
comes closer to zero. A similar trend is followed by the
solutions of Eq. (3) in the same geometry. Figure 4 shows
both sets of slope values. For the solutions of Eq. (2), lin-
early extrapolating large-N data gives a negative limiting
slope ≈ −0.030. Including a quadratic term (not shown)
results in a limiting value around −0.015. Fitting to a
Figure 3. (Color online) For J1 = J2 = −J3 = 1, excess
peak heights (above H = 1) of numerically-obtained phase
diagrams from solutions of Eq. (2), for geometries (a1), (a2),
and (b2), against 1/N . See Figure 2 for reference.
Figure 4. (Color online) For J1 = J2 = −J3 = 1, slopes of the
low-temperature straight-line sections of approximate critical
boundaries given in geometry (b1), by the solutions of Eq. (2)
or Eq. (3) [ PRG ], against inverse strip width. Data points are
for N = 6− 20. Lines for N−1 < 0.05 are fits of 15 ≤ N ≤ 20
data to forms shown [ "par." stands for "parabolic" ].
single-power form ∼ N−x requires x ≈ 0.69. Though not
altogether implausible, an exponent x < 1 means a grow-
ing amount of curvature with increasing N . In summary,
a positive initial slope of the critical curve appears un-
likely. The solutions of Eq.(3) in geometry (b1) behave
smoothly, and a parabolic fit gives a limiting slope equal
to (6± 2)× 10−4, which essentially equates to zero in the
present context. On the other hand, PRG estimates in
geometry (a1) [ shown in Figure 2 ], and also in (a2) and
(b2) [ not shown ] consistently give the approximate crit-
4Figure 5. (Color online) For J1 = J2 = −1, J3 = −0.4,
examples of approximate critical boundaries from solutions of
Eq. (2) (all for N = 8), and Eq. (3) (with N = 10, N ′ = 8).
ical boundary lying slightly below the H = 1 line (within
less than 0.1% of it) for all T . 0.4. Similarly to case I,
here too the solutions of Eq. (3) [ other than those for ge-
ometry (b1) ] exhibit very little N -dependence: for (a1),
differences between results for N = 6 and N = 12 are at
most of order 1 − 2 parts in 103, the largest values oc-
curring midway between the phase diagram’s endpoints.
Thus, one cannot discard the possibility that the criti-
cal curve starts horizontally from (T,H) = (0, 1), and
remains flat for a finite extent, up to T ≈ 0.4.
III. J1 = J2 < 0 ; J3 < 0: In this case, the zero-
field ground state is the same as for the pure AF. We
use J3 = −0.4, so (i) Hc(T = 0) = 2.4, and (ii)
T 0c ≡ Tc(H = 0) does not take on the exact value
2/ ln(2 +
√
3) any longer. For these coupling values,
Ref. 14 predicts that the critical curve should leave the
T = 0 axis with a positive slope, S = 3
2
ln 2, see their
Eq. (38). The eight sets of finite–N estimates, from solv-
ing Eqs. (2) and (3) in geometries (a1)−(b2), give very
similar results, as depicted in Figure 5. In contrast with
cases I and II, the largest variations among differing cal-
culational schemes are found for H ≪ 1. At H = 0 we
quote T 0c = 1.1170(5), where the error bar reflects the
scatter among extrapolations of finite-N sequences for
each of the eight sets available. At T = 0 the critical
curve starts with a negative slope, in disagreement with
the prediction of Ref. 14.
Taken together, our results for all cases I–III indicate
that the phase transition remains second-order every-
where along the phase boundary [ justifying the use of
Eq. (3) ], and that it is in the Ising universality class
[ which supports Eq. (2) ]. Near T = 0 our curves leave
the H axis with (negative) slope S:
Hc(T ) = Hc(0) + S T . (4)
Table I. Adjusted values of initial slope S at T = 0 [ followed
by predictions from Ref. 14 ], and quadratic term a in
parabolic fit at H = 0, for phase diagrams in cases I–III [ see,
respectively, Eqs. (4) and (5) ].
Case S S(Ref. 14) a
I −0.321(7) 0 0.205(3)
II ∈ [−0.03,+6× 10−4] (1/4) ln 2 0.504(2)
III −0.995(5) (3/2) ln 2 0.158(1)
For H → 0 their shape is well fitted by a parabolic form:
Tc(H) = Tc(0)− aH2 . (5)
Our estimates of S and a are given in Table I. For each set
of couplings, the error bars reflect the scatter among fits
of large–N approximate curves, each corresponding to
one of the eight combinations of calculational procedure
and geometry. In the comparable problem of isotropic
AFs (on both square and HC lattices), although the crit-
ical lines Hc(T ) of Ref. 9 do not exhibit reentrances, they
are always above those found in Refs. 7 and 8 (except at
the T = 0 and H = 0 ends, where the lines coincide in
both cases). Thus the results presented here are consis-
tent with previous ones, in indicating that the methods
employed in Refs. 9 and 14 tend to overestimate the ex-
tent of the ordered region in parameter space. We recall
that the results given in Refs. 9 and 14 depend crucially
on an unknown function f(H) which is used, together
with the smoothness postulate, to provide an extension
of lemmas known to hold in zero field to the case H 6= 0.
There appear to be no constraints on such function, apart
from the condition f(0) = 0. In Ref. 9, a linear form
f(H) = AH gave the overestimates referred to above,
for isotropic systems; it was also shown that, in order
to produce a critical boundary in agreement with extant
TM and other predictions, one needed to extend the Tay-
lor expansion of f(H) at least to third order, adjusting
the corresponding coefficients to fit the TM or otherwise-
obtained results. By contrast, in all anisotropic systems
studied in Ref. 14, only the linear form was used for f(H).
One may conjecture whether such truncation is respon-
sible for the apparently systematic overestimation of the
extent of the ordered phase in the present case as well.
In conclusion, we have found no evidence of
reentrances, "bulges", or horizontal sections in the
numerically-calculated phase diagrams here presented,
except, possibly, for the low-temperature region in case
II. There, our results strongly suggest that the critical
line approaches the T = 0 axis at a very low angle, pos-
sibly even horizontally or (though less likely) at a very
slight reentrance. Similar behavior occurs in the square-
lattice metamagnet studied in Ref. 13, where a sizable
extent of the low-temperature phase boundary is found
to be horizontal to within 0.1% (the same fractional de-
viation as the PRG curves here).
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