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Abstract
Let G be a group written multiplicatively. We say that G has the small sumsets property if for all positive
integers r, s ≤ |G|, there exist subsets A, B ⊂ G such that |A| = r , |B| = s and |A · B| ≤ r + s − 1. If,
in addition, it is possible to simultaneously satisfy A ⊂ B whenever r ≤ s, we speak of the nested small
sumsets property for G. We prove that finite solvable groups satisfy this stronger form of the property. In the
finite non-solvable case, we prove that subsets A, B ⊂ G satisfying |A| = r , |B| = s and |A · B| ≤ r +s−1
also exist, provided either r ≤ 12 or r + s ≥ |G| − 11.
c© 2006 Elsevier Ltd. All rights reserved.
1. Introduction
Let G be a group, written multiplicatively. Given two finite subsets A, B ⊂ G, we shall denote
by
A · B = {xy : x ∈ A, y ∈ B}
the sumset (or productset) of A and B , that is, the set of group elements which can be written in
at least one way as a product of an element x ∈ A and an element y ∈ B .
Definition. We will say that a group G has the small sumsets property if, for all positive integers
r, s such that 1 ≤ r, s ≤ |G|, there exist subsets A, B ⊂ G of cardinalities |A| = r , |B| = s such
that
|A · B| ≤ |A| + |B| − 1.
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Although this terminology does not seem to have been explicitly used in the literature, the
concept has of course been extensively studied, at least for abelian groups. (See the bibliography
in [5].)
As in our earlier papers on sumsets, we shall denote by µG(r, s) the least possible size of the
sumsets A · B formed with subsets A, B ⊂ G of cardinality r, s respectively, i.e.
µG(r, s) = min{|A · B| : A, B ⊂ G, |A| = r, |B| = s}.
Note that the function µG is symmetric (as |A ·B| = |(A ·B)−1| = |B−1 · A−1|) and monotone
in its variables (as A · B ⊂ A′ · B whenever A ⊂ A′).
The small sumsets property for G is equivalent to the validity of the formula µG(r, s) ≤
r + s − 1 for all integers 1 ≤ r, s ≤ |G|.
Clearly, any cyclic group, and any group (abelian or not) containing a copy of Z, satisfies the
small sumsets property. In [6,5], as one key step in our complete determination of the function
µG for finite and infinite abelian groups G, we have shown that all these groups satisfy the small
sumsets property. We shall prove here that this property is also shared by solvable finite groups.
In fact, we will deal with a stronger condition, namely the existence of subsets A, B ⊂ G of
prescribed sizes r ≤ s satisfying |A · B| ≤ |A| + |B| − 1 and which, in addition, are nested, i.e.
satisfy A ⊂ B .
Definition. We will say that a group G has the nested small sumsets property if, for every pair
of positive integers r, s satisfying 1 ≤ r ≤ s ≤ |G|, there exist nested subsets A ⊂ B ⊂ G of
cardinalities |A| = r and |B| = s such that |A · B| ≤ r + s − 1.
Our objective in the present paper is to prove that solvable finite groups satisfy the nested
small sumsets property.
Remark. The above statement no longer holds if the nested small sumsets property is replaced
by the condition that, for all positive integers r ≤ s ≤ |G|, there exist subsets A, B ⊂ G of
cardinality r, s respectively, satisfying A ⊂ B and such that their sumset is of minimal size
|A · B| = µG(r, s).
A specific example is given by the pair {r, s} = {6, 6} for the alternating group A4. In this
example we have µA4 (6, 6) = 9 by Theorem 4.2 in [4], but the minimum of |X · X | for X ⊂ A4
of cardinality |X | = 6 is given by
min{|X · X | : X ⊂ A4, |X | = 6} = 10,
as easily shown by an exhaustive machine search. (For more details, see [4,5].)
Hence, µA4(6, 6) = 9 cannot be realized by subsets A, B ⊂ A4 of cardinality 6 such that
A = B . Nevertheless, the group A4, being solvable, does satisfy the nested small sumsets
property.
The fact that solvable finite groups satisfy the nested small sumsets property is a
straightforward corollary of Proposition 2.1 below.
2. Small sumsets in solvable finite groups
Proposition 2.1. Let 1 → F → G π→ C → 1 be an exact sequence of finite groups. Assume
that F has the nested small sumsets property and that C is cyclic. Then, G also has the nested
small sumsets property.
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Proof. Let d = |F |, m = |C| and n = md = |G|. Let us fix an element x ∈ G such that its
image π(x) ∈ C generates the cyclic group C . We shall view F as a normal subgroup of G. For
every integer i , we define
Fi = xi F = Fxi .
Thus we have F0 = F , and Fi = Fj if and only if i ≡ j mod m. The (left or right) cosets of
F in G are F0, . . . , Fm−1, and G is their disjoint union:
G = F0 ∪ F1 ∪ · · · ∪ Fm−1.
The product set of Fi and Fj is obviously given by the simple formula
Fi · Fj = Fi+ j
for all i, j ∈ Z. Given q ∈ N, we define the initial segment of cosets I (q) as
I (q) = F0 ∪ · · · ∪ Fq−1
with the convention, for q = 0, that I (0) = ∅. Note that |I (q)| = qd for all 0 ≤ q ≤ m − 1,
and that I (q) = G for all q ≥ m. Thus, for any q ≥ 0, we have
|I (q)| = min{qd, md}.
The product set of I (k) and I (l) is again easy to determine and is given by the formula
I (k) · I (l) = I (k + l − 1)
for all k, l ≥ 1.
Let r, s be integers such that 1 ≤ r ≤ s ≤ n. We shall construct nested subsets A ⊂ B ⊂ G
of cardinality r, s respectively, such that |A · B| ≤ r + s − 1.
Let
r = pd + u
s = qd + v
be the euclidean divisions of r and s by d , with remainders 0 ≤ u, v ≤ d − 1.
Since r ≤ s, we have p ≤ q . We may of course assume q ≤ m − 1, as otherwise B = G and
we are done.
Our description of A, B will depend on whether p = q or p < q . We start, however, by
treating once and for all the somewhat degenerate case where u = v = 0.
Case 0. u = v = 0
We set A = I (p), B = I (q). We then have |A| = pd = r , |B| = qd = s, and A ⊂ B
since p ≤ q . Further, A · B = I (p + q − 1), and thus |A · B| = min{(p + q − 1)d, md} =
min{r + s − d, md}. It follows that |A · B| ≤ r + s − 1.
From now on, we shall assume that u + v ≥ 1.
Case 1. p = q
As r ≤ s, we have u ≤ v. Since F has the nested small sumsets property, there exist
nested subsets U ⊂ V ⊂ F of cardinality |U | = u, |V | = v respectively, and satisfying
|U · V | ≤ u + v − 1. (This holds even if u = 0, in which case U = ∅, v ≥ 1 and U · V = ∅.)
We may also assume q ≥ 1, since otherwise A = U , B = V and we are done.
We now set
A = U ∪ x I (q),
B = V ∪ x I (q).
S. Eliahou, M. Kervaire / European Journal of Combinatorics 27 (2006) 1102–1110 1105
Note that x I (q) = F1 ∪· · ·∪Fq , and therefore U ∩x I (q) = ∅. It follows that |A| = u+qd = r .
Similarly, |B| = v + qd = s. Moreover, A ⊂ B by construction.
We claim that |A · B| ≤ r + s − 1. Indeed, to start with, we have
A · B = U · V ∪ U · x I (q) ∪ x I (q) · V ∪ x I (q) · x I (q).
With the obvious relations
x I (k) = I (k)x
and
U · I (k) = I (k) · V = I (k)
for all k ≥ 0 (provided U = ∅), the above expression for A · B reduces to
A · B ⊂ U · V ∪ x I (q) ∪ x2 I (2q − 1).
Now, x I (q) = F1 ∪ · · · ∪ Fq and x2 I (2q − 1) = F2 ∪ · · · ∪ F2q ⊂ x I (2q). Thus, we have
A · B ⊂ U · V ∪ x I (2q).
It follows that |A · B| ≤ u + v − 1 + 2qd = r + s − 1, as claimed.
Case 2. p < q
Our construction of A, B will be slightly different in this case. We have either u ≤ v or
u ≥ v. We may choose subsets U, V ⊂ F of cardinality |U | = u, |V | = v respectively, such that
|U · V | ≤ u + v − 1. (Recall that we are assuming u + v ≥ 1.) Whether the pair U, V is nested
or not is irrelevant in the present case.
With this notation, we define
A = I (p) ∪ x pU,
B = I (q) ∪ V xq .
Observe that I (p) is disjoint from x pU , as I (p) = F0∪· · ·∪Fp−1 and x pU ⊂ Fp . Therefore,
|A| = pd + u = r , and similarly, |B| = qd + v = s. Moreover, A ⊂ B , since both I (p) and
x pU are contained in I (q).
Here again, we claim that |A · B| ≤ r + s − 1. Indeed, we have
A · B = I (p + q − 1) ∪ x pU · I (q) ∪ I (p) · V xq ∪ x pU · V xq .
Now, x pU · I (q) ⊂ Fp I (q) ⊂ I (p + q), and similarly, I (p) · V xq ⊂ I (p + q). It follows
that
A · B ⊂ I (p + q) ∪ x pU · V xq .
Of course, we have |x pU · V xq | = |U · V |. We conclude, as claimed, that |A · B| ≤
(p + q)d + u + v − 1 = r + s − 1. 
As a corollary of Proposition 2.1, we get the desired theorem:
Theorem 2.2. If G is a solvable finite group, then G has the nested small sumsets property. In
other words, given two integers r, s in the range 1 ≤ r ≤ s ≤ |G|, there exists a pair A, B ⊂ G
of nested subsets of G, i.e. A ⊂ B, such that |A| = r , |B| = s and |A · B| ≤ r + s − 1. 
Corollary 2.3. Let G be a finite group of odd order. Then G has the nested small sumsets
property.
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Proof. By the celebrated Feit–Thompson Theorem, every finite group of odd order is
solvable. 
3. Small sumsets in non-solvable finite groups
The small sumsets property might possibly not hold for all finite groups. This is an open
question, for instance, for sufficiently large symmetric groups. In this section however, we shall
establish the inequality µG(r, s) ≤ r + s − 1 under a certain condition on the non-solvable finite
group G and for restricted values of r, s. (See Proposition 3.1, Theorems 3.3 and 3.7.)
Proposition 3.1. Let G be a finite group and r, s two integers such that 1 ≤ r, s ≤ |G|. If G has
a subgroup H of order d ≥ r satisfying the small sumsets property (e.g. if H is solvable), then
µG(r, s) ≤ r + s − 1.
Proof. We perform euclidean division s = dq + i of s by d with a remainder i in the interval
1 ≤ i ≤ d . As i ≥ 1, we have q = s−id < |G|d , an integer, and so q + 1 ≤ |G|d .
Let H y0, H y1, . . . , H yq be q + 1 disjoint right cosets of H . As r, i ≤ d and H is assumed to
have the small sumsets property, there exist subsets A, C ⊂ H of respective cardinalities |A| = r
and |C| = i such that |A · C| ≤ r + i − 1.
Now, let B = Cy0 ∪ H y1 ∪ · · · ∪ H yq . We have
A · B = (A · C)y0 ∪ H y1 ∪ · · · ∪ H yq
and therefore |A · B| ≤ r + i − 1 + dq = r + s − 1. 
In what follows, we shall establish the inequality µG(r, s) ≤ r + s − 1 for all r ≤ 12 or
r + s ≥ |G| − 11, by induction on |G|. In order to do so, we shall need the following lemma.
Lemma 3.2. Let G be a non-solvable finite group. Then G admits a proper subgroup H such
that 12 ≤ |H | < |G|.
Our proof below is based on the classification of simple groups of order dividing 27 720 =
23 · 32 · 5 · 7 · 11. (However, as pointed out to us by Jacques The´venaz, this lemma can also be
proved more simply using merely the Burnside p-complement theorem.) We start by making two
preliminary remarks.
First, the value 12 is largest possible in the above statement. Indeed, the alternating group A5
is simple non-abelian hence non-solvable, and it admits no proper subgroup of cardinality larger
than 12.
Second, replacing 12 by only 5 in the lemma, the weaker statement thus obtained follows
from a classical theorem of Burnside, according to which every group of order divisible by at
most two prime numbers is solvable. (See e.g. [1], or Corollary III, p. 323 of Burnside’s book
[2], or Theorem 34.1, p. 239 in [3].) Indeed, if G is non-solvable, then by the above theorem, |G|
must be divisible by a prime p with p ≥ 5. Let Sp be any p-Sylow subgroup of G. Then Sp is a
proper subgroup of G (as p-groups are solvable), and |Sp| ≥ p ≥ 5.
Proof. Assume first that |G| is divisible by a prime power q = pν ≥ 12. Then, the p-Sylow
subgroup Sp solves the problem, as Sp is solvable and hence 12 ≤ q = |Sp| < |G|.
Assume now, on the contrary, that all prime power divisors of |G| are ≤ 11. It follows that
|G| must divide 23 · 32 · 5 · 7 · 11 = 27 720.
Every simple non-abelian composition factor S of G, being a quotient of some subgroup Γ of
G, has an order |S| also dividing 27 720.
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Now, the list of simple non-abelian groups of order dividing 27 720 is (with standard classical
notation)
Group : A5, PSL2(F7), A6, PSL2(F8), A7, PSL2(F11).
Order : 60, 168, 360, 504, 2520, 660.
See for instance [7], pages 8–10.
Each of them contains a proper subgroup D of order ≥ 12. The alternating group A4 is
contained in A5, A6 and A7. The group PSL2(Fq) contains a copy of the dihedral group Dq−1 of
order 2(q −1) generated by the classes of the 2×2 matrices
(
α 0
0 α−1
)
and
(
0 1
−1 0
)
in PSL2(Fq),
where α is a generator of F∗q .
Now, if π : Γ → S is a surjection of the subgroup Γ ≤ G onto the non-abelian simple
composition factor S of G and D ⊂ S is a proper subgroup of S of order |D| ≥ 12 as just
described, then the group H = π−1(D) is a proper subgroup of G of order |H | ≥ 12. 
The case r ≤ 12.
Theorem 3.3. Let G be a finite group. If 1 ≤ r, s ≤ |G| are integers such that r ≤ 12, then
µG(r, s) ≤ r + s − 1.
Proof. We shall use induction on |G|. By Theorem 2.2, the statement is true for all finite solvable
groups, whence in particular for groups of order at most 12. Assume now that |G| ≥ 13, and that
the statement holds for all finite groups of order less than |G|. We may also assume that G is not
solvable. By the above lemma, the group G contains a proper subgroup H of order d ≥ 12.
Much as in the proof of Proposition 3.1 above, let s = qd + i be the modified euclidean
division of s by d with remainder i in the range 1 ≤ i ≤ d .
Since r ≤ 12 ≤ d , there exist, by induction hypothesis, subsets A, B ′ ⊂ H with |A| = r and
|B ′| = i , such that |A · B ′| ≤ r + i − 1.
Let W = H ∪ H y1∪· · ·∪H yq be a disjoint union of q+1 cosets of H , so that |W | = (q+1)d .
We define B ⊂ W by
B ′ ∪ H y1 ∪ · · · ∪ H yq.
Then, we have |B| = qd + i = s and |A · B| = |A · B ′ ∪ H y1 ∪ · · · ∪ H yq|. It follows that
|A · B| = |A · B ′| + qd ≤ r + i − 1 + qd = r + s − 1. This proves that µG(r, s) ≤ r + s − 1,
as claimed. 
The case r + s ≥ |G| − 11.
We first need to recall a couple of notions and results from [4]. As usual, the complement of
a subset X ⊂ G is denoted by G \ X .
Definition. Let U, V be subsets of a group G. The left transporter U : V of V in U is defined as
U : V = {x ∈ G | xV ⊂ U}.
Lemma 3.4. Let A, B be subsets of the group G. Set B−1 = {b−1 | b ∈ B}. Then, G \ (A · B) =
(G \ A) : B−1.
Proof. The sumset A · B may clearly be described in the following way:
A · B = {x ∈ G | A ∩ x B−1 = ∅}.
Thus, G \ (A · B) = {x ∈ G | A ∩ x B−1 = ∅} = (G \ A) : B−1. 
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As an easy consequence, for given positive integers r, s ≤ |G|, we get a reformulation of the
inequality µG(r, s) ≤ r + s − 1 in terms of transporters. Its usefulness is illustrated in the proof
of Theorem 3.7 below.
Proposition 3.5. Let G be a finite group. Let r, s be positive integers such that r, s ≤ |G|. Set
t = |G| − (r + s). Then, µG(r, s) ≤ r + s − 1 if and only if there exist subsets U, V ⊂ G with
|V | = s, |U | = s + t and |U : V | ≥ t + 1.
Proof. Given A, B ⊂ G, set U = G\A, V = B−1. Conversely, given U, V ⊂ G, set A = G\U ,
B = V −1. Then |A| = r, |B| = s if and only if |U | = |G| − r = s + t , |V | = s. Moreover,
we have G \ (A · B) = U : V by Lemma 3.4. Thus, |A · B| ≤ r + s − 1 if and only if
|U : V | ≥ t + 1. 
Observe that t < 0, i.e. r + s > |G|, is allowed in the above statement, and in this case
µG(r, s) = |G|. Indeed, with the notation in the proof, we have U : V = ∅ since |U | < |V |,
whence A · B = G.
Next, given a finite group G and a positive integer t , we define hG (t) to be the largest integer
h such that
(1) h divides t ,
(2) h is the order of a subgroup of G.
We shall need the following general upper bound on µG(r, s) in terms of the function hG(t).
Proposition 3.6 ([4]). Let G be a finite group and let r, s be positive integers such that r + s ≤
|G|. Then,
µG(r, s) ≤ |G| − max{hG(s + i) | 0 ≤ i ≤ |G| − (r + s)}.
For the convenience of the reader, we reproduce our proof here.
Proof. Let g = |G| and h(t) = hG(t). We shall prove the simpler formula µG(g−t, t) ≤ g−h(t)
for all 1 ≤ t ≤ g − 1. It will then follow that
µG(r, s) ≤ µG(r, s + i) ≤ µG(g − s − i, s + i) ≤ g − h(s + i)
for all 0 ≤ i ≤ g − r − s, as desired.
Let H ≤ G be a subgroup of order h(t). Set q = t/h(t), q ′ = (g − t)/h(t). Then G is a
disjoint union of q ′ + q right H -cosets,
G = Hv1 ∪ · · · ∪ Hvq ′ ∪ Hw1 ∪ · · · ∪ Hwq .
Let A = Hv1 ∪· · ·∪ Hvq ′ and B = (G \ A)−1 = w−11 H ∪· · ·∪w−1q H . We have |A| = g − t
and |B| = t . We claim that A · B ⊂ G \ H . Indeed, viw−1j ∈ G \ H for all i, j by construction.
Now, for any x ∈ G \ H , we have H x ⊂ G \ H and hence H x H ⊂ G \ H . This implies
A · B ⊂ G \ H as stated, whence |A · B| ≤ g − h(t). It follows that µG(g − t, t) ≤ g − h(t).

Theorem 3.7. Let G be a finite group. If 1 ≤ r, s ≤ |G| are integers such that r + s ≥ |G|− 11,
then µG(r, s) ≤ r + s − 1.
Proof. If G is solvable, the assertion follows from Theorem 2.2. For non-solvable G, we shall
use induction on |G|. Assume that the statement is true for all finite groups of order strictly less
than |G|.
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Set t = |G| − (r + s). We may assume t ≥ 0, as otherwise, if r + s > |G|, we are done since
µG(r, s) ≤ |G| ≤ r + s − 1. Moreover, we have t ≤ 11 by hypothesis.
By Proposition 3.6 above, we have
µG(r, s) ≤ |G| − max{hG(s), hG (s + 1), . . . , hG(s + t)}.
Thus, if any one of hG (s), hG(s + 1), . . . , hG(s + t) is greater than or equal to t + 1, we are
done, as then µG(r, s) ≤ |G| − (t + 1) = r + s − 1.
By Lemma 3.2, G contains a proper subgroup H of order |H | = d satisfying 12 ≤ d < |G|.
As t ≤ 11, we have d ≥ t + 1.
Let s = q · d + i , with 0 ≤ i < d , be the euclidean division of s by d .
• If i = 0, then d divides s, whence hG(s) ≥ d ≥ t + 1, and we are done as observed above.
• Similarly, if d − t ≤ i ≤ d −1, then s +1 ≤ s + (d − i) ≤ s + t . Since s + (d − i) = (q +1)d
is a multiple of d , we have hG(s + (d − i)) ≥ d ≥ t + 1, and we are done again.
• It remains to examine the case where 1 ≤ i ≤ d − t −1, that is d − t − i ≥ 1. By the induction
hypothesis applied to H , and since d − t ≥ |H |−11, we have µH (d − t − i, i) ≤ d − t −1. By
Proposition 3.5, there exist V ′, U ′ ⊂ H such that |V ′| = i , |U ′| = i + t and |(U ′ : V ′)H | ≥
t + 1. Here we have used the notation (U ′ : V ′)H = {z ∈ H | z · V ′ ⊂ U ′} = (U ′ : V ′) ∩ H .
We are going to construct subsets U, V ⊂ G such that |V | = s, |U | = s + t and
|U : V | ≥ t + 1, and then apply Proposition 3.5 again.
Let W = H ∪H y1∪· · ·∪H yq be a disjoint union of q+1 cosets of H , so that |W | = (q+1)d .
We define V , U ⊂ W as follows:
V = V ′ ∪ H y1 ∪ · · · ∪ H yq,
U = U ′ ∪ H y1 ∪ · · · ∪ H yq.
Note that |V | = qd + i = s and |U | = s + t .
We claim that (U ′ : V ′)H ⊂ U : V . Indeed, on the one hand we have
(U ′ : V ′)H · V ′ ⊂ U ′ ⊂ U
by our definitions; on the other hand, since (U ′ : V ′)H ⊂ H , we have
(U ′ : V ′)H · H y j ⊂ H · H y j ⊂ H y j ⊂ U
for all j = 1, . . . , q . As V is the union of V ′ and of the cosets H y j , we conclude that
(U ′ : V ′)H ⊂ U : V , as claimed.
It follows that |U : V | ≥ |(U ′ : V ′)H | ≥ t + 1. By Proposition 3.5, this implies the desired
inequality µG(r, s) ≤ r + s − 1. 
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