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Chapter 1
Introduction
1.1 Streamers in nature, laboratory and applications
S
treamers are a basic mode of electrical breakdown of ionizable matter in an in-
tense electric field. When a nonconducting medium is suddenly exposed to a
strong electric field, a streamer may penetrate it as a sharp nonlinear ionization
wave that leaves a thin non-thermal plasma channel behind. Streamers are used in
industrial applications such as ozone generation and gas purification, and they oc-
cur in nature in processes such as lightning and transient luminous events (TLEs) in
the upper atmosphere.
The emergence and propagation of streamers has a long research history. When
Townsend’s theory [240] was not able to explain the low voltages for the breakdown
of long sparks, there was a broad discussion about mechanisms by Rogowski [210],
Sammer, Loeb, Meek, Raether and others in the 1920s and 30s; until Raether de-
veloped the concept of field enhancement at the streamer head [200, 201]. in the
1920s and 30s. Studies and reviews in English appeared since 1940 by Loeb [145]
and Meek [156] and later by Raether [202]. Although much has been learned about
streamer discharges since then, we still do not fully understand the phenomena, and
extensive research is being performed to deepen our understanding.
1.1.1 Industrial applications
As in any other discharge, the basic mechanism in a streamer is the ionization of
neutral molecules or atoms by electron impact. The generation rate of free elec-
trons which are able to excite or ionize neutral particles depends on the electric
field strength, and so does other chemical reactions. The characteristic feature of the
streamer consists of a space charge layer around the streamer head, which enhances
the field ahead of the streamer (as will be discussed inmore detail in Sect. 1.2.1). This
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Figure 1.1: Time-resolved side-view pictures for the corona reactor with a wire-plane elec-
trode setup. In each picture, the white line is the wire and the dotted line the reactor
wall [258].
self-generated field ensures a sufficient ionization rate for the streamer to propagate
even if the background field is too low to sustain propagation. Therefore a much
lower voltage is needed between electrodes for a discharge, which makes it more
efficient to produce the high energy electrons, and results in a more efficient way
for molecular excitations and various chemical processes. This is used in numerous
applications of streamers in so-called corona reactors.
Dust precipitators use dc corona to charge small particles in order to draw them
out of a gas flow. The corona discharge has been used in the treatment of exhaust
gases such as nitrogen oxides, sulfur oxides and dioxin [260, 259], or for removal
of volatile and toxic compounds; this process is based on the production of radicals
and ozone in the discharge [105, 106]. Fig. 1.1 shows a picture of the breakdown in
a corona reactor in a wire-to-plane electrode configuration.
A new application field is the combination of chemical and hydrodynamic ef-
fects. In the streamer head, the active species, electronically excited atoms and
molecules, can efficiently start and control combustion, and lead to additional mix-
ing [229].
The ”electric wind” or ”ion wind” produced by corona discharges [144] has been
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known for a long time. The momentum transfer from the charged particles to neu-
tral molecules or atoms creates an electro-hydrodynamic force which was recently
found to be significant in nonneutral or unipolar regions and important for flow
control in aerodynamic applications [58, 28, 27].
1.1.2 Laboratory investigations of streamers
The laboratory experiments and observations are important for understanding stream-
ers and for broadening their applications. Furthermore, a streamer discharge is the
initial stage of a spark breakdown. The experiments on streamers in early days were
carried outmostly in cloud chambers [145, 207] to develop a theory of the avalanche-
streamer-spark process. Later, streak photography together with image intensifiers
enabled researchers to image the temporal evolution of a slit-formed section of the
total streamer picture with s resolution. Recently intensified charge coupled de-
vice (ICCD) cameras yield full pictures of the streamer with exposure times as short
as 1 ns [248, 73]. The latest development is the stereographic reconstruction of the
streamer discharge tree in three dimensions [179, 178].
Fig. 1.2 shows snapshots of positive streamers in ambient air emerging from a
positive point electrode at the upper left corner of the picture and extending to a
plane electrode at the lower end of the picture. The distance between point and
plane electrode is 4 cm and the applied voltage about 28 kV. With different expo-
sure times of the ICCD camera, one obtains a picture where the light emission is
integrated over the respective exposure time. On the rightmost picture with 300 ns
exposure time, we see the full filamentary structure of streamers with clear channels
between the two electrodes; on the leftmost picture with the shortest exposure time
of 1 ns, we see actively growing heads of the channels where electric field strength
and ionization rate are high. As a consequence, the other pictures have to be in-
terpreted not as glowing channels but as the trace of the streamer head within the
exposure time. Streamer velocities can therefore be directly determined as trace
length divided by exposure time [39].
1.1.3 Lightning and sprite discharges in our atmosphere
Lightning is the best known natural phenomenon directly related to streamer dis-
charges. When a lightning stroke has to pave its way from the cloud to the ground,
it does it in the form of a hot leader channel whose path in turn is paved by a cold
streamer zone consisting of many branched streamer channels [204]. In the past 20
years, new lightning related phenomena above thunderclouds, such as sprites and
blue jets, have been discovered. These phenomena are summarized as Transient
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Figure 1.2: ICCD photographs in lab experiments of positive streamers in ambient air be-
tween a point electrode in the upper left corner and a plane electrode below. The photographs
are takenwithin a 4 cm gapwith an applied voltage 28 kV, and only the right halves of the fig-
ures are shown. The exposure times of the photographs are 1, 10, 50, and 300 ns from the left
to right, respectively. We also give the exact time interval in the brackets (where t = 0 is the
time when the streamers emerge from the upper point). The figure is reproduced from [73].
Luminous Events (TLEs).
Sprites are large luminous discharges, which appear in the mesosphere at 40 to
90 km altitude above large thunderstorms, stretching out over tens of kilometers
in the horizontal direction as well. Sprites typically follow intense positive cloud-
to-ground lightning discharges [216, 26]. When the positive charges are quickly
removed from the cloud by a lightning stroke, the remaining negative charges in
the thundercloud produce a strong electric field above the thundercloud up to the
conducting ionosphere; the conductivity of the ionosphere is maintained by solar
radiation. Sprites move with speeds of 107 m/s or more; in most cases they first
move downward from the ionosphere [230].
Since the first images were captured in 1989 [84], sprites have been observed
above thunderstorms all over the world. Different methods have been employed to
observe and detect them: ground based telescopes, airplanes, satellites, and various
networks for lightning detection. Fig. 1.3 shows a photograph of a sprite discharge,
which consists of densely packed branching filaments. An amazing variety of sprite
forms have been reported. The diameters of individual filaments range from tens to
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Figure 1.3: Photograph of a sprite with the altitude indicated on the right.
a few hundreds of meters [90, 88, 89].
Blue jets develop upwards from the cloud to terminal altitudes of about 40 km
at much lower speed than sprites, about 105 m/s. Blue jets were originally docu-
mented during airplane based observations [255] and are characterized by a blue
conical shape. A number of blue jets and gigantic blue jets were observed since then
from the ground, and from space by optical detectors on satellites. Recent photo-
graphic [256] and video observations [191] of blue jets at close range have clearly
shown small scale streamer structures within blue jets, similar to that reported for
sprites.
1.1.4 Similarity relations between streamers and sprites
From a few centimeters for streamers produced in the laboratory to tens of kilome-
ters for sprites, the lengths of the discharge channels vary over a large range, and the
diameters do the same. But the similar filamentary structure indicates that similar
mechanism may work for these physical phenomena at different length scales.
The lab experiments have been used to quantified the general properties of stream-
ers such as velocity and diameters [262, 184, 36, 37]. Streamers were also studied at
varying air density [39]. It was found that the minimal streamer diameter d
m
mul-
tiplied by pressure p can be well approximated by p  d
m
= 0:20 0:02mmbar over
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Figure 1.4: Sprites have been recorded at 10000 frames per second with 50 s image exposure
time. The recorded sprites start with a streamer head forming at an altitude near 80 km and
then move rapidly downwards while brightening. The streamer speeds vary between 106
and 107 m/s. The exposure times of the photographs are 33 ms, 1 ms and 50 s from the left
to right respectively. The figure is taken from [155]; its presentation is guided by the streamer
figure 1.2.
two decades of air pressure (10 to 1000 mbar) at room temperature. The value also
fits the smallest diameters of sprite discharges at heights of 80 km where the pres-
sure is as low as 10 bar when extrapolated to room temperature. Furthermore, the
minimal velocity of streamers and sprites is similar. This is a strong experimental
support for the theoretical similarity laws discussed below and in [39].
High speed telescopic imaging of sprites also has been reported recently [136,
169]. Sprites have been recorded at 10,000 frames per second (fps) with 50 s image
exposure time [155]. At this time resolution it is possible to resolve the temporal
development of streamer tips as shown in Fig. 1.4. These measurements were in-
spired by the earlier time resolved streamer measurements shown in Fig. 1.2. The
figures demonstrate the physical similarity of sprite discharges and streamers in the
laboratory.
The similarity of streamer discharges at 1 bar and sprites at 10 bar follows from
the fact that the important collisions are collisions between free electrons and neu-
tral molecules, and that the collision frequencies, including elastic, inelastic ands
ionizing collisions, are proportional to the density of the medium. Therefore the ba-
sic length scale of the streamer discharge, the mean free path `
MFP
of the electron, is
inversely proportional to the density. Similarity for varying densityN therefore im-
plies that the length (i.e., mean free path, discharge length or streamer diameter, etc.)
scales as ` = `
0
N
0
N
where quantities with a subscript 0 correspond to reference values
at standard temperature and pressure, and the electric field scales as E = E
0
N
N
0
; the
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similarity laws for densities are detailed, e.g., in [73, 39]. These similarities have mo-
tivated the introduction of the unit Townsend for the ratio E=N of the electric field
over density, or the reduced field. In Chapter 2, actually the reduced electric field is
used to characterize the results, while all other results in this thesis are presented for
pressure 1 bar and at room temperature. But they can easily be converted to other
gas densities. We stress that all results in this thesis are for ionization fronts in pure
nitrogen where the similarity laws are ideally valid. Photo-ionization in air intro-
duces corrections to these similarity laws above pressures of about 80 mbar [150],
but these corrections seem to be negligible in the experiments [39].
1.1.5 Run-away electrons and terrestrial gamma ray flashes
In 1994, the Compton Gamma Ray Observatory (CGRO), a NASA satellite in low-
Earth orbit, observed by accident that there are not only cosmic, but also Terrestrial
Gamma-ray Flashes (TGFs); these flashes were later found to be clearly correlated
with lightning strokes [83]. Dwyer et al. [72, 100] have proposed that these gamma
ray flashes are due to highly energetic cosmic particles that create cosmic air show-
ers and ionization avalanches of relativistic electrons in the high field zone inside
the thundercloud. Similar relativistic run-away electron avalanches have also been
suggested to initiate the lightning stroke leader in the thundercloud. They argued
that the thundercloud field would be too low to start a classical discharge.
In 2003, gamma radiation was also detected at ground level in rocket triggered
lightning [72]. Meanwhile, hard X-ray radiation was also found in laboratory ex-
periments with long spark discharges [70, 203, 174]. In particular, the temporal
resolution and large statistics of the study [174] shows that short X-ray bursts oc-
cur during the streamer-leader phase of the spark discharge. These X-ray bursts are
clearly correlated with the streamer-leader process and not at all with cosmic air
showers. The most likely candidate for gamma-radiation from sparks and lightning
at ground level is therefore the streamer zone around the leader channel.
In contrast to sprites where the streamer concept can be directly applied, a light-
ning discharge undergoes a distinct evolution in several phases: the streamer-leader
process, successive return strokes and the short-circuit along the formed channel
that forms the visible lightning stroke. Streamers therefore are the very first phase
that paves the way for the consecutive evolution. Streamers have a strong self-
generated electric field at their growing tips and the electrons in this high field zone
have a non-Maxwellian energy distribution with a long tail at high energies, as we
will discuss in Chapter 2. If the electrons in the tail of the distribution occasionally
reach an energy above 100 eV, the chance that they collide with air particles (the
total cross section) decreases continuously with increasing energy [100]. Electrons
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then can run away from the streamer, gaining energy and consecutively diminish-
ing friction. Bremsstrahlung then could transfer this electron energies into high
energetic X-rays.
1.2 Streamer theory and the structure of the thesis
1.2.1 The streamer mechanism
Streamers typically arise from electron avalanches, either next to an electrode or
somewhere in ionizable matter. The local field needs to be large enough to sup-
port the growth of the avalanche by impact ionization. This means that the elec-
tron collides with the neutral molecules (or atoms) and, if the electric field is strong
enough, it eventually gains enough energy to ionize a neutral particle, releasing a
new electron and a positive ion. The two electrons again gain energy from the field,
both colliding with and possibly ionizing other neutrals, thereby creating a so called
”electron avalanche”. More precisely, the field needs to be so high, that the electron
on average gains at least as much energy during its free flight, as it looses in inelastic
collisions.
As long as electron and ion densities are small enough, we can neglect the charge
induced field and assume that both densities grow due to impact ionization in a sta-
tionary field. However, the electrons are mobile and they will drift in the direction
opposite to the electric field (while the ion mobility is much smaller and typically
neglected). This will eventually create a charge layer around the ionized region
that screens the electric field in the interior and enhances it in the exterior. When
the charge generated field becomes comparable to the background field, a streamer
emerges (as discussed in detail in [161]). Charge layer and field screening or en-
hancement are the characteristic features of the streamer. The enhanced field at the
streamer tip allows it to penetrate undervolted regions, i.e., regions where the back-
ground electric field is too low to sustain impact ionization.
Now we need to distinguish positive (or cathode directed) and negative (or an-
ode directed) streamers. A positive streamer propagates in the direction of the elec-
tric field and a negative streamer against the electric field. Both of them are traveling
ionization waves that propagate into a nonionized region, but the electrons that ad-
vance the front come from a different source.
In a negative streamer or at the negative end of a double-headed streamer, the
electrons drift into the nonionized region and impact ionization starts here as well,
therefore the ionized region expands in the direction opposite to the electric field.
In a positive streamer or at the positive end of a double-headed streamer, a pos-
itive space charge layer is formed by electron depletion. The electrons move back-
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ward into the streamer body, and the positive streamer can proceed only if there is
a source of electrons ahead of its tip — otherwise it only can move with the much
slower ion drift velocity. In air, it is generally accepted that the source of free elec-
trons ahead of the streamer tip is the nonlocal photo-ionization, characteristic for
nitrogen-oxygen mixtures. While one intuitively would expect that positive stream-
ers in air therefore would propagate slower than negative ones, experiments show
the opposite [37]. This is because the electron drift in a negative streamer actually
can reduce the field enhancement at the streamer tip as found in recent simula-
tions [151].
For positive streamers in other gases like pure nitrogen or argon, the electron
source could be cosmic radiation or radioactivity, field induced detachment from
negative ions or another photo-ionization mechanism. The question is under inves-
tigation.
To concentrate on a simple process with fairly known reaction rates, in this the-
sis only negative discharges in pure nitrogen are investigated (with the exception
of Chapter 7 where the inception of a positive streamer near a needle electrode is
studied).
We end by summarizing the essential ingredients of the streamer mechanism:
1. drift and diffusion of the electrons in the local field,
2. generation of electrons and ions due to impact ionization (and due to pho-
toionization or some other nonlocal mechanism for positive streamers),
3. modification of the externally applied field by space charges.
1.2.2 Modeling approaches
Dielectric breakdown model, fluid model and particle model
Most streamers observed in nature or laboratory have very complex tree-like struc-
tures of filaments. The Dielectric Breakdown Model (DBM) was introduced origi-
nally by Niemeyer and Pietronero [177, 245] to describe the propagation of multiply
branching streamers as growing fractal trees; the approach was later extended by
other authors [189, 190, 7, 175]. However the dielectric breakdown model approxi-
mates the branching by simply adding new line channels based on a phenomenolog-
ical probabilistic approach, and no inner structure of the streamers is included. But
actually, the modeling of one single streamer channel is already a challenging job,
and streamer diameters and velocities vary widely. Therefore most modeling efforts
based on a microscopic description have been devoted to the initiation, propagation
and branching of one single streamer channel.
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The microscopic mechanisms of a streamer were summarized above. They can
be incorporated either into a fluid (or density) model and into a particle (Monte
Carlo) model. While the particle model traces the flight and collision of single par-
ticles [24, 130, 56], the fluid model approximates the particle dynamics by the evo-
lution of continuous particle densities [204, 249, 163],
The fluidmodel usually is computationallymore efficient than the particlemodel
if the number of particles is much larger than the number of grid points where the
particle densities need to be evaluated. This is normally the case except in the early
stage of the avalanche phase. Fluid models have been used to simulate both positive
and negative streamers and to study the structures of streamer fronts that are im-
possible or very hard to measure in nature or laboratory, such as the inner structure
of the space charge layer or the strength of the induced field [99, 127, 249, 163].
The fluid model and its predictions
The fluidmodel consists of continuity equations for the plasma species and the Pois-
son equation for the electric field. It includes the basic physical components neces-
sary for streamer propagation, i.e., electron drift in the local field, diffusion and
impact ionization.
Solving the fluid equations numerically is not an easy task due to the multi-
scale nature of streamers. The boundaries of the computational domain should be
far away, while a high resolution for the inner structure of the streamer head is
needed, where the electron and ion densities decay sharply and where the elec-
tric field changes rapidly in time and space. These numerical challenges have been
met by adaptive grid refinement [163, 185]. Improvement of the numerical tech-
niques is only one aspect of the recent development in the fluid models; more
physics is included by using more complicated and realistic plasma-chemical mod-
els [125, 184, 193, 151], better techniques of modeling electrode geometries [14, 151]
and efficient description of non-local photoionization sources [186, 30, 142, 143, 150].
The fast development of the modeling techniques have finally allowed simulational
and experimental results to converge within a narrow range for some important
properties of both negative and positive streamers, for example, for propagation
velocities and radii of streamer channels [142, 187, 184, 151].
The phenomenon of streamer branching was studied recently in [209, 13, 142,
183, 162]. Streamer branching can develop spontaneously in a fluid simulation
without introducing any fluctuation and perturbation. To understand this branch-
ing phenomenon, the thin charge layer within the streamer head can be approxi-
mated by a moving boundary which allows to study the branching instability ana-
lytically [157]. The nonlinear analysis of the ionization fronts [158, 73, 34] has given
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more insights and has explained the streamer branching as a Laplacian instability.
Multiple streamers have not been studied much. Naidis has studied the cor-
rection to the streamer velocity due to electrostatic interaction with neighboring
streamers in a 2-D model. Recently, Luque et al. [149] have shown how two stream-
ers interact with each other in 3D simulations, which is the first result to showwhen
and how streamers merge or repel each other; streamer merging or reconnections
are studied experimentally by Nijdam et al [178]. A different approach to streamer
interactions is presented in [148] where streamers propagate in a regular array and
influence each other electrostatically.
The particle model and its predictions
The particle model is a completely different approach to streamer modeling; it fol-
lows individual electrons through the gas. The free flight of the charged particles
is calculated using Newton’s law, and the collisions between the electrons and the
neutral species are described by a Monte Carlo method, in which the collision time
is sampled by random numbers based on the collision frequency.
Particle models have been used to describe the avalanche to streamer transi-
tion [130, 65]. A particle model is very well suited to deal with the inception and
avalanche phase of streamers, when the number of particles is still manageable.
Particle models also have been used to simulate streamer propagation and streamer
branching by using heavy super-particles [56], but the super-particle induced stochas-
tic errors lower the quality of the represented physics in the simulation as we will
show in Chapter 5.
Particle models have gained increasing interest recently because they represent
the full microscopic physics, and in particular, the full behavior of individual elec-
trons and excitedmolecules on an atomistic level. As already discussed in Sect. 1.2.1,
streamer tips can enhance the local field much above the external field. The accel-
eration of electrons in these enhanced fields has been proposed [15] to explain the
occurrence of X-ray radiation that was observed in experiments [239]. As discussed
in Section 1.1.5, the X-ray emissions from natural and triggered lightning and long
laboratory sparks may be related to the run-away electrons originating from such
streamer tips. If streamers can represent a robust source of runaway electrons, the
related studies may also be relevant for TGFs. In [168], the particle model has been
used in a simplified electric field profile to calculate fluxes of runaway electrons.
The generation rate and fluxes of such high energy electrons from a streamer need
further study.
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1.2.3 Motivation and scope of the thesis
We have shown in Sect. 1.1 that streamers widely occur both in nature and in ap-
plications. For many years, the simulation and modeling of streamers has been
motivated by their well-known ability to generate chemically active species, which
can be used for treatment of hazardous and toxic pollutants. The recent discovery
of sprites and blue jets and the current questions in lightning physics and terrestrial
gamma ray flashes have posed new challenges to modeling, simulations and theory.
The microscopic streamer physics has been described either by a fluid model or
by a particle model. The fluid model is computationally much more efficient and
has been widely used in streamer modeling. However, when physical phenomena
are created by the dynamics of individual electrons, only a microscopic model such
as a particle model can trace the dynamics. Here is a list of such phenomena:
1. As discussed in Sect. 1.1.5, Terrestrial Gamma ray Flashes (TGFs) and X-ray
bursts from lightning and laboratory sparks question our understanding of
the discharge processes in our own atmosphere [110]. Relativistic electron
avalanches created by very energetic cosmic particles have been suggested to
explain both TGFs and lightning inception. However, the laboratory exper-
iments rather suggest that X-ray bursts could be due to run-away electrons
from streamer heads, and that lightning by itself generates X-rays. This re-
quires to model the electron energy distribution with its tails in the high field
region at the streamer tip.
2. While streamers can branch even within the fully deterministic fluid model
due to a Laplacian interfacial instability, fluctuations of the particle densities
at the ionization front might trigger this instability earlier than they would
occur in the fluid simulation.
3. The inception process of streamers both in laboratory and in the atmosphere is
not fully understood. The particlemodel is very suitable to study the avalanche
created by single electrons.
4. Molecule species are excited to specific levels by colliding electrons in the
streamer ionization front. This is not only of interest for modeling photon
emissions, but also for spectroscopic field measurements and for understand-
ing streamer gas chemistry.
The particle model deals with the streamer dynamics at the lowest atomic level,
and includes the elastic, exciting and ionizing collisions of electrons with neutral
molecules that are only roughly approximated by a fluid model. But it demands an
enormous computational power and storage that is far beyond the ability of present
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computers for a full long streamer. This has lead to the use of super-particles, where
one computational particle stands for many real particles. However, the super-
particle approach causes numerical heating and stochastic artifacts, as will be dis-
cussed further in Chapter 5.
Therefore it is fair to say that neither the fluid model nor the particle model can
handle macroscopic physical phenomena very well that are caused by the local non-
equilibrium distribution of electron energies with its long tails. The objective of this
thesis is therefore to develop a new kind of model that combines the computational
efficiency and the detailed physics of the two models by coupling them in space.
The natural structure of the streamer consists of an ionized channel and an ion-
ization front. In the channel, the electrons are dense enough to be approximated as
continuous densities, and the field is too low to accelerate them to high energy. In
the ionization front the electron density is decreases rapidlywhile the field increases,
and the electrons have high energies far from equilibrium. By applying the particle
model in the most dynamic and exotic region with relatively few electrons and the
fluid model in the remaining region that contains the vast majority of the electrons,
our aim is to follow the full 3D streamer propagation while important physics such
as run-away electrons and front fluctuations are kept. The key is a hybrid model
that couples particle and fluid description of the streamer in different parts of space.
1.2.4 Organization of the thesis
With the parameters re-derived from the particle swarm experiments, the fluidmodel
is compared with the particle model for planar fronts in Chapter 2. The comparison
shows a similar velocity of the ionization front and ionization level behind the front
if the electric field ahead of the front is 50 kV/cm or lower. When the field is in-
creased, the velocity does not differ much between both models, but the ionization
level behind the front is substantially larger in the particle model. To understand
this density difference, we zoomed into the ionization front and compared the elec-
tron mean energies obtained from the particle model with the local field approxi-
mated energies assumed in the fluid model. The local field approximated energies
appear to be lower in the ionization front than the mean energies of electrons in
particle simulation, while they agree well behind the front. The higher energy elec-
trons result in higher ionization rates in the front, and consequently generate higher
electron and ion densities behind the front in the particle simulation.
In Chapter 3, we present the first results of the spatially hybrid simulation for a
planar front, where the particle model is applied at the ionization front and the fluid
model is used for the rest. Different particle densities are obtained when the posi-
tion of the model interface varies. When the model interface is put at the density
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peak and the whole ionization front is included in the particle region, the hybrid
simulation generates similar results as the particle simulation; when the model in-
terface is put at the leadind edge and most of the ionization front is included in the
fluid region, the hybrid model reproduces the fluid simulation results.
The first coupling attempt verified our spatial coupling concept and tested our
couplingmethod, and it also disclosed the inconsistency of the transport coefficients
between the particle model and the fluid model. In Chapter 4, instead of coupling
the particle model with the classical fluid model, we introduced an extended fluid
model. By adding an electron density gradient term, the extended fluid model takes
the nonlocal ionization rates into account. The extended fluid model is compared
with both the particle model and the classic fluid model in so-called swarm experi-
ments; these are simulations of particles avalanches or swarms in a contant uniform
electric field. The extended model generates the same swarm as in the particle sim-
ulation, and it also gives the same distribution of the initially present electrons as
the particle simulation, which differs in the classical fluid model. We then coupled
the particle model with the extended fluid model. The important issues in coupling,
namely i) where to apply the two models, ii) how to realize a correct interaction
between them, are also discussed.
The 3D fluidmodel and 3D particle model are developed and presented in Chap-
ter 5. The 3D Poission equation is solved by a FISHPACK subroutine, and its numer-
ical error is estimated with a test problem. The possible stochastical errors and the
numerical artifacts in a superparticle simulation are investigated by using real par-
ticles and super-particles to simulate the same avalanche to streamer transition and
comparing with each other.
The particle model and the fluid model are coupled together in 3D in Chapter 6.
The 3D coupling employs the method developed for the planar front, while new
techniques are also developed to cope with problems arising from the complexity
of the 3D geometry. The 3D hybrid model is tested on a 3D uniform grid and first
results are presented.
While we mainly develop a spatially hybrid model in the thesis, in Chapter 7
we present simulation results for the inception process of streamers near a needle
electrode. The simulation implements the same needle electrode geometry as used
in the laboratory. The electric field around the needle is calculated using a charge
simulation method coupled with the 3D fishpack. The simulations have been done
with or without the space charge induced electric field.
We end with some concluding remarks and suggestions for further research in
Chapter 8.
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Chapter 2
Deviations from the local field approximation
in negative streamer heads
Negative streamer ionization fronts in nitrogen under normal conditions are in-
vestigated both in a particle model and in a fluid model in local field approximation.
The parameter functions for the fluid model are derived from swarm experiments in
the particle model. The front structure on the inner scale is investigated in a 1D set-
ting, allowing reasonable run-time and memory consumption and high numerical
accuracy without introducing super-particles. If the reduced electric field immedi-
ately before the front is  50 kV/(cm bar), solutions of fluid and particle model
agree very well. If the field increases up to 200 kV/(cm bar), the solutions of particle
and fluid model deviate, in particular, the ionization level behind the front becomes
up to 60% higher in the particle model while the velocity is rather insensitive. Par-
ticle and fluid model deviate because electrons with high energies do not yet fully
run away from the front, but are somewhat ahead. This leads to increasing ioniza-
tion rates in the particle model at the very tip of the front. The energy overshoot
of electrons in the leading edge of the front actually agrees quantitatively with the
energy overshoot in the leading edge of an electron swarm or avalanche in the same
electric field.
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2.1 Introduction
S
treamers [145, 202] are growing filaments of weakly ionized non-stationary plasma
produced by a sharp ionization front that propagates into non-ionized matter.
Streamers are used in industrial applications such as lighting [134, 22] or gas and
water purification [247, 97], and they occur in natural processes as well such as
lightning [19, 71, 257] or transient luminous events in the upper atmosphere [216].
Therefore accurate modeling and simulation of streamers is of high interest.
Most streamer models (see e.g. [64, 99, 249, 126, 127, 14, 77, 163, 215, 150]) are
so called fluid models for the densities of different particle species in the discharge.
These models build on the assumption of local equilibrium: transport and reac-
tion coefficients in the continuity equations are functions of local parameters only.
If this parameter is the local electric field, we refer to this assumption as the local
field approximation. This assumption is commonly considered to be valid as long
as equilibration length or time scales are much smaller than the spatial or tempo-
ral gradients in the electric field. For the strongly varying electric fields within a
streamer ionization front, the validity of the local field approximation was investi-
gated in [173, 131, 142]. The general ‘sentiment’ in these studies is that the approxi-
mation suffices for practical purposes and that more detailed methods tracking the
behavior of individual particles lead to just minor corrections.
Another recent result supporting the fluid approximation for streamers was that
even streamer branching [248, 38, 73] can be understood in terms of an inherent
instability of the fully deterministic fluid equations [13, 209, 73, 163, 162]. These
studies have shown that a streamer in nitrogen can reach a state in which the width
of the space charge layer that creates the field enhancement at the streamer tip, is
much smaller than the streamer diameters; the streamer then can branch sponta-
neously due to a Laplacian interfacial instability.
However, despite success and progress of fluid approximations and simulations
for streamers, there are three major reasons to reinvestigate the local field approxi-
mation:
1. Not all streamers are alike. Experiments as well as simulations show that
rapidly applied high electric voltages can create streamers that are more than
an order of magnitude faster and wider than streamers at lower voltages [36].
Whether earlier findings on streamers in lower potentials apply to those fast
and wide streamers as well has to be investigated.
2. The detection of x-rays emanating from lightning strokes [69, 226, 70, 168] in-
dicates that electrons can gain very high energies within early stages of the
lightning event. Therefore runaway electrons within streamer and leader pro-
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cesses should be investigated. Runaway electrons by definition violate a local
approximation.
3. Streamer branching is an inherent instability of a fully deterministic fluidmodel.
However, fluctuations of particle densities might trigger this instability earlier
than they would occur in the fully deterministic fluid model. In particular, in
the leading edge of an ionization front, particle densities are very low and the
fluid approximation eventually breaks down. As the front velocity of this so-
called pulled front [77, 75] is determined precisely in the leading edge region,
single particle dynamics and fluctuations should be accounted for.
These three observations motivate our present reinvestigation of the local field
approximation for streamers. The starting point is a Monte Carlo model for the
motion of single free electrons in nitrogen. We note that complete streamers have
been simulated with Monte Carlo particle models before [56], however, a drawback
of such models is that the computation time grows with the number of particles and
eventually exceeds the CPU space of any computer. This difficulty is counteracted
by using super-particles carrying charge and mass of many physical particles; but
super-particles in turn create unphysical fluctuations and stochastic heating.
In the present paper, we compare the results of a Monte Carlo particle model
and a fluid model. We circumvent the problems caused either by a too large particle
number or by the introduction of super-particles by investigating a small, essen-
tially one-dimensional section of the ionization front as illustrated in Fig. 2.1. We
suppress effects of lateral boundaries by periodic boundary conditions. As the elec-
tric field essentially does not deviate from the planar geometry within the region
where the particle densities vary rapidly, a planar ionization front [132] is a very
good approximation of this inner structure. Of course, a planar front will not in-
corporate the electric field enhancement caused by a curved front [64, 132], but this
outer scale problem concerns only the electric field and can be dealt with through
an inner-outer matching procedure [21, 81, 74]. Planar fronts allow us to investigate
individual particle kinetics and fluctuations within the front and its specific strong
spatio-temporal gradients in a systematic way and within reasonable computing
time.
In this paper, we concentrate on negative streamer fronts in pure nitrogen under
normal conditions. We thoroughly discuss the case where the reduced electric field
at the streamer tip is 100 kV/(cm bar), and we summarize results for fields ranging
from 50 to 200 kV/(cm bar). The paper is organized as follows. In Sect. 2.2, first our
Monte Carlo particle code and its numerical implementation are described. Then
the derivation of the fluid model is recalled, and the numerical implementation of
the fluid model is summarized. Then swarm or avalanche experiments in a fixed
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Figure 2.1: The relation between the full streamer problem and the planar fronts described
in this paper: the left picture shows the narrow space charge layer surrounding the negative
streamer head [209, 163, 162]; the width of the layer is much smaller than the streamer diam-
eter which creates the characteristic field enhancement ahead and field suppression behind
the front. The right picture shows a zoom into the inner structure of the space charge layer
with an essentially planar ionization front as treated in this paper. In the transversal direc-
tion, periodic boundary conditions are applied. The simulation can start initially with charge
Q evenly distributed in a thin layer of transversal area A. Q is so large that it screens the field
below the charge layer.
field are performed in the particle model, the approach of electrons to a steady state
velocity distribution is investigated, and the parameter functions for the fluidmodel
are generated. This sets the stage for a quantitative comparison of front solutions
in particle and fluid model in Sect. 2.3. Here first the setup of planar front simula-
tions is described, then the results of the planar front simulations within fluid and
particle model and analytical results are presented and compared. The emphasis
lies on front profile, front velocity and ionization level behind the front. It will be
shown that differences can be attributed to the electron kinetics in the leading edge
of the front where the electric field does not vary, and that the electron energy dis-
tribution there agrees quantitatively with that in the leading edge of an ionization
avalanche or swarm. Sect. 2.4 contains our conclusions on the validity of the fluid
approximation. An appendix contains analytical approximations on the ionization
level behind an ionization front.
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2.2 Set-up of particle model and fluid model in local
field approximation
In this section, we summarize features of particle and fluid models, their numerical
implementation and mutual relation as a basis for the quantitative comparison of
ionization fronts in particle and fluid model in Sect. 2.3.
Our starting point is a model that contains all microscopic physical mechanisms
that are thought to be relevant for the propagation of a negative impact ionization
front in pure nitrogen. It models the generation and motion of single free electrons
and positive ions in the neutral background gas. While propagating freely, the elec-
trons follow a deterministic trajectory according to Newton’s law. The collision of
electrons with neutral molecules is treated as a stochastic Monte Carlo process. Be-
cause the mobility of the positive ions is two orders of magnitude smaller than that
of the electrons, ions are treated as immobile within the short time scales investi-
gated in this paper. Neutral molecules are assumed to have a uniform density with
a Maxwellian velocity distribution. The electron-neutral collisions, including all rel-
evant elastic, excitation, and ionization collisions, are treated with the Monte Carlo
method. Electron-electron or electron-ion processes as well as density changes of the
neutral gas are neglected as the degree of ionization stays below 10 5 even at atmo-
spheric pressure [77, 73]. This well-known model will be summarized in Sect. 2.2.1.
The space charges can change the local electric field, this is accounted for by solving
the Poisson equation. The particle model gives a very detailed and complete de-
scription at the expense of significant computational costs where we stress that one
particle is one electron and super-particles are not used.
If densities are high enough and fields vary slowly in space and time, the aver-
age behavior of the electrons can be modeled by a fluid approximation for electron
and ion densities whose parameters depend on the local electric field only. The
derivation of the fluid approximation can be formalized by taking the zeroth and
the first moment of the Boltzmann equation. However, for the practical purpose of
determining mobilities, ionization rates and diffusion coefficients as a function of
the electric field, we directly perform swarm experiments with the particle model
in a constant electric field. This procedure together with the averaging processes
involved are described in Sect. 2.2.3. Here also the relaxation of an electron swarm
to steady state motion and the velocity distribution of steady state motion in a given
homogeneous field are discussed.
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2.2.1 The Monte Carlo particle model
Physical processes
In the particle scheme, at each instant of time t, there is a total number of N
e
(t)
electrons and N
p
(t) ions. The single electrons are numbered by i = 1; : : : ; N
e
(t) at
time t; they are characterized by a position x
i
(t) and a velocity v
i
(t), each within
a continuous three dimensional vector space. Between collisions, electrons are ac-
celerated and advanced according to the equation of motion. For the positive ions,
only their position xp
j
, j = 1; : : : ; N
p
(t) is taken into account while their mobility is
so low that their velocity can be neglected. The electric field is determined from the
Poisson equation together with appropriate boundary conditions.
The collisions account for the impact of free electrons on neutral nitrogenmolecules.
As the neutrals are abundant, their density determines the probability of an electron-
neutral collision. The collision can be elastic, inelastic or ionizing. In inelastic col-
lisions, electron energy is partially converted into molecular excitation; in ionizing
collisions, electron energy is consumed to split the neutral into a positive ion and a
second free electron. The probability distribution of the different collision processes
depends on the electron energy at the moment of impact; we use the cross section
data from the SIGLO Database [165]. As the collisions are random within a prob-
ability distribution, the actual occurrence of a specific collision within a sample is
determined by a Monte Carlo process.
Once an elastic or inelastic collision process is chosen, the energy loss of the
electron and therefore the absolute value of its velocity after the collision is fixed.
However, model results will depend on the angular distribution of the emitted elec-
trons, which again follows a probability distribution. Different scattering methods
have been discussed in the literature [129, 181, 195, 29, 234]. Here we will only focus
on the scattering method used in the present paper.
In an elastic collision, the longitudinal scattering angle  and the azimuthal scat-
tering angle ' relative to the direction of the incident electron, are given in [181].
In an inelastic collision, the energy loss of incident electrons has to be taken into
account, but the scattering angle is calculated in the same way as for an elastic colli-
sion.
In an ionizing collision, energy conservation dictates
"
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+ "
2
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  "
ion
(2.1)
where "

, "
1
and "
2
are the energy of the incident, the scattered and the ejected
electron, respectively, and "
ion
is the ionization threshold energy. We use Opal’s
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empirical fit [182] for the distribution of the ejected electron energy
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where B  13 eV in the energy range of interest and p
1
is a random number equally
distributed between 0 and 1. For the scattering angles, Boeuf and Marode [29] as-
sumed that (i) the incident, ejected and scattered electron velocities are coplanar,
and (ii) that the scattered and ejected electron velocities are perpendicular. These
assumptions lead to
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where 
1;2
are the respective scattering angles. The set of equations (2.1), (2.2), and
(2.3) determines the distribution of energies and scattering angles of the scattered
and the ejected electron in an ionizing collision.
Numerical implementation
The particle code moves electrons within the applied plus the self-induced field and
includes their collisions. Therefore the numerical calculation consists of three parts:
the Newtonian electron motion within the field, the field generated by the charged
particles, and collisions. At each time step of length t, the field is calculated from
the charge densities on a lattice with grid size `. Then the electrons move in con-
tinuous phase space according to the field, possibly interrupted by Monte Carlo
collision processes. Electrons can experience more than one collision during one
time stept.
In more detail, position and velocity of the electrons are determined in continu-
ous phase space from their Newtonian equation of motion according to the electric
field at their initial position within the time interval. The commonly used integra-
tion is the leap-frog method [24], in which the electron positions and velocities are
offset in time by t=2.
For the electron-neutral collisions, time, type and scattering angles are deter-
mined in a Monte Carlo process by sequences of random numbers. For N
2
, the
maximal average collision frequency 
max
is about 9:7  1012/s, therefore the mini-
mal average collision time T
min
= 1=
max
is about 0.1 ps. By introducing so-called
null-collisions, in which no collisions occur, T
min
can be chosen as average collision
time independently of the electron energy ". The probability P (t) that an electron
will travel a time t without collision (including null collisions) is
P (t) = e
 
max
t
: (2.4)
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Therefore the next collision timet
ollision
of an electron is drawn in a Monte Carlo
process from the distribution
t
ollision
= T
min
 ln
1
p
2
(2.5)
where p
2
is again a random number. When a collision occurs, the energy of the
incident electron is calculated, and the distribution of the collision processes is de-
termined according to the collision frequencies; then a random number determines
the collision type (null collision, elastic, excitation or ionization collision). At the
collision, the electron velocities are changed according to the processes discussed in
Sec. 2.2.1. Then the next collision time for the particle is determined. This approach
is described in more detail in [29, 42].
At each time step of length t, the electric field is calculated on the grid with
mesh `. First, the number of elementary charges n
p
  n
e
within a grid cell is
counted; it directly determines the charge density within the cell. Then the change
of electric field components normal to the cell faces are determined from the densi-
ties within the cells through the Poisson equation. This simple interpolation on cells
of appropriate size causes no artifacts as we are dealing with particles carrying just
one elementary charge e, not with super-particles. The condition on the cell size is
(i) that it is large enough that a elementary charge in the cell center does not cre-
ate substantial fields on the cell boundary, and (ii) that it is small enough that no
strong density gradients occur between neighboring cells. Here it should be noted
that density gradients due to particle number fluctuations are strongly suppressed
when we deal with real particles, not super-particles. Therefore more involved in-
terpolation methods like Particle in Cell (PIC) [24] are not required.
The choice of the spatial and temporal mesh determines the computational accu-
racy as well as the computational costs. We have tested different meshes in planar
fronts as described in Sect. 2.3.1. The results, most prominently the ionization den-
sity behind the front, converge for a sufficient discretization. However, a balance has
to be found between computational accuracy and computational costs. We choose
the time step as t = 0:3 ps, which is of the same order as the minimal average
collision time T
min
, and the cell size as ` = 2:3 m, which is the basic length scale
according to dimensional analysis in [77]. On this mesh, the electron density behind
planar fronts has an error of less than 0:2%.
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2.2.2 The fluid model
Derivation from the Boltzmann equation
Fluid models in general can be derived from the Boltzmann equation [107, 57, 221,
93]. They approximate the motion of charged particles by continuity equations:
n
e
t
+r  j
e
= S (2.6)
j
e
=  En
e
 Drn
e
(2.7)
where n
e
is the electron density, j
e
= un
e
is the flux density and u = hvi is the
mean velocity of electrons. S is the source of electrons due to collisions and impact
ionization,  represents the mobility andD is the diffusion matrix.
The coefficients S,  and D appearing in equations (2.6) and (2.7) are to be
obtained from elsewhere. One common approach [103] is to solve the Boltzmann
equation for a homogeneous and constant electric field E within a background gas
of constant density. In a uniform electric field, the electrons gain energy from the
field and loose it in inelastic collisions, reaching some steady state transport condi-
tions [212, 8]. We will derive our coefficients directly from swarm experiments in
the particle model in the next section. Furthermore, the electron source term can be
written as
S = jn
e
(E) Ej (E); (2.8)
when attachment and recombination can be neglected. Using these coefficients in
a given gas and density as a function of the electric field is called the local field
approximation.
Of course, this fluid model has to be extended by continuity equations for other
relevant excited or ionized species. For a non-attaching gas with neglected ion mo-
bility, the continuity equation for the density n
p
of positive ions has to be included
n
p
t
= S: (2.9)
Alternatively, the fluid model (2.6)–(2.9) can also be motivated by physical consid-
erations and conservation laws [77, 161, 163]. The continuity equations coupled to
the Poisson equation for the electric field,
r E =
e (n
p
  n
e
)

0
: (2.10)
In the present paper, the highest possible consistency between particle and fluid
model is achieved by determining the transport coefficients and ionization rate (E),
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matrixD(E), and (E) for the fluid model from swarm experiments in the particle
model; this will be done in Sect. 2.2.3.
Solutions of the particle model and of the fluid model in local field approxima-
tion will differ when the electric field or the electron density vary rapidly in space or
time as the electrons then will not fully “equilibrate” to the local electric field [173].
We will investigate these deviations further below.
Numerical implementation
The fluid equations are solved on a uniform grid where the electron densities n
e
and ion densities n
p
are calculated at the centers of the grid cells. The densities can
be viewed as averages over the cell like in the particle model. The field strength is
also calculated at the cell centers. The electric field components are taken on the cell
faces, where they determine the mass fluxes.
The equations for the particle densities are discretized in space with the finite
volume method, based on mass balances for all cells. The particle densities are up-
dated in time using the third order upwind-biased advection scheme combinedwith
a two-stage Runge-Kutta method. For the details and the tests of the algorithm, we
refer to [163].
Analytical studies [77, 75] and numerical investigations [162, 163] show that the
ionization front is a pulled front; therefore a very fine numerical grid is required in
the leading edge region of the front, and standard refinement techniques refining in
the interior front region fail. Like for fronts in the particle model, we also have tested
different numerical meshes for fronts in the fluid model, these fronts are treated in
Sect. 2.3.1. On a too coarse grid, the front moves too fast and is too smooth due to
numerical diffusion of the electron density. To achieve the same numerical accuracy
below 0.2 % as for the particle model, the fluid model requires an approximately
four times finer mesh, namely` = 0:575 m and t = 0:075 ps. This mesh will be
used below.
2.2.3 Kinetics and transport of electron swarms in constant fields
Swarm experiments deal with electron swarms moving and multiplying in a con-
stant electric field without changing it. If the field is high enough such that the elec-
tron number grows measurably, such a swarm is also called an avalanche. Swarms
or avalanches in homogeneous fields are an important experimental and theoretical
tool to investigate the electron dynamics.
2.2. Set-up of particle model and fluid model in local field approximation 27
0 1 2 3 4 50
10
20
30
40
50
t  (ps)
Av
er
ag
e 
en
er
gy
 (e
V)
 
 
50 eV
5 eV
0.5 eV
Figure 2.2: Average electron energy as a function of time for three different electron swarms
in a field of 100 kV/cm. Starting with electron swarms moving into the drift direction with
an identical kinetic energy of 50 eV (solid), 5 eV (dotted) and 0.5 eV (dashed), all electron
swarms approach a mean electron energy characteristic for the applied field within 2 to 3 ps.
Particle swarm kinetics: approach to steady state
Particle swarm experiments can be used to determine transport coefficients, but also
to study the particle kinetics. We will first study the second issue, namely the relax-
ation of electrons to a steady state velocity distribution and the velocity distribution
itself. Indeed the electron swarm will rapidly “equilibrate” to the applied field. In
such a balanced state, the electrons on average gain as much energy from the elec-
tric field as they loose in inelastic and ionizing collisions; this is how they reach an
energy and velocity distribution specific for the electric field. The time that the elec-
trons need to get in balance with the local electric field is an important indication
for the validity of the local field approximation. We therefore test it here within a
particle swarm experiment.
Fig. 2.2 shows how different electron swarms converge to the same mean energy
within a field of 100 kV/cm. The experiment starts with a group of electrons of
identical velocity directed in the electron drift direction; their kinetic energy is 50,
5 and 0.5 eV, respectively. When the swarms start to drift, their average energies
converge to the same constant value within at most 3 ps in all three cases. Here
the average energy is used as the simplest indication of their energy and velocity
distribution function.
After reaching steady state motion, swarms demonstrate a steady state distribu-
tion of electron velocities and energies in a given electric field. Fig. 2.3 shows the
distribution of the longitudinal electron velocity v
z
in an electric field of 50, 100,
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Figure 2.3: Distribution of the electron velocity v
z
in the longitudinal direction in particle
swarm experiments in fields of 50, 100, 150, and 200 kV/cm. The higher the field, the more
the distribution deviates from Maxwellian and from symmetry about velocity v
z
= 0.
150, and 200 kV/cm. The figure shows that with increasing field, the electron veloc-
ity distribution deviates more and more from the Maxwellian profile and therefore
from symmetry about velocity v
z
= 0; rather an increasing number of electrons flies
in the direction of the field and a decreasing umber against it, and the number of
electrons with high kinetic energy increases.
Gaussian swarm profiles and transport coefficients
Swarm experiments are used as well to determine mobilities, reaction rates and
diffusion constants experimentally [109]. An electron swarm drifts, broadens and
grows under the influence of a constant electric field. The same experiment is per-
formed here for this purpose, but now numerically with the particle model.
We here recall the essentials: A single electron will generically evolve into a
swarm that has a Gaussian profile in space. In terms of the fluid model (2.6)–(2.9),
this Gaussian distribution is given by
n
e
(x; y; z; t) / e
E(E) t
e
 (x
2
+ y
2
)=(4D
T
(t  t
0
))
4D
T
(t  t
0
)

e
 (z   z
0
  Et)
2
=(4D
L
(t  t
0
))
p
4D
L
(t  t
0
)
; (2.11)
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(The discharge specific context of this solution can be found in [204, 161].) Here the
center of the package is at (x; y; z) = (0; 0; z
0
) at time t = 0, and the field is in the
z-direction. The longitudinal and transversal components of the diffusion matrix
are denoted as D
L
andD
T
.
The transport and reaction coefficients can be determined from this equation by
(E)jEj =
hz(t
2
)i   hz(t
1
)i
t
2
  t
1
; (2.12)
(E) =
1
(E)jEj
lnN
e
(t
2
)  lnN
e
(t
1
)
t
2
  t
1
; (2.13)
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2
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)
; (2.14)
D
L
(E) =
h[z(t
2
)  hz(t
2
)i℄
2
i   h[z(t
1
)  hz(t
1
)i℄
2
i
2(t
2
  t
1
)
;
(2.15)
whereN
e
(t) is the total number of electrons at time t, and h   i denotes the average
over all particles.
Fluid parameters determined from particle swarms
We have determined (E), D
T
(E), D
L
(E), and (E), and also the average electron
energy (E) in particle swarm experiments for 42 different background electric fields
ranging from 2 kV/cm to 205 kV/cm.
To obtain the transport coefficients and mean values with satisfactory statistics,
one needs a sufficient number of electrons that have experienced an adequate num-
ber of collisions. The experiments start from a number of electrons at the same
position (i.e. located in a single point, which is, a Gaussian with zero width), and
end with a swarm of electrons with a Gaussian distribution as described in equa-
tion (2.11). Because the ionization rate depends strongly on the electric field strength,
the number of initial electrons and the simulation time is chosen according to the
fields. For example, the simulation starts with 106 electrons at 2 kV/cm and lasts for
1500 ps, but for 205 kV/cm, the simulation starts with 102 electrons and ends with
4 10
6 electrons after 30 ps.
As there is some initial transient during which the electrons “equilibrate” to the
field and approach a Gaussian density profile, the transport and reaction coeffi-
cients are evaluated according to equations (2.12)–(2.15) at appropriate times t
1;2
.
We choose t
2
as the end of a swarm experiment, and t
1
= t
2
=2 in the middle of an
experiment. In view of the relaxation times below 3 ps evaluated above, this choice
of t
1
is on the very safe side.
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Figure 2.4: Electron mobility, diffusion rates, ionization rate and average electron energy in
nitrogen. Plotted are the reduced coefficients p, 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T
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L
and " as a function of reduced
field E=p at room temperature. Our units are related to other commonly used units like 100
kV cm 1 bar 1 = 131:6 V cm 1 torr 1 = 372 Townsend at T=300 K.
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funtion Unit a b  d
 m
2
=(V  s)  4:02 0:21 5:44 2:42
 1=m 12:5 0:16  200 19:2
D
T
m
2
=s  4:71 0:64 4:80 1:84
D
L
m
2
=s  6:75 1:18 7:89 2:49
" eV  1:37 0:78  4:44 3:46
Table 2.1: The units and parameters in the empirical fit formula Eq. (2.16) for reduced coeffi-
cients and average energy.
The numerical results for , D
T
, D
L
,  and  for different electric fields E = jEj
are presented in Fig. 2.4 together with empirical fit formulas. These formulas are in
the form of
funtion(E) = Unit  exp

a+ b  ln
E
kV=m
+
  kV=m
E
 (
d  kV=m
E
)
2

; (2.16)
where “” is “+” for  and ", and “ ” for , D
T
, and D
L
. Their units and parame-
ters a, b, , and d are listed in Tab. 2.2.3.
These coefficients will be used in the fluid model (2.6)–(2.9) to reach optimal
agreement between particle and fluid model.
2.3 Simulations of planar fronts
2.3.1 Concepts and set-up of planar ionization fronts
The role of planar fronts in the inner analysis of the streamer structure
Fluid model simulations of streamers within the past 20 years (see e.g., [64, 249, 163,
150]) have shown that the streamer head is surrounded and preceded by an ion-
ization front that propagates into the non-ionized gas. Within the ionization front,
ionization grows until space charge effects set in. The formed space charge layer
is much thinner than the radius of the streamer, it leads to a screening of the elec-
tric field in the interior of the streamer head and to a field enhancement ahead of it.
Therefore the field dependent ionization reaction coefficient (E) is enhanced ahead
of the space charge layer and suppressed behind it. The space charge layer around
the streamer is shown in Fig. 2.1, for a further discussion of the three-dimensional
structure and growth of streamers, we refer to the literature, see, e.g., [73].
It is clear that the full configuration of the electric field can only be analyzed
within a two- or three-dimensional setting. On the other hand, within the inner
structure of ionization front and space charge layer, the electric field does not deviate
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much from a planar configuration. To analyze the processes within the ionization
front in detail, it is therefore advisable to study the inner structure of a planar front.
This will be done here. The results can be put in further physical context through
a separate analysis on the inner and the outer scale of the structure as commonly
done in hydrodynamic boundary layer analysis, reaction-diffusion systems etc. [21,
81, 74].
Construction of planar fronts in the particle model
The construction of a planar front is straight forward in the fluid model: gradients
r are simply evaluated in one spatial direction. We choose this direction to be the z
direction. In the particle model, on the other hand, electronsmove in all three spatial
dimensions. Therefore a three-dimensional setting has to be retained. An essentially
one-dimensional setting is achieved by considering only a small transversal area A
of the front and by imposing periodic boundary conditions at the lateral boundaries.
Furthermore, the electric field is calculated only in the forward direction z through
E
z
(z; t) = E
z
(z
0
; t) +
Z
z
z
0
dz
0
Z
A
dx dy
A
e(n
p
  n
e
)(x; y; z
0
; t)

0
(2.17)
where E
z
is the electric field in the z-direction, and z
0
can be any arbitrary position.
This means that fluctuations of the transversal field due to density fluctuations in
the transversal direction are not included. In fact, the numerical implementation of
(2.17) is performed on a grid in the forward direction only as discussed in Sect. 2.2.1.
The density fluctuations projected onto the forward direction depend on the
transversal area A over which the averages are taken. When A increases, the total
number of electrons in the simulation increases proportionally to A, while the rela-
tive density fluctuations decrease like 1=
p
A. Therefore some intermediate value of
the area A has to be chosen: On the one hand, there should be a sufficient number
of electrons to reach a satisfactory statistics, but on the other hand, there shouldn’t
be so many electrons that the computer runs out of memory within the time interval
of interest. In the simulation, we use a small A for high electric field and a large
A for low electric field. For example, we choose the transversal averaging area as
A = 6 `  6 ` for  100 kV/cm, but for  50 kV/cm, the transversal averaging
area is A = 20 ` 20 `, here` = 2:3 m.
In the z direction, the system length is 500 ` which allows the front to propa-
gate freely for all runs reported in this paper. The electric field in the non-ionized
region at large z is specified by E = E+ ^z, where E+ < 0 and ^z is the unit vector in
the z direction.
In the simulations, two different initial conditions are used. In the first, N
e
elec-
trons are evenly distributed in a thin layer of area A with an extension of 19:5 ` <
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Figure 2.5: Spatial profile of a particle front within a field of 100 kV/cm at time t
1
= 450 ps
(left) and t
2
= 900 ps (right). (a) Electron density (solid) and ion density (dashed), (b) electric
field (dashed) and net charge (solid), (c) density of electrons with energy above 0 eV, 15.6
eV, 20 eV, 30 eV and 50 eV, (d) zoom into the front region with high electron energies, same
quantities as in (c).
z < 20:5 ` in the field direction. Choosing
N
e
=A = jE
+
j  
0
=e; (2.18)
the field behind the layer is screened according to (2.17). Another choice is to be-
gin with a few seed electrons which will create an ionization avalanche and form a
charge layer later.
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2.3.2 Planar fronts in the particle model
Qualitative discussion of typical results
We first present results in a field of E+ =  100 kV/cm. The initial condition is a
thin electron layer with total electron number N
e
as in (2.18), screening the electric
field behind the layer. Fig. 2.5 presents the evolution at times t
1
= 450 ps (left) and
t
2
= 900 ps (right). Panel (a) shows the density distribution of the electrons (solid)
and the ions (dashed). Panel (b) shows the net negative charge distribution (solid)
and the electric field (dashed). Panel (c) shows the total charge density of electrons
and the charge density of electrons with an energy higher than 0, 15.6, 20, 30, and
50 eV, where 15.6 eV is the ionization energy. Panel (d) zooms into panel (c), both in
space and in electron densities.
The figure shows an ionization front propagating to the right; up to fluctua-
tions, the spatial profiles are essentially unchanged, therefore the front velocity v
is essentially constant as well. The front carries an overshoot of electrons, generat-
ing a thin space charge layer that screens the electric field behind the front. In this
screened interior region, the electron and ion density reach an equal constant den-
sity n 
e
= n
 
p
. (Upper indices “” indicate quantities before “+” and behind “ ”
the ionization front.) The qualitative features of the front are the same as those in
the fluid model [77].
Electrons with energies above the ionization threshold of 15.6 eV are shown in
the lower two panels in Fig. 2.5; they exist essentially only in the high field region.
Electrons with energies above 30 eV are so rare that they are hardly seen even on
the scale of panel (d). Electrons with energy above 50 eV exist, but cannot be distin-
guished within this plot. The profiles of high energy electrons also move with the
whole front without change of shape, up to fluctuations.
Following the track of single electrons of high energy, we found that they gain
and loose energy in few collisions within a few ps and do not run away. In that
sense they are in a fast dynamic equilibrium with the electrons at lower energies.
This observation agrees with the fast relaxation of 50 eV electrons travelling in the
forward direction whose energy relaxation is shown in Fig. 2.2.
Quantitative results in different fields
The ionization front in a given field E+ is characterized by a velocity v, a degree of
ionization n 
e
= n
 
p
behind the front and an electron energy distribution in the high
field region. We now present these quantities in detail.
We define the front position as the position of the maximal electron density. Ta-
ble 2.2 summarizes our numerical results on the front velocity v as well as on the
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E
+
v n
 
e
(kV/cm) (m/s) (1/cm3)
50 (2:773 0:007) 10
5
(5:923 0:031) 10
11
75 (4:845 0:023) 10
5
(4:372 0:011) 10
12
100 (7:258 0:062) 10
5
(1:422 0:003) 10
13
125 (1:012 0:010) 10
6
(3:233 0:007) 10
13
150 (1:365 0:008) 10
6
(6:014 0:006) 10
13
175 (1:745 0:027) 10
6
(9:875 0:020) 10
13
200 (2:262 0:063) 10
6
(1:486 0:004) 10
14
Table 2.2: Numerical results on planar fronts in the particle model: front velocity v and
ionization level n 
e
behind the front as a function of the electric field E+ ahead of the front.
saturated electron density n 
e
behind the front as a function of the electric field E+
immediately ahead of the front.
2.3.3 Planar fronts in the fluid model
For planar fronts in the fluid model, there are not only numerical, but also analytical
results, both agree within the numerical accuracy. First, the velocity of the front in a
field E+ is given by
v

= (E
+
) jE
+
j+ 2
p
D
L
(E
+
) (E
+
) jE
+
j (E
+
); (2.19)
according to [77, 132] with a slight generalization along the general lines discussed
in [74]. Note that for the initial conditions treated in this paper, the velocity v is
approached from below after an algebraically slow relaxation [74].
The electron and ion densities decay exponentially like e z=`

in the leading edge
of the front where the electric field is approximately E+ [77, 74]. The decay length
is
`

=
s
D
L
(E
+
)
(E
+
) jE
+
j (E
+
)
: (2.20)
These analytical results are summarized in Table 2.3.
For the degree of ionization behind the front n 
e
, there is no closed analytical
solution. The ionization behind the front can be derived numerically. Furthermore,
in the appendix, we derive an analytical upper bound for this quantity, namely
n
 
e
/ n
 
e;bound
=

0
e
Z
jE
+
j
0
(e) de: (2.21)
Numerical result and analytical bound are summarized in table 2.4.
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E
+
v

`

(kV/cm) (m/s) (m)
50 2:68  105 7:83  10 6
75 4:70  105 3:91  10 6
100 7:14  105 2:72  10 6
125 9:88  105 2:15  10 6
150 1:29  106 1:84  10 6
175 1:63  106 1:66  10 6
200 1:98  106 1:54  10 6
Table 2.3: Exact analytical results for planar fronts in the fluid model, evaluated with the
transport coefficients from Fig. 2.4– 2.4: front velocity v and electron density decay length `
as a function of the electric field E+.
E
+
n
 
e
n
 
e;bound
(kV/cm) (1/cm3) (1/cm3)
50 5:43  1011 5:80  1011
75 3:83  1012 3:98  1012
100 1:17  1013 1:22  1013
125 2:49  1013 2:61  1013
150 4:35  1013 4:58  1013
175 6:70  1013 7:09  1013
200 9:50  1013 10:1  1013
Table 2.4: The degree of ionization n 
e
behind the front in the fluidmodel as a function of field
E
+: numerical result n 
e
and analytical upper bound n 
e;bound
as derived in the appendix.
2.3.4 Comparison of planar fronts in particle and fluid model
Detailed investigation in a field of  100 kV/cm
Now the stage is set to compare planar fronts in the particle model to those in the
fluid model, The comparison is first done in detail for a planar front propagating
into a field of 100 kV/cm. Both fluid and particle simulations are carried out in the
same setup starting from the same initial conditions, i.e., from an electrically neutral
group of 100 electrons and ions evenly distributed within the thin layer 19:5 ` <
z < 20:5 ` and within the transversal area A = 6 ` 6 `.
Fig. 2.6 shows the temporal evolution of the planar front. We compare the spa-
tial profile of the electron density (solid line) and ion density (dotted) in a parti-
cle simulation with the electron density (dashed) and ion density (dot-dashed) in
a fluid simulation. Two features are clearly visible: First, the particle and the fluid
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Figure 2.6: Temporal evolution of the electron and ion densities in a planar front in a field
of E+=-100 kV/cm. Shown are the spatial profiles of electron and ion densities derived with
the particle or the fluid model at time steps t = 0.09 ns, 0.36 ns, 0.63 ns, and 0.9 ns (solid lines:
n
e;part
, dashed: n
e;fluid
, dotted: n
p;part
, dot-dashed: n
p;fluid
).
front move with approximately the same velocity and the same density profile in
the leading edge of the front where the electric field does not vary yet. Second, the
maximal electron density in the front and the saturation level of the ionization be-
hind the front in the particle model are about 20 % higher than in the fluid model.
These results of visual inspection agree with those of tables I and III for a field of
 100 kV/cm.
As we have excluded other reasons of the discrepancy like numerical discretiza-
tion errors or inconsistent transport and reaction coefficients, deviations must be
due to the approximations in the fluid model, and a closer inspection shows that we
should focus on the electron energies.
Fig. 2.7 zooms into the ionization front shown in Fig. 2.6 at time t = 0:63 ns. Here
we show the electron density (solid line) and electric field (dot-dashed line) in the
particle model. Furthermore the local mean energy of the electrons in the particle
model is indicated with a dotted line. Finally, the mean electron energy according
to the local field approximation (E) is derived from the local field E and equation
(2.16) for (E); it is indicated with a dashed line. It can be seen that the average
electron energy nicely follows the local field approximation in the interior of the
ionized region while it is considerably higher in the region where the electric field
is large and the electron density decreases rapidly.
This deviation is analyzed in more detail in Fig. 2.8 where the full electron en-
ergy distribution is shown. This is done for the particular spatial region of the front
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Figure 2.8: The electron energy distribution function is measured as P (")=
p
", where P (")
is the probability of electron energy ". Here we show the electron energy distribution at the
front region of Fig. 2.7 where E   90 kV/cm (solid line) and in the swarm experiments in
constant fields of  90 kV/cm (dashed line) and  100 kV/cm (dotted line).
where the electric field has decreased by 10% to a value of  90 kV/cm. More pre-
cisely, electrons are collected from the first cell where jEj > 90 kV/cm, searching
with increasing z. The average field in these cells is about E =  91:47 kV/cm. To
reach a satisfactory statistics, the electrons are collected from 10 different instants
of time with a temporal distance of 30 ps between the two consecutive sampling
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Figure 2.9: Relative difference of ionization level behind the front (2.22) (dotted, above), front
velocity (2.23) (dashed, below), and mean electron energy in the leading edge (2.24) (solid,
middle) between particle and fluid model as a function of the electric field E+ ahead of the
front.
times to ensure statistical independence. While these data are plotted as a solid
line, for comparison the electron energy distributions in the swarm experiments in
a constant field of  90 and  100 kV/cm are plotted as a dashed or dotted line, re-
spectively. Analyzing the electron energy distribution at low energies " < 10 eV,
the ionization front at a local field around 90kV/cm and the swarm experiment in
a constant field of  90 kV/cm are quite similar while the distribution for a swarm
in a field of  100 kV/cm is clearly lower. On the other hand, for electron energies
above 20 eV, the energy distribution in the ionization front at a local field of  90
kV/cm actually lies closer to the distribution of the swarm at  100 kV/cm than to
that at  90 kV/cm. This observation not only confirms that the average electron
energy in the leading edge of the ionization front is higher than in the local field
approximation, as is consistent with Fig. 2.7, but it indicates that the higher mean
energies correspond to a higher population of electron energy states above the ion-
ization threshold. We therefore expect that also the ionization rates are higher in the
particle model than in the local field approximation.
Results for other fields
Having analyzed the front propagating into a field of E+ =  100 kV/cm in detail,
we now summarize equivalent results for fields ranging from  50 to  200 kV/cm
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in Fig. 2.9. The figure shows the relative difference
n
 
e; part:
  n
 
e; uid
n
 
e; uid
(2.22)
of the saturated electron density behind the front between the particle and the fluid
model, the relative difference
v
part
  v
uid
v
uid
(2.23)
of the front velocity and the relative difference
h"
part
i   h"
LFA
i
h"
LFA
i
(2.24)
of the mean electron energy between the particle model and the local field approx-
imation at a point in the ionization front where electron densities are low and the
electric field is just slightly screened to the value E = 0:98 E+. All differences
increase with increasing field.
2.3.5 Interpretation of results
Electric field gradient, electron motion in the front and electron energy overshoot
A few authors have dealt with particle discharge models with strong gradients
both in the electric field and in the particle density. They analyzed deviations be-
tween particle models and the fluid model in local approximation by means of the
Boltzmann equation, as treated in Sect. 2.2.2. They analyzed the case of stationary
gradients of the electric field [212, 8] and the case of positive streamer ionization
fronts [173]. They suggested corrections to the fluid model both due to field gradi-
ents and to density gradients.
The situation in negative streamer ionization fronts is somewhat different: a neg-
ative ionization front in nitrogenmoves approximately with the electron drift veloc-
ity determined by the electric field in the leading edge of the ionization front. This
means that the electrons in this leading edge region on average move within a sta-
tionary electric field. More precisely, the front velocity v(E+) from (2.19) is slightly
larger than the electron drift velocity (E+) jE+j in the electric field ahead of the
front. This is because the front is not carried by electron drift only, but also by dif-
fusion and creation of new free electrons. In a coordinate system moving with the
ionization front, the existing electrons therefore on average move backwards. This
motion is the faster, the further they are behind.
Fig. 2.8 shows that the high energy tail of the electron energy distribution in the
ionization front at the position where the field is  91:47 kV/cm, is closer to the
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swarm experiment at  100 kV/cm than to that at  90 kV/cm. One could interpret
these results by assuming that the electrons have gained their energy distribution
in a field of close to  100 kV/cm and then are transported backwards to where the
field is only  90 kV/cm.
However, Fig. 2.7 shows that this interpretation cannot be true. If the electron
energy distribution would first “equilibrate” to a field of  100 kV/cm and then
partially be transported backwards, then the mean electron energy h
part
i would
everywhere be below the mean electron energy h
LFA
i at  100 kV/cm in local field
approximation. But clearly there is an electron energy overshoot in the leading edge
of the ionization front. So themost prominent deviation from the fluidmodel visible
in Fig. 2.7 occurs in the region were the electric field is almost constant; furthermore,
if it would be a consequence of the local field approximation, the deviation would
have the opposite sign.
Density gradient and relation between front and swarm experiments
We conclude that the electron energy overshoot in the leading edge of the ionization
front has to be due to the electron density gradient rather than to the field gradient.
The effect of density gradients can be tested in swarm experiments (cf. Sect. 2.2.3) in
a constant electric field as well. It turns out that such a test goes beyond qualitative
results and actually allows for a quantitative comparison of fronts and swarms as
will be explained below.
The key to the quantitative comparison is based on two closely related facts: (i)
the density profiles in the leading edge of a swarm or avalanche in a constant field
and in the leading edge of an ionization front penetrating the same field are both
given by
n
e
 e
 z=`

; (2.25)
where ` is given by (2.20) and in table II. (ii)Also the velocities of swarm and front
have the same value v from (2.19) and table II.
This relation between velocities and decay rates of swarms and fronts holds gen-
erally for any so-called pulled front whose velocity is determined in the linearly
unstable region ahead of the front, as is discussed in a general setting in [74], specifi-
cally in Sect. 2.5.1. The statement can be verified on the explicit form of the Gaussian
profile (2.11): in the coordinate
 = z   z
0
  v

t (2.26)
moving with velocity v, the Gaussian swarm distribution (2.11) can be written as
n
e
/ e
jEj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Figure 2.10: Comparison of an electron swarm and a planar ionization front, both in the
particle model and in a field of  100 kV/cm. (a) Electron density on a logarithmic scale
for swarm (solid) and front (dotted) as a function of z. (b) Mean electron energy in swarm
(solid) and front (dotted) and in the front assuming the local field approximation (dashed) as
a function of z.
We now test the above theoretical predictions on the particle model for a swarm
and a planar front in a field of  100 kV/cm. The results are shown in Fig. 2.10. It
should be remarked that our electron swarm has a Gaussian density distribution
both in the longitudinal and in the transversal direction. To focus on the profile in
the longitudinal direction, the density in the swarm in Fig. 2.10(a) is taken as the
density on the longitudinal axis. Fig. 2.10(a) shows the electron density profile of
the swarm decaying at both edges and the profile of the planar front that grows and
saturates to a constant level. As the densities are plotted on a logarithmic scale, an
exponential decay like in (2.25) amounts to a straight line with slope  1=` in the
plot. Despite density fluctuations and slow transients in the buildup of the profile
[74], Fig. 2.10(a) indeed shows that swarm and front have a similar decay profile on
the right hand side.
This sets the stage to compare now the electron energies of swarm and front in
Fig. 2.10(b). The dotted and the dashed line reproduce lines from Fig. 2.7 for the
planar particle front, they show the actual mean electron energy h"
part
i (dotted) and
themean electron energy according to the local field approximation h"
LFA
i (dashed).
For the electron swarm, the mean electron energy along the swarm axis is indicated
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as a solid line in Fig. 2.10(b). It is remarkable that this energywithin the swarm is not
constant in space though the electric field has a constant value. Rather the energy
increases almost linearly along the axis. While the average energy of the swarm is
around 8.5 eV, producing the respective value for the local field approximation "(E)
in Fig. 2.4, the average energy at the leading edge of the swarm reaches values above
10 eV.
Now the leading edge regions of swarm and front need a closer inspection. The
leading edge is defined as the region where the electric field is (almost) constant
and where the electron densities both approach the profile (2.25). It is in this region
where the electrons attain the highest mean energies, and Fig. 2.10(b) shows that the
mean energy profiles of swarm and front in this region are virtually identical up to
fluctuations. We conclude that the high electron energies within the leading edge
of the ionization front that are shown in figures 2.7 and 2.8, are due to the electron
density gradient, and can be studied in the leading edge of a swarm experiment as
well.
The ionization density behind the front
The discussion above shows that within the electron density gradient, the fast elec-
trons are on average a bit ahead of the slower electrons as they have a higher average
velocity in the forward direction. This is understandable since on the one hand, each
single fast electron looses its energy over a length of  1:5 m (which is the electron
drift velocity (E)E times the relaxation time  2 ps from Fig. 2.2), but on the other
hand, the gradient length `  2:7 m of the density profile is of the same order.
Clearly, this effect becomes the more pronounced, the higher the field.
Now the electron energies in the leading edge substantially exceed the local field
approximation and indicate the presence of a larger fraction of electrons with ener-
gies above the ionization threshold. This leads also to higher ionization rates than
estimated by the local field approximation (E). As the ionization level behind the
front n 
e
= n
 
p
is well approximated by the effective ionization rate  integrated
over the fields within the front (2.21) (recall also the argument in the appendix), it is
clear that the ionization level behind the front is higher in the particle model than in
the fluid model.
2.4 Conclusion
Negative streamer ionization fronts in pure nitrogen were investigated in planar ap-
proximation, both following the kinetics of single electrons in a particle model, and
in a fluid model in local field approximation. As parameter functions for the fluid
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model were derived from swarm experiments in the particle model and numerical
errors are under strong control, a discrepancy between results of particle and fluid
model must be attributed to the approximations made in the fluid model.
For electric fields immediately ahead of the front of 50 kV/cm or lower — the
statements hold for nitrogen under normal condition, they are easily extended to
other densities by introducing the reduced electric field E=N —, particle and fluid
model essentially agree in front speed, profile and ionization level behind the front.
When the field increases, the velocity does not vary much between both models, but
the ionization level behind the front is substantially larger, as is demonstrated for a
field of 100 kV/cm in Fig. 2.6. In Fig. 2.9 the differences between particle and fluid
model are summarized for the full field region investigated.
Can the discrepancy between the models be attributed to a particular physical
mechanism and to a particular part of the front region? In Fig. 2.7 we find the largest
discrepancy between fluid and particle model in the leading edge of the front where
the electron density is very low and where the electric field is hardly screened. Here
the electrons have an average energy considerably higher than estimated by the
local electric field. This effect can only be explained by an effect of the electron
density gradient, not of the electric field gradient. Indeed, an electron swarm or
avalanche in a constant electric field has the same velocity and the same density
gradients in its leading edge and shows the same electron energy overshoot in its
front part, as is illustrated in Fig. 2.10. In essence, in high fields the gradient length
of front and avalanche ` becomes of the order of the electron energy relaxation
length, therefore the fast and energetic electrons can get ahead of the slower ones.
These higher electron energies in the leading edge of the front lead to higher ion-
ization rates than the ionization rate (E) in local field approximation — indeed,
(E) is the total effective ionization rate of a complete electron swarm (as derived
in Sect. 2.2.3) while the electrons in the leading edge of the swarm have higher ion-
ization rates.
Now the ionization level behind the front can be approximated by integrating
the effective ionization rate (E) over the electric field strength E, independently
of the precise spatial structure of the front. This result is derived in the appendix.
This implies that higher electron energies and higher effective ionization rates in
the leading edge of the front directly lead to higher ionization levels behind the
front, even though only very few electrons are involved in this dynamics in the low
density region.
The effect of few electrons of high energy is much more severe for the ionization
rates  than for the average drift velocity E, therefore the most pronounced effect
is seen in the ionization levels behind the front, and less in the front velocities.
We finally remark that next to explicit predictions, our work has delivered two
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useful insights: (i) the physical discrepancies between particle and fluidmodel lie in
the leading edge of the front, though the effect is not somuch seen in the velocity, but
much more in the ionization level behind the front. This gives a clue for a numerical
strategy combining efficient features of fluid and particle model. (ii) The essential
features in the leading edge of the front are equally present in the leading edge of
an electron swarm or avalanche in a constant field, where it can be studied much
easier.
Published as: Spatial coupling of particle and fluid models for streamers: where nonlocality matters, C. Li, Ute
Ebert, W. Brok and W. Hundsdorfer, J. Phys. D.: Appl. Phys. 41, 032005 (2008).
Chapter 3
Spatial coupling of particle and fluid models
for streamers: where nonlocality matters
The question is not what you look at, but what you see.
Henry David Thoreau
Particle models for streamer ionization fronts contain correct electron energy dis-
tributions, runaway effects and single electron statistics. Conventional fluid models
are computationally much more efficient for large particle numbers, but create too
low ionization densities in high fields. To combine their respective advantages, we
here show how to couple both models in space. We confirm that the discrepancies
between particle and fluid fronts arise from the steep electron density gradients in
the leading edge of the fronts. We find the optimal position for the interface be-
tween models that minimizes computational effort and reproduces the results of a
pure particle model.
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3.1 Coupling concept
S
treamers generically occur in the initial electric breakdown of long gaps. They
are growing filaments of weakly ionized nonstationary plasma; they are pro-
duced by a sharp ionization front that propagates into non-ionized matter within
a self-enhanced electric field. Streamers are used in industrial applications such as
lighting [23], gas and water purification [260, 98] or combustion control [229], and
they occur in natural processes as well such as lightning [205, 257] or transient lumi-
nous events in the upper atmosphere [216, 188]. Important recent questions concern
(i) propagation and branching of streamers [73] and the role of avalanches created
by single electrons, (ii) the electron energy distribution in the streamer head and
the subsequent gas chemistry that is used in the above applications, as well as (iii)
runaway electrons and X-ray generation, possibly in the streamer zone of lightning
leaders [72, 188]. The present paper deals with the efficient simulation of these prob-
lems.
Monte Carlo particle simulations [43, 56] model these effects as they contain
the full microscopic physics; the deterministic electron motion between collisions
is calculated and collisions of electrons with neutrals are treated through a Monte
Carlo process with appropriate statistical weights. The particle model includes the
complete electron velocity and energy distribution as well as the discrete nature of
particles. However, a drawback of such models is that the required computation
resources grow with the number of particles and eventually exceed the CPU space
of any computer. This difficulty is counteracted by using superparticles carrying
the charge and the mass of many physical particles, but superparticles in turn create
unphysical fluctuations and stochastic heating.
Streamers are therefore mostly modeled as fluids (see e.g. [163, 215, 168, 143,
150]) since a fluid model is computationally much more efficient. In the case of a
negative discharge in a pure non-attaching gas like nitrogen, it consists of continuity
equations for the densities of electrons n
e
and positive ions n
p
coupled to the Pois-
son equation for the electric field E. The electron mobility  and diffusion matrix
D and the impact ionization rate  are calculated from microscopic scattering and
transport models like the Boltzmann equation [103] or directly from Monte Carlo
simulations as, e.g., in Chap. 2. In streamer calculations, it is generally assumed that
these transport and reaction coefficients are functions of the local electric field.
We have compared the properties of streamer ionization fronts of particle models
and conventional fluid models, see Chap. 2 for negative planar fronts in nitrogen;
the transport coefficients for the fluid model were generated from swarm experi-
ments in the particle model. We found that the models agree reasonably for fields
up to 50 kV/cm at standard temperature and pressure, but that differences increase
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Figure 3.1: The streamer ionization front, that here is indicated by the electron density n
e
(z),
and its presentation by particle or fluid model in different spatial regions.
with increasing electric field. For example, in a field of 200 kV/cm, the ionization
level behind the front is 60% higher in the particle model than in the fluid model.
We have related this to the fact that the electron energies and, consecutively, the
ionization rates in the leading edge of the front are considerably higher in the par-
ticle than in the fluid model; they are actually at the edge of runaway. We found
that this effect is due to the strong density gradients in the front, and not due to
field gradients. So for high fields and consecutively strong density gradients at the
streamer tip, there is a clear need for particle simulations, and particles, rather than
super-particles, should be used to get physically realistic density fluctuations when
modeling, e.g., the branching process of a streamer.
The basic idea of the present paper is demonstrated in Fig. 3.1, namely to follow
the single electron dynamics in the high field region of the streamer where the elec-
tron density gradient is steep, and to present the interior region with large numbers
of slower electrons through a fluid model with appropriate transport coefficients.
As in Chap. 2, we study negative streamers in nitrogen, and we simplify the nota-
tion by refering to standard temperature and pressure though the model trivially
scales with gas density. The particle and the fluid model by themselves are taken
as described in detail in Chap. 2. But how should particle and fluid model be cou-
pled in space? And where should the interface between the models be located to get
fast, but reliable results? The answers to these questions will be given below. They
required us to identify correctly the spatial region where particle and fluid model
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Figure 3.2: Flow chart for one time step from t
n
to t
n+1
in the complete hybrid calculation.
deviate, and this allowed us to then compute the full electron physics efficiently in
the relevant region.
When coupling the models, the model interface should move with the ionization
front; this keeps the total number of electrons limited and super-particles need not
be introduced. The position of the interface can be chosen either according to the
electron densities or to the electric field. As the electron densities fluctuate stronger
than the electric field, we relate the position of the model interface to the electric
field. More precisely, the interface is placedwhere the local fieldE is a given fraction
x of the maximal field E+: E
interfae
= x E
+. By varying x, the region modeled by
particles can be varied.
To properly handle the interaction of two models, we introduced a so called
“buffer region” where a particle model coexists with a fluid model. The separation
of the full computational region into fluid, particle and buffer region is indicated in
Fig. 1. Buffer regions have been introduced in [86, 9, 10] for rarefied gases coupling
a direct simulation Monte Carlo (DSMC) scheme to the Navier-Stokes equations,
and in other applications [63, 6]. Physical observables are evaluated from the fluid
model in its whole definition region up to the model interface. Beyond that point,
the particle model is used. The particle model extends back beyond the model inter-
face into the buffer region where particle and fluid model coexist; it supplies particle
fluxes to the fluid model on the model interface. However, correct particle fluxes re-
quire correct particle statistics within the buffer region whose length should be as
small as possible to reduce computation costs, but larger than the electron energy
relaxation length (see Chap. 2). In many cases, new particles need to be introduced
into the buffer region, that have to be drawn from appropriate distributions in con-
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Figure 3.3: Electron density n
e
and ion density n
p
(solid and dotted line) and electric field
strength jEj (dash-dotted line) in a streamer ionization front in nitrogen in a field of E+ =
 100 kV/cm at standard temperature and pressure within a pure particle model. Our units
are related to other commonly used units like 1 kV cm 1 bar 1 = 1:316 V cm 1 torr 1 =
3:72 Townsend at T=300 K. Below we will model the leading edge of the front by a particle
model and the streamer interior by a fluid model where the model interfaces are located at
E
interfae
= x E
+ with x = 0:6, 0:7, 0:8, 0:9, and 0:98. These interface positions for Figs. 2
and 3 are marked by vertical lines, with “o” for the fields and with “+” for the densities.
figuration space. This would pose a particular problem since a Boltzmann or even
a Druyvesteyn distribution can be inaccurate. But for negative streamers, where
electrons on average move somewhat slower than the ionization front, the electron
loss at the end of a sufficiently long buffer region does not affect the calculation of
particle fluxes at the model interface. Therefore the particle loss at the end of the
buffer region can be ignored and new electrons do not need be created artificially.
In more detail, the calculation is performed as follows. One hybrid computation
step from t
n
to t
n+1
is described in the flow chart in Fig. 3.2. The electric field E, the
electron and ion densities n
e
and n
p
in the fluid region and the kinetic information
of particles in the particle and buffer region are given at time step t
n
. First, the
positions and velocities of all old and the newly generated particles are updated
to time step t
n+1
in the particle and in the buffer region. Their collisions during
this time step are treated stochastically and their new velocities and positions are
calculated by solving the equation of motion. The number of electrons crossing
the model interface during this time step is recorded. This particle flux across the
interface provides the required boundary condition for calculating the evolution
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of the densities in the fluid region up to the same time t
n+1
. The particles are at
arbitrary positions, but densities and field are calculated here on the same numerical
grid. Therefore the particles in the particle region are averaged to densities on the
numerical grid, and then the electric field at time t
n+1
is calculated from the Poisson
equation everywhere. (The charge density in the buffer region is taken from the fluid
model, and the particles in the buffer region only serve to generate correct fluxes for
the fluid region.) Finally, the position of the model interface is updated to its new
position at time t
n+1
; it can stay where it was or move one grid size forward. The
buffer region moves with it. All particles that now are neither in the particle nor in
the buffer region, are removed from the particle list.
In the particle model, a standard PIC/MCC (Particle in Cell/Monte Carlo col-
lision) method is implemented. At each time step of length t = 0:3 ps, particles
in the particle regions are mapped to densities on a uniform grid with mesh size
` = 2:3 m. Meanwhile, the fluid equations are solved in the fluid region of the
same grid; discretization and grid dependence of the fluid model are discussed in
detail in [163]. The charge density n
p
 n
e
then can be obtained everywhere and the
electric field is calculated on this grid. The size of the time step and the grid size are
chosen such that the ionization front need several time steps to move over one `,
e.g., 10t at 100 kV/cm and 3t at 200 kV/cm.
The length of the buffer region is another crucial factor in the hybrid computa-
tion. A buffer region with length of 32` has been used in the present simulations,
which ensure a reliable flux around the model interface and stable results of hybrid
simulations. The length of the buffer region is much larger than the energy relax-
ation length found in Chap. 2. The long buffer region does not bring a heavy burden
to the simulation of the planar front system but will considerably reduce the com-
putational efficiency in a more complex geometry. Therefore, the minimal length
of the buffer region as well as other features of fluid and particle models shall be
investigated in more detail in a future paper.
3.2 Hybrid calculated planar front
We first show the simulation results of this coupled model for a front propagating
into a field of E+ =  100 kV/cm, and with the model interface located at x = 0:6,
0:9, and 0:98; the positions of these interfaces are indicated in Fig. 3.3. The field
ahead of the front is fixed, and the system is always taken long enough that effects
at the outer boundaries are not felt. The coupled model generates different electron
and ion densities behind the ionization front as shown in Fig. 3.4; for x = 0:6, the
density is as in the particle model; for x = 0:98, it is as in the fluid model; and for
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Figure 3.4: Electron and ion densities in the coupled model (thick lines) in a field of E+ =
 100 kV/cm with model interfaces at E
interfae
= x E
+ with (a) x = 0:6, (b) x = 0:9, and ()
x = 0:98; these interface positions are indicated by vertical dashed lines. The densities in the
particle model (electrons: solid, ions: dot-dashed) and in the fluid model (electrons: dashed,
ions: dotted) are shown as well; they are discussed in Chap. 2.
x = 0:9, it takes some intermediate value. We conclude that the solution of the pure
particle model can be replaced by the coupled model, if a sufficiently large region
of the ionization front with its steep gradients is covered by the particle model, and
that the coupling to the fluid model behind that region does not cause numerical
artifacts. This confirms the discussion in Chap. 2; it is indeed the high electron
density gradient that causes an electron energy overshoot and a higher ionization
rate in the leading edge of the particle front. The coupled model also confirms that
the field gradients do not play a role in causing the density discrepancy between the
fluid and the particle model as the field keeps varying across the model interface in
the coupled model.
Having analyzed the ionization front propagating into a field of E+ =  100
kV/cm, we now summarize the results for fields ranging from 50 to  200 kV/cm.
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particle model.)
Fig. 3.5 shows the discrepancy between particle and coupledmodel on themost sen-
sitive observable (see Chap. 2), namely on the relative difference
 
n
 
e;part
  n
 
e;oup

=n
 
e;part
of the saturated electron density n 
e
behind the ionization front. This quantity is
shown as a function of the electric field E+ and of the position of the model inter-
face parameterized again by x. The figure shows that for higher E+, the parameter
x needs to be smaller. This shift of required interface position relative to E+ corre-
sponds to a shift of the maximal electron density relative to E: both for E+ =  50
kV/cm and for E+ =  200 kV/cm, the particle and the coupled model agree well,
if the model interface lies at the maximum of the electron density and therefore cov-
ers the complete steep gradient region; this is the case at E = 0:8 E+ for E+ =  50
kV/cm and at E = 0:35 E+ for E+ =  200 kV/cm.
Coupling particle and fluid models in space with varying interface positions
confirms our prediction (see Chap. 2) that the density discrepancies between par-
ticle and fluid model are due to the strong density gradients in the leading edge
of the front. This investigation also lays the basis for constructing a fully 3D cou-
pled particle-fluid model where the fields ahead the ionization front are changing
in space and time.
Spatially hybrid computations for pulled fronts — with an emphasis on streamers, Chao Li, Ute Ebert, and W.
Hundsdorfer, to be submitted to J. Comput. Phys.
Chapter 4
Spatially hybrid computations for streamers
— a thorough analysis in 1D
The inconsistency of the electron flux at the model interface in our first hybrid
attempt leads us to an extended fluid model which includes a density gradient ex-
pansion term to approximate the nonlocal ionization rate at the ionization front.
Compared to the classical fluid model, the extended fluid model not only reduces
the density difference between fluid and particle simulation, but also supplies a
consistent flux at the model interface in the hybrid computation. Therefore, instead
of the classical fluid model, the hybrid model couples the extended fluid model
with the particle model. In this chapter, the coupling algorithms and the numeri-
cal implementations are given in detail. The important questions arising from the
coupling, such as how to apply the two models in suitable regions adaptively and
how to ensure a correct interaction between the two models, are also discussed. A
set of recommendations is given that can be used directly in the future 3D hybrid
simulation.
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4.1 Introduction
The classical fluid model for streamers as used by many authors [64, 99, 249, 126,
127, 14, 77, 13, 209, 163, 215, 150] can be derived from the Boltzmann equation with
the assumption that the transport and reaction coefficients depend only on local
quantities, i.e., on local field and densities. Frequently it is believed that the most
crucial assumption is the local field approximation, i.e., the assumption that the
electron mobility, diffusion rate and ionization rate are functions only of the local
electric field. However, in our article [137] (reproduced in Chap. 2), we have shown
that the local field approximation is not problematic as the field varies relatively
slowly compared to the mean free path of the electrons. And we have found that
strong electron density gradients have to be taken into account. This accounts for
the fact that relatively more energetic particles move rapidly and predominantly in
the electron drift direction (see Fig. 2.3), and that they are therefore ahead of the
less energetic particles. Within the density gradient in the propagating front, there
are therefore relatively more energetic electrons. To include this nonlocal effect, the
classical fluid model will here be extended by a density gradient expansion in the
ionization term.
The spatially hybrid scheme in 1D for planar fronts has been presented in Fig-
ure 3.1. The first attempt of coupling is reported in Chap. 3, where the position of
the model interface has been briefly discussed. Instead of the classical fluid model,
we introduce an extended fluid model to incorporate (approximately) these nonlo-
cal effects. The extended fluid model is compared with the classical fluid model and
the particle model both in swarm experiments and for a planar front. After having
verified its advantages, we couple this extended fluid model (instead of the classical
fluid model) with the particle model.
We have shown in Chap. 3 that at -100 kV/cm, the hybrid model which couples
the classical fluid model with the particle model, can generate similar results as
the pure particle simulation when the whole density decay region of the ionization
front is included in the particle region, and similar results as the fluid model when
only the very leading part of the ionization front is included. Compared to the old
hybrid simulation, the new hybridmodel generates results closer to the pure particle
simulation when the same position of the model interface is used.
The essential problems in coupling; namely i) where to put the model interface
and ii) how to realize a reasonable interaction between the two models, are investi-
gated for a range of electric fields. the position of the model interface varies at the
ionization front in the hybrid model, The relative density differences between the
pure particle simulation and the hybrid simulation are evaluated depending on the
position of the model interface in the hybrid model. To obtain a stable interaction
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between two models in a hybrid computation, different lengths of the buffer region
have been tested. The position of the model interface and the length of the buffer
region have been studied for a range of electric fields, which gives a reference for
the 3D coupling where fields ahead of the ionization front vary in time and space.
4.2 The extended fluid model
Here we will first have a look at swarm experiments both in the particle and in the
classical fluid model and explain why we need the extension. Then we present the
equations of the extended fluid model. The definitions of transport coefficients are
reviewed and discussed for both the classical fluid model and the extended fluid
model. We compare the extended fluid model with the particle model in both the
swarm experiment and the planar front. Finally we discuss the limitations of the
extended fluid model.
4.2.1 Why the fluid model needs an extension
Discontinuities in the hybrid model described in Chap. 3
We have shown first results of a hybrid computation which couples the classical
fluid model with the particle model in chapter 3. To ensure a stable and correct
interaction between the two models, we investigated the electron flux densities on
the model interface, and the mean electron energies and velocities around the model
interface.
However, we found a disagreement of the local electron flux between the two
models. When the particle and the classical fluid model are applied in the same
region of the ionization front, the mean electron flux density is lower in the particle
simulation than in the classical fluid simulation. If one puts the model interface near
the maximum of the electron density, a density jump can appear near the model
interface. This is shown in Fig. 4.1 where the model interface is at E =  60 kV/cm
with the field ahead of the front beingE+ =  100 kV/cm; here the local fluxes differ
at both sides of the model interface, and this results in the visible density jump.
The numerical discretization and other details of this experiment can be found in
Chap. 3.
The effect appears although the transport coefficients generated in the particle
swarm experiments were used in the fluid model, and the two models therefore
should be consistent. To understand the underlying problem, we review the con-
ceptual differences between the two models and compare them in a swarm experi-
ment.
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Figure 4.1: Hybrid simulation of a planar front propagating in E+ =  100 kV/cm with the
model interface at -60 kV/cm with the method described in Chap. 3. Electron density (“+”)
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Figure 4.2: Evolution of electron swarms at three consecutive time steps t
1
, t
2
, t
3
in a field
of  100 kV/cm, where t
1
, t
2
, and t
3
are 20, 130, 240 ps when the simulation starts from 100
pairs of electrons and ions. Shown are the spatial profiles of the total swarm in the 1D particle
model (solid line) and in the 1D classical fluid model (dotted line). Also shown are the spatial
profiles of those electrons that were already present at time t
1
(at the same three time steps).
Swarm simulations in particle and fluid model - a reinvestigation
Fig. 4.2 shows simulated electron swarms propagating in a uniform constant field of
 100 kV/cm. The simulations have been carried out both with the particle model
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(solid lines) and with the classical fluid model (dotted lines) in 1D starting from the
same initial conditions.
Here and in all later comparisons of particle or fluid results, the initial distribu-
tions of electrons and ions is generated in the following manner. An electrically neu-
tral group of 100 electrons and ions is inserted at one point in space. Their temporal
evolution is calculated with the particle model. After a short time that depends on
the electric field, e.g., after t
1
= 20 ps in a field of 100 kV/cm, a small swarm forms
in which the electron density profile is well approximated by a Gaussian distribu-
tion. This distribution of electrons and ions is used as an initial condition for all
simulations, particle and fluid.
In the particle model, the standard Monte Carlo technique in a constant elec-
tric field is applied. For the fluid model, the equations of the particle densities are
discretized in space with a finite volume method. The particle densities are up-
dated in time using a third order upwind-biased advection scheme combined with
a two-stage Runge-Kutta method. The same time step and cell size were used in the
particle and the classical fluid calculation, i.e., t = 0:3 ps and z = 2:3 m. More
details of the numerical implementation of particle and fluid model can be found in
Sect. 2.2.1.
In the swarm experiment, we let both the particle model and the classical fluid
model follow the swarm from t
1
= 20 ps to t
3
= 240 ps, and the electrons in the
particle simulation are mapped to densities on the same grid as used in the fluid
simulation. During the simulation, we follow the growth of the swarm of electrons,
and pay specially attention to the group of electrons which are initially (at time
t
1
) present as seed electrons. In Fig. 4.2, we show the electron density profiles of
the swarm at t
1
and at the later stages t
2
and t
3
, and we also show the density
distributions of those electrons existing at time t
1
, at all three time steps t
1
, t
2
and t
3
,
neglecting all electrons generated later. These distributions directly show the true
electron mobility.
Fig. 4.2 shows that the profiles of the total swarm are nearly the same in the clas-
sical fluid model and in the particle model. This was to be expected as we just de-
rived the transport and reaction coefficients ,D, and  for the fluid model through
this condition in Sect. 2.2.3; these coefficients from here on will be referred to as 
l
,
D
l
, and 
l
(where the lower index l refers to the local model).
However, when we average the local electron flux j
e
over the simulation domain
and over a short time interval  , we find a higher mean flux density per electron

j
e
N
e
=
Z
t+
t
dt

Z
V
dV
j
e
N
e
(4.1)
in the fluid than in the particle swarm simulation (here V is the volume of the sim-
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ulation domain and N
e
is the number of electrons). The mean flux density per elec-
tron equals the mean electron drift E, as the diffusive flux vanishes if all electrons
are inside the integration volume, see Eq. (4.5). These different fluxes at the model
interface of the hybrid streamer simulation are therefore consistent with the differ-
ent fluxes in the swarm experiment in fluid or particle simulation.
Another closely related observation in Fig. 4.2 is that the swarms grow in dif-
ferent ways in particle and fluid simulations. In the fluid simulation, the electron
swarm grows homogeneously, i.e., the center of mass of the initially present elec-
trons moves with the same speed as the center of the mass of total electron swarm.
However, in the particle simulation the mean displacement of the whole swarm is
larger than that of the initially present particles. This shows that the classical fluid
model is based on approximations that here become inaccurate.
Discussion: validity of the local density approximation
The two discrepancies between particle and fluid swarms, namely in the mean flux
density (4.1) and in the swarm growth characteristics (Fig. 4.2), are actually due to
the same reason: the local density approximation. As the electric field is constant
in the swarm experiment, it cannot be the local field approximation. In Chap. 2,
it was already shown that the local electron energy distribution depends on the
local electron density gradients both in planar fronts and in swarm experiments. It
indicates that even in a uniform constant field, the ionization rates increase from the
tail to the head of the electron swarm. Therefore there are two contributions to the
speed of the swarm: i) the electron drift in the local field as a main contribution and
ii) the unequal growth of the swarm due to the unequal electron energy distribution.
The classical fluid model assumes that the local mean energies and local mean
reaction rates are functions of the reduced electric field and ignores the fact that
within the same electric field, the ionization rate can be different. At the front of
the swarm, this leads to a lower reaction rate in the fluid simulation than in the
particle model. But by overestimating the ionization rate at the tail, the swarm in
the classical fluid model generates the same amount of electrons as in the particle
swarm. And by overestimating the mobility of electrons, the swarm nevertheless
propagates with the same speed. Or in another words, the classical fluid model
approximates the swarm density profile rather well, but at the price of wrong local
fluxes and wrong local reaction rates. In simulations with non-uniform fields, such
as streamers in which the density profiles are determined only by the front while
the tail doesn’t play a role in the propagation at all, the classical fluid model pays
the price with a lower density than in the particle model.
Therefore the fluid model has to be extended to include the non-homogeneous
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ionization rate under non-uniform electron density conditions. And by introducing
a nonlocal term, we expect the fluid model to supply the same electron flux as the
particle model within the same field.
4.2.2 Gradient expansion and extended fluid model
The electron ionization rates for non-uniform fields and electron densities are dis-
cussed in [8, 173]. There perturbation theory is used to obtain the rate coefficients,
and it is shown that they can be represented by a gradient expansion about the local
values
k = k
0
[1 + k
1
er lnn
e
+ k
2
N=Er  (E=N) + k
3
er ln(E=N)℄; (4.2)
where n
e
is the electron density, E and E are the field and the field strength, N is
the molecule density of the background gas, k is the ionization rate and k
0
, k
1
, k
2
,
k
3
are parameters depending on E=N that have to be determined.
In our previous studies [137, 139] reproduced in Chapters 2 and 3 and in the
previous section 4.2.1, we have shown that the local density approximation is insuf-
ficient while the local field approximation is not problematic. Therefore, we neglect
the field gradient terms and focus on the density gradient in Eq. (4.2).
Our extended fluid model contains two continuity equations for electron and ion
densities
n
e
t
+r  j
e
= S; (4.3)
n
p
t
= S; (4.4)
j
e
=  
n
(E)En
e
 D
n
(E)rn
e
; (4.5)
where n
e
and n
p
are electron and ion density, respectively, j
e
is the electron flux and
S is the source of electrons due to impact ionization, 
n
represents the mobility and
D
n
is the diffusion matrix (The subscript “n” stands for “nonlocal”, which will be
further explained in Sect. 4.2.3). The densities are coupled to the Poisson equation
for the electric field
r E =
e (n
p
  n
e
)

0
: (4.6)
The difference to the classical fluid model is that the source term now contains a
density gradient expansion term
S = jn
e

n
(E) Ej 
n
(E)(1 + k
1
(E)er lnn
e
); (4.7)
where the function k
1
(E) and other transport and reaction rates will be determined
in the next section.
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4.2.3 Transport coefficients and ionization rate
The consistency of the fluid model with swarm results has been known to be an
important issue for a long time. Robson et al: [208] recently discussed this issue
and emphasized that the consistency requirement actually applies to the transport
coefficients and reaction rates. In Chap. 2, we have achieved optimal consistency
between particle and fluid model by determining the transport coefficients (E),
matrixD(E), and ionization rate (E) from the particle swarm experiments.
Electron mobility 
When the classical fluid model is extended with a density gradient term, the trans-
port and ionization coefficients may also change, and these coefficients should be re-
defined in the swarm experiments. For instance, the mobilities can be determined
from the mean displacement of electron swarms in a uniform constant field, but
through two different definitions: i) by mean displacement of the swarm and ii) by
mean displacement of the initially present particles. The second definition repre-
sents the real motion of electrons while the first definition actually is the sum of
the local electron fluxes under the influence of the electric field plus the nonlocal
growth of the swarm. Averaging the local flux rate as in (4.1) to obtain the electron
mobilities gives essentially the same result as the second definition.
The difference between the two definitions of themobility are illustrated in Fig. 4.2.
The mobility is either defined as

l
(E)E =
z
3
  z
1
t
3
  t
1
or as

n
(E)E =
z
0
3
  z
1
t
3
  t
1
;
where z
1
and z
3
are the centers of mass of the swarms at times t
1
and t
3
, and z0
3
is the
center of mass of those electrons at time t
3
that were also present at time t
1
. These
mobilities 
l
or 
n
are presented in Fig. 4.3. Here 
l
is the electron mobility in the
classical fluid model and 
n
is the one in the extended fluid model. They are almost
the same for fields E below 30 kV/cm when impact ionization is small or even
completely negligible, but the difference increases as the field strength increases.
It can be noted that the curves in Fig. 4.3 are not completely smooth. This is due
to stochastic fluctuations within the Monte Carlo simulations. However, it has been
checked that these small fluctuations have a negligible influence on the final results.
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Figure 4.3: 
l
and 
n
as functions of the electric field strength E.
Impact ionization rate 
The reaction rate is derived from the growth rate of the total electron number N
e
(t)
in the swarm in a particle simulation. Within a time t, the swarm propagates a
distance (E)Et, and the reaction rate is determined by
(E) =
lnN
e
(t
2
)  lnN
e
(t
1
)
(E)E (t
2
  t
1
)
: (4.8)
When 
n
is used instead of 
l
, the ionization rate changes correspondingly from 
l
to

n
(E) = 
l
(E)

l
(E)

n
(E)
(4.9)
as the simulation fixes the product 
l

l
= 
n

n
.
Diffusion tensor D
The diffusion rates can also be obtained according to two different definitions: the
diffusion of the electron swarmsD
l
or diffusion of the initially present electronsD
n
.
The results turn out the same
D
l
(E) = D
n
(E): (4.10)
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The parameter function k
1
of the gradient expansion
In the extended fluidmodel, the function k
1
in Eq. (4.7) has to be found. The rates k
1
,
k
2
, and k
3
in Eq. (4.2) were calculated by Aleksandrov and Kochetov [8] by solving
the Boltzmann equation in a two-term approximation. But to stay consistent with
the approach above, all parameter functions in the fluid model are derived from the
particle swarm simulations. Since we neglect the field gradient term in the source
term, only the k
1
needs to be calculated.
In fact, k
1
can be calculated by simply comparing Eqs. (2.7) and (4.3) for the
classical and the extended fluid model. As both fluid models can properly describe
the swarm when appropriate parameters are applied, we have
r
l
(E)En
e
+rD
l
(E)rn
e
+ jn
e

l
(E) Ej 
l
(E)
= r
n
(E)En
e
+rD
n
(E)rn
e
+ jn
e

n
(E) Ej 
n
(E) + k
1
(E)
n
(E)E
n
(E)rn
e
:
In a constant uniform electric field such as in the swarm experiment, 
l
(E), 
n
(E)
and E are constant and r
l
(E)En
e
= 
l
(E)Ern
e
. Removing identical terms on
both sides of the equation, we get 
l
(E) = 
n
(E)(1 + k
1
(E)
n
(E)) or
k
1
(E) =

l
(E)  
n
(E)

n
(E) 
n
(E)
(4.11)
where 
l
, 
n
and 
n
were derived above from the particle swarm experiments. k
1
as a function of the field is shown in Fig 4.4.
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Figure 4.5: The density profiles of electron swarms and the initial electrons in a field of
 100 kV/cm are shown at times t
1
, t
2
and t
3
. The plot is the same as in Fig. 4.2, but now
the extended fluid simulation is added as a dashed line.
4.2.4 Comparison of the extended fluid model with the particle
model
Now the stage is set to compare the extended fluid model with the particle model
both in swarms and in planar ionization fronts. The extended fluid equations are
discretized in the samemanner as the classical fluidmodel, and the particle densities
are updated with the same scheme as before (see Chap. 2). The same time step and
cell size are used in the extended fluid calculation as in the particle and the classical
fluid calculation (see Sect. 4.2.1).
Swarm simulations
In Fig 4.5, we show electron swarms at times t
1
, t
2
, and t
3
in a constant field of
 100 kV/cm; the swarms were followed by particle simulation (solid line), classical
fluid simulation (dotted line) and extended fluid simulation (dashed line). For the
whole swarm, all three models give similar results, but the extended fluid model
follows the evolution of the initially present electrons much better than the classical
fluid model.
However, the figure also shows that in the leading edge of the swarm (marked
with a large dashed circle) neither the extended fluid model nor the classical fluid
model describe the electron density distribution of the particle model precisely. As
described in Chapter 2, individual electrons with high energies dominate this re-
gion, and neither the fluid models nor any other macroscopic approach can de-
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Figure 4.6: Temporal evolution of the electron densities in a planar front in a field of E+ =
 100 kV/cm. Shown are the spatial profiles of electron densities derived with the particle,
classical fluid or the extended fluid model at time levels t=0.672 ns, 0.816 ns and 0.96 ns
(particle simulation: solid line, fluid simulation: dotted line, and extended fluid simulation:
dashed line).
scribe this microscopic behavior. The densities in this region are 3 to 5 orders lower
than the maximum density. But as streamer ionization fronts are so-called “pulled”
fronts, the behavior in the leading edge of the front actually determines the front
velocity. From this point of view, the hybrid model that uses the particle model in
the leading edge of the ionization front, is the method of choice.
Front simulations
Fig. 4.6 shows the temporal evolution of the planar front in a field of E+ =  100
kV/cm in the particle simulation (solid line), classical fluid simulation (dotted line),
and extended fluid simulation (dashed line). Compared to the classical fluid model,
where the maximal electron density in the front and the saturation level of the ion-
ization behind the front are about 20% lower than in the particle model, the densities
in the extended fluid model are much closer to the particle model. The particle and
fluid front move with approximately the same velocity, but the particle front moves
slightly faster than the extended fluid front, and the extended fluid front moves
slightly faster than the classical fluid front, in agreement with Fig. 4.5. (We recall
from Chapter 2 that the leading edge of a swarm and of a pulled front in the same
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Figure 4.7: The relative density difference (4.12) of extended fluid model and particle model.
field have the same spatial profile and create the same velocity.)
Having analyzed planar fronts at  100 kV/cm, we now summarize the front
results for fields ranging from  50 to  200 kV/cm in Fig. 4.7. The figure shows the
relative difference
n
 
e;part
  n
 
e;e:fluid
n
 
e;part
: (4.12)
of the saturated electron density behind the front in the particle model (n 
e;part
) and
the extended fluid model (n 
e;e:fluid
). Compared to the relative difference between
the particle model and the classical fluid model discussed in Chap. 2, which in-
creases from 10% at 50 kV/cm to 40% at 200 kV/cm, we now find that the relative
density difference in the extended fluid model never exceeds 10% within this range
of fields.
4.2.5 The drawbacks of the extended fluid model
By approximating the nonlocal ionization rate by a density gradient expansion, the
extended fluid model reproduces the ionization level behind the front much better
than the classical fluid model. However, Fig. 4.7 shows that this ionization level in
the extended fluid model exceeds the one in the particle model when the field E is
below 125 kV/cm. This will not harm its coupling with the particle model, but the
reason for this unexpected behavior is briefly discussed here, because it could lead
to further improvements of the fluid model.
Several possible reasons have been examined, for example, the quality of the
parameters (, D,  and k
1
) used in the extended fluid model, the discretization
of the gradient expansion term, and the relative ionization rate in the very leading
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Figure 4.8: The ionization front propagates into -100 kV/cm in both particle model (dashed)
and extend fluid model (solid). The two simulations start from the same front which is pre-
produced by a particle simulation, and follow the front propagation for 100 t where t =
0:3 ps. We present the electron density (first panel), the electric field (second panel), and the
ionization rate (third panel) in time steps of 20t.
edge where the electron density simply vanishes in the particle model, but remains
nonzero in the fluid model due to electron diffusion. The answer was found by
comparing the ionization rates within the front between both models.
The simulation is done as follows. We first let the particle model follow the evo-
lution of an ionization front until it is fairly smooth. This creates an initial condition
that now is run further both with the extended fluid model and with the particle
model. The two models are followed for a time of 100 t where t = 0:3 ps in a
field of E+ =  100 kV/cm. The result is shown in Fig. 4.8. In the first panel we plot
the electron density profile in steps of 20 t in the particle model (dashed) and in
the extended fluid model (solid). Of course, the curves are identical initially, and a
difference builds up in time in the high density region of the front (marked with a
dashed circle). In the second panel, we show the electric field which does not vary
much between the two models during 100 t. In the third panel, we show the rel-
ative growth of the ion density 
t
n
p
=n
e
integrated over a time of 20 t, which is
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identical to the local ionization rate S=n
e
within this time according to Eq. (4.4). The
figure shows that the ionization rate is slightly higher in the extended fluid model in
the region of large n
e
(marked with dashed circle), and lower in the region of small
n
e
. Note that these differences appear while the electric fields are the same.
The analysis shows that the extended fluid model does not completely repro-
duce the particle model. This is understandable. The actual ionization rates S=n
e
depend on the energy distribution of the local electrons. The gradient expansion
in the ionization rate relates this energy distribution to the local field and to the
electron density gradient. The single adjustable function k
1
(E) in this gradient ex-
pansion is chosen in such a way that an electron swarm in this field is well fitted.
But an electron swarm has a characteristic profile in a given field. Regions inside
the front might combine a given field with a different density gradient for which the
model has not been adjusted. The solution would be to allow for more adjustable
functions inside the fluid model by expanding in higher order gradients, or to allow
the local ionization rate to depend on the local mean electron energy or even more
characteristics of the electron energy distribution. This would require us to calculate
these energies. In the end, only a fluid model with infinitely many adjustable func-
tions would appropriately describe the averaged behavior of the particle model. We
therefore conclude that the density gradient expansion is a substantial improvement
of the fluid model, but that it does not contain the full physics of the particle model.
We therefore now proceed to the hybrid model where the extended fluid model will
be used only in the less critical inner region of the streamer.
4.3 The hybrid model
Our goal is to build a fully 3D hybrid model for streamer channels, which couples
the particle model with the extended fluid model in space as shown in Fig. 3.1. With
the experiments carried out for planar fronts, we would like to test our hybrid con-
cept, and find out how to apply the different models in suitable regions adaptively
and how to realize a reasonable coupling of those models. Since most of the elec-
trons will be approximated as densities in the hybrid simulation, the problem of the
enormous number of electrons in a 3D particle streamer simulation can be reduced.
Following the particles can still be a heavy burden for a hybrid model. Therefore
the hybrid simulation will let the fluid model approximate most of the electrons as
densities and leave as few electrons as possible for the particle model, under the
constraint of producing similar results as the pure particle simulation.
In this section, we present the algorithm for the 1D hybrid calculation and dis-
cuss the numerical details. Two important issues of the 1D coupling are discussed
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in detail: where particle and fluid model are to be applied, and how they should
interact with each other.
4.3.1 The hybrid algorithm
In our hybrid model, the particle model is used in the leading part of the ionization
front and the fluid model in the rest of the domain. Between them, we have a model
interface. The position of the model interface can be chosen either according to
the electron densities or according to the electric field. This means that the model
interface is either located at some electron density level n
e
= x n
e;max
ahead of the
electron density peak n
e;max
, or at some electric field level E = y E+ where E+
is the electric field ahead the front. In both cases, the real numbers x; y have to
be chosen appropriately within the interval [0, 1]. We discuss this choice and the
corresponding position of the model interface in detail in Sect. 4.3.3.
Suppose that the position of the model interface is located somewhere as shown
in Fig. 3.1. As the streamer propagates forward, because the electric field moves
with the front, the model interface moves with the ionization front because we keep
it at n
e
= x n
e;max
or E = y E+. In this way, the particle model at any moment of
the simulation follows only a limited number of electrons in the low density region
of the ionization front. Because the computational costs of the fluid model are small
compared to the particle model, it is clear from Fig. 3.1 that we gain much efficiency
in the hybrid model as compared to a pure particle simulation.
The actual gain due to the hybrid method will be even more pronounced in the
case of fully three dimensional simulations. With this moving model interface al-
gorithm, the hybrid model may simulate the full streamer dynamics in 3D without
using super-particles while remaining computationally efficient.
Once the position of the model interface is set, the interaction of the two models
around the model interface needs to be established. To simulate the electron flux
crossing the interface between the two models, we introduced a so called “buffer
region” which is created by extending the particle region one or a few cells into
the fluid region. It has been used in [86, 9, 10] for rarefied gases by coupling a
direct simulation Monte Carlo (DSMC) scheme to the Navier-Stokes equations, and
for other applications [63, 6] as well. The buffer region helps to build a pure particle
description around themodel interface, such that the local particle flux in this region
can be obtained as in a pure particle simulation. The particle flux across the model
interface influences the total number of particles in the particle model, and it will
lead to a corresponding increase or decrease of the density in the fluid model.
In this way, around the area where the two models are coupled, the electron flux
in a pure particle simulation is maintained in the hybrid computation, while global
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Figure 4.9: The flow chart of one hybrid computational step from t
n
to t
n+1
.
mass conservation holds. However, to obtain an accurate flux at this interface, the
electrons in the buffer region near the interface should maintain a correct density
profile and velocity distribution. In many cases [86, 9, 10] the buffer region or a part
of the buffer region at each time step have to be refilled or reconstructedwith a large
number of electrons with artificial distributions in energy and space. Such a filling
or reconstruction on the one hand ensures a stable flux at the model interface, but
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on the other hand, it can create non-physical artifacts, which might cause wrong
results. In our approach, the generation of electrons from a kinetic prediction can be
avoided. The details are presented in Sect. 4.3.4.
Fig. 4.9 shows the flow chart of the hybrid computations. At the beginning of
each time step, the particle density is known in the fluid region and the individual
particle information is known in the particle region and the buffer region. To update
them to the next time step, we first move the particles in the particle and buffer
region one step further. The number of electrons crossing the model interface is
recorded during the updating. This counted flux is used as a boundary condition to
update the densities in the fluid region. To calculate the electric field, the particles
in the particle region are mapped to the fluid grid as densities. In the end, we check
whether the model interface has to be moved. A more detailed explanation is given
in the following section.
4.3.2 Numerical implementation
In the particle model, the positions and the velocities of the electrons are updated
with the leap-frog method. The electric field is solved on a uniform gridG (the fluid
equations are discretized on the same grid) with cells
C
i
=

z
i
 
1
2
z; z
i
+
1
2
z

; i = 1; 2;   M
z
; (4.13)
whereM
z
are the number of grid points with cell centers at z
i
= (i   1=2)z in the
z direction, and z is the cell size.
The simulation begins with a few electron and ion pairs with a Gaussian density
distribution. These initial particles are followed only by the particle model in the
beginning of the simulation. As new electrons are generated, the number of parti-
cles eventually reaches a given threshold, after which the simulation switches to the
hybrid approach. If the computation time is not a concern, the threshold number
can be set as the maximum allowed by a real particle simulation. The threshold in
our simulation is normally set to be several million electrons to ensure a satisfactory
statistics. With proper transversal area A of the system, the simulation with such
number of electrons is already in the streamer stage, which means that a steady
moving ionization front has been developed and the charge layer at the streamer
head totally screens the field inside the channel. In Table 4.1, we summarized the
transversal areas (l
r
 l
r
) and the length of the system in front propagation direc-
tion l
z
for varying fields, and we also list threshold numbers N
T
and the time (T
T
)
for the particle simulation generating N
T
electrons when starting from 100 pairs of
electrons and ions.
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E (kV/cm) 50 75 100 125 150 175 200
l
r
(m) 55.2 41.4 27.6 23 18.4 13.8 9.2
l
z
(mm) 6.9 3.45 2.76 2.3 1.84 1.38 1.15
N
T
(106) 3 3.2 3.5 3.8 4 5 7
T
T
(ns) 6.6 1.2 0.3 0.18 0.15 0.12 0.12
Table 4.1: List of the transversal length l
r
(the transversal area is l
r
 l
r
), the longitudinal
length of the system l
z
, the threshold numberN
T
, and the time T
T
for the particle simulation
generatingN
T
electrons for a number of electric fields.
For the transfer from particle to hybrid simulation, we first determine the posi-
tion of the model interface and the length of the buffer region, which depends on
the field ahead of the ionization front as we will see later. Suppose the model in-
terface is chosen at z
d
= d  z and the buffer region is on the interval [z

; z
d
℄ as
shown in Fig. 4.9, where ; d 2 f1; 2;    ;M
z
g and   d. The particles in the fluid
region in the interval [z
0
; z
d
℄ are then averaged to the densities on the grid G, while
the particles outside the particle region and buffer region on the interval [z
0
; z

℄ are
removed from the particle list. Note that in the buffer region [z

; z
d
℄, the electron
and ion densities are calculated on the underlying continuum grid while the spatial
and kinetic information of the individual particles is also maintained.
At the beginning of a time step lasting from t
n
to t
n+1
, we have the electric field
E
n
, the electron and ion densities n
e
, n
p
in the fluid region and the positions of
the particles in the particle and buffer region at time t
n
, and the velocities of these
particles at time t
n+1=2
(since with the leap-frog algorithm, in the beginning of the
time step, the positions x are known at t
n
and the velocities v at t
n+1=2
). In step 1 (as
shown in Fig. 4.9), the particles in the particle region and the buffer region are first
moved to t
n+1
taking the stochastic collisions into account through the Monte Carlo
algorithm. While updating the particle positions, the number of electrons crossing
the model interface is recorded.
Once all particle positions are updated to the next time step, in step 2 we also
update the densities in the fluid model. The continuum equations for the particle
densities are discretized with a finite volumemethod, based onmass balances for all
cells in the fluid region on the grid G. Eq. (4.5) is used to compute the density fluxes
on the face of each cell in the fluid region, except the one at the model interface z
d
where the flux from the particle model is used. The ionization rate can be calculated
with Eq. (4.7). Given the fluxes on the cell faces and the ionization rate, particle den-
sities at each cell in the fluid region can be updated to the next step using Eq. (4.3)
and Eq. (4.4). Since updating the fluid densities needs the particle flux across the
model interface as an input for the boundary condition, the two-stage Runge-Kutta
method is replaced by the simpler forward Euler method, but with small enough
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time step. The densities are calculated using the third order upwind-biased advec-
tion scheme. For computations with large time step t, the two-stage Runge-Kutta
method could be used with the given particle flux (which is an average flux over
[t
n
; t
n+1
℄), but this will require two updates of the fluid densities and electric fields
per time step.
Now both the particle positions and the densities are known in the respective
regions at time t
n+1
. In step 3, the densities in the particle region [z
d
; z
M
z
℄ are
obtained by mapping particles to the grid G. How this is done, is discussed further
below. The particle densities are then known everywhere on the grid G and the
electric field E
z
at time t
n+1
can be calculated.
In step 4, the position of the model interface is determined either from the par-
ticle density or from the electric field criterion. While the density profile and the
electric field are updated from t
n
to t
n+1
, the model interface may have to move one
cell forward or to stay still. To compare with results of other models, time step and
grid size are chosen in the same way as before, i.e., as z = 2:3m and t = 0:3ps.
With E+ =  50 to  200 kV/cm, the ionization front needs about 30 to 3 time steps
to cross one cell. That is, the model interface will on average stay at one cell face for
3 to 30 time steps before it moves to the next cell face. If it stays still, the particles
which fly out of the particle and buffer regions are removed from the particle list.
If the model interface moves one cell forward, the fluid region is extended one cell
into the particle region. Meanwhile, the buffer region also moves one cell forward
and the region from z

to z0

becomes part of the fluid region, and particles there will
be removed from the particle list.
Finally we use E
z
at t
n+1
to update the electron velocities inside the particle and
buffer region to t
n+3=2
. This finishes one hybrid time step.
We would like to remark here that one should be careful about the technique of
mapping the particles to the densities in the particle region. One can use zero-order
weighting by simply counting the number of particles within one cell, or first-order
weighting (PIC), which linearly interpolates charges to the neighboring cells, or
some higher-orderweighting techniques like quadratic or cubic splines. The particle
model has been tested with various sizes of time steps and cell sizes. The numerical
discretization errors converge to zero as time step and cell size decrease when using
either the zero-order weighting or the first-order weighting, but the convergence
was faster with first-order weighting. The first-order mapping is the most used
technique in particle simulations for plasmas because: “As a cloud moves through
the grid, the first-order weighting contributes to density much more smoothly than
zero-order weighting; hence, the resultant plasma density and field will have much
less noise and bemore acceptable formost plasma simulation problems.” [24]. How-
ever, in the hybrid computation, the zero-order weighting guarantees total charge
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Figure 4.10: The hybridmodel (dotted) coupledwith the classical fluidmodel (left column) or
the extended fluid model (right column) is compared with the classical fluid model (dashed)
and the particle model (solid) for a front propagating into a field of E+ =  100 kV/cm. The
model interface is located at three different levels of the field E = yE+ with y = 0:6, 0:9, and
0:98 shown in the upper, middle and lower panel, respectively.
conservation in the system, while the first-order weighting may cause charge loss
or gain near the model interface when it is applied in a non-uniform density region.
Therefore, zero-order weighting is implemented in our hybrid model.
4.3.3 The position of the model interface
We have discussed the suitable position of the model interface in Chap. 3 where the
particle model and the classical fluid model were coupled in space. It was shown
that in the front part of the ionization front, the mean electron energies in the clas-
sical fluid model where lower than in the particle model, while behind the front the
electron energies in both models are in good agreement. Therefore for a good agree-
ment between hybrid and particle simulation, in the hybrid model the fluid model
can be used behind the front, and a sufficiently large part of the density decay region
should be covered by the particle model.
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Now within the hybrid model, the classical fluid model is replaced by the ex-
tended fluid model. Since an extra non-local term was introduced, such that the
fluid simulation results are now closer to the particle results, we expect that a smaller
region needs to be covered by the particle model without changing the result of the
hybrid model.
Fig. 4.10 shows the simulation results of an ionization front propagating into a
field of E+ =  100 kV/cm; the left column shows results of the old hybrid model
and the right column those of the new hybrid model. The model interface is located
at three different positions: E = y E+ where y = 0:6, 0:9, and 0:98, corresponding
to the upper, middle and lower panel, respectively. Both in the old and the new
hybrid simulation, a long buffer region of 32 z has been used to ensure the stable
interaction of the models at the model interface. On the left, the old hybrid model
for y = 0:6 generates the same electron density behind the front as the particle
model, for y = 0:98 the same density as in the classical fluid model, and for y = 0:9
some intermediate density; we recall that the density difference between particle
and classical fluid model is 20 % for this field. On the right where the extended
fluid model is used, the new hybrid model produces similar results as the particle
model in all three cases y = 0:6, y = 0:9 and y = 0:98.
The comparison shows that when the extended fluid model is used instead of
the classical fluid model, the performance of the hybrid model is largely improved.
Using the extended fluid model in the hybrid computation, the particle model can
focus on a smaller portion of the front where the electron density is much lower
while the electron density behind the front is still calculated with high accuracy.
This greatly reduces the number of electrons that need to be followed in the particle
region. It will give a substantial improvement of computational efficiency in a 3D
simulation where millions of electrons will be pushed into the fluid region when the
fluid model can be applied further ahead within the front.
To determine the proper position of the model interface, different positions have
been tested in planar front simulations. Fig. 4.11 shows the relative density dif-
ferences Eq. (4.12) between the hybrid simulation and the particle simulation as a
function of the position of the model interface; here the field ahead of the ionization
front is E+ =  100 kV/cm. The model interface is placed at an electron density
level n
e
= x n
e;max
where x varies. For x = 1, the model interface is at the density
peak n
e;max
of the ionization front. From x = 1:0 to 0:1, the model interface moves
forward within the front, and x = 0 corresponds to a full fluid simulation. The full
particle simulation is denoted as x = 1:1.
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Figure 4.11: The relative density differences Eq. (4.12) between the hybrid simulation and
the particle simulation as a function of the position of the model interface n
e
= x n
e;max
for
E
+
=  100 kV/cm, The value x = 0 accounts for the extended fluid model. The full particle
simulation is denoted as x = 1:1.
4.3.4 The buffer region
The particle model extends backward, beyond the model interface, into the buffer
region where particle and fluid model coexist; it supplies particle fluxes for the fluid
model at the model interface, as illustrated in Fig 4.9. However, correct particle
fluxes require correct particle statistics within the buffer region whose length should
be as small as possible to reduce computation costs, but larger than the electron
energy relaxation length [137].
Adding particles in the buffer region
Aswe havementioned, to ensure a stable electron flux at themodel interface, in gen-
eral new particles need to be introduced into the buffer region, that have to be drawn
from appropriate distributions in configuration space. This would pose a particular
problem for the streamer simulation, since Maxwellian or even Druyvesteyn [66]
distributions are inaccurate. However, even for negative streamers, the electrons on
average move somewhat slower than the whole ionization front, which means that
the electrons on average are moving from the particle region into the fluid region.
Suppose that when the computation is changing from the pure particle regime
to the hybrid regime, we create a buffer region which is long enough to relax most
of the fast electrons. The particles in the buffer region are the heritage of the pure
particle simulation and will keep being followed by the particle model. Around
one end of the buffer region, the model interface at z
d
, particles can fly freely. But
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around the other end of the buffer region at z

, there are electrons flying out of the
buffer cells but no electrons enter, i.e., when the model interface stays still, the buffer
cells are losing particles. If we add electrons in the buffer region near z

to create
a flux from the fluid cell z
 1
into the buffer region z

, although the particle loss is
compensated, these inflowing particles have hardly any influence on the flux across
the model interface when z
d
  z

is sufficient long. Once the model interface moves
forward, those added particles near z

will fall into the fluid region and be removed
again.
This hypothesis has been tested in hybrid simulations with two kind of fluxes
used at z
 1=2
:
 No influx: electrons can only fly out over z
 1=2
, but not fly back.
 Reflected influx: electrons that fly out over z
 1=2
fly back immediately with
inverted velocity.
The hybrid simulation has been carried out for a planar front at  100 kV/cm with
the model interface at E = 0:6, 0.8, 0.9 E+. With a long buffer region of 10 z,
there is no influence of the inflowing particles. We even tested the artificial case
of ”double reflection influx”, where twice as many electrons fly back with doubled
energies. Even then, there was no notable influence.
So we conclude that if electrons move on average more slowly than the front,
the electron loss at the end of a sufficiently long buffer region does not affect the
calculation of particle fluxes at the model interface. Therefore the particles lost at
the end of the buffer region can be ignored and new electrons do not need be created
artificially. This actually leads to a simpler technique of model coupling in which
the correct energy distribution of particles is not a concern anymore. This technique
is not only suitable for streamer simulations, but for all two phase problems where
the front speed is higher than the speed of the individual particles, as is generally
the case in “pulled front” problems [75, 246]. For example, bacterial growth and
transport, or wound healing as a front propagation problem can be treated this way.
The length of the buffer region
A reasonable particle flux can be obtained without artificially adding new electrons
in a sufficiently long buffer region. But how long is enough long? Although elec-
trons on average propagate slower than the model interface, the high energy elec-
trons at the tail of the energy distribution may move faster than the ionization front
in a short time interval. The buffer region should be long enough that most of the
fast electrons can relax tomean energieswithin this short time. The relaxation length
of the fast electrons at the ionization front was discussed in Sect. 2.2.3. It shows that
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Figure 4.12: Hybrid calculation of an ionization front propagating into the field of  100
kV/cm with the model interface placed at 0.9 E+. The plots show the average of electron
flux (first panel) at the model interface, and densities (second panel) andmean energies (third
panel) of the electrons around the model interface as a function of the buffer length region. It
shows that all the quantities converge when buffer length increases.
electrons with 50 eV (as shown in Fig. 2.2 where swarm with identical energy of 0.5,
5, and 50 eV are tested) rapidly (within 2 ps) equilibrate as they lose their energy in
collisions. If the buffer region is very short, high energy electrons might enter from
the fluid region and contribute to the flux on the model interface, but since they are
not be included in the buffer region, such short buffer region will result in a lower
flux on the model interface.
A stable flux can be obtained only when the buffer region is long enough to
relax most high energy electrons to the local energies within the buffer region. An
upper-bound of mean forward velocity (v
z
) of local electrons, the front velocity of
v
f
 7 10
5 m/s at -100 kV/cm. When an electron with 50 eV and with very small
radial velocity components, i.e. v
z
 v
r
, relaxes to the local electron energy, its
velocity in the forward direction v0
z
decreases from  4 106 m/s to v
f
within 2 ps,
and it propagates 2 10 12  (v0
z
+ v
f
)=2 = 4:7 m, which is approximately 2 cells.
Experiments with different lengths of the buffer region are shown in Fig. 4.12.
Here we plot average flux, density and energy of the electrons around the model
interface for buffer regions of different lengths. The field ahead the front is E+ =
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E
+ 50 75 100 125 150 175 200
x 0.5-0.9 0.55-1.0 0.6-1.0 0.65-1.0 0.7-1.0 0.8-1.0 0.9-1.0
tested x 0.5 0.55 0.6 0.65 0.7 0.8 0.9
buffer cells 1 1 2 2 2 3 3
Table 4.2: The proper position of the model interfaces for different fields, where n
e
=
x n
e;max
.
 100 kV/cm and the position of the model interface is at E = 0:9E+. It is clear that
as the length of the buffer region increases, not only the flux densities, but also the
electron density and the mean electron energy converge to their limit values. Our
computational cells are 2.3m long, and a buffer region with the length of 2 cells can
already give a reasonable flux at the model interface.
4.4 Simulation results in different fields
Having presented our hybrid simulations of the front propagating into a field of
E
+
=  100 kV/cm in detail, we now summarize results for fields ranging from
 50 to  200 kV/cm.
In Fig. 4.13, we present the relative density discrepancies

n
 
e;part
  n
 
e;hybr

=n
 
e;part
of the saturated electron density n 
e
behind the ionization front for different fields;
here hybr denotes hybrid simulation and part particle simulations. For each field,
the model interface has been placed at electron density levels n
e
= x n
e;max
, with
x = 1:0, 0:9, : : : , 0:1. A long buffer region with 32 cells was used in the hybrid cal-
culation to ensure a stable flux at the model interface. Two horizontal dashed lines
have been added at 5% to assist the choice of the proper position of the model in-
terface. For example for a field ofE+ =  125 kV/cm, the relative density difference
is limited to 2% even if only a very small part of the front x = 0:1 is covered by
the particle model. But due to the flux convergence problem discussed in Sect. 4.3.4,
the model interface will be put slightly more backwards to have a stable flux in our
actual hybrid computational model, as the computational costs are actually deter-
mined by the position of the back end of the buffer region.
We summarize the proper positions of the model interfaces for different fields in
Table. 4.2. With the positions chosen from this table, we have tested different lengths
of buffer regions. For the buffer lengths given, the electron flux, density and mean
energy lie not more than 2% off the limit of a very long buffer region.
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Figure 4.13: The relative density differences between the hybrid simulation and the particle
simulation as a function of the position of the model interface in a range of fields. The model
interface is at the position where the electron density level is n
e
= x n
e;max
.
4.5 Conclusion
The particle model contains all the essential microscopic physical mechanisms that
are thought to be relevant for the propagation of an ionization front. The fluidmodel
is much more efficient since the particles are approximated as continuous densities.
To combine the computational efficiency of the fluid model and the full physics of
the particle model, a spatially hybrid model has been implemented for the planar
front. The hybrid model uses a particle model in the leading part of the ionization
front and an extended fluid model for the rest.
The extended fluid model has been introduced as an alternative to the classical
fluid model; it maintains an electron flux that is consistent with the particle model.
Comparing particle and fluid models both in swarm and in planar front experi-
ments, we decided to use the extended fluid model rather than the classical fluid
model in the hybrid computation.
The hybrid model concept fulfills the efficiency requirement for large scale com-
putations, and it minimizes the influence of the non-physical assumptions made
in the fluid model. Moreover, since the ionization front corresponds to the region
generating electrons with high energy and since a kinetic description is used in this
region, the interesting physical phenomena such as jumping and branching of an
ionization front, and energetic electrons causing radiation, can now to be studied
within a fully simulated streamer without having to rely on super-particle simula-
tions with their erroneous statistics.
We discussed the hybrid algorithms and our numerical implementation in detail.
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After testing the hybrid model at  100 kV/cm, we also presented the hybrid simu-
lation results for other fields. And a set of recommendations on the position of the
model interface and the length of the buffer region are also given for 3D simulations.
Although the spatially hybrid model is discussed in the context of streamer sim-
ulations, we would like to emphasize a particular point that is generic for pulled
front problems. As the electrons on average move backward in a frame moving
with the average front velocity, the problem of creating particles with proper statis-
tics in the buffer region does not need to be solved. This problem here would be
particular severe, as the distribution of electron energies and velocities are far from
thermal and not even in equilibrium with the local electric field. But in many other
cases, the distribution of inflowing particles is unavailable or difficult to obtain as
well. The simplified coupling approach here offers an alternative for those problems
without having to consider the influx on the back end of the buffer region.
Part of this chapter is published as: Avalanche to streamer transition in Monte Carlo particle simulations, C.
Li, U. Ebert, and W.J.M. Brok, IEEE Trans. on Plasma Science 36, 914 (2008)
Chapter 5
3D particle model and fluid model
As a building block for the 3D hybrid model, particle model and fluid model
are developed in 3D. We compare transport coefficients, ionization rate and mean
energy of the electrons generated in our particle model with a Boltzmann solver,
BOLSIG, where the same electron-nitrogen collision cross sections are used. They
agree very well when the same scattering method is applied. To study possible
numerical artifacts in a super-particle simulation method, we compare simulation
results for either real particles or super-particles during the avalanche to streamer
transition. The fluid model uses the parameters generated by particle swarm exper-
iments. The calculation of the electron flux needs extra care since the diffusion is a
tensor in our model. The electric field is calculated with a 3D FISHPACK subroutine
and the numerical error is estimated in a test problem.
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5.1 Introduction
T
he 3D particle model and the 3D fluid model are the fundamental building
blocks of the 3D hybrid model. We have explained our 1D particle and fluid
model in detail for the planar front in Chap. 2, here we will extend it into 3D.
After the 1D [254] and 1.5D [62] density simulations of the gas discharge up to
today, and after various 2D [64, 99, 14] fluid descriptions developed in the last 20
years, only recently 3D models become available [183, 149]. While from 1D to 2D,
the nonuniformity of particle densities over a transversal cross section and space
charge enhanced fields are included in the fluid description, the 3D model allows
streamers to branch in a more realistic way than in 2D [209, 142, 164], and their
interactions can be studied as well.
Most particle simulations are carried out using a particle-in-cell/Monte Carlo
collision (PIC/MCC), where normally super-particles are used. Due to the already
heavy computational cost for a large amount of particles, a full 3D description is
very hard to realize. Positions and velocities of the particles are defined in 3D in
the standard PIC/MCC procedure, while the electric field is normally calculated in
1D [128, 130] or 2D [56, 65].
The cross section and the differential cross sections of the electron-neutral col-
lisions are crucial for the particle model. While many experimental measurements
and analytical descriptions for various collision processes are available in the litera-
ture, most of them are not in the form ready to be used in theMonte Carlo procedure.
As a part of the effort to improve our particle model, we reviewed the literature for
suitable cross sections and differential cross sections for electron-nitrogen collisions.
While the cross sections and differential cross sections used in our present model is
presented in this chapter, the review is summarized in Appendix B.
To test the performance of our particle model, the transport coefficients, reaction
rates and the average electron energies generated in the particle swarm experiments
are compared with a Boltzmann solver (BOLSIG) when the same scattering method
is used. The comparison gives a good agreement except for the diffusion rate.
The particle model is normally used for the simulation of the avalanche or the
avalanche-streamer transition phase. Instead of real particles, super-particles where
one computational particle stands for themass and charge of many real particles, are
normally employed to reduce the computational cost. However the super-particles
have their own drawbacks, not only with lower resolution of the studied particles
(which is important for the study of run-away electrons), but more importantly, the
super-particles cause numerical heating and stochastic errors as wewill show below.
In our fluid model, the transport coefficients and the ionization rate are param-
eters generated from the particle swarm experiments. As the particle swarms show
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Figure 5.1: The Leapfrog scheme
different diffusion rates in the longitudinal and transversal direction of the electric
field, the diffusion is implemented as a tensor in the fluid model.
In both particle and fluid model, the electric field needs to be calculated and it
needs to be solved in the most efficient way. A fast 3D subroutine of the FISHPACK
is chosen to do this job and the error and the computational time are evaluated with
a test problem.
5.2 3D Particle model
In the particle model, electrons are accelerated and advanced sequentially by solv-
ing the equation of motion X = qE=m in each time step.
In the temporal scheme shown in Fig. 5.2, electron positions and velocities are
offset in time by t=2, which allows for the leapfrog difference method,
X
n+1
= X
n
+tV
n+
1
2
(5.1)
V
n+
1
2
= V
n 
1
2
+t
q
m
E(X
n
; t
n
) (5.2)
where q andm are electron charge and mass,X
n
= (x; y; z)
n
is the vector of electron
position in 3D at time t
n
, and V
n+
1
2
= (v
x
; v
y
; v
z
)
n+
1
2
is the electron velocity in 3D
at time t
n+
1
2
.
The electron-neutral collisions happen randomly within a probability, which is
normally a function of the electron energy. The collisions have no time duration
and change the velocity and possibly the energy of electrons. Though collisions are
dealt with stochastically, on average the collision time of an electron with energy 
is determined by its cross sections (CS) and its scattering angle is determined by the
differential cross sections (DCS). The cross sections and differential cross sections are
the core of the particle model and have direct influence on simulation results [129].
The Monte Carlo method samples the collision probabilities to set the next col-
lision time of each electron by using random numbers. If the next collision time is
obtained by calculating the collision frequency for each electron after each collision,
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at 1 bar, including null collisions.
the simulation can be computationally very expensive. And such frequent calcula-
tion gives the correct physical meaning only when the electron energy has changed
very little during the free flight. For example, two groups of electrons with the same
energy in a strong field have the same average of the next collision time t. But if one
group advances in the direction of the electric field and the other marches in the op-
posite direction, then one group is losing energy and the other is gaining energy, and
their collision probability changes correspondingly. The sampling of next collision
times based on their energy at the starting point can not represent the probability
changing during the free flight.
Without knowing the incident energy of the next collision, the sampling results
may give a wrong distribution of collision times. This can be avoided by introduc-
ing a collision which is called “null collision”, which is actually a pseudo collision
because nothing changes in this collision process. With the null collision technique,
the next collision time is calculated right after the previous collision, but whether the
collision will happen or not can only be determined at the moment when the next
collision happens. In Fig 5.2, we show the total collision frequency as a function of
electron energy. Once a collision is set to happen, the incident energy 

is first cal-
culated. Another random number is drawn to determine the collision process based
on the cross section of the electron with 

.
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5.2.1 Collision processes
Here we will only discuss the electron collisions with nitrogen molecules. N
2
is the
most abundant species in air and is also one of the best studied molecules. Hayashi
has build a bibliography which includes 2240 original and review reports of experi-
ments or theories of electron and photon cross sections and electron swarm data for
the nitrogen molecule [104].
The electron-N
2
molecule collisions include the elastic, rotationally exciting, vi-
brationally exciting, electronically exciting, and ionizing collisions. A list of possible
collision processes included in our particle code is given in Table 5.1, in which the
threshold energies are taken from the BOLSIG package [165].
Total cross section (CS)
The CS data can be obtained through either one or more of the following means: (1)
measurement from single-scattering beam experiments [46], (2) theoretical calcula-
tions [195, 167] or (3) inversion of swarm experimental data [59]. And different CS
data have been used by different authors for different purposes, for example, the
National Institute of Standards and Technology (NIST) electron impact cross sec-
tion [124] was used in the particle avalanche model [65], the evaluated electron data
library (EEDL) was used for the simulation of high energy electron avalanches [16],
and the Siglo database is used in avalanche [140] and streamer simulations [56].
None of the CS data mentioned above includes the CS for electrons in the energy
range from low energy (less than 1 eV) to very high energy (above 1 MeV). Sim-
ulations that study how high energy electrons emerge from low energy electrons,
normally combine different compilations [244, 168].
Only a few benchmark studies have been done to compare the simulation results
generated from those CS data with experimental swarms. The cross sections [195]
derived by Phelps and Pitchford have been tested by comparing the results ofMonte
Carlo (MC) simulations with experimental data for electron swarms for N
2
[231].
The cross sections in our model are taken from their work.
Differential cross section (DCS)
The DCS determines the probability of the impact electron flying into a certain an-
gle after the collision, which is extremely important for the study of run-away elec-
trons from the streamer. In Fig. 5.2.1 we compared the differential cross sections for
electrons with energies 0.01, 0.1, 1, 10, 20, and 50 eV in an elastic collision by four
different scattering methods from Born approximation (upper left), Okhrimovskyy
et al. (upper right), Phelps and Pitchford (lower left) and Surendra et al. (lower
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Table 5.1: Electron-molecular collision processes in nitrogen (Phelps and Pitchford)
right). With all four scattering methods tested, electrons tend to scatter isotropically
or even lightly back when the electron energy is low, and forward when the energy
is high. For details of these differential methods and their formulas, we refer to
Appendix B. In our model, the formula derived by Okhrimovskyy et al. has been
implemented for elastic collisions.
The electron scattering from the rotational, vibrational and electronic excitations
have been assumed to have the same scattering probabilities as from the elastic colli-
sions. The experiment has shown that the electron scattering is different for different
collisions [46]. Amore realistic particle model can be obtained by including different
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Figure 5.3: The normalized differential cross section of electrons with energies  =(0.01, 0.1, 1,
10, 20, 50) eV for 4 different scattering methods from Born approximation (upper left), Okhri-
movskyy et al. (upper right), Phelps and Pitchford (lower left) and Surendra et al. (lower
right).
differential cross sections for different excitational collision process. In Appendix B,
we summarize the cross sections and differential cross sections for different collision
processes in the literature, but this is not sufficient since many measured data are
only for a few discrete energies and in the form of tables, which is not yet ready to be
implemented in the particle model without finding empirical fits and extrapolating
to other energies.
In an ionizing collision, the incident electron loses energy and a new electron
will be ejected. Since Opal reported his measurements of the secondary electron
spectra [182], most particle models follow his empirical fit for the ejected electron
energy. In Fig. 5.4, we show the secondary electron energy for a given random
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Figure 5.4: Opal’s empirical fit for the ejected electron energy with given incident electron
energy  = 10, 50, 100, 500 eV.
number R 2 [0, 1]. For an incident electron of 500 eV (the top curve), the maximum
energy of the ejected electron is less than 250eV and can have an energy below 40eV
with 80% probability. That is, the high energy incident electron is likely to keep
most of its energy. The scattering angle of both primary and ejected electron can be
determined from their energy splitting [29].
5.2.2 Comparison with BOLSIG
The particle model has been tested and compared with the BOLSIG+ package [165].
BOLSIG+ is a Boltzmann solver to calculate electron transport coefficients in gases
or gas mixtures. It is based on the two-term Legendre expansion solution of the
Boltzmann equations [196] with the assumption of isotropic scattering.
Both the particle model and the BOLSIG+ package use the same cross section
(SIGLO [165] database) with the same assumption of isotropic scattering . The energy
splitting between the primary and the secondary electrons during an ionization has
two different modes in BOLSIG+, ”equal sharing” or ”primary electron takes all”. In
both BOLSIG+ and our particle model, we used ”equal sharing”.
With the cross section and differential cross sections, the electron transport co-
efficients and reaction rates obtained from the particle simulations or Boltzmann
solver should be comparable.
In Fig. 5.5, we show the electron mobility , electron diffusion D
T
, mean en-
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Figure 5.5: Comparison of the transport coefficients, ionization rate and the mean energy of
electrons in a swarm with the results of BOLSIG+ [165, 103].
ergies and the ionization rate  of electron ensembles as a function of the electric
field. The results are generated by BOLSIG+ (solid line, “o”, noted as “Bolsig+”),
by the particle simulation with isotropic scattering and with equal energy sharing
in an ionization collision (dash dotted, “}”, noted as “Iso-test”), and by the particle
simulation with anisotropic scattering and uneven energy sharing (dashed line, “+”,
noted as “Particle”).
It shows that with the same differential cross sections, the particle model gener-
ated ,  and  agree well with the results of BOLSIG+. A discrepancy appears in the
comparison ofD
T
.
When the anisotropic scattering and Opal’s empirical fitting function are used in
an ionizing collision, the properties compared in Fig. 5.5 show a good agreement for
low fields, and differences build up and increase as the fields increase (except for
the ionization rate).
The choice of the differential cross sections and the energy splitting in an ioniz-
ing event have direct influence on the electron energy distribution function (EEDF).
In Fig. 5.6, we show the EEDF in a particle simulation with both isotropic (”}“) and
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Figure 5.6: The electron spectrum in the swarm experiments at 100 kV/cm. The “+” marked
curve shows the particle simulation results with anisotropic scattering and uneven energy
splitting in ionization collisions. The “}” marked curve is obtained from the particle simula-
tion with isotropic scattering and equal energy sharing in ionizing collisions.
anisotropic (”+“) scattering. It shows that high energy electrons are easier to pro-
duce with the anisotropic scattering, which will effect the ,D, and . For example,
the mobility  and mean energy  are higher in the case of anisotropic scattering.
Since the collision frequency increases as electron energy increase from 0 to about
150 eV, a higher collision frequency leads to higher diffusion rates as  is higher. The
influence on the ionization rate is complicated. While particles with higher energy
create more ionization events, they also propagate faster. Therefore the ionization
coefficient may either increase or decrease.
5.2.3 Super-particle induced numerical error
A fully kinetic treatment for all the individual particles is ideal but in general not
feasible. The electron density inside a streamer channel is about 1014/cm3 at ground
pressure. Recent laboratory observations [37] and computer simulations [151] show
a minimal streamer radius p  r = 0:1 mmbar at a wide pressure range. The
simulation of a streamer propagation for l = 1cm with the minimal radius will
create n
min
= V n
e
= r
2
ln
e
 3 10
10 electrons.
For each electron, the 6 components of position and velocity vector, and the next
collision time, etc., are usually represented as double precision in Fortran or as dou-
ble variable in C++, which occupies 64 bits or 8-bytes of computermemory. The stor-
age of 31010 electrons requires 8731010 bytes, approximately 1500GB (Giga
byte) memory which is too much and it would take a long time for the computer
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to move all electrons one time step forward. With the growing particle number,
eventually the limits of any computer are exceeded. This difficulty can be counter-
acted by using super-particles carrying the charge and the mass of many physical
particles, but super-particles in turn create unphysical fluctuations and stochastic
heating as we will demonstrate below.
Here we show how a streamer emerges in a particle model from few seed elec-
trons and a consecutive avalanche. The system is pure nitrogen at standard temper-
ature and pressure in a constant high field of 100 kV/cm (equivalent to 372 Td). We
assume that the electrodes are far away or don’t exist as in many natural discharges.
Qualitatively similar results in a fluid model are shown in Fig. 1 of [161].
The simulation starts from 100 pairs of electrons and ions at one point and fol-
lows the initial particles and their offspring up to time 0.306 ns. In Fig. 5.7, the
simulated streamer is presented at two different times: t = 0.18 ns with real particles
(first row), t = 0.306 ns with real particles (second row) and once again t = 0.306
ns, now in a super-particle simulation (third row). At time t = 0.18 ns (first row),
we have approximately 105 electrons, and the maximal field enhancement is 1%.
Therefore the discharge is still in the avalanche phase. For the second row, the com-
putation is continued with real particles, while for the third row, super-particles are
introduced as follows: if a specified number of particles, in our case 105, is reached,
a particle remapping is applied to reduce the number of computational particles; in
this step, half of them are thrown away at random and the weight of the remaining
computational particles is doubled. At t = 0.306 ns, the total number of electrons
is roughly 1:5  107 within the real particle simulation. The space charge layer has
clearly formed. The maximal field enhancement is 50%. At t = 0.306 ns within the
super-particle simulation, the total number of super-particles is about 7 104, each
representing 256 real electrons. No charge layer has formed, but the charge density
is noisy with a maximum inside the discharge. Clearly super-particles here are not
appropriate to deal computationally with large electron numbers. In the following
chapters , we will describe how to circumvent the unwieldy runtime of real particle
models by using a hybrid model in 3D which couples particle and fluid model in
different spatial regions.
5.3 3D Fluid model
As in the planar front simulation (Sect. 2.2.2), the electron and ion densities are dis-
cretized in space with a finite volume method based on the mass balances for all
cells, and the electron density is updated in time using the third order upwind-
biased advection scheme combined with a two-stage Runge-Kutta method. For the
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Figure 5.7: Avalanche to streamer transition in nitrogen at standard temperature and pres-
sure. A constant background electric field of 100 kV/cm points downwards. First row:
avalanche of real particles at t = 0.18 ns, second row: streamer formed by real particles at t =
0.306 ns, third row: the same system at the same time t = 0.306 ns, but using super-particles
with the mass of 256 real particles. The columns show from left to right: electron density,
charge density, and electric field strength. Particle densities and fields are represented on two
orthogonal planes that intersect with the 3-dimensional structure.
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details of the method, we refer to [163]. Here we discuss two problems which have
not been covered in 1D calculations and which are important in 3D: the calculation
of the electric field and the electron flux.
5.3.1 3D FISHPACK
FISHPACK is a collection of FORTRAN subprograms for the Poisson equation in Carte-
sian, polar, cylindrical, and spherical coordinates as well as solvers for more general
separable elliptic equations. It uses the cyclic reduction method for the linear sys-
tem [214] and has been proven to be one of the fastest Poisson solver in both 2D and
3D [33].
The FISHPACK 2D Poisson solver in cylindrical coordinates has been tested in [163]
and used in [164, 151] for the calculation of the electric field. One major limitation
found in the 2D test is that it does not deal accurately with very many grid points,
which is due to numerical instabilities with respect to round-off errors. The same
test is carried out below for the FISHPACK 3D Poisson solver in Cartesian coordi-
nates.
The solver is tested with a Laplace equation in a 3D system (x; y; z) 2 (0; L
x
) 
(0; L
y
) (0; L
z
),
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where L
x
= L
y
= L
z
= 1:0. An inhomogeneous Dirichlet boundary condition is set
in such a way that the exact solution is
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:
Depending on the value of A, the charge distribution on the r.h.s. of Eq. (5.3) can
be either smooth or sharply peaked. Here we have tested two cases, A = 1 and
A = 100. The tests have been done with both single and double precision.
The test is carried out on a desktop computer with 1GB memory, allowing calcu-
lation up to approximately 500  500  500 or 108 grid points. The accuracy of the
FISHPACK routine can be characterized by the discrete L
1
,L
2
, and L
1
-norms of the
errors. For a grid function
v = (v
i;j;k
)
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Figure 5.8: The FISHPACK 3D Poisson solver in Cartesian coordinates tested for a Laplace
equation. The L
1
-errors(solid), L
2
-errors(dotted), and L
1
-errors(dashed) are displayed as a
function ofm. The upper and lower panel show the test results with single precision and dou-
ble precision. The left and the right column show the test results with a smoothly distributed
charge density and a sharply peaked Gaussian distributed charge density.
on ammm uniform grid these norms are defined as
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In Fig. 5.8, we show the L
p
norms of the numerical errors obtained with the FISH-
PACK routine on a (mmm)-grid, as a function ofm. The upper and lower panel
show the error of the double or single precision computations respectively, the left
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Figure 5.9: The computation time of the FISHPACK 3D Poisson solver on m m m grids,
as a function ofm. The test is carried out on a desktop computer with AMD Athlon 1.6GHz
CPU and 1G memory.
and the right column show the error for A=1 and A=100 in the test.
Up to the number of grid points allowed by the memory limits, the errors ob-
tained from double precision calculations are of second order, in agreement with the
discretization. For the very peaked charge density with A=100, errors obtained from
the single precision calculation are decreasing with the discretization till m = 50,
and then become irregular. The single precision works better in the smoothed prob-
lem A=1, but the errors also start to fluctuate whenm = 350. In our 3D simulation,
the FISHPACK uses double precision to solve the Poisson equation.
The time consumption is one of our major concerns in 3D simulations. In Fig 5.9,
we plot the computation time of the FISHPACK 3D Poisson solver on a desktop com-
puter with AMD Athlon 1.6GHz CPU and 1G memory, as a function of m, when
double precision is used.
The FISHPACK 3D Poisson solver is using the Fourier Transform in the third di-
rection, therefore the computation time is not a linear function ofm3. Asm increases
from 10 to 500, the computation time increases from 7:66 10 4 s to 159:89 s.
5.3.2 Flux calculation
The free diffusion of electrons in electrostatic fields in gases is usually assumed to be
isotropic in fluid simulations [64, 127, 14, 76, 13, 164]. However, electron diffusion
generally is anisotropic [252, 147].
In the fluid model described here, the mobility , diffusion rateD and ionization
rate  of electrons are averaged quantities of many particles obtained from particle
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swarm experiments in a rather large spatial and temporal range. The diffusion rate
in the longitudinalD
L
and transversalD
T
direction of the electric field are different
due to the anisotropic collision process in the particle model: D
L
< D
T
at low field
E < 30 kV/cm, and D
L
> D
T
when the field strength is above 30 kV/cm (see
Chap. 2).
Continuity equations are solved on uniform grids with the electron and ion den-
sities calculated at cell centers, which can also be viewed as cell averages. The elec-
tric potential  and the field strength E are taken also in the cell centers, where E
determines the electron and ion growth in the cell. The electric field components
E = (E
x
; E
y
; E
z
) are taken on the cell vertices, where they determine the mass
fluxes.
In the swarm experiment, electrons propagate under a uniform and constant
field E with mobility (E) and diffuse with rate D
L
(E) in the direction of the field
and D
T
(E) perpendicular to the field. When  and D are applied locally in each
computational cell within the fluid model, each computational cell is considered as
a small swarm and the definition of the  andD shall be kept consistent.
Flux formulation in 2D
The numerical algorithm and the spatial discretizations of the continuity equations
in a 2D radially symmetric system have been discussed in [163, 160]. The discretiza-
tion of the flux terms requires extra carewhen the diffusion tensor is anisotropic [79].
For the flux of electrons, we have
j
e
=  F
a
  F
d
=  (E)En
e
 D(E)rn
e
;
where the Fa and Fd denote the advective and diffusive electron fluxes through the
cell boundaries, andD is a tensor in the form of
D(E) = D
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EE
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where I is the identity matrix. The equations for the particle densities are discretized
with a finite volume method, based on mass balances for all cells.
We take the 2D example to explain how the electron flux is numerically dis-
cretized. As shown in Fig. 5.3.2, we have a uniform grid with the properties f eval-
uated in the centers of the grid cells. (f can be n
e
,  or E here.) Consider the flux on
the boundary between cell (i; j) and (i+ 1; j). F a
(i+
1
2
;j);x
can be written as
F
a
x;(i+
1
2
;j)
= n
T
(E)En
e
(5.6)
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Figure 5.10: Evaluation of the electric flux on the boundary between two cells.
where nT = (1; 0), and ET = (E
x;(i+
1
2
;j)
; E
y;(i+
1
2
;j)
)which is given as Eq. (5.7).
To obtain the electron diffusive flux at the cell boundary (x
i+
1
2
; y
j
), we need the
electric field and the electron density gradients at the boundary. One of the possible
choices for the electric field is
E
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The diffusive flux F d is calculated as:
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The flux in the -x direction in 2D therefore can be written as
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Flux formulation and discretization in 3D
In 3D, the electron flux on one cell face can be written in the same way as Eq. (5.10)
in 2D, where D is a tensor defined in Eq. (5.5), n is a vector normal to the cell face,
E
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face.
An upwind-biased scheme with flux limiting is used to discretize the advective
term. “This gives mass conservation and monotone solutions without introducing
too much numerical diffusion” [160]. For the limiter we take the Koren limiter func-
tion. Denote EL = max( E; 0) and ER = min( E; 0) to distinguish the direction
of the upwind for the field components, the F a at cell face (x
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The diffusive flux is calculated with second-order central differences as
F
d
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1
2
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T
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  n
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)=x (5.12)
where n is a vector normal to the cell face.
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Figure 5.11: Here we present 3D simulation results of the classical fluid model for a negative
streamer developing in a background field of -100 kV/cm. First row: avalanche at t = 0.18 ns,
second row: streamer at t = 0.48 ns, third row: streamer at t = 0.57 ns. The columns show from
left to right: electron density, charge density, and electric field strength. Particle densities
and fields are represented on two orthogonal planes that intersect with the 3-dimensional
structure.
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5.3.3 Simulation result
Here we present 3D fluid simulation results for a negative streamer in nitrogen,
propagating in a background field of -100 kV/cm. Note that we use the classical
fluid model here. The initial particles are the same as in the particle simulation, 100
pairs of electrons and ions sitting at the same position. The simulation was carried
out on a grid of 256  256 512 points with x = y = z = 2:3 m, on a system
with x 2 [-0.29 0.29] mm, y 2 [-0.29 0.29] mm and z 2 [0 1.17] mm. The time step is
t = 3 10
 13 s.
In Fig. 5.11, the electron density (left column), charge density (middle column),
and the electric field (right column) of a negative streamer simulated by the 3D
fluid model, are shown at 0.18 ns (first row), 0.48 ns (second row), and 0.57 ns (third
row). From the avalanche phase at 0.18 ns to the developed streamer at 0.57 ns, the
maximal electron density increases from 11013 to 61014/cm3, while the maximal
field increases from 101 kV/cm to about 300 kV/cm.
We have already shown the 3D particle simulation results at time 0.18 ns and
0.306 ns in Fig. 5.7. The results at the same time in the fluid model is also presented
here, where t=0.18 ns is shown in Fig. 5.11 and t=0.306 ns is shown in in Fig. 5.12.
The number of electrons in the streamer can be estimated from their densities in the
fluid simulations. At 0.18 ns, there are 1:3  105 electrons in the fluid simulated
streamer, which is higher than the number of electrons 105 in the particle simulation
at the same time.
The particle model and the fluid model should produce about the same amount
of electrons when the field has not changed much (see the comparison of swarms
in Sect. 4.2.1). The difference is due to the initial conditions. Although the same
number of seed electrons are implemented in both models, electrons in the particle
model need time to gain energy before any ionization happens while the electron
and ion densities in the fluid model start growing once the simulation starts. In
both the particle model and the fluid model, the electric field has not changed much
at 0.18 ns.
At 0.306 ns, the particle model reaches 1:5 107 electrons with real particle sim-
ulation, while the number of electrons in the fluid model is approximately 1:4107,
which is already less than in the particle model. As shown in Fig. 5.12, the streamer
in the fluid model propagates slower since the field ahead is also lower than in the
particle model, which is due to the lower ionization rate at the ionization front in
the fluid model (see Chap. 2).
Within the time we investigated, the streamer in the particle simulation gener-
ates more electrons, which leads to a higher field enhancement and a higher front
propagation speed than in the fluid simulation. These results agreewith the compar-
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Electron density Charge density Electric field
Figure 5.12: The electron density (left), charge density (middle) and the electric field (right) in
the fluid simulation at time 0.306 ns. Compared to the particle model at the same time, there
are less electrons. The ionization front also propagates slower and the electric field ahead is
less enhanced than in the particle simulation.
ison of the twomodels for planar fronts, except that the different field enhancements
are a generical 3D effect that can not be observed in planar fronts.
At 0.57 ns, the number of electrons is about 4:8  108 in the fluid simulation.
With the real particle simulation, the particle model can never follow the streamer
propagation to that stage. With super-particles, it is possible but it will take much
longer time than in the fluid model, and the result may be strongly perturbed by the
numerical heating and the stochastic error.
Chapter 6
Three-dimensional hybrid simulation
Based on the three-dimensional particle and fluid model discussed in Chap. 5
and on their hybrid coupling in one dimension discussed in Chap. 3 and 4, we
here present development and first results of our 3D spatially hybrid scheme for
streamer modeling. The 3D coupling in general employs the same method as the
planar front, but new problems arise since the model interface is curved, and the
transversal dimension of a grid cell is not a freely adjustable parameter anymore. A
criterion for the position has to be developed, particles have to be traced properly
across a stepped model interface, and particle number fluctuations in small compu-
tational cells near the model interface have to be dealt with. The 3D hybrid model
is developed on a 3D uniform grid and first results are presented.
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Figure 6.1: Particle simulation of a negative planar ionization front in a high electric field of
E =  200 kV/cm shows that the front can jump when one high energy electron flies out of
the ionization front, relaxes ahead of it, and creates a new local avalanche.
6.1 Introduction
If the computational cost is not a concern, the ideal streamer simulation is theMonte
Carlo particle model that follows the movement of each real electron and includes
all necessary collision processes. But in practice, the particle simulation is verymuch
confined by its computational cost (see Sect. 5.2.3). And therefore the fluid model is
widely used instead of the particle model.
The fluid model approximates the charged species as continuous densities and
neglects the fluctuations due to individual particles. The simulation tools based on
the fluid description are well developed [163, 151, 185, 188]. However, the electron
energy distribution in the ionization front with its long tail at high energies may
lead to a number of physical phenomena that can not be studied by the fluid model.
An example is shown in Fig. 6.1. A 1D particle simulation for a planar ionization
front in nitrogen with a transversal area of 9:2  9:2 m2 has been done in a field
as high as E+ = 200 kV/cm. The figure shows that the front moves more or less
uniformly, until it eventually jumps forward. This jump is caused by a rare event: a
single electron gains so much energy that it runs away from the front and creates a
new avalanche ahead of it. The front edge of the new avalanche eventually becomes
the front edge of the front after the jump.
Aiming at following these high energy electrons in a fully simulated streamer, a
3D hybrid model has to be developed. In the hybrid model, fluid or particle model
6.2. Construction of the 3D hybrid model 107
will be applied adaptively in suitable regions, which means: i) the model represents
the correct physics, ii) high energy particle will be included in the particle region,
and iii) the model is computationally as efficient as possible.
The interaction of two models is realized through the well know ”buffer region”
technique which has been employed in hybrid computations for air flow [251, 237,
86, 9, 10, 6, 232], liquid flow [180, 102, 63], and also in small scale solid systems [219,
211, 253]. A similar method that is more suitable for streamer simulations has been
implemented and tested for planar fronts in Sects. 3 and 4. However, the complexity
of the 3D geometry brings new challenges in finding the proper position for the
model interface and in realizing the interaction between particle and fluid model.
6.2 Construction of the 3D hybrid model
In the 3D hybrid model, the particle model is the same as we discussed in Chap. 5
and the fluidmodel is the 3D version of the extended fluidmodel present in Sect. 4.2.
The simulations are carried out in a domain of x 2 [-0.29 0.29] mm, y 2[-0.29 0.29]
mm and z 2 [0 1.17] mm, that is represented by a uniform grid of 256256512 grid
points with the cell lengthx = y = z = 2:3 m. The time step ist = 310 13
s = 0.3 ps.
6.2.1 From planar front to 3D streamer
The coupling of fluid and particle model was first realized in a planar front as dis-
cussed in Chapters 3 and 4. The relation between the full 3D streamer and the
planar front was presented in Fig. 2.1. The planar front is obtained as a column
across the ionization front with a small area in the transversal direction. The area is
small enough that the curvature of the ionization front can be neglected and that the
particle densities and the electric field do not vary much within such small region
in the transversal direction.
The 3D streamer can be decomposed as many such volumes crossing the ioniza-
tion front with small transversal area. And for each of them, the coupling methods
for the planar front, such as the determination of the position of model interface and
the construction of the buffer region, can also be applied.
When we apply the hybrid coupling scheme that was tested for a planar front,
to the 3D hybrid calculation, the procedure is similar. At the beginning of a hybrid
time step, we first set the position of themodel interface and then the buffer region is
constructed. The position of the model interface and the length of the buffer region
of one column shall depend on the electron density and electric field profiles within
this column.
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Additional problems appear due to differences between a planar front and a
column within a real 3D problem. For example, in a planar front, only one position
for the model interface needs to be found; in 3D, the model interface of one column
will influence the buffer regions of all columns around it. A strongly fluctuating
model interface in some region will create large buffer regions and dramatically
increase the computation cost. Also in a planar front, themodel interface is a straight
line and electrons crossing it will contribute to the density flux; in 3D, the shape of
the model interface is more complicated, and crossing electrons need to be counted
carefully.
6.2.2 The position of the model interface
The electrons inside of the streamer channel are very dense, around 1014 to 1015/cm3.
To constrain the computational costs, the fluid model will be used as much as possi-
ble in regions populated by electrons. The application of the fluid model is mainly
limited by its deviation from the particle model at large density gradients and by
our physical interest in high energy electrons.
We have compared the extended fluid model with the particle model in Sect. 4.2.
The positions of the model interface in the hybrid model has been tested in both
Chap. 3 and Sect. 4.3.3 where different fluid models are used. Both cases suggest
that the particle model should cover at least part of the ionization front where the
electron density gradient is large. To investigate run-away electrons and other phe-
nomena related to high electron energies, the particle model should cover the region
where most electrons with high energies are produced.
In Fig. 6.2, we show a negative streamer followed by a pure particle model after
0.306 ns of simulation time in a field of -100 kV/cm. The simulation starts from 100
pairs of electrons and ions. The discharge is still in the transition from avalanche
to streamer, but there are already 15 million electrons in the particle list. Assuming
that for this particle number the computation should switch from particle to hybrid
model, the proper model interface now needs to be located. The figure shows the
electron density (upper left), charge density (upper right), electric field (lower left)
and the mean electron energy (lower right) at this moment.
The model interface is only needed within the region that is crossed by the
streamer. The simulation domain is normally taken as much larger than length
and width of the streamers in order to avoid perturbations of the electric field by
unphysical boundaries. The streamer only passes through part of the simulation
domain and leaves most of the space empty of ionization. The density model is
more efficient than the particle model only in cells with many electrons, where the
fluid model can approximate them as a density rather than calculating position and
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Figure 6.2: We show a negative streamer with 1:5 107 electrons in a particle simulation in a
field of 100 kV/cm. To transfer from the pure particle simulation to a hybrid simulation, we
need to find the proper model interface. Here we present the following quantities which may
be important for determining the model interface: the electron density (upper left), charge
density (upper right), electric field (lower left) and the mean electron energy (lower right).
velocity of all electrons. But for the large ionization free volume in the simulation
domain, there is no efficiency problem. Furthermore, if the fluid model is applied
in cells where rarely an electron is present, the probability that an electron might be
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present, is treated as a very low electron density, which leads to wrong statistics and
unphysical predictions. (We remark that in the fluid model developed in Amster-
dam, the density is put to zero, if it drops below a threshold [163].) In our hybrid
model, the particle model is applied in this electron free region.
In a 3D streamer simulation, each column of cells from bottom z = 0 to top
z = 1:1776mmwith a width of one cell can be considered as a planar front, but dif-
ferences remain. For example, in a planar front that propagates into a time indepen-
dent electric field E+, the field inside the streamer E  vanishes, while in general,
both fields are nonvanishing and varying as shown in Fig. 6.2. Furthermore, in 3D,
E
+ is the maximal field ahead of the streamer and it decreases in the direction of
streamer propagation rather than being constant as ahead of a planar front. There-
fore, if we determine the model interface by E = y E+ as in the planar front, such
an E may not exist since if it is smaller than E .
Interface position according to the density
To find the proper interface position, in Fig. 6.3 we look at a 2D cross section of the
3D streamer. In the upper panel, we show a contour plot of electron densities within
the cells in the x-z planewhere y = 0. The electron densities decrease from the center
of the streamer x = 0 to the side. In the lower panel, we show the electron densities
in each cell-column of the upper 2D plot. The maximal densities of the curves for
the cell-columns decrease from the center x = 0 to the edge of the simulated space
j x j= 0:29. Each column or curve needs a proper position for the model interface.
For the planar front, we have suggested that the model interface should cover
the complete density decay region or a certain part of it, depending on the field
ahead of the front. Although we know that the model interface should be placed in
the density decay region, it is not easy to identify it in the cell-column case. Here we
would like to discuss another difference between a planar front and a cell-column in
3D. A planar front physically zooms into a column of the streamer with a small area
in the transversal direction, but for the simulation, the area then can be enlarged to
suppress fluctuations by averaging in the transversal direction, while the physical
results stay the same. This is somethingwe can not do for the cell-column in 3D. The
density decay region can be identified quite easily in a planar front since the density
peak is a clear starting point for the density decay. In the lower panel of Fig. 6.3, we
marked the maximal density n
e;max
with a ”+” for each cell-column. The density
peaks are scattered in a rather large range due to density fluctuations. Another
possible criterion for the density decay region is the density gradient n
e
=z, but
again the strong fluctuations make it difficult to evaluate it.
In general, we would like the model interfaces of all cell-columns to lie within a
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Figure 6.3: In the upper panel we show a contour plot of the electron density in the x-z
plane with y = 0. In the lower panel we show the electron densities in each cell-column as a
function of z.
smooth surface rather than fluctuatingwidely since this enhances the computational
costs. A fluctuating model interface can require extra buffer regions which results in
more electrons to be followed by the particle model, and it will create a large area of
the model interface in the transversal directions where the motions of all electrons
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Figure 6.4: The position of model interfaces at n
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= 0:7 n
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along each cell-column. Far
outside of the streamer where no free electrons and ions exist, the particle model is applied
and the model interface is set at z = 0. In the center of the streamer, the interfaces are rather
smooth, the fluctuations appear at the side of streamer.
close to this large model interface have to be traced. From this point of view, it is not
a good idea to relate the position of the model interface to the density peak.
In Fig. 6.3, we also mark the level n
e
= x n
e;max
where x = 0:7 with ”o”. Al-
though the density peak n
e;max
fluctuates a lot on z, the level n
e
= 0:7 n
e;max
in the
density decay region is much smoother, at least in the center of the streamer where
n
e;max
is large enough. For planar fronts in fields between 75 and 175 kV/cm, a hy-
brid computation with a model interface at the level n
e
= 0:7 n
e;max
deviates from
the particle model by not more than 3% according to Sect. 4.4.
Fig. 6.4 shows the positions of the model interfaces at the level n
e
= 0:7 n
e;max
within each cell column in the 3D particle simulation. The model interface is set to
n
e
= 0:7 n
e;max
only when n
e;max
> , where  corresponds to a density of at least
one electron in a cell. It means that we split a cell-column into particle and fluid
region only if it contains electrons; in the large area without electrons, the particle
model is applied. The model interface is a rather smooth surface in the center where
n
e;max
is comparably large, and it fluctuates strongly where n
e;max
is small. Even
interface islands can be created where a few electrons have flied out of the channel.
Therefore again a large buffer region will be created that extends the particle model
far back into the high density region of the streamer channel.
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A possible solution is to find a fit formula for the interface position near the
streamer center and to extrapolate it to the side to calculate the interface position
even if no electron exists in that cell-column. But besides concerns on the asymmetry
of the density over the radius and on the difficulties of fitting, the interface position
at the streamer side would not depend on local properties in this procedure, but on
the fit to the streamer center; therefore it could happen that the complete ionization
front at the side is included in the fluid region. Although the side of the streamer
is less important for streamer propagation, branching and production of run-away
electrons, it is not recommendable to neglect all the microscopic physics there.
Interface position according to the field
In the planar hybrid calculation, also an interface criterion depending on the field
level E = y E+ was tested. In a planar front, there is a clear correlation between
the local electric field and the electron density, and the electric field is always more
smooth and fluctuates less than the electron densities. The relation between particle
density and electric field is not as clear in 3D, but we tried a field dependent criterion
to avoid the density fluctuations.
The upper panel in Fig. 6.5 shows the electric field as a function of z for y = 0 and
several values of x. On the streamer axis x = 0, the field is most strongly enhanced
in the head andmost suppressed in the channel. From the center to the side, the field
variation along z decreases, and the field tends to a constant far from the streamer.
We marked the position of the maximal density n
e;max
with ”+” and the density
based interface criterion n
e
= 0:7 n
e;max
with ”o” at the corresponding electric field.
They are also plotted in the lower panel of Fig. 6.5 together with the position of the
maximal electric field strength E+ (marked with ”*”), and the field based interface
criterion 0.85 E+. As the figure shows, we found the field criterion for the model
interface to agree well with the density criterion.
Using E = 0:85 E+ as a criterion for the position of the model interface may
create a smoother surface. But at the side of the streamer where the field varies less
than in the center, a level with E = 0:85 E+ may not exist in cell-columns where
electrons are still present. Because there are only few electrons which occasionally
fly out of the channel, we leave them to the fluid model. Therefore from the point
where the level E = 0:85 E+ ceases to exist, the model interface is extended several
cells outwards to include all particles at the streamer side into the fluid region; the
resulting interface is shown in Fig. 6.6.
At the streamer side, we also add one or two extra cells for the density diffusion
in the fluid calculation. In the particle model, the electron is discrete and the electron
density is always n  , where  is the density of only one electron per cell and n is
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Figure 6.5: In the upper panel we show the electric field along each cell-column for sev-
eral values of x with y = 0, as well as the position of n
e;max
(marked with ”+”) and of
0:7n
e;max
(marked with ”o”) indicated on the height of the local field. In the lower panel we
zoom into the interesting region and remove the lines. We again show the position of n
e;max
(marked with ”+”) and of 0:7n
e;max
(marked with ”o”), and we add E+ (marked with ”*”),
and 0.85 E+ (marked with ””) for each cell-column.
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Figure 6.6: The position of the model interface at E = 0:85 E+ in 3D.
an integer. But in the fluid calculation, diffusion can fill the entire fluid region with
a small n
e
> 0. To avoid a continuous expansion of the fluid region to the side, the
fluid electron density is set to zero if it drops below .
6.2.3 The construction of the buffer region.
Once the position of the model interface is determined, the buffer region is created
by extending the particle region several cells back into the fluid region. Here we
set the length of the buffer region as 3 cells in the z-direction and 2 cells in x- and
y-direction (see Table 4.2).
It is important that for any cell face, cell edge and cell corner shared by the par-
ticle region and the fluid region, a buffer region is built in the fluid region. A direct
contact of particle and fluid model without a buffer region can cause electron leak-
ing, which creates loss of mass and charge.
The so called ”corner problem” is a technical but important issue when calculat-
ing the electron flux in the hybrid model. When an electron passes from the particle
region into the fluid region or vice versa, it contributes to the flux on the cell face
if the cell is in the fluid region. The cell face is not necessarily the model interface
between particle and fluid region. A 2D example is shown in Fig. 6.7 to illustrate the
problem. The particle region is at the upper right and the fluid region is in the lower
left corner, the particle region extends into the fluid region by 2 cells in all directions
and creates a buffer region. As illustrated in Fig. 6.7, when an electron flies from
cell ”a1” to ”b1”, it contributes to the flux on the model interface at cell face ”a1$
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Figure 6.7: Particle and fluid cells near the model interface.
b1”. A more complicated case occurs when an electron flies from cell ”b2” to ”c1”,
it contributes not only to the model interface at cell face ”b2$ c2”, but also to the
cell face ”c1$ c2”. On the other hand, when the electron flies from cell ”c2” to ”b3”,
it only contributes to the model interface at cell face ”b2$ c2”. This example illus-
trates that fluxes must be evaluated where a particle crosses the interface, while the
region where the electron moves into is to be recognized. Finally, consider that the
electron flies from ”b3” to ”c4”; it flies over two model interfaces, but in the model
it contributes to neither of them since there is no mass change in the fluid region
becausex = y.
Having described the procedure for locating the model interface and the buffer
region, we now present the splitting when the 3D simulation is transferred from
the particle to the hybrid model. In Fig. 6.8, we show electron density (upper left),
charge density (upper right), electric field (lower left) and mean electron energy
(lower right) with the model interface and the buffer region included. Note that the
middle row of Fig. 6.2 and Fig. 6.8 are based on the data of the same simulation at
the same moment.
After splitting into particle and fluid region with E = 0:85 E+, 12 million elec-
trons which are neither in the particle nor in the buffer region are removed from the
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Figure 6.8: Electron density (upper left), charge density (upper right), electric field (lower
left) and the electron temperature (lower right) are presented with the model interface and
buffer region marked.
particle list and transferred into particle densities in the fluid region, while 3 million
electrons remain in the ionization front. The splitting leaves most of the ionization
front to the particle model; it is also remarkable that the majority of the high energy
electrons remains in the particle list which gives a good beginning for the study of
run-away electrons.
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6.3 Simulation results and discussion
Having presented the details of the coupling techniques, here we present the hy-
brid simulation results with the model interface located according to the field cri-
terion E = 0:85 E+ and with 3 buffer cells in the z-direction and 2 cells in x- and
y-direction. In Fig. 6.9, we show the simulated streamer in a homogeneous back-
ground field of  100 kV/cm after 200 (upper row), 500 (middle row), and 700 t
(lower row) of the hybrid calculation, which corresponds to simulation times of
about 0.36 ns, 0.45 ns and 0.51 ns; the switching from the pure particle simulation
to the hybrid simulation is at 0.306 ns. The streamer is characterized by electron
density (left), charge density (middle), and electric field (right). The location of the
buffer region is marked in red.
At the simulation times 0.36 ns, 0.45 ns and 0.51 ns, there are in total 5  107,
2:5 10
8, and 7 108 electrons in fluid and particle model together, and about 4:5
10
6, 7 106, and 15 106 electrons are followed by the particle model; this is about
1=11, 1=35 and 1=47 of the total electron number. The electric field enhancement
continue to increase. This results in a higher electron peak and more electrons are
included in the particle region. Even with the model interface moving together with
the ionization front, more electrons are included in the particle region as the field
enhancement and consequently the electron density peak increase.
Compared to the number of electrons in the 3D classical fluid simulation, that are
2:210
8 and 4:8108 at times 0.48 ns and 0.57 ns, the hybrid model produces more
electrons within a shorter time. The 3D comparison agrees with the comparison
results of the planar front where the electron and ion densities behind the ionization
front are lower in the classical fluid model when the field is above 50 kV/cm.
While a rather good resolution is needed at the streamer ionization front, the
simulation needs to keep their outer boundaries far from the streamer to avoid ar-
tifacts in the electric field calculation. The main computation and storage costs in
this simulation are not only for updating the electron positions and velocities in the
particle model, but also for the calculation of the particle densities and potentials
at the grid points. An adaptive grid refinement technique developed by Montijn,
Hundsdorfer and Ebert [162, 163] for fluid modeling of streamers on a 2D radially
symmetrical grid has been proven to be a powerful tool for the multi-scale prob-
lem where different resolution is need in different spatial regions. To simulate the
streamer propagation within larger regions and with higher efficiency, the 3D spa-
tially hybrid model needs to integrate the grid refinement.
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Figure 6.9: The 3D simulation results of the hybrid model after 200 (upper row), 500 (middle
row), and 700t (lower row) after switching from the pure particle simulation to the hybrid
calculation, or after 0.36 ns, 0.45 ns and 0.51 ns of the full simulation. The streamer properties
are characterized by electron density (left), charge density (middle), and electric field (right)
on two orthogonal planes that intersect with the 3D structure; the location of the buffer region
is marked in red.
Chapter 7
Inception of positive streamers from needle
electrodes
The observed electric fields in thunderclouds are generally
too weak to initiate the atmosphere’s electrical breakdown.
A.V. Gurevich and K.P. Zybin
In contrast to the previous chapters, here we discuss the inception process of
streamers near a needle electrode. The inception of streamers is an important and
little studied problem both in nature and in the laboratory. Focussing on positive
streamers produced in the laboratory, the particle model is used to follow a group
of free electrons with an initial density of 103/cm3 near a needle electrode which is
simulated by a charge simulation method.
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7.1 Introduction
The inception process of lightning is presently under heavy debate. The conven-
tional breakdown as taught in textbooks originates from free electrons moving and
being accelerated in an electric field. Electrons collide with neutral particles on their
path. Electrons with sufficiently high energy (about 10-20 eV) are able to ionize the
neutrals and to create new electron-ion pairs. Electrons with lower energies dis-
appear when they attach to neutrals or recombine with the ionized molecules or
atoms in the air. A conventional avalanche can start only if the electric field exceeds
a threshold E
k
such that the generation rate of new electrons is larger than the at-
tachment and recombination rate. In air at atmospheric pressure, literature values
for E
k
range from ' 20 kV/cm [100] to 32 kV/cm [204, 85]. The threshold field
is approximately proportional to the air density and decreases with increasing alti-
tude. But even after correcting for the lower density, all electric field measurements
in thunderclouds reveal values less than those needed [85].
Furthermore terrestrial -ray flashes were recently observed from satellites [83]
and found to be correlated with thunderclouds, and - or X-rays are also observed
in rocket-triggered lightning experiments [69]. Therefore a growing group of re-
searchers search an explanation of such lightning events in the so called run-away
breakdown. The relativistic run-away breakdown theory argues that the discharge
is triggered byMeV electrons produced by cosmic-ray showers, and theseMeV elec-
trons can cause a breakdown in a lower electric field.
The run-away breakdown and the related measurements of electric fields, radio
pulses, X-ray and -ray bursts are of high interest, especially for geophysicists. But
there are also other possibilities. X-rays and -rays have also been observed in long
spark experiments in the laboratory [174], which indicates that MeV electrons and
consecutive Bremsstrahlung radiation can also be produced by the discharge pro-
cess itself. And the cosmic rays are a possible, but not a necessary condition for their
appearance. Our suggestion for the origin of x-ray bursts in laboratory experiments
is that the strongly enhanced field at the streamer head accelerates the electrons,
and that the high energy electrons are produced in some part of the streamer zone
ahead of a spark or lightning leader. To study the possible generation of run-away
electrons produced by the streamers, we are developing the 3D spatially hybrid
model as discussed in Chapter 6.
The electric fields in thunderclouds are normally measured by balloons [153]
between the cloud and the ground and also within the cloud. However, the cloud
microphysics may play a role in creating a sufficient field and initiate the discharge.
There are large numbers of charged water droplets, ice crystals, graupel and dusty
particles which collide and transfer charges between each other. Sharp edges of
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such particles can create strong local fields; in this way they could be functioning
actually in a quite similar manner as a needle electrode in laboratory experiments.
Fieldmeasurements inside thunderclouds by balloons do not resolve such local field
enhancements.
If one or a few electrons happen to be near this natural needle electrode, they
may create an avalanche around the needle. The electric field strength drops quickly
away from the tip of the needle, therefore the electric field drops below the critical
valueE
k
within a small distance from the needle tip. But if the cloud particle is suffi-
ciently charged or if a conducting particle with a sharp tip is in a strong background
field, a sufficiently strong field can be created locally, and enough electrons and ions
can be produced for an avalanche to streamer transition before the field decays to a
level below E
k
. The streamer can then propagate with the self-generated field even
if the large scale external field is below E
k
, and a discharge can occur.
Briels, Nijdam, Winands and their Ph.D. supervisors have conducted a series of
streamer experiments in Eindhoven [258, 38, 260, 259, 36, 40, 41, 39, 37, 179, 178].
In particular, in [37] both negative and positive streamers were studied in different
background gases between electrodes in needle-to-plane geometry. It was found
that positive streamers in general start at a lower voltage between the electrodes
than negative streamers, that is, the voltage threshold for the negative streamers is
higher than for the positive ones in the same experiment.
Another open problem is the inception jitter of positive streamers. If the voltage
is above the threshold for negative streamers, the discharge starts within nanosec-
onds or less, while for a positive streamer for a voltage just above the inception
threshold, the delay can last up to several s, which makes it much more difficult to
take time resolved photos than for negative streamers.
The inception of a discharge is also of interest for the start-up of high pressure
discharge lamps which is influenced not only by the electrode shape, but also by
dielectric walls and the initial background ionization.
As a contribution to all these questions, a preliminarymodel has been developed
that can describe the electron dynamics near a needle electrode. The model follows
the electrons with the particle model and the electrodes are simulated with a so
called charge simulation method.
7.2 Simulation of the electrodes
The simulation is carried out with a particle model in a needle-to-plane electrode
setup. Between the electrodes, normal air, with 78% nitrogen, 21% oxygen and 1%
argon, is filled in at standard temperature and pressure. Attachment is taken into
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Figure 7.1: The needle-to-plane electrode setup for the experiments in the laboratory is shown
on the left (the picture is taken from Nijdam [178]). The shape of the needle electrode and the
charge elements inside the electrode in our simulation are shown in the right plot.
account, but photoionization is not. The simulation is carried out in a cubic of size
7:4 7:4 11mm3.
We simulate the needle of the laboratory experiments described in [38, 36, 40, 41].
It is conical with spherical tip and cylindrical shank. The needle is set to 3mm length
and the half sphere at the tip has a radius of 15 m. In Fig. 7.1, we show both the
experimental setup in the laboratory [178] (left) and the shape of the needle electrode
in the simulation (right). In the simulation, a positive voltage will be applied to the
needle while a planar cathode is put about 1.1 cm away from the needle.
The simulation is carried out with the particle model. The calculation of the elec-
tric field requires the solution of the Laplace or Poisson equation with appropriate
boundary conditions. This can be done with various numerical methods such as
finite differences or finite elements though an accurate solution for a streamer is al-
ready quite demanding [163, 149]. However, when introducing an electrode into
the simulation domain, the physical system is becoming even more complex. The
solution needs to realize an equipotential electrode with a complicated shape. In
this section, we present a method to couple the charge simulation method for the
electrode with the FISHPACK subroutines, such that the equipotential electrode is
represented by the charge simulation method and the field outside the electrode is
calculated by FISHPACK.
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7.2.1 Charge simulation method
The basic principle of the charge simulation method [225, 123, 152, 2, 3] is very sim-
ple. If several discrete charges of any type (point, line, or ring, for instance) are
present in a region, the electrostatic potential in a point r (that does not carry a
charge) can be found by summing up the potentials from the individual charges.
Let Q
j
, j = 1; : : : ; n be the charge in a point r
j
, and let 
i
be the potential at a point
r
i
within the space, then we have

i
=
n
X
j=1
P
ij
Q
j
; (7.1)
where P
ij
are the potential coefficients in the absence of external boundaries accord-
ing to classical electrostatics as summarized in Appendix C. Thus once the types
of charges and their locations are defined, it is possible to relate 
i
and Q
j
quan-
titatively at any boundary point. In the charge simulation method, the simulation
charges are placed inside an equipotential surface such as an electrode. If the bound-
ary point r
i
is located on the surface of a conductor, the 
i
at this contour point is set
to the conductor potential 

. When this procedure is applied to m surface contour
points, it leads to anm n linear system
P Q = 
;
(7.2)
which has to be solved for the chargesQ, where P 2 Rmn ,Q 2 Rn and 2 Rm .
Due to the axial symmetry of the investigated needle electrode, the surface charge
is simulated by a combination of point and line charges whose positions are fixed.
The point charge is put at the tip center and the line charges with different length are
distributed behind the point charge. To determine the unknown simulation charges,
a set of contour points on the electrode surface is then chosen. And those boundary
points are only chosen from the intersection between the electrode and the x-z plane
with y = 0 due to its axial symmetry.
Error and stability of the charge simulation method solutions depend upon the
types, numbers as well as locations of the simulation charges, the locations of the
contour points and the complexity of the electrode profiles. For example, for differ-
ent numbers n of charge elements, normally one chooses the same number of con-
tour points to form a system with n equations for n unknown charges. However,
the solutions can be unstable and negative charges may appear inside the positive
electrode. In Fig 7.2, we show the charges on the charge elements. We tried 18, 22,
28 line charges and negative charges appear when 28 line charges are used.
To obtain a stable solution, an iterative method can be used to search for a good
arrangement of charge elements. However, the high level of freedom in the system
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Figure 7.2: Different arrangements of the simulation elements may generate different charges
inside the electrode, even negative ones in a positive electrode.
makes it difficult to apply the iterative method. Therefore we first fix most of the
element positions and optimize the rest. Here we fix the shape of the electrode and
the arrangement of the charge elements, and we use a least square error method to
find a suitable number of contour points which are evenly distributed along z.
As mentioned above, in the conventional charge simulation method, the number
of charge elements is equal to the number of contour points. In the least square error
method (LSEM) [225, 152], there are more contour points than charge elements, i.e.,
m > n. The charges are found by minimizing
U =
m
X
i
(
i
  

)
2 (7.3)
where 

is the potential of the electrode and 
i
is the potential created by all charges
at the ith contour point as in Eq.( 7.1). By partially differentiating U with respect to
Q
j
, and equating to zero, an n n system is created
D Q = F; (7.4)
whereD = PTP and F = PT. This is actually Eq. (7.2) multiplied by PT on both
sides. The LSEM satisfies the boundary conditions at a large number of contour
points and is therefore more accurate.
The charge simulation method can still obtain the charges of the fictitious ele-
ments for an equipotential electrode when the space charges in the discharge are
included. The space charges can be viewed as many point charges at their grid
points or they can be approximated by point, line or ring charges. They work to-
gether with the charge elements inside the electrode to maintain an equal potential
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at the surface of the electrode,
P Q =  P
s
Q
s
; (7.5)
where P
s
are the potential coefficients of the space charges and Q
s
are the space
charge elements.
7.2.2 Electric field calculation
If both the charges on the charge elements inside the electrode and the space charges
in the gas discharge are known, we can calculate the potential on any point using
Eq. (7.1). However, if a large grid is needed in the simulation, using the charge
simulation method to calculate the potential and electric field for each grid point
can be numerically very expensive. When potentials on grid points are needed, the
3D FISHPACK subroutine is used to solve the Poisson equations.
To calculate potentials on a grid, the boundary conditions need to be specified for
the FISHPACK. At the side of the simulation domain, a Neumann boundary condi-
tion is used: =x = 0 at x
0
=  3:7 and x
l
= 3:7mm, and =y = 0 at y
0
=  3:7
and y
l
= 3:7mm. At the boundary z
0
= 0 and z
l
= 11mm, a Dirichlet boundary con-
dition is used. The size of the system is large enough to keep the effect of the lateral
Neumann boundary condition small. Therefore, we assume the cathodes is put at
z
l
= 11mm and set  = 0. Potentials on the boundary points at z
0
is calculated with
the charge simulation method using Eq. (7.1), where the influence of both charge
elements inside electrode and of the space charge are taken into account. Note that
this could be very time consuming if the potential is calculated for each grid point
on the lower boundary, while it only needs to be solved with Eq. (7.1) on part of the
points if the system is axial symmetric. Once the boundary conditions are set, the
fast Poisson solver-FISHPACK is used to solve the Poisson equation on the grid.
However, since the upper boundary and the boundary at the side need to be kept
far away, the size of the 3D system is too large to obtain a good resolution around the
needle when a uniform grid is used. If we use the cell sizex = y = z = 2:3 m
as in the previous chapters, the grid has a size of 320032004800which is too large
to compute. Therefore adaptive grid refinement has been implemented to calculate
the electric field in the whole domain while keeping a high resolution near the tip
of the needle electrode.
The refinement strategy for the computation of the electric potential is based on
a static regridding approach. The FISHPACK routine will be used on a sequence of
nested unifrom grid. The solution on a coarse grid will be used to provide bound-
ary conditions for the grid on the finer level. The refinement criterion is based on an
error estimate approach which compares the solution on the grid and the interpola-
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tion of the solution on the underlying coarser grid. These approach is explained in
full detail in [250, 162, 163].
The computation of the potentials with the space charge is summarized as fol-
lows:
1. The fictitious simulation charge inside the electrode together with the space
charge in the discharge maintain the needle electrode equipotential. Know-
ing the position of electrons and ions from the particle model, the fictitious
simulation charges are obtained by Eq. (7.5).
2. The potentials of all charges on the grid points of the lower boundary are cal-
culated using Eq. (7.1).
3. The 3D FISHPACK solves the potential on the grid with the given boundary
conditions and the electric field is calculated.
4. Electrons in the particle model move and collide with air molecules within this
field.
7.3 Simulation results and discussion
7.3.1 Avalanche without space charge induced field
In ambient air, there are typically free electronswith a low density of 103/cm3 due to
cosmic radiation and radioactivity. The simulation is carried out in a cube of volume
of 7.4 mm  7.4 mm  11 mm  0.6cm3, and therefore we initially place about
600 electrons at random positions. The needle electrode is located at the bottom of
the cube. The potential is set to 10 kV on the needle electrode and to zero on the
planar cathode. In Fig. 7.3, we plot the potential and the electric field calculated by
the charge simulation method. A strong electric field is created around the anode,
especially in the region near the tip of the needle, and it decays rapidly away from
the electrode.
The particle model is applied within this electric field to follow the free electrons.
With a different random number seed, the initial electrons may appear at different
positions within the simulation domain. If an electron runs out of the simulation
domain or attaches to a molecule, a new one will be generated randomly, which
simulates the free electron density staying constant due to a balance of electron loss
by attachment and electron gain due to radiation. In the simulation, one in general
has to wait for a while for the ionization avalanche to start and the avalanche can
appear anywhere near the needle electrode. In Fig. 7.4, we show the electrons in a
particle simulation after 30 ns. Each small circle in the plot stands for one electron
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Potential (V) Electric field (kV/cm)
Figure 7.3: On the left we show the potential when a voltage of 10 kV is applied to the needle
electrode, and on the right the electric field is shown.
chosen randomly from 10 electrons in the particle list. On the right, we zoom in
into the region near the electrode; there is one electron swarm near the side of the
needle already in the avalanche phase, and another small group of electrons near
the tip of the needle is just initiating an avalanche. This simulation illustrates why
in laboratory experiments sometimes the streamer initiates not only from the tip of
the needle electrode, but also from the side of the needle.
Free electrons move slowly towards the electrode if the electron is not already
close to the needle. If electrons get near the needle tip or near an edge where the
field is strong enough, an avalanche starts. But for example, 1 m from the needle
tip, the field is 103 kV/cm, and 1 mm away from it, it is only 1 kV/cm. If there are
electrons within a distance of 1 mm from the needle tip, they can reach the region
where the field exceeds the threshold field E
k
within a few ns and then create an
avalanche. But if the nearest electron is for example 2 mm from the needle tip, on
average it needs 0.5 s to reach the distance of 1 mm.
Once the electrons start the avalanche, since they are moving towards a stronger
field, the generation speed of new electrons increases closer to the electrodes. Charge
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Figure 7.4: On the left, we show the electrons after 30 ns of a particle simulation. On the right,
we zoom in into the region near the electrodes.
separationmay start and a positive charge layermay form at the tail of the avalanche
while electrons fly into the electrode. The effects of the space charge induced electric
field is important in the inception of positive streamers and needs to be studied.
To start an avalanche near the needle anode, not only the shape of the electrode,
but also the density of free electrons and their spatial distribution determines the in-
ception process. The experiment also explainswhy the positive streamer at low volt-
age starts with a large jitter while the negative streamer does not. The source of the
free electrons plays an important role. For a positive streamer to start, free electrons
by chance have to get into the high field region near the electrode tip; this will take
some statistically distributed waiting time. In contrast, when a negative streamer
starts an avalanche, there are hardly any free electrons in the neighborhood. Actu-
ally during the rise time of the voltage, the needle cathode may blow away nearby
electrons if there are any. Free electrons for an avalanche can only be generated by
the (field) emission from the electrode; we suggest that this is actually the reason
why a higher voltage is needed in the case of negative streamers. The shape of the
electrode is very important from this point of view, i.e., the sharper the needle, the
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Figure 7.5: The avalanche process triggered by an electron near the electrode tip.
easier the electron emission. Once the voltage reaches a threshold and free electrons
are released from the cathode, the avalanche starts. We may view the inception of a
132 7. Inception of positive streamers from needle electrodes
lightning discharge in this manner. Ice crystal, graupel, dust, and water droplet or
their congregated larger elements inside the thundercloud act like a needle electrode
in the lab. If the discharge moves away into a weaker field, the field-enhancement
at the streamer head supports the further growth, if the avalanche to streamer tran-
sition already has taken place.
7.3.2 Avalanche with the space charge induced field
The charge simulation method with point-line charge elements works well as long
as potential and electric field are axially symmetric. But when the space charge is in-
cluded, it breaks the symmetry. When the axial symmetry is perturbed, ring charge
elements can be used together with point and line charge elements. The charge dis-
tribution on the ring is variable along the ring, for example, the distribution can
be divided into a constant part and several cosinusoidal or sinusoidal harmonics,
similar to a Fourier analysis [225, 152]. However, including of ring elements needs
much more contour points on the 3D electrode surface to maintain a non-negative
solution of Eq. (7.2), which makes it computationally more expensive.
To study how the avalanche starts under the symmetry constraint of our present
simulation tool, we put one electron at a distance of 0.5 mm right over the tip of the
needle rather than putting 600 electrons at random in our system. Since the streamer
will propagate along the axis, the axial symmetry will be more or less conserved
when the space charges are included. In this way, only point and line charges are
used in the charge simulation method. In Fig. 7.5, we show the electrons at times
t = 6, 6.6, 6.74 and 6.768 ns after the 20 kV voltage has been applied to the needle
anode, the number of the particles at these times are 1, 20, 1389 and about 4 million,
respectively.
The calculation of the electric field is rather time consuming when Eq. (7.1) has
to be solved for each contour point on the electrode and for the grid points at the
boundary. Therefore, we only update the electric field when the number of elec-
trons in the system is above a certain level, for example 2  106 in this simulation,
and when it has changed significantly, for example when N
e;new
=N
e
> 0:2 here,
where N
e
is the number of electrons in the system and N
e;new
is the new number of
electrons produced since the last calculation of the electric field.
Only the pure particlemodel has been employed, but light weight super-particles
were introduced. Before the simulation stopped, we have 3:2  107 electrons in the
system, that are represented by 8 106 super-particles with the charge of 4 real elec-
trons; at that moment no electron has reached the anode yet. In Fig. 7.6, we show
the electric field near a needle electrode (left panal), and zoom into the region right
above the tip of the needle (marked with a dashed circle). Comparing the electric
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Figure 7.6: The electric field near a needle electrode is shown in the left panal. The plots
in other panals zoom in into the region (marked with dashed circle in the upper-left panal)
right above the needle tip. In the middle panal we show the electric field in this region at
the beginning of the simulation. And in the right panal we show the field at the end of the
simulation. (Note here that the color bar of the electric field in the right column is confined to
a region of 90-140 eV to highlight the field change.)
field at the beginning (middel) and at the end (right) of the simulation, the electric
field is obviously changed by the space charges. Comparing to the electric field in
the beginning of the simulation, the electric field of 100 kV/cm extends 0.2 mm fur-
ther from the needle by the space charges. As the discharge develops further, the
high field region may extend further and attracts more free electrons.
The simulation is limited by the electron number as it uses a pure particle model.
To simulate the development of a full streamer from the avalanche, the hybridmodel
should be used in the future.
Chapter 8
Conclusion and outlook
The main part of this thesis is devoted to the development of a hybrid model for
streamers, where a microscopic particle model is spatially coupled with a macro-
scopic fluid model.
The hybrid model is developed in a systematical way. The parameters used in
the fluid model, the electron mobility, diffusion rate and ionization rate, are first
re-derived from particle swarm experiments to make the models consistent for elec-
tron swarms in a uniform constant field. The two models are then compared for a
planar front in chapter 2. The comparison shows a discrepancy in the particle den-
sities while the velocity is in good agreement. To understand this phenomenom, we
studied the mean energies of the electrons at the ionization front and compared this
with the underlying assumptions of the fluid model. The approximated energies in
the fluid model nicely follow the mean energies in the interior of the ionized region
while they are considerably lower in the region where the electron density decreases
rapidly. These higher energies in the particle ionization front cause a higher ioniza-
tion rate in the particle model, and result in higher electron and ion densities behind
the front than in the fluid model.
The spatial coupling of the particle model and the fluid model has first been
achieved for a planar front in 1D (see chapter. 3). With the model interface moving
with the ionization front, a real particle description at the ionization front can be
obtained with much lower computational cost than in a full particle model. It was
found that the electron and ion densities behind the ionization front vary when the
model interface is put at different positions in the ionization front. In general, the
particle simulation results can be obtained when the hybrid simulation includes the
whole density decay region of the ionization front in the particle region; and the
hybrid simulation results tend to be close to the pure fluid results when only the
very leading part of the ionization front is included in the particle description.
The first coupling model revealed a deficiency of the fluid model. Electrons in
the fluid model are assumed to be in equilibriumwith their local electric field, while
a non-uniform electron energy distributions is found in a particle swarm simula-
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tion in a uniform electric field. By underestimating the electron energy at the front
and overestimating the electron energy at the tail of the swarm, the classical fluid
model can obtain the same electron density profile as the particle model in a swarm
experiment. However, this approach makes the definition of the electron mobilities
and the ionization rate of the fluid model inconsistent with the particle model, and
can cause problems in the coupling of the two models. Therefore in chapter 4, an
extended fluid model which includes a density gradient term is introduced as an
alternative to the classical fluid model.
The extended fluid model takes the nonlocal ionization rate into account and
defines its transport coefficients coherently with particle swarms. This extended
model is first compared with the particle model and the classical fluid model both
in swarm and in planar front simulations. Then the hybrid model which couples
the extended fluid model and particle model is compared with the particle model at
varying fields. For each field, different positions of the model interface and different
lengths of the ”buffer region” are tested. A table with recommendable values for
the position of the model interface and buffer length is then given for use in the 3D
hybrid model.
The planar front is a simplified form of the ionization front of streamers, the cou-
pling method for the planar front is therefore applicable in 3D for columns crossing
the ionization front with small transversal cross-sections. Although many coupling
tests have been done for planar fronts, the complexities of the 3D geometries bring
new questions on the proper position of the model interface and the interaction of
the two models. In Chapter 6, we present first results of the 3D hybrid simulation.
The 3D hybrid model allows a particle description of the high-energy electrons in
the ionization front during the streamer stage which can not be reached by a pure
particle simulation because of computer limitations; compared to the classical fluid
simulation, although the streamer propagation is qualitatively similar, quantities
like field enhancement ahead of the streamer and number of electrons differ largely.
Although the main topic of this thesis is spatially hybrid modelling, we present a
pure particle simulation in chapter 7, to study the inception of streamers at a needle
electrode. The needle is the same as in the laboratory experiments [38, 36]. One
observation is that the avalanche can not only start from the tip of the needle, but
also from the side of the needle, which corresponds to observations in laboratory
experiments. Another observation from our computation model is that even in the
early stage of an avalanche, space charges can build up and influence the field near
the needle.
We have thus developed a numerical code, which is able to study the kinetics of
electrons in both an avalanche phase and at the ionization front during a streamer
evolution. It is, however, only a first step towards simulations of more realistic and
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complex streamers. In the future, we are planning to add the following features to
the hybrid model:
1. The calculation of the electric field and densities in a hybrid model in 3D is
a heavy task in both storage and time consumption. Therefore, the hybrid
model should include a grid refinement technique in the future. (Note that the
grid refinement for the calculation of the electric field has been implemented
into the particle model, see chapter 7.)
2. To simulate positive streamers in air, other ionization mechanisms, in particu-
lar the photoionization or background ionization should be included in both
the fluid model model and the particle model.
3. To follow the high energy electrons in higher energy ranges, the cross sections
and the differential cross section for electron energies above 1 keV should be
included.
This will allow us to make predictions on the phenomena discussed in the intro-
duction:
1. the inception of streamers near a needle electrode,
2. the primary molecular excitations behind the streamer ionization front,
3. the branching time and structure taking discrete particle fluctuations into ac-
count,
4. and the generation of run-away electrons and hard x-ray radiation from a
streamer.
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Summary
Streamers are non-equilibrium plasma channels that propagate rapidly into a
non-ionized medium due to a self-enhanced electric field at their tip. They are
widely used in industry, for example, for the treatment of exhaust gasses, ozone
generation, cleaning of polluted water, combustion control and in aero-space en-
gineering. Streamers are also found in nature, in sparks or in lightning where a
streamer corona creates the path of the lightning leader. In the past 20 years, sprite
discharges and blue jets were found above active thunderclouds; sprites are now
recognized to be upscaled versions of streamers.
In most cases, streamers have many branches. But understanding formation and
underlying physics of the complete dielectric breakdown tree relies on the study of
generic features of single streamer channels. The multiscale inner structure of single
streamers is mostly studied with a fluid model that approximates the electrons as
continuous densities. It consists of continuity equations for plasma species and the
Poisson equation for the electric field. The fluid model is presently used to study
streamer propagation, branching and interactions with other streamers, electrodes
or walls.
On the other hand, physical phenomena where quite few or very energetic elec-
trons play a role, cannot be handled accurately with a fluid model, but require trac-
ing the dynamics of single electrons. Such phenomena are (i) the start-up of stream-
ers from few electrons, (ii) electron density fluctuations during streamer branching,
and (iii) the run-away of electrons from a streamer ionization front. (iv) Finally, the
thesis shows that in a streamer with high field enhancement, the electron energies
in the ionization front are actually higher than in the fluid approximation. As they
start the plasma-chemistry inside the streamer channel, tracing the electron energies
and collisions with a particle model is important for streamer chemistry as well.
The interplay of energetic electrons with discharges is a current topic in lightning
physics; questions concern the origin of Terrestrial Gamma-Ray Flashes (TGFs) ob-
served from satellites above thunderclouds, the origin of X-rays from approaching
lightning leaders and from laboratory streamer-leader discharges, and the incep-
tion of a lightning stroke inside a thundercloud. Is energetic radiation due to cosmic
particles with very high energies that form relativistic avalanches inside the thun-
dercloud? Or can a streamer discharge by itself accelerate ambient electrons to high
energies?
To answer these questions, the dynamics of single electrons inside the streamer
discharge have to be followed. The particle model deals with the streamer dynamics
at the lowest atomic level and follows the movement of each individual electron.
But the thesis shows that the number of electrons to be followed easily exceeds the
memory space of a modern computer. As a remedy, superparticles representing
many real particles have been introduced for some discharge problems. But the
thesis shows that this is not a remedy for streamer simulations as it creates numerical
artifacts.
The crucial insight is that in a streamer only the electrons in the high field region
at the tip of the streamer channel have to be followed, and not the many electrons in
the streamer interior. Therefore, in this thesis a numerical model is developed sys-
tematically that follows the dynamics of single electrons in the streamer ionization
front while treating the many electrons with low energies in the channel interior
with a fluid model.
This approach raises many questions: How can one reach consistency between
the particle and the fluid model? Where should the interface between fluid and
particle description be placed? How should the so-called buffer region between
particle and fluid model be constructed? And after the interface is implemented
into a one-dimensional ionization front, how does one implement the scheme in full
three dimensions? All these questions are addressed and solved step by step.
The result is a hybrid model that allows one to study the real electron density
and energy distribution at the tip of a streamer channel, and consequently the run-
away electrons, the start-up of plasma-chemistry and the influence of single par-
ticle fluctuations on streamer branching. The last chapter contains a first study of
streamer inception from available electrons near a needle electrode. All results can
be achieved on a PC within reasonable computation times.
Appendix A
Approximating the ionization level behind the
front
In the article [77], Ebert et al: have established that for a planar, uniformly propagat-
ing front with field independent electron mobility (E) = const. and for vanishing
electron diffusion D(E) = 0, there is a unique relation between the field ahead of
the frontE+, the ionization rate function (E) and the degree of ionization n 
e
= n
 
p
behind the front, namely
n
 
e
= n
 
p
=

0
e
Z
jE
+
j
0
(e) de (A.1)
in dimensional units.
Such a simple identity does not hold for the full fluid model (2.6)–(2.10) with
electron diffusion, but we can establish the expression (A.1) as an upper bound for
the free electron density n 
e
behind the front; this upper bound is actually a very
good approximation to the real value as table 2.4 shows. The upper bound is con-
structed as follows:
In the ionization source term S (2.8), we follow the usual procedure to take only
the drift term of the electron current into account. We note at this place that this
assumption requires some reconsideration, and one could argue that the complete
current should be taken into account and that a decomposition into a drift and a
diffusion part is artificial. This argument will have to be elaborated at some other
place. We here just change the source term into
S
j
= jj
e
j (E); (A.2)
while keeping the equations unchanged otherwise. This change of the source term
means that more ionization is created at each part of the front, and therefore the
ionization level behind the front will be higher. This is because in a negative front,
drift current and diffusion current point into the same direction, and therefore
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The dominant part of the current is the drift or Ohmic part, therefore the results with
the changed source term (A.2) should be close to the original problem.
According to Maxwell’s equations, the divergence of the total current vanishes
r  (
0

t
E+ j) = 0; (A.4)
where j is the electric current; in our case it is j =  e j
e
with j
e
from (2.7). If the
front is planar, and if the electric field E+ in the non-ionized region does not change
in time, then it follows immediately that

0

t
E = e j
e
(A.5)
Now the growth of the ion density (2.6) is bounded by the source term (A.2) and the
identity (A.4) is inserted:
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
t
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(E): (A.6)
The first and last expression in this inequality can be integrated in time with the
result
n
p
(x; t)  n
p
(x; 0) /

0
e
Z
E(x;t)
E(x;0)
(e) de: (A.7)
Now the time interval [0; t℄ is taken in such a way that it contains the time range in
which the ionization front passes over the point x of observation. n
p
(x; 0) is then
the ion density before and n
p
(x; t) the ion density behind the front. As a result, we
find that the expression (A.1) indeed is an upper bound and good approximation
for the ionization level behind the front.
We finally note if there is electron attachment and positive and negative ions n
p;n
are formed, the statement stays true for the total ion charge density n = n
p
  n
n
if
the total source and sink term for the ion density n can be written in the form (A.2).
Appendix B
Total and differential cross sections for
electron-N
2
collisions
We cannot measure the exact values of DCS for molecules
intrinsically. Of course, we can measure the approximate
values of DCS for molecules, but can measure the exact
values of DCS for atoms.
MHayashi and Y. Nakamura [104]
The electron-neutral collision is one of the fundamental parts in the study of
generation and propagation of streamers. The modeling of the electron-neutral col-
lisions requires knowledge of the energy and angle dependent differential scatter-
ing cross sections for a variety of collision processes. The differential cross section
(DCS) is the number of particles per unit time that falls into the solid angle d
(; )
per unit flux density of the incoming beam, where  and  are the longitudinal
and transversal angle between the electron velocities before and after the collision.
By integrating the DCS over all solid angles, one can obtain the total cross section
(CS). The differential cross section d=d
 and the total cross section () are related
through
d
d

(; ) = Q(; )
()
4
(B.1)
Z

0
Q(; ) sind = 2:0 (B.2)
where  is the energy of the incoming electron in eV. The distribution in the angle 
is isotropic. The factor Q is normalized so that Eq.( B.1) will yield the correct total
cross section when integrated over all angles.
The importance of the DCS for electron-molecule collisions in the particle sim-
ulation has been discussed in Sect. 5.2.2 and also by other authors [130, 168]. With
different sets of DCS, particle simulations can generate different electron energy dis-
tribution functions (EEDF), mobilities, diffusion rates and reaction rates of electrons
in swarm experiments, and also different rates for the run-away electron generation.
Finding suitable DCS is not an easy task. Enormous amount of measured data
are published in the literature, but widely scattered. To develop our particle code for
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streamer simulations in both N
2
and air, we did a literature search to find the angle-
and energy-dependent differential collision cross sections for electron scattering on
N
2
and O
2
. The DCS used in our model for nitrogen is described in Sect. 2.2.1 and
Sect. 5.2. After themodel had been developed, the effort of looking for more suitable
data expanded from availablemeasurements and theoretical calculations to reviews,
compilations, and other published discharge models.
The literature review on DCS is motivated by two needs in the development of
our model. First, by collecting the measured data, one aims at the particle model
generated electron mobility, diffusion rate, and ionization rate to be close to the lab-
oratory measurement. The electron-molecule collision is difficult to model because
one needs realistic DCS for elastic, inelastic, and ionizing collisions and also spectra
of ejected electrons in the ionizing collision. The qualities of the measured prop-
erties depend on the quality of gas and electron source, instrument setup, energy
calibration of electrons, angular bias and other sources, while the theoretical cal-
culations in general need assumptions. Although better data are generated while
electron collision experiments and theoretical calculations increase in both type and
sophistication, integrating them together into a particle model does no guarantee a
good agreement with the measured electron transport coefficients.
Second, we would like to study run-away electrons and energetic radiation.
The run-away phenomenon is a result of decreasing probability of electron inter-
actions with neutral molecules for electron energies in the range from 150 eV to
1 MeV [101]. The phenomenon can be better understood from Fig. 5.2 where the
total cross section starts to decrease beyond 
r
= 150 eV in pure N
2
. Due to the
reduced probability of collisions of electrons with energies above 
r
, the electron
will continue to be accelerated to very high runaway energies as long as a sufficient
high electric field is present. The production of runaway electrons in the Earth’s at-
mosphere has recently been linked to X-ray and Gamma-ray burst observed during
lightning discharges. To study the possible run-away electrons from the streamer
simulation, the particle model needs DCS of the high energy (> 1000 eV) electrons
which we haven’t included in our model.
B.1 Literature review of differential cross sections
Our review starts from the bibliography of electron cross sections with atoms and
molecules compiled by M. Hayashi [104]. The Bibliography was prepared as a
preprint of work performed as a collaboration research of the National Institute for
Fusion Science of Japan, and it covers 17 atoms and 51 molecules. For nitrogen
alone, it includes 2240 papers published between 1906 and 2000.
Table B.1: Electron-molecular collision total CS and DCS summa-
rized by S. Trajmar for nitrogen.
Processes Energy (eV) Ref.
total CS 0.5- 51.33 A. Kennerly [119]
17.5-750 Blaauw et al: [25]
100-1600 Dalba et al: [61]
2.2-700 Hoffman et al: [108]
0.3-1.56 Baldwin [17]
elastic (CS) 20-800 Dubois1 et al: [67]
1.5-400 Shyn1 et al: [223]
7.0-75 Srivastava1 et al: [228]
13-100 T.G. Finn1 et al: [82]
elastic (DCS) 300-500 Bromberg et al: [44]
100-3000 Jansen et al: [114]
rotational(0,1) (DCS) theoretical I. Shimamura [220]
1-4 S.F. Wong et al: [261]
2.22-2.47 K. Jung et al: [117]
vibrational (0,1,2,3) (CS) 2.2-2.54 K. Jung et al: [117]
3-30 H. Tanaka1 et al: [238]
5-75 D.G. Truhlar1 et al: [242, 243]
vibrational (0,1,2,3) (DCS) 18-28 Z. Pavlovic et al: [192]
electronic
A
3

+
u
(CS) 8-40 W.L. Borst et al: [31]
A
3

+
u
, and others (DCS)2 10-50 D.C. Cartwright et al: [53]
B
3

g
(CS) 11.5-27 D.E. Shemansky et al: [217, 218]
a
1

g
(CS) 8-40 W.L. Borst et al: [31]
10-208 J.M. Ajello [5]
60-2000 J.F.M. Aarts et al: [1]
C
3

u
11.5-25 D.E. Shemansky et al: [217, 218]
-1000 J.F.M. Aarts et al: [1]
E
3

+
g
11-14 W.L. Borst et al: [32]
b
01

u
-500 E.C. Zipf et al: [264]
1The DCS are also measured or calculated with the same or similar energy range.
2D.C. Cartwright, A. Chutjian, S. Trajmar, and W. Williams [53] published their integral and differ-
ential cross sections for electron-N
2
impact excitation with an extensive coverage of electronic states,
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A number of the review articles in the literature present compilations and criti-
cal assessment of cross-sections available at their times. Here we will mainly look
at the review paper by Trajmar [241], Brunger and Buckman [46], and Yukikazu
Itikawa [112]. There are also a lot of special journal issues on the topic of electron-
molecule collisions. For example in 1994, the special issue of Advances in Atomic,
Molecular and Optical Physics (AAMOP) on CS data [20] covered most new tech-
niques in the CS measurement and calculation in the 1980’s. But the content of these
special issues largely overlap with the above mentioned review articles.
In 1983 S. Trajmar [241] published a compilation of electron-molecule scattering
formore than 24molecules includingN
2
. Measurements from different experiments
in the 1970’s are listed together and their techniques are discussed. For N
2
, it con-
tains the total CS up to 1600 eV and DCS for the elastic, rotational, vibrational and
some of the electronic excitation collisions. The measurements and calculation re-
sults are summarized in Table B.1 and classified by their collision process, the energy
range of the measured CS or DCS, and the authors and the reference.
Table B.2: Electron-molecular collision total CS and DCS summa-
rized by M.J. Brunger and S.J. Buckman for nitrogen.
Processes Energy (eV) Ref.
total CS 0.08-10 W. Sun et al: [233]
0.1-1.5 W. Sohn et al: [227]
0.05-1.5 K. Jost et al: [116]
0.1-1.3 J. Ferch et al: [80]
Theory C.J. Gillan et al: [91]
Theory N. Chandra et al: [55]
Theory M.A. Morrison et al: [166]
elastic (CS) 0.08-10 W. Sun 3 et al: [233]
0.1-1.5 W. Sohn 3 et al: [227]
20-100 J.C. Nickel 3 et al: [176]
10-200 M. Gote 3 et al: [96]
elastic (DCS) Theory N. Chandra et al: [55]
Theory M.A. Morrison et al: [166]
rotational(0,2,4,6,8) (CS) 10-200 M. Gote 3 et al: [96]
vibrational (0,1,2,3,4) (CS) 0.5-1.5 W. Sohn 3 et al: [227]
2-5 M.J. Brennan 3 et al: [35]
Continued on Next Page. . .
3The DCS is also measured or calculated with the same or similar energy range.
Table B.2 – Continued
Processes Energy (eV) Ref.
2-5 M.J. Brunger 3 et al: [49]
0-5 M. Allan 3 [11]
20-50 A.G. Middleton et al: [159]
electronic
A
3

+
u
(CS) 15-50 L. Campbell4 et al: [50]
A
3

+
u
(DCS) Theory C.J. Gillan et al: [92]
15 P. Zetner et al: [263]
15-50 M.J. Brunger et al: [47]
15-20 L.R. Leclair et al: [135]
B
3

g
(CS)2 15-50 L. Campbell et al: [50]
B
3

g
(DCS) 15 P. Zetner et al: [263]
15-50 M.J. Brunger et al: [47]
W
3

u
(CS)2 15-50 L. Campbell et al: [50]
W
3

u
(DCS) 15-50 M.J. Brunger et al: [47]
B
0
3

 
u
2 (CS) 15-50 L. Campbell et al: [50]
B
0
3

 
u
(DCS) 15-50 M.J. Brunger et al: [47]
a
0
1

 
u
2 (CS) 15-50 L. Campbell et al: [50]
a
0
1

 
u
(DCS) 15-50 M.J. Brunger et al: [47]
a
1

g
(CS) 9-141 N.J. Mason et al: [154]
10-200 J.M. Ajello et al: [4]
15 P. Zetner 3 et al: [263]
15-50 L. Campbell et al: [50]
a
1

g
(DCS) 15-50 M.J. Brunger et al: [47]
W
1

u
(CS)2 15-50 L. Campbell et al: [50]
W
1

u
(DCS) 15-50 M.J. Brunger et al: [47]
C
3

u
(CS) 11-20 M. Zubek et al: [265]
11-17 G. Poparic et al: [198]
15-50 L. Campbell et al: [50]
C
3

u
(DCS) 15-50 M.J. Brunger et al: [47]
E
3

+
g
(CS) 11.8-12.7 M.J. Brunger et al: [48]
17.5-20 M. Zubek 3 et al: [265]
11.9-12.13 G. Poparic et al: [199]
15-50 L. Campbell et al: [50]
E
3

+
g
(DCS) 15-50 M.J. Brunger et al: [47]
Continued on Next Page. . .
4Campbell et al: [50] derived CS for electronic excitations from the data of Brunger and Teubner [47].
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Table B.2 – Continued
Processes Energy (eV) Ref.
a
00

+
g
(CS) 17.5-20 M. Zubek 3 et al: [265]
15-50 L. Campbell et al: [50]
a
00

+
g
(DCS) 15-50 M.J. Brunger et al: [47]
The long review paper of Brunger and Buckman [46] in 2002 concentrates on
DCS of electron collision with diatomic molecules like N
2
, O
2
, H
2
, CO and NO. The
measurements and the theoretical calculations in the 1980’s and 1990’s are well sum-
marized and their results are compared with each other. Though the data is avail-
able at a higher energy range, the comparison is limited to within 50 eV. A clear
fact is that with different experimental setups and techniques the measurements
largely disagree with each other and with the earlier data, for example, there is a
discrepancy of 20% of the total cross-sections or of 25% in the elastic collision DCS
of electron at 0.55 eV. Brunger and Buckman also discussed the possible reasons
for the long-standing discrepancies within the various experiments, and between
experiment and theory, for example, the itinerant nature of the resonance profile be-
tween 2 and 4 eV. The discussed data sets are summarized in Table B.2, in which the
measurements and theoretical calculations overlapping with Trajmar’s review [241]
are excluded.
Yukikazu Itikawa [112] recently collected and reviewed the electron-N
2
CS for:
total scattering, elastic scattering, momentum transfer, excitations of rotational, vi-
brational and electronic states, dissociation, ionization, and emission of radiation.
This report surveyed the literature within the last two decades. After reviewing
available cross section data till the end of 2003, a set of recommended values of CS
for each above mentioned collision process is given in the form of plots or tables.
(Note that it is only for total CS, not for DCS). The total scattering, elastic scattering,
some of the higher states of electronic scattering, and ionization are for the electrons
in the energy range up to 1000eV, while the lower states electronic scattering CS
covers up to 50 eV.
In the last 5-10 years, the major interest of measurements, theory and compu-
tations of electron-molecule collisions has transfered to studies of collision with
polyatomic molecules, including bio-molecules and the electronic excitation at near
threshold energies [121]. However, there are still some groups active in the im-
provement of measurements and calculation of DCS for electron-N
2
collisions [199,
12, 120, 115, 122, 172]. For example, Khakoo et al. and Johnson et al. published
their measurements of the CS [115] and DCS [120] for electron impact excitation of
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 
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, w1
u
, and C3
u
, and M. Allan [12] also
published new measurements of the DCS for elastic and v = 0-1 vibration excitation
collisions.
The energy distribution of the secondary electrons ejected upon ionization col-
lisions are important in a particle model [244]. There are several measurements of
the angular and energy distribution, or the so called doubly differential cross sec-
tion (DDCS) for ionization of N
2
. Of these, the energy distribution of the ejected
electrons measured by Opal et al. [182] has become a standard and their empirical
fitting equation is widely used in different simulation groups. Later Goruganthu
et al. [95] measured DDCS at 200, 500, 1000, and 2000 eV of the incident electron
energy and the two sets of data are overall in good agreement.
B.2 Differential cross sections used by various authors
B.2.1 Model 1: Tzeng and Kunhardt
Tzeng and Kunhardt [129, 128, 244, 130] simulated an electron avalanche with a
particle model and discussed the influence of the scattering angle and the energy
partition in ionization collisions on the swarm properties. A total of 26 collision
processes were included in the simulations. The sources for the cross sections for
each process are summarized in Tabel B.3.
Kunhardt and Tzeng studied the influence of DCS on the EEDF and the reaction
rates of a particle simulation swarm [129]. The DCS for elastic collisions are listed in
Table B.4. The angular scattering for inelastic collisions was determined using the
elastic DCS which is not a satisfactory assumption but most particle models adopt
this technique.
Tzeng and Kunhardt also studied the effect of the energy partition in ionization
collisions on the electron velocity distribution and reaction rate of different collision
processes [244]. Four ways of partition were discussed: i) primary electrons take all,
ii) Opal’s empirical fit, iii) secondary electrons randomly take from zero up to half
of the available energy, and iv) equal sharing. The differences in the EEDF and the
reaction rates of the studied electron swarm increase as the applied fields increase.
In their later work [130], Opal’s empirical fit [182] is used for the energy partition in
an ionization collision.
B.2.2 Model 2: KITES
KITES is a kinetic theory computer code for modeling the behavior of atmospheric
electrons in the presence of strong, short-duration, fast-risetime or high-frequency
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Process Energy (eV) Ref.
total CS a 0-0.3 A.G. Engelhardt et al: [78]
0.3-5 D.E. Golden [94]
5-15 E. Bruche et al: [45]
15-750 H.J. Blaauw et al: [25]
750-1600 G. Dalba et al: [61]
1600- Born approximation
rotational A.V. Phelps and L.C. Pitchford [195]
vibrational A.V. Phelps and L.C. Pitchford [195]
electronic A.V. Phelps and L.C. Pitchford [195]
dissociative ionization 0-1000 eV D. Rapp et al: [206]
ionization 0-1000 D. Rapp et al: [206]
1000 - 20 k B.L. Schram et al: [213]
aThe elastic collision CS are defined as 
elasti
= 
total
 
P
m
i

i;inelasti
, where there are m=25
inelastical collision processes including ionization collision.
Table B.3: CS set used by Tzeng and Kunhardt
Energy (eV) Ref.
0-100 T.W. Shyn et al: [224]
100-500 H. Kambara et al: [118]
500- extrapolation method
Table B.4: DCS set used for elastic collision by Tzeng and Kunhardt
electromagnetic fields [170]. The model uses only experimentally measured cross
sections as input and contains almost no free parameters [171]. The validity of the
model was checked by comparing the results of KITES calculations with an analytic
model and experimentallymeasured steady-state electron transport parameters and
a good agreement is found [170]. The CS used in KITES are summarized in Table B.5.
One highlight of the KITES is that different DCS have been used for different
collision processes. Here we summarize them in Table B.6. One interesting point
is that to implement the measured DCS in a Monte Carlo procedure, they found fit
formulas of the DCS for the electronic excitation and ionization collisions, and as
for those no fit formula was available, they developed their own fit formula for the
elastic, rotation and vibration collisions.
Process Energy (eV) Ref.
elastic 0-10k A.V. Phelps and L.C. Pitchford [195]
> 10k (theory) J.H. Jacob [113]
rotational A.V. Phelps and L.C. Pitchford [195]
vibrational A.V. Phelps and L.C. Pitchford [195]
electronic fit formula a. P.M. Banks and G. Kockarts [18]
dissociative ionization 0-1000 eV D. Rapp et al: [206]
ionization 0-1000 D. Rapp et al: [206]
1000 - 15 k Opal et al: [182]
15 k - C.L. Longmire and H.J. Longley [146]
aIt is a fit given by Banks and Kockarts with some modifications. The fits are compared with the
experimental data of Cartwright et al. [54]
Table B.5: CS set used by KITES
Process Ref.
elastic T.W. Shyn a et al: [224]
rotational S.F Wong et al: [261]
vibrational L.S. Polak et al: [197]
electronic D.C. Cartwrightb et al: [53]
ionization Opal et al: [182]
R.D. Dubois et al: [68]
aIt is a fit formula developed for the data of Shyn et al. [224]. The formula makes the DCS much easier
to be implemented in a Monte Carlo procedure.
bCartwright et al. [54] gave several fit formulas with their CS and DCS data.
Table B.6: DCS set used by KITES
B.2.3 Model 3: Babich
Babich et al: [16] published their work on the simulation of relativistic runaway
electrons. The work contains two parts: the Monte Carlo particle simulation and the
kinetic equation simulation. Due to their physical interests, the quality of CS and
DCS at the higher energy range of  > 0:1 MeV is more important than at lower
energies. Their particle model only follows electrons with energies above 1 keV.
The electron-molecule interactions incorporated in their model are elastic scat-
tering, bremsstrahlung, excitation scattering and ionization of the K-shell. The CS
for those collision processes are taken from the International Atomic Energy Agency
(IAEA) data service library [60]: EEDL97 (electrons), EPDL97 (Photon-radiation)
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Process Energy (eV)
elastic 10 - 1011
bremsstrahlung 10 - 1011
excitation 11.48 - 1011
ionization K(1S1/2) subshell 404.85 - 1011
ionization K(2S1/2) subshell 24.1 - 1011
ionization K(2p1/2) subshell 12.04 - 1011
ionization K(2p3/2) subshell 12.03 - 1011
Table B.7: EEDL97 collision processes
and EADL97 (relaxation of atomic shells). The library contains the photon and elec-
tron interaction database for atom and molecule species with atomic numbers from
1 to 100. The collision processes included in EEDL97 for N
2
are listed in Table B.7.
The EEDL97 also includes the DCS for elastic scattering. For the other collision
processes, the electron is assumed to continue along its original direction of travel,
so angular distributions are not given. This is obviously wrong for the low energy
electrons, but a proper assumption for runaway electrons since such high energy
particles scatter mostly in the forward direction in collisions. For bremsstrahlung,
both the outgoing electron and the photon are described. The photon energy spectra
are given, but angular distributions are not. For the electron, the average energy loss
is given. The energy losses are also given for the excitation and ionization collisions.
B.2.4 Model 4: Dowds
Dowds [65] studied the streamer avalanche with a two-dimensional particle model.
The model is rather simple since only ionization and elastic collisions are included
and the CS of the elastic collisions is taken as a constant. The ionization collision
cross section is fitted by a formula from the electron impact excitation and ioniza-
tion collision database [124] of the National Institute of Standards and Technology
(NIST). The database includes total ionization cross sections of around 100 different
molecules and also includes cross sections for some atoms and energy distributions
of ejected electrons for H, He, and H
2
.
The NIST ionization CS covers the energy range from the ionization threshold
energy up to 5000 eV for the electron-N
2
collisions. The fit formula is

ion
(k) =
1
k

A ln(k) +
B ln(k) + C(k   1)
k +D

(B.3)
where k = =
ion
, in which  and 
ion
are the energy of the impacting electron and
Process Energy (eV) Ref.
total CS 0-0.4 A.V. Phelps and L.C. Pitchford [195]
0.4-250 Szmytkowski et al: [236]
250-600 H.J. Blaauw et al: [25]
600-5000 G. Garcia et al: [87]
5000-10000 A.V. Phelps and L.C. Pitchford [195]
rotational A.V. Phelps and L.C. Pitchford [195]
vibrational A.V. Phelps and L.C. Pitchford [195]
electronic A.V. Phelps and L.C. Pitchford [195]
ionization A.V. Phelps and L.C. Pitchford [195]
Table B.8: CS set used by G.D. Moss and V.P. Pasko et al. [168]
the ionization threshold energy. The constants A, B, C and D are functions of the
impacting electron energy. The formula has been compared with several sets of the
experimental measurement and shows a good agreement.
B.2.5 Model 5: Moss and Pasko
Recently Moss and Pasko et al. [168] studied the possible run-away electrons under
the influence of a one dimensional simplified streamer electric field in air. A group
of low energy electrons move and are accelerated in the field. They observed that
the electrons can be accelerated from a few eV to up to 8 keV, hence the streamer
head can produce thermal runaway electrons. The model therefore covers a large
energy range of electron molecule collision DCS. Three gas species are included in
the model: N
2
, O
2
and Ar.
The composition of the CS data used in this paper [168] is similar to those of
Tzeng and Kunhardt [129, 128, 244, 130]. The total CS is mainly from experimen-
tal measurements while the excitation and ionization collisions are from Phelps and
Pitchford [195]. And the CS of the elastic collision is the difference of the total CS
with the CS of inelastic collisions. The CS used in their model for N
2
are summa-
rized in Table B.8.
The DCS for elastic collisions are divided into two parts: electrons with energy
below 500 eV and above 500 eV; as in [129, 128, 244, 130], the angular scattering
for inelastic collisions was determined using the elastic DCS. For electrons with an
energy below 500 eV, the DCS is the same as used by Tzeng and Kunhardt. Four
analytical or empirical fit formulas are given for electrons with energy above 500 eV
and compared with the experimental data of Kambara [118] at 500 eV.
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B.2.6 Model 6: Chanrion and Neubert
The CS data set from the BOLSIG package are used in our particle model [42, 137,
138], and also in the particle model of Chanrion and Neubert [56], which has been
developed to study the distribution and acceleration of electrons in sprite-like dis-
charge in air. The model used SIGLO data for electron-N
2
collisions up to 1000 eV,
then the CS are extrapolated to high energies up to 100 keV by a first Born approx-
imation [141] for the elastic cross section and a Born-Bethe approximation [111] for
the inelastic cross section.
As in ourmodel, the DCS comes fromOkhiromovskyy’s scattering formulawhich
is based on the screenedCoulombpotential between electrons and neutralmolecules
[181]. The difference between isotropic scattering and anisotropic scattering also has
been tested.
B.3 Fit formulas for differential cross sections
The laboratory measured DCS are mostly published in tables in which the proba-
bilities of one or several angles are listed for electrons at one or more energy levels.
It is normally difficult or computationally expensive to directly implement these ta-
bles in the particle model, while their empirical fits are much more convenient and
cheap for the Monte Carlo sampling. The scattering process is different for low en-
ergy or high energy electrons: the dominant process is relatively short-range polar-
ization scattering for the low energy electrons while it is a Coulomb-like collision as
between charged particles for the high energy electrons. The DCS for Coulomb-like
collisions can be analytically derived, but cannot be directly used in theMonte Carlo
sampling [168]. A number of approximations based on screened Coulomb scatter-
ing have been developed for this reason. Here we list some well known formulas
for the scattering process.
In the first Born approximation of the quantum mechanics theory of scatter-
ing [133], the normalized differential cross section for screened Coulomb scattering
of an electron is
d
d

=
1
4
1 + 8
(1 + 4  4 os)
2
; (B.4)
where  = =E
0
, in which  is the energy of the incident electron and E
0
= 27:21 eV
is the atomic unit of energy.
A.V. Phelps gave an analytical differential scattering cross section approximation
for elastic collisions from N
2
based on a screened Coulomb type scattering [194]
d
d

=
1
4
1
[1  (1  2() os)℄
2
; (B.5)
() =
0:6
[1 +
p
=50 eV + (=20 eV)
1:01
℄
0:99
(B.6)
in which () is an algebraic screening parameter derived to fit experimental angu-
lar distributions from Phelps and Pitchford [195].
Similar to the procedure described by Phelps [194], A. Okhrimovskyy et al: [181]
derived another form
d
d

=
1
4
1  
2
()
[1  () os℄
2
; (B.7)
where () is equivalent to “1   2()” in Phelps notation (see Eq.(B.5)). Generally
speaking, the () is a function varying in the interval (-1,1), and the formula yields
different scattering probabilities if () is a different function of energy. For electron
scattering on N
2
, an empirical fit for () from Phelps and Pitchford [195] is
() =
0:065=eV + 0:26
p
=eV
1 + 0:05=eV + 0:2
p
=eV
 
12
p
=eV
1 + 40
p
=eV
: (B.8)
Surendra and coworkers [235, 234] proposed an anisotropic scattering in gases in
1990, which has been widely used. It is an analytical expression based on screened
Coulomb scattering from Ar
d
d

=
=eV
4[1 + (=eV) sin
2
(=2)℄ ln(1 + =eV)
: (B.9)
Shveigert [222] studied the fast electrons in an electron avalanche, the electron
scattering is described as
d
d

=
1
4
Z(Z + 1)
(=eV)
2
q
4
e
1
(1  os+ 2(=eV))
2
; (B.10)
where Z is the number of protons in the atom’s nucleus and () = 20(+ 96)=2.
To describe the electron scattering in the high energy range, a modified Ruther-
ford cross section was introduced by Moss and Pasko [168]
d
d

=
=
1
4 artan(=
1
)
1
1 + (
2
=
2
1
) sin
4
(=2)
; (B.11)
where 
1
is set to 4 eV tomatch the experimental data of Kambara andKuchitsu [118]
for electron scattering from N
2
at 500 eV.
There are also empirical fits for the measured elastic scattering, for example,
Murphy [171, 170] finds a fit for the data of Shyn et al: [224]
d
d

=
4N
1
(1 + 
1
)
(1  os+ 2
1
)
2
+
4(1 N)
1
(1 + 
2
)
(1 + os+ 2
2
)
2
; (B.12)
where 
1
= 5:77()=eV
 1:377 and 
2
= 2:64(=eV)
 0:896, the factor N is an energy
dependent function varying from 0.6 to 1 from very low energy to 10 keV.
Appendix C
Potential and field coefficients in the charge
simulation method
When calculating the potential and the electrostatic fields around an electrode, the
distributed charge on the surface of the electrode can be replaced by discrete charges
arranged inside the conductor [225, 123, 152, 2, 3]. The discrete charge is normally
in the form of point, finite line and ring charges and they are arranged in such a
way that the surface of the conductors is equipotential. In order to determine the
magnitude of n charges elements, m points on the surface of the conductors (con-
tour points) are chosen, and it is required that at any of these points the potential
resulting from the superposition of the charges is equal to the conductor potential


n
X
j=1
p
i;j
 Q
j
= 

; (C.1)
where Q
j
is the charge elements and j = 1;    ; n, and p
i;j
the associated potential
coefficients of a discrete charge element j on the ith contour point i = 1;    ;m.
Once the charges of the discrete charge elements are determined, the potential at
interesting points can be obtained from Eq. (C.1) and the x-, y- and z- components
of the electric field field can also be calculated,
E
x
(i) =
n
X
j=1
f
x
(i; j)  Q
j
;
E
y
(i) =
n
X
j=1
f
y
(i; j)  Q
j
; (C.2)
E
z
(i) =
n
X
j=1
f
z
(i; j)  Q
j
;
where f
x
(i; j), f
y
(i; j) and f
z
(i; j) are the field coefficients of the charged element j
at the ith contour point in the x-, y-, and z- direction.
The potential coefficient p and the field coefficient f are expressed for different
charge element as follows.
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1. Point charge on the z-axis: For a point charge q
j
located at the coordinate (0; 0; z
j
),
the potential coefficient for the ith space point p
i
(x
i
; y
i
; z
i
) is expressed as
p
i;j
= 1=(4
0
D); (C.3)
where 
0
is the permittivity of the free space and D =
p
x
2
i
+ y
2
i
+ (z
i
  z
j
)
2
is the distance between the two points. The field coefficients at the ith space
point are expressed as
f
x
(i; j) = x
i
=(4
0
D
3
);
f
y
(i; j) = y
i
=(4
0
D
3
); (C.4)
f
z
(i; j) = (z
i
  z
j
)=(4
0
D
3
):
2. Finite line-charge on the z-axis: For a finite line-charge q
j
extending along the z-
axis between z
j1
and z
j2
, the potential coefficient at the ith space point p
i
(x
i
; y
i
; z
i
)
is expressed as
p(i; j) =
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:
The field coefficients at the ith space point are expressed as
f
x
(i; j) =
1
4
0
(z
j2
  z
j1
)
x
i
r
i

z
i
  z
j2
r
i
D
2
 
z
i
  z
j1
r
i
D
1
+
z
i
+ z
j
1
r
i
S
1
 
z
i
+ z
j
2
r
i
S
2

;
f
y
(i; j) =
1
4
0
(z
j2
  z
j1
)
y
i
r
i

z
i
  z
j2
r
i
D
2
 
z
i
  z
j1
r
i
D
1
+
z
i
+ z
j1
r
i
S
1
 
z
i
+ z
j2
r
i
S
2

;
f
z
(i; j) =
1
4
0
(z
j2
  z
j1
)

1
D
2
 
1
D
1
 
1
S
1
+
1
S
2

: (C.6)
where r
i
=
p
x
2
i
+ y
2
i
.
3. Ring charge: For a ring charge q
j
centered on the axis (0; 0; z
j
) with radius r
j
,
the potential coefficient at the ith space point p
i
(x
i
; y
i
; z
i
) is expressed as
p(i; j) =
1
2
2

0

K(k
1
)
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 
K(k
2
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2

; (C.7)
whereK(k) is the complete elliptic integral of the first kind [51, 52], and
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in which r
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=
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i
. The field coefficients at the ith space point are ex-
pressed as
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where E(k) is the complete elliptic integral of the second kind, and
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