We present several natural notions of distance between spectral density functions of (discrete-time) random processes. They are motivated by certain filtering problems. First we quantify the degradation of performance of a predictor which is designed for a particular spectral density function and then used to predict the values of a random process having a different spectral density. The logarithm of the ratio between the variance of the error, over the corresponding minimal (optimal) variance, produces a measure of distance between the two power spectra with several desirable properties. Analogous quantities based on smoothing problems produce alternative distances and suggest a class of measures based on fractions of generalized means of ratios of power spectral densities.
I. INTRODUCTION
D UE the centrality of spectral analysis in a wide range of scientific disciplines, there has been a variety of viewpoints regarding how to quantify distances between spectral density functions. Besides the obvious ones which are based on norms, inherited by ambient function-spaces L 2 , L 1 , etc., there has been a plethora of alternatives which attempt to acknowledge the structure of power spectral density functions as a positive cone. The most most well known is the Kullback-Leibler distance which originates in hypothesis testing and in Bayes' estimation, and the Itakura-Saito distance which originates in speech analysis -both belonging to Bregman class (see e.g., [7] , [2] , [6] ). The purpose of this work is to introduce yet another family of distance measures, with an intrinsic justification based on filtering theory.
Our starting point is a prediction problem. Assuming a spectral density f 1 (θ) for an underlying random process we select an optimal predictive filter. We then evaluate the performance of such a filter against a second spectral density function f 2 (θ) -which is thought of as the spectral density function of the "actual" random process. The relative degradation of performance is then taken as the mismatch between the two functions, and hence, as a notion of distance. The logarithm of the relative degradation in the variance of the prediction error defines a distance measure. Interestingly, this measure, is the (logarithm of the) ratio of the arithmetic over the geometric mean of the fraction of the two power spectra. It is asymmetric in the two arguments, and when symmetrized by adding the two possible alternatives it leads to a the (logarithm of the) ratio of the arithmetic over the harmonic mean of their fraction. An identical approach leads to yet another measure similarly based on the degradation of performance of smoothing filters. It is rather interesting that these distance measures involve arithmetic, geometric, and harmonic (possibly, weighted) means of the ratio of the two density functions we wish to compare. They thus suggest a much larger class of possible alternatives.
II. PRELIMINARIES ON LEAST-VARIANCE PREDICTION AND SMOOTHING
Consider a scalar zero-mean stationary random process {u k , k ∈ Z} and denote by R 0 , R 1 , R 2 , . . . its sequence of autocorrelation samples and by dµ(θ) its power spectrum. Thus,
while E denotes expectation and " * " denotes complex conjugation. We are interested in quadratic optimization problems with respect to the usual inner product
The closure of span{u k : k ∈ Z}, which we denote by U, can be identified with the space L 2,dµ [−π, π) of functions which are square integrable with respect to dµ(θ) with inner product
where a(θ) = k a k e jkθ and b(θ) = ℓ b ℓ e jℓθ . Further, the correspondence
is a Hilbert space isomorphism (see [8] ). Thus, least-variance approximation problems can be equivalently expressed in L 2,dµ . In particular, the variance of the one-step-ahead prediction error u 0 −û 0|past for the predictorû
Similarly, the variance of the error of the smoothing filter
is simply
In general, the power spectrum dµ is a bounded nonnegative measure on [−π, π) and admits a decomposition dµ = dµ s + f dθ with dµ s a singular measure and f dθ the absolutely continuous part of dµ (with respect to the Lebesgue measure). In general the singular part has no effect on the minimal variance of the error, and the corresponding component of u k can be estimated with arbitrary accuracy using any "one-sided" infinite past. The variance of the optimal one-step-ahead prediction error depends only on the absolutely continuous part of the power spectrum and is given in terms by the celebrated Szegö-Kolmogorov formula stated below (see [11] and also, [4, page 183], [12, Chapter 6] , [5] , [10] ). In case log f ∈ L 1 [−π, π) the prediction-error variance is nonzero and the random process is nondeterministic in the sense of Kolmogorov. In this case, it can be shown that
where a f (z) is an outer function in the Hardy space H 2 (D) with a f (0) = 1, i.e., a f (z) = 1 + a 1 z + a 2 z 2 + . . . is analytic in the unit disc D := {z : |z| < 1} and its radial limits are square integrable (see [9] ). Then, the linear combinationû
serves as the optimal predictor of u 0 based on past observations and the least variance of the optimal prediction error becomes
Analogous expressions exist for the optimal smoothing error and the corresponding smoothing filter which uses both past and future values of u ℓ . It is quite interesting that while the variance of the optimal one-step-ahead prediction error is the geometric mean of the spectral density function, the variance of the error, when a smoothing filter utilizes both past and future, turns out to be the harmonic mean of the spectral density function.
Theorem 2: (see [3] ) With dµ = dµ s + f dθ as above
, and zero otherwise.
In case f −1 ∈ L 1 [−π, π) the variance of the optimal smoothing error is nonzero and the random process is nondeterministic in the sense that past and future specify the present which can be estimated with zero variance. In this case (see [3] 
is the image of the optimal smoothing error u 0 − k =0 (−b k )u k under the Kolmogorov map, and that
III. DEGRADATION OF THE PREDICTION ERROR VARIANCE
We now consider two distinct spectral density functions f 1 , f 2 and postulate a situation where filtering of an underlying random process is attempted based on the incorrect choice between these two alternatives. The variance is then compared with the least possible variance which is achieved when the correct choice is made (i.e., when the predictor is optimal for the spectral density against which it is being evaluated). The degradation of performance is quantified by how much the ratio of the two prediction-error variances exceeds the identity. This ratio serves as a measure of mismatch between the two spectral densities (the one which was used to design the predictor and the one against which it is being evaluated). The resulting mismatch turns out to be scale-invariant. Hence, as a measure of distance it actually quantifies distance between the positive rays that the two spectral density functions define, and thus, it quantifies distance between the respective "shapes." It turns out that this distance is convex on logarithmic intervals and has a number of distance-like properties, short of being a metric.
Let us assume that both log f 1 , log f 2 ∈ L 1 [−π, π) and hence, that
Obviously,
denotes the geometric mean of f i as before, for i ∈ {1, 2}. These expressions represent the least variances when the predictor is chosen on the basis of the correct spectral density function. If however, the predictor is based on f 2 whereas the underlying process has f 1 as its spectral density instead, then the variance of the prediction error turns out to be
If we take the ratio of the above variance over the optimal value g f 1 we obtain
This is precisely the ratio between the arithmetic and the geometric means of the fraction f 1 /f 2 of the two spectral density functions. The expression ρ a/g (f 1 , f 2 ) is not symmetric in the two arguments. The subscript " a/g " signifies ratio of arithmetic over geometric means. The logarithm of ρ a/g (f 1 , f 2 ) is nonnegative and defines a notion of distance between rays of density functions. Henceforth, we denote this logarithm by
= log 1 2π
Before we discuss its main properties, we introduce a natural class of paths connecting density functions: for any two density functions f a , f b ,
defines a logarithmic interval between f a and f b . The terminology stems from the fact that whenever the needed logarithms exist,
Proposition 3: Let f i , i ∈ {1, 2, 3} represent density functions defined on [−π, π). The following hold:
Proof: Claims (i-ii) follow from the fact that the arithmetic mean of a function always exceeds the geometric mean, and that they are equal whenever a function is constant. In particular, the ordering, as to which is larger, follows from Jensen's inequality
for any f (θ) ≥ 0. The fact that the two are equal only when f (θ) is constant can be obtained easily using a variational argument. Then (i-ii) follow, when we substitute f = f 1 /f 2 and then take the logarithm. Next we show (iv) and use it to deduce (iii).
Since
the derivative with respect to τ becomes
and the second derivative,
But from Cauchy's inequality we have that
Hence, the second derivative is nonnegative. Claim (iv) is seen to hold true after we set a = 2 and b = 3.
To establish claim (iii) set a = 1 and b = 2 in the above. Then,
But δ(f 1 , f f τ 1 ) must increase as τ ր 1. This completes the proof of (iii), and the proof of the proposition.
Since δ a/g (f 1 , f 2 ) is not symmetric in its arguments, it is quite natural to consider the symmetrized version δ(f 1 , f 2 ) := δ a/g (f 1 , f 2 ) + δ a/g (f 2 , f 1 ).
All properties listed in Proposition 3 hold true for δ(f 1 , f 2 ) as well. Furthermore, interestingly,
which is the logarithm of the ratio of the arithmetic over the harmonic mean of the fraction f 1 /f 2 . The distance of this ratio from one quantifies how far f 1 /f 2 is from being constant. We now summarizing the claimed properties of δ(·, ·). Proposition 4: Let f i , i ∈ {1, 2, 3}, density functions on [−π, π). The following hold:
Proof: Properties (i), (ii), and (iv) are a direct consequence of the corresponding properties given in Proposition 3 for δ a/g (·, ·). Property (iii) on the other hand follows as before from (iv) and the fact that the derivative of δ(f 1 , f τ, 1,b ) at τ = 0 is zero.
IV. AN EXAMPLE
In order to illustrate the quantitative behavior of these measures, we consider three specific power spectra labeled f 1 , f 2 , f 3 , as before. These are shown in Figure 1 . We then consider the triangle formed with those power spectra as vertices and connected via logarithmic intervals. The interior of the triangle is similarly sampled at logarithmically placed points. In essence, we consider the family of power spectral densities f
For each value of τ, σ (sampled appropriately), we evaluate δ a/g (f 1 , f ), δ(f 1 , f ) and compare this to the Kullback-Leibler divergence between the suitably normalized
The normalization is necessary if the Kullback-Leibler divergence is to have properties of a distance measure (i.e., nonnegative when its arguments are different, etc.). Thus, we denote
The set of power spectra in (10) is thought of as points forming an equilateral triangle, conceptually sitting on the xy-plane. Then, the vertical axis represents distance from f 1 , measured using these three alternative measures. The corresponding surfaces are drawn in Figures 2-4 . The three power spectra used are as follows:
z=e jθ There appears to be little qualitative difference between δ(·, ·) and δ KL (·, ·). They are also quite similar in that it is easy to calculate functional forms for minimizers of either of these distance measures under moment constraints. Hence, it is important to undercore that δ KL (·, ·) lacks an intrinsic interpretation as a distance measure between power spectra, in contrast to δ(·, ·) which therefore may be preferable for exactly that reason.
V. DEGRADATION OF THE SMOOTHING ERROR VARIANCE
In a way completely analogous to the previous section we may consider the increase in the variance of the smoothing error when a wrong choice between two alternatives is used to identify a candidate smoothing filter.
Thus, we begin with two density functions f 1 , f 2 and assume that f −1
. Accordingly we test the optimal smoothing filter based on f 2 against f 1 . As explained in Section II, the f 2 -optimal smoothing filter gives rise to an error u 0 −û 0|past & future corresponding, via the Kolmogorov mapping, to h f 2 f 2 (θ) −1 . Hence, the variance of the smoothing error divided by the f 1 -optimal variance is where
π −π f 1 (θ) −1 dθ is a normalized measure with variation one. Expression (11) shows the degradation as the square of the ratio of the mean-square of the fraction f 1 /f 2 over its arithmetic mean. These two means, mean-square and arithmetic, are weighted by dφ 1 which is of course dependent on one of the two arguments. However, the expression is homogeneous and does not depend on scaling of either of the two arguments f 1 or f 2 .
Accordingly, we may define as a distance measure δ smooth (f 1 , f 2 ) = log(ρ smooth (f 1 , f 2 ))
VI. REAPPRAISAL AND POSSIBLE GENERALIZATIONS The expressions derived in the previous sections suggest that logarithms of generalized means of the fraction f 1 /f 2 may be used as distance measures between density functions f 1 and f 2 . More specifically, we know that for any positive function f (θ) := f 1 (θ)/f 2 (θ), π −π log(f (θ))dθ is the geometric mean of f (see e.g., [1, page 23]). Weighted versions of weighted means may also be used for the same purpose, as suggested in Section V. We conclude by noting that the conceptual framework of comparing degradation of performance with regard to specific tasks when the wrong choice between alternatives is used, extends naturally to other contexts. For instance, a similar rationale may be used in the context of positive-definite Toeplitz matrices and prediction based on a finite window of observations.
