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HILBERT’S BASIS THEOREM FOR NON-ASSOCIATIVE AND
HOM-ASSOCIATIVE ORE EXTENSIONS
PER BA¨CK AND JOHAN RICHTER
Abstract. We prove a hom-associative version of Hilbert’s basis theorem,
which includes as special cases both a non-associative version and the classi-
cal associative Hilbert’s basis theorem for Ore extensions. Along the way, we
develop hom-module theory, including the introduction of corresponding iso-
morphism theorems and a notion of being hom-noetherian. We conclude with
some examples of both non-associative and hom-associative Ore extensions
which are all noetherian by our theorem.
1. Introduction
Hom-associative algebras are not necessarily associative algebras, the associativ-
ity condition being replaced by α(a) · (b · c) = (a · b) · α(c), where α is a linear map
referred to as a twisting map, and a, b, c arbitrary elements in the algebra. Both as-
sociative algebras and non-associative algebras can thus be seen as hom-associative
algebras; in the first case, by taking α equal to the identity map, and in the latter
case by taking α equal to the zero map.
Historically hom-associative algebras originate in the development of hom-Lie al-
gebras, the latter introduced by Hartwig, Larsson and Silvestrov as generalizations
of Lie algebras, the Jacobi identity now twisted by a vector space homomorphism;
the “hom” referring to this homomorphism [6]. The introduction of these gener-
alizations of Lie algebras was mainly motivated by an attempt to study so-called
q-deformations of the Witt and Virasoro algebras within a common framework.
Makhlouf and Silvestrov then introduced hom-associative algebras as the natural
counterparts to associative algebras; taking a hom-associative algebra and defining
the commutator as a new multiplication gives a hom-Lie algebra, just as with the
classical relation between associative algebras and Lie algebras [7]. It was later
discovered that there existed formally rigid associative algebras that could now be
formally deformed when considered as hom-associative algebras [10], this indicat-
ing that hom-associative algebras could be useful in studying deformations as well.
Since then, many papers have been written in the subject, and other algebraic
structures have been discovered to have natural counterparts in the “hom-world”
as well, such as e.g. hom-coalgebras, hom-bialgebras, and hom-Hopf algebras [8, 9].
Ore extensions were introduced by Ore as non-commutative polynomial rings [14].
Non-associative Ore extensions were first introduced by Nystedt, O¨inert, and Richter
in the unital case [12] (see also [13] for a further extension to monoid Ore exten-
sions). The construction was later generalized to non-unital, hom-associative Ore
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extensions by the authors of the present article and Silvestrov [3]. They give ex-
amples, including hom-associative versions of the first Weyl algebra, the quantum
plane, and a universal enveloping algebra of a Lie algebra, all of which are formal
deformations of their associative counterparts [1, 2].
In this paper, we prove a hom-associative version of Hilbert’s basis theorem
(Theorem 4), including as special cases both a non-associative version (Corollary 7)
and the classical associative Hilbert’s basis theorem for Ore extensions (Remark 8).
In order to prove this, we develop hom-module theory and a notion of being hom-
noetherian (Section 3). Whereas the hom-module theory does not require a multi-
plicative idenity element, the hom-associative Ore extensions in this article are all
assumed to be unital. We conclude with some examples of unital, non-associative
and hom-associative Ore extensions which are noetherian as a consequence of our
main theorem. In more detail, the article is organized as follows:
Section 2 provides preliminaries from the theory of hom-associative algebras, and
of unital, hom-associative Ore extensions as developed in [3].
Section 3 deals with hom-modules over non-unital, hom-associative rings. Here,
isomorphism theorems and the property of being hom-noetherian are introduced.
Whereas the notion of a hom-module was first introduced in [10], the theory devel-
oped here is new as far as we can tell.
Section 4 contains the proof of a hom-associative version of Hilbert’s basis the-
orem, including as special cases a non-associative and the classical associative ver-
sion.
Section 5 contains examples of unital, non-associative and hom-associative Ore
extensions which are all noetherian by the aforementioned theorem.
2. Preliminaries
Throughout this paper, by non-associative algebras we mean algebras which are
not necessarily associative, including in particular associative algebras. We call a
non-associative algebra A unital if there exists an element 1 ∈ A such that for any
element a ∈ A, a · 1 = 1 · a = a. By non-unital algebras, we mean algebras which
are not necessarily unital, including unital algebras by definition.
2.1. Hom-associative algebras. This section is devoted to restating some basic
definitions and general facts concerning hom-associative algebras.
Definition 1 (Hom-associative algebra). A hom-associative algebra over an as-
sociative, commutative, and unital ring R, is a triple (M, ·, α) consisting of an R-
moduleM , a binary operation · : M×M →M linear over R in both arguments, and
an R-linear map α : M →M satisfying, for all a, b, c ∈M , α(a) ·(b ·c) = (a ·b) ·α(c).
The map α is referred to as the twisting map.
Remark 1. A hom-associative algebra over R is in particular a non-unital, non-
associative R-algebra, and in case α is the identity map, a non-unital, associative R-
algebra. Moreover, any non-unital, non-associative R-algebra is a hom-associative
R-algebra with twisting map equal to the zero map.
Remark 2. IfA is a unital, hom-associative algebra, then α is completely determined
by α(1) since α(m) = α(m)(1 · 1) = m · α(1) for any m ∈ A.
Definition 2 (Morphism of hom-associative algebras). A morphism from a hom-
associativeR-algebraA := (M, ·, α) to a hom-associativeR-algebraA′ := (M ′, ·′, α′)
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is an R-linear map f : M →M ′ such that f ◦ α = α′ ◦ f and f(a · b) = f(a) ·′ f(b)
for all a, b ∈M . If f is bijective, the two are isomorphic, written A ∼= A′.
Definition 3 (Hom-associative subalgebra). Let A := (M, ·, α) be a hom-associative
algebra andN a submodule ofM that is closed under the multiplication · and invari-
ant under α. The hom-associative algebra (N, ·, α|N ) is said to be a hom-subalgebra
of A.
Definition 4 (Hom-ideal). A right (left) hom-ideal of a hom-associative R-algebra
A is an R-submodule I of A such that α(I) ⊆ I, and for all a ∈ A, i ∈ I, i · a ∈ I
(a · i ∈ I). If I is both a left and a right hom-ideal, it is simply called a hom-ideal.
Note that a hom-ideal of a hom-associative algebra A is in particular a hom-
subalgebra of A.
Remark 3. In case a hom-associative algebra has twisting map equal to the identity
map or the zero map, a right (left) hom-ideal is simply a right (left) ideal.
Definition 5 (Hom-associative ring). A hom-associative ring is a hom-associative
algebra over the ring of integers.
Definition 6 (Opposite hom-associative ring). Let S := (R, ·, α) be a hom-as-
sociative ring. The opposite hom-associative ring of S, written Sop, is the hom-
associative ring (R, ·op, α) where r ·op s := s · r for any r, s ∈ R.
2.2. Unital, non-associative Ore extensions. In this section, we recall from
[3] some basic definitions and results concerning unital, non-associative Ore ex-
tensions. We denote by N the set of all non-negative integers, and by N>0 the
set of all positive integers. Let R be a unital, non-associative ring, δ : R → R
and σ : R → R additive maps such that σ(1) = 1 and δ(1) = 0. As a set, a
unital, non-associative Ore extension of R, written R[X ;σ, δ], consists of all formal
sums
∑
i∈N aiX
i, called polynomials, where only finitely many ai ∈ R are nonzero.
We endow R[X ;σ, δ] with the following addition and multiplication, holding for any
m,n ∈ N and ai, bi ∈ R:∑
i∈N
aiX
i +
∑
i∈N
biX
i =
∑
i∈N
(ai + bi)X
i, aXm · bXn =
∑
i∈N
(a · pimi (b))X
i+n.
Here, pimi , referred to as a pi function, denotes the sum of all
(
m
i
)
possible com-
positions of i copies of σ and m − i copies of δ in arbitrary order. For instance,
pi21 = σ ◦ δ + δ ◦ σ. We also define pi
0
0 := idR and pi
m
i ≡ 0 whenever i < 0, or
i > m. The identity element 1 in R also becomes an identity element in R[X ;σ, δ]
upon identification with 1X0. We also think of X as an element of R[X ;σ, δ] by
identifying it with the monomial 1X . At last, defining two polynomials to be equal
if and only if their corresponding coefficients are equal and imposing distributivity
of the multiplication over addition make R[X ;σ, δ] a unital, non-associative, and
non-commutative ring. By identifying any a ∈ R with aX0 ∈ R[X ;σ, δ], we see
that R is a subring of R[X ;σ, δ].
Definition 7 (σ-derivation). Let R be a unital, non-associative ring where σ is a
unital endomorphism and δ an additive map on R. Then δ is called a σ-derivation
if δ(a · b) = σ(a) · δ(b) + δ(a) · b holds for all a, b ∈ R. If σ = idR, then δ is simply a
derivation.
Remark 4. If δ is a σ-derivation on a unital, non-associative ring R, then δ(1) = 0.
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Lemma 1 (Properties of pi functions). Let R be a unital, non-associative ring, σ a
unital endomorphism and δ a σ-derivation on R. Then, in R[X ;σ, δ], the following
hold for all a, b ∈ R and l,m, n ∈ N:
(i)
∑
i∈N pi
m
i
(
a · pinl−i(b)
)
=
∑
i∈N pi
m
i (a) · pi
i+n
l (b).
(ii) pim+1l = pi
m
l−1 ◦ σ + pi
m
l ◦ δ = σ ◦ pi
m
l−1 + δ ◦ pi
m
l .
Proof. A proof of (i) in the associative setting can be found in [11]. However,
the proof makes no use of associativity, so we can conclude that (i) holds in the
non-associative setting as well.
Regarding (ii), we first recall that pim+1l consists of the sum of all
(
m+1
l
)
possible
compositions of l copies of σ and m + 1 − l copies of δ. Therefore, we can split
the sum into a part containing σ innermost (outermost) and a part containing δ
innermost (outermost). When l = 0, we immediately see that the result holds as
pim−1 := 0. When l > m, pi
m
l := 0, and in case also l > m+ 1, pi
m+1
l = pi
m
l−1 := 0. In
case l = m+ 1, pill = pi
l−1
l−1 ◦ σ = σ ◦ pi
l−1
l−1 , so we can conclude that (ii) holds when
l = 0 and when l > m. For the remaining case 1 ≤ l ≤ m, we use the recursive
formula for binomial coefficients
(
m+1
l
)
=
(
m
l−1
)
+
(
m
l
)
and simply count the terms
in the two parts of the sum. 
For any unital, hom-associative ringR with twisting map α, we extend α homoge-
neously to an additive map onR[X ;σ, δ] by putting α
(∑
i∈N aiX
i
)
:=
∑
i∈N α(ai)X
i
for any ai ∈ R. The next proposition makes use of this construction.
Proposition 1 (Sufficient conditions for hom-associativity of R[X ;σ, δ] [3]). Let R
be a unital, hom-associative ring with twisting map α, σ a unital endomorphism and
δ a σ-derivation that both commute with α. Extend α homogeneously to R[X ;σ, δ].
Then R[X ;σ, δ] is a unital, hom-associative Ore extension with twisting map α.
3. Hom-module theory
In this section, we develop the theory of hom-modules over non-unital, hom-
associative rings.
3.1. Basic definitions and theorems.
Definition 8 (Hom-module). Let R be a non-unital, hom-associative ring with
twisting map αR, multiplication written with juxtaposition. Let M be an additive
group with a group homomorphism αM : M → M , also called a twisting map. A
right R-hom-module MR consists of M and an operation · : M × R → M , called
scalar multiplication, such that for all r1, r2 ∈ R and m1,m2 ∈ M , the following
hold:
(m1 +m2) · r1 = m1 · r1 +m2 · r1 (right-distributivity),(M1)
m1 · (r1 + r2) = m1 · r1 +m1 · r2 (left-distributivity),(M2)
αM (m1) · (r1r2) = (m1 · r1) · αR(r2) (hom-associativity).(M3)
A left R-hom-module is defined analogously and written RM .
For the sake of brevity, we also allow ourselves to write M in case it does not
matter whether it is a right or a left R-hom-module, and simply call it an R-
hom-module. Furthermore, any two right (left) R-hom-modules are assumed to be
equipped with the same twisting map αR on R.
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Remark 5. A hom-associative ring R is both a right R-hom-module RR and a left
R-hom-module RR.
Definition 9 (Morphism of hom-modules). A morphism from a right (left) R-hom-
module M to a right (left) R-hom-moduleM ′ is an additive map f : M →M ′ such
that f ◦ αM = αM ′ ◦ f and f(m · r) = f(m) · r (f(r ·m) = r · f(m)) hold for all
m ∈M and r ∈ R. If f is also bijective, the two are isomorphic, written M ∼=M ′.
Definition 10 (Hom-submodule). Let M be a right (left) R-hom-module. An
R-hom-submodule, or just hom-submodule, is an additive subgroup N of M that
is closed under scalar multiplication and invariant under αM . N is then a right
(left) R-hom-module with twisting maps αR and αN , the latter being given by the
restriction of αM to N . We denote that N is a hom-submodule of M by N ≤ M
or M ≥ N , and in case N is a proper subgroup of M , by N < M or M > N .
Proposition 2 (Image and preimage under hom-module morphism). Let f : M →
M ′ be a morphism of right (left) R-hom-modules, N ≤ M and N ′ ≤ M ′. Then
f(N) and f−1(N ′) are hom-submodules of M ′ and M , respectively.
Proof. We see that f(N) and f−1(N ′) are additive subgroups when considering f
as a group homomorphism. Let r ∈ R and a′ ∈ f(N) be arbitrary. Then there
is some a ∈ N such that a′ = f(a), so a′ · r = f(a) · r = f(a · r) ∈ f(N) since
a · r ∈ N . Moreover, αM ′(a
′) = αM ′(f(a)) = f(αM (a)) = f(αN (a)) ∈ f(N).
Now, take any b ∈ f−1(N ′). Then there is some b′ ∈ N ′ such that f(b) = b′, so
f(b · r) = f(b) · r = b′ · r ∈ N ′ since b′ ∈ N ′, and hence b · r ∈ f−1(N ′). At last,
f(αM (b)) = αM ′(f(b)) = αM ′ (b
′) = αN ′(b
′) ∈ N ′, so αM (b) ∈ f
−1(N ′). The left
case is analogous. 
Proposition 3 (Intersection of hom-submodules). The intersection of any set of
hom-submodules of a right (left) R-hom-module is a hom-submodule.
Proof. We show the case of right R-hom-modules; the case of left R-hom-modules
is analogous. Let N = ∩i∈INi be an intersection of hom-submodules Ni of a right
R-hom-module M , where I is some index set. Take any a, b ∈ N and j ∈ I. Since
a, b ∈ Nj and Nj is an additive subgroup, (a− b) ∈ Nj , and therefore (a− b) ∈ N .
For any r ∈ R, a · r ∈ Nj since Nj is a hom-submodule, and therefore a · r ∈ N . At
last, αM (a) = αNj (a) ∈ Nj for the same reason, so αM (N) is a subset of N . 
Definition 11 (Generating set of hom-submodule). Let S be a nonempty subset
of a right (left) R-hom-module M . The intersection N of all hom-submodules of
M that contain S is called the hom-submodule generated by S, and S is called a
generating set of N . If there is a finite generating set of N , then N is called finitely
generated.
Remark 6. The hom-submodule N of a right (left) R-hom-module M generated by
a nonempty subset S is the smallest hom-submodule of M that contains S in the
sense that any other hom-submodule of M that contains S also contains N .
Proposition 4 (Union of hom-submodules in an ascending chain). Let M be a
right (left) R-hom-module, and consider an ascending chain N1 ≤ N2 ≤ . . . of
hom-submodules of M . Then ∪∞i=1Ni is a hom-submodule of M .
Proof. Denote ∪∞i=1Ni by N , and let a, b ∈ N . Then a ∈ Nj and b ∈ Nk for some
j, k ∈ N>0, and since Nj ≤ Nmax(j,k) and Nk ≤ Nmax(j,k), we have a, b ∈ Nmax(j,k).
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Hence (a − b) ∈ Nmax(j,k) ⊆ N , so (a − b) ∈ N . Take any r ∈ R. Then, since
a ∈ Nj , a · r ∈ Nj ⊆ N , so a · r ∈ N for the right case, and analogously for the left
case. Finally, αM (a) = αNj (a) ∈ Nj ⊆ N , so N is invariant under αM . 
Proposition 5 (Sum of hom-submodules). Let M be a right (left) R-hom-module
and N1, N2, . . . , Nk any finite number of hom-submodules of M . Then
∑k
i=1Ni =
N1 +N2 + · · ·+Nk is a hom-submodule of M .
Proof. We prove the right case; the left case is analogous. Let N :=
∑k
i=1Ni
and take any r ∈ R, ai, bi ∈ Ni. Then
(∑k
i=1 ai
)
· r =
∑k
i=1 ai · r ∈ N , and∑k
i=1 ai−
∑k
i=1 bi =
∑k
i=1(ai− bi) ∈ N . At last, N is invariant under αN := αM |N
since αM
(∑k
i=1 ai
)
=
∑k
i=1 αM (ai) =
∑k
i=1 αN1(ai) ∈ N . 
Corollary 1 (The modular law for hom-modules). Let M be a right (left) R-hom-
module, and M1,M2, and M3 hom-submodules of M with M3 ≤ M1. Then the
modular law (M1 ∩M2) +M3 = M1 ∩ (M2 +M3) holds.
Proof. The modular law holds for M1,M2 and M3 when considered as additive
groups. By Proposition 3 and Proposition 5, the intersection and sum of any two
hom-submodules of M are also hom-submodules of M , and hence the modular law
holds for M1,M2 and M3 as hom-modules as well. 
Proposition 6 (Direct sum of hom-modules). Let M1,M2, . . . ,Mk be any fi-
nite number of right R-hom-modules. Endowing the (external) direct sum M :=⊕k
i=1Mi =M1⊕M2⊕ · · · ⊕Mk with the following scalar multiplication and twist-
ing map on M , makes it a right R-hom-module:
• : M ×R→M, (m1,m2, . . . ,mk) • r := (m1 · r,m2 · r, . . . ,mk · r),
αM : M →M, αM ((m1,m2, . . . ,mk)) := (αM1(m1), αM2(m2), . . . , αMk(mk)) .
Here, (m1,m2, . . . ,mk) ∈ M , r ∈ R, and αMi is the twisting map on Mi for
1 ≤ i ≤ k.
Proof. Since M is an additive group, what is left to check is that αM is a group
homomorphism, i.e. an additive map, and that (M1), (M2) and (M3) in Definition 8
holds. This is readily verified by routine calculations. 
An analogous result holds for left R-hom-modules.
Corollary 2 (Associativity of the direct sum). For any right (left) R-hom-modules
M1,M2, and M3, (M1 ⊕M2)⊕M3 ∼= M1 ⊕M2 ⊕M3 ∼= M1 ⊕ (M2 ⊕M3).
Proposition 7 (Quotient hom-module). Let MR be a right R-hom-module with
twisting map αM on M . Let NR ≤MR and consider the additive groups M and N
of MR and NR, respectively. Form the quotient group M/N with elements of the
form m+N for m ∈M . Then M/N becomes a right R-hom-module when endowed
with the following twisting map and scalar multiplication for m ∈M and r ∈ R:
• : M/N ×R→M/N, (m+N) • r := m · r +N,
αM/N : M/N →M/N, αM/N (m+N) := αM (m) +N.
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Proof. First, let us make sure that the scalar multiplication and twisting map are
both well-defined. To this end, take two arbitrary elements of M/N . They are of
the form m1 +N and m2 +N for some m1,m2 ∈ M . If m1 +N = m2 +N , then
(m1 −m2) ∈ N , and since NR is a right R-hom-module, (m1 −m2) · r1 ∈ N for
any r1 ∈ R. Then (m1 · r1 −m2 · r1) ∈ N , so m1 · r1 +N = m2 · r1 +N , and hence
(m1+N)•r1 = (m2+N)•r1, so the scalar multiplication is well-defined. Now, since
(m1 −m2) ∈ N , αM (m1 −m2) ∈ N due to the fact that NR ≤ MR. On the other
hand, αM (m1 −m2) = αM (m1) − αM (m2), so (αM (m1)− αM (m2)) ∈ N . Then
αM (m1)+N = αM (m2)+N , and therefore αM/N (m1+N) = αM/N (m2+N), which
proves that αM/N is well-defined. Furthermore, αM/N is a group homomorphism
since for any (m3 +N), (m4 +N) ∈M/N where m3,m4 ∈M ,
αM/N ((m3 +N) + (m4 +N)) = αM/N ((m3 +m4) +N) = αM (m3 +m4) +N
= (αM (m3) + αM (m4)) +N = (αM (m3) +N) + (αM (m4) +N)
= αM/N (m3 +N) + αM/N (m4 +N) .
By straightforward calculations, one readily verifies that the three hom-module
axioms (M1), (M2), and (M3) in Definition 8 hold. 
Again, an analogous result holds for left R-hom-modules as well.
Corollary 3 (The natural projection). Let M be a right (left) R-hom-module with
N ≤M . Then the natural projection pi : M →M/N defined by pi(m) = m+N for
any m ∈M is a surjective morphism of hom-modules.
Corollary 4 (Hom-submodules of quotient hom-modules). Let M be a right (left)
R-hom-module with N ≤M . If L is a hom-submodule of M/N , then L = K/N for
some hom-submodule K of M that contains N .
Proof. Let L be a hom-submodule of M/N . Using the natural projection pi : M →
M/N from Corollary 3, we know that K = pi−1(L) is a hom-submodule of M since
it is the preimage of a morphism of hom-submodules (cf. Proposition 2). By the
surjectivity of pi, pi(K) = pi(pi−1(L)) = L, so L = pi(K) = K/N . 
Theorem 1 (The first isomorphism theorem for hom-modules). Let f : M → M ′
be a morphism of right (left) R-hom-modules. Then ker f is a hom-submodule of
M , im f is a hom-submodule of M ′, and M/ ker f ∼= im f .
Proof. We prove the case of rightR-hom-modules; the case of left R-hom-modules is
analogous. By definition, ker f is the preimage of the hom-submodule 0 of M ′, and
hence it is a hom-submodule of M by Proposition 2. Now, im f = f(M), so by the
same proposition, im f is a hom-submodule of M ′. The map g : M/ ker f → im f
defined by g(m + ker f) = f(m) for any (m + ker f) ∈ M/ ker f is a well-defined
group isomorphism. Furthermore, g((m+ker f) • r) = g(m · r+ker f) = f(m · r) =
f(m) · r = g(m+ ker f) · r. At last, g(αM/ ker f (m+ ker f)) = g(αM (m) + ker f) =
f(αM (m)) = αM ′(f(m)) = αim f (f(m)) = αim f (g(m + ker f)), which completes
the proof. 
Theorem 2 (The second isomorphism theorem for hom-modules). Let M be a right
(left) R-hom-module with N ≤M and L ≤M . Then N/(N ∩ L) ∼= (N + L)/L.
Proof. By Proposition 3, N ∩ L is a hom-submodule of N and by Proposition 5,
N+L is a hom-module with L = (0+L) ≤ (N +L), so the expression makes sense.
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The map f : N → (N + L)/L defined by f(n) = n + L for any n ∈ N is a group
homomorphism. Furthermore, it is surjective since for any ((n+l)+L) ∈ (N+L)/L.
We have that (n+ l)+L = (n+L)+ (l+L) = n+L+(0+L) = n+L = f(n). For
any r ∈ R, f(n · r) = n · r +L = (n+ L) • r = f(n) • r (similarly for the left case),
and moreover, f(αN (n)) = αN (n)+L = (αN (n)+αL(0))+L = αN+L(n+0)+L =
α(N+L)/L(n + L) = α(N+L)/L(f(n)). We also see that ker f = N ∩ L, so by
Theorem 1, N/(N ∩ L) ∼= (N + L)/L. 
Theorem 3 (The third isomorphism theorem for hom-modules). Let M be a right
(left) R-hom-module with L ≤ N ≤ M . Then N/L is a hom-submodule of M/L
and (M/L)/(N/L) ∼= M/N .
Proof. According to Corollary 3, the natural projection pi : M → M/L is a mor-
phism of right (left) hom-modules, so hom-submodules of M are mapped to hom-
submodules of M/L. Since N ≤ M , N/L = pi(N) ≤ pi(M) = M/L, using that pi
is surjective. The map f : M/L → M/N defined by f(m + L) = m + N for any
(m + L) ∈ M/L is a well-defined surjective group homomorphism. Moreover, for
any r ∈ R, f((m+L)•r) = f(m·r+L) = m·r+N = (m+N)•r = f(m+L)•r (anal-
ogously for the left case), and f(αM/L(m+L)) = f(αM (m) +L) = αM (m) +N =
αM/N (m + N) = αM/N (f(m + L)). We also see that ker f = N/L, so using
Theorem 1, (M/L)/ kerf = (M/L)/(N/L) ∼= im f =M/N . 
3.2. The hom-noetherian conditions. Recall that a family F of subsets of a set
S satisfies the ascending chain condition if there is no properly ascending infinite
chain S1 ⊂ S2 ⊂ . . . of subsets from F . Furthermore, an element in F is called a
maximal element of F provided there is no subset of F that properly contains that
element.
Proposition 8 (The hom-noetherian conditions for hom-modules). Let M be a
right (left) R-hom-module. Then the following conditions are equivalent:
(NM1) M satisfies the ascending chain condition on its hom-submodules.
(NM2) Any nonempty family of hom-submodules of M has a maximal element.
(NM3) Any hom-submodule of M is finitely generated.
Proof. The following proof is an adaptation of a proof that can be found in [5] to
the hom-associative setting.
(NM1) =⇒ (NM2): Let F be a nonempty family of hom-submodules of M that
does not have a maximal element and pick an arbitrary hom-submodule S1 in F .
Since S1 is not a maximal element, there exists some S2 ∈ F such that S1 < S2.
Now, S2 is not a maximal element either, so there exists some S3 ∈ F such that
S2 < S3. Continuing in this manner we get an infinite chain of hom-submodules
S1 < S2 < . . . , which proves the contrapositive statement.
(NM2) =⇒ (NM3): Assume (NM2) holds, let N be an arbitrary hom-submodule
ofM , and G the family of all finitely generated hom-submodules ofN . Since the zero
module is a hom-submodule of N that is finitely generated, G is clearly nonempty
and thus contains a maximal element L by assumption. If N = L, we are done, so
assume the opposite and take some n ∈ N\L. Now, let K be the hom-submodule
of N generated by the set L∪ {n}. Then K is finitely generated as well, so K ∈ G.
Moreover, L < K, which is a contradiction since L is a maximal element in G.
Therefore, N = L, and N is finitely generated.
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(NM3) =⇒ (NM1): Assume (NM3) holds, let T1 ≤ T2 ≤ . . . be an ascend-
ing chain of hom-submodules of M , and T = ∪∞i=1Ti. By Proposition 4, T is a
hom-submodule of M , and hence it is finitely generated by some set S which by
Definition 11 is contained in T . Moreover, since S is finite, it needs to be contained
in Tj for some j ∈ N>0. However, Tj = T by Remark 6, so Tk = Tj for all k ≥ j,
and hence the ascending chain condition holds. 
Definition 12 (Hom-noetherian module). A right (left) R-hom-module is called
hom-noetherian if it satisfies the three equivalent conditions of Proposition 8 on its
hom-submodules.
Appealing to Remark 5, all properties that hold for right (left) hom-modules nec-
essarily also hold for hom-associative rings, replacing “hom-submodule” by “right
(left) hom-ideal”. Hence we have the following:
Corollary 5 (The hom-noetherian conditions for hom-associative rings). Let R be
a non-unital, hom-associative ring. Then the following conditions are equivalent:
(NR1) R satisfies the ascending chain condition on its right (left) hom-ideals.
(NR2) Any nonempty family of right (left) hom-ideals of R has a maximal element.
(NR3) Any right (left) hom-ideal of R is finitely generated.
Definition 13 (Hom-noetherian ring). A non-unital, hom-associative ring R is
called right (left) hom-noetherian if it satisfies the three equivalent conditions of
Proposition 8 on its right (left) hom-ideals. If R satisfies the conditions on both its
right and its left hom-ideals, it is called hom-noetherian.
Remark 7. If the twisting map is either the identity map or the zero map, a right
(left) hom-noetherian ring is simply a right (left) noetherian ring (cf. Remark 3).
Proposition 9 (Surjective hom-noetherian hom-module morphism). The hom-
noetherian conditions are preserved by surjective morphisms of right (left) R-hom-
modules.
Proof. It is sufficient to prove this for any of the three equivalent conditions (NM1),
(NM2), or (NM3) in Proposition 8, so let us choose (NM2). To this end, let
f : M → M ′ be a surjective morphism of right (left) R-hom-modules where M
is hom-noetherian. Let F ′ be a nonempty family of right (left) hom-submodules
of M ′. Now, consider the corresponding family in M , F = {f−1(N ′) : N ′ ∈ F ′}.
By the surjectivity of f , this family is nonempty, and since M is noetherian, it has
a maximal element f−1(N ′0) for some N
′
0 ∈ F
′. We would like to show that N ′0
is a maximal element of F ′. Assume there exists an element N ′ ∈ F ′ such that
N ′0 < N
′. We know that the operation of taking preimages under any function
preserves inclusions sets. We also know that the preimage of any hom-submodule
is again a hom-submodule by Proposition 2, so taking preimages under a hom-
morphism preserves the inclusions on the hom-submodules, and therefore N ′0 < N
′
implies that f−1(N ′0) < f
−1(N ′), which contradicts the maximality of f−1(N ′0) in
F . Hence N ′0 is a maximal element of F
′, and M ′ is hom-noetherian. 
Proposition 10 (Hom-noetherian condition on quotient hom-module). Let M be
a right (left) R-hom-module, and N ≤ M . Then M is hom-noetherian if and only
if M/N and N are hom-noetherian.
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Proof. This is again an adaptation of a proof that can be found in [5] to the hom-
associative setting.
(=⇒) : AssumeM is hom-noetherian and N ≤M . Then any hom-submodule of
N is also a hom-submodule ofM , and hence it is finitely generated, and N therefore
also hom-noetherian. If L1 ≤ L2 ≤ . . . is an ascending chain of hom-submodules
of M/N , then from Corollary 4, each Li =Mi/N for some Mi with N ≤Mi ≤M .
Furthermore, M1 ≤M2 ≤ . . . , but since M is hom-notherian, there is some n such
that Mi = Mn for all i ≥ n. Then Li = Mn/N = Ln for all i ≥ n, so M/N is
hom-noetherian.
(⇐=): Assume M/N and N are hom-noetherian. Let S1 ≤ S2 ≤ . . . be an
ascending chain of hom-submodules of M . By Proposition 3, Si ∩ N is a hom-
submodule of N for every i ∈ N>0, and furthermore Si ∩N ≤ Si+1 ∩N . We thus
have an ascending chain S1 ∩ N ≤ S2 ∩ N ≤ . . . of hom-submodules of N . By
Proposition 5, Si + N is a hom-submodule of M , and moreover, N = 0 + N is a
hom-submodule of Si + N , so we can consider (Si +N) /N . Now, (Si +N) /N ≤
(Si+1 +N) /N by Corollary 4, so we have an ascending chain (S1 +N)/N ≤ (S2 +
N)/N ≤ . . . of hom-submodules of M/N . Since both N and M/N are hom-
noetherian, there is some k such that Sj∩N = Sk∩N and (Sj+N)/N = (Sk+N)/N
for all j ≥ k. The latter equation implies that for any sj ∈ Sj and n ∈ N ,
there are sk ∈ Sk and n
′ ∈ N such that (sj + n) + N = (sk + n
′) + N . Hence
x := ((sj + n)− (sk + n
′)) ∈ N , and therefore sj + n = (sk + (x+ n
′)) ∈ (Sk +N),
so that (Sj +N) ≤ (Sk +N), and by a similar argument, (Sk +N) ≤ (Sj +N), so
Sj +N = Sk +N for all j ≥ k. Using this and the modular law for hom-modules
(Corollary 1), Sk = (Sk∩N)+Sk = (Sj∩N)+Sk = Sj∩(N+Sk) = Sj∩(Sk+N) =
Sj ∩ (Sj +N) = Sj for all j ≥ k, and hence M is hom-noetherian. 
Corollary 6 (Finite direct sum of hom-noetherian modules). Any finite direct sum
of hom-noetherian modules is hom-noetherian.
Proof. We prove this by induction.
Base case (P(2)): Let M1 and M2 be two hom-noetherian modules and con-
sider the direct sum M = M1 ⊕ M2, which is a right (left) R-hom-module by
Proposition 6. Moreover, M1 ∼= M1 ⊕ 0 as additive groups, and for any r ∈ R,
f((m1, 0) • r) = f((m1 · r, 0 · r)) = f((m1 · r, 0)) = m1 · r = f((m1, 0)) · r. Now,
f(αM1⊕0((m1, 0))) = f((αM1(m1), 0)) = αM1(m1) = αM1(f(m1, 0)), so as right
(left) R-hom-modules, M1 ∼= M1 ⊕ 0 ≤ M . Similarly, the projection g : M → M2
is a surjective morphism of right (left) R-hom-modules with ker g = M1 ⊕ 0, so by
Theorem 1, M/(M1⊕ 0) ∼= M2. Due to Proposition 9, M1⊕ 0 and M/(M1⊕ 0) are
both hom-noetherian, and so by Proposition 10, M is hom-noetherian.
Induction step (∀k ∈ N>1 (P(k) → P(k + 1))): Assume M
′ =
⊕k
i=1Mi is
hom-noetherian for 2 ≤ k, where each Mi is a hom-noetherian right (left) R-
hom-module. Let Mk+1 be a hom-noetherian right (left) R-hom-module. Then⊕k+1
i=1 Mi
∼= M ′ ⊕Mk+1 by Corollary 2. The latter of the two is hom-noetherian
by the base case, and by Proposition 9 the former as well. 
4. A hom-associative Hilbert’s basis theorem
In this section, we consider unital, non-associative Ore extensions R[X ;σ, δ] over
some unital, non-associative ring R. Recall from Proposition 1 that in case R
is hom-associative, a sufficient condition for R[X ;σ, δ] to be hom-associative is
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that σ is a unital endomorphism and δ a σ-derivation that both commute with
the twisting map α of R, the latter extended homogeneously to R[X ;σ, δ]. Also
recall that the associator is the map (·, ·, ·) : R ×R × R → R defined by (r, s, t) =
(r · s) · t− r · (s · t) for any r, s, t ∈ R. The left, middle, and right nucleus of R are
denoted by Nl(R), Nm(R), and Nr(R), respectively. As sets, they are defined as
Nl(R) := {r ∈ R : (r, s, t) = 0, s, t ∈ R}, Nm(R) := {s ∈ R : (r, s, t) = 0, r, t ∈ R},
and Nr(R) := {t ∈ R : (r, s, t) = 0, r, s ∈ R}. The nucleus of R, written N(R),
is defined as the set N(R) := Nl(R) ∩Nm(R) ∩Nr(R). By the associator identity
u·(r, s, t)+(u, r, s)·t+(u, r ·s, t) = (u·r, s, t)+(u, r, s·t), holding for all r, s, t, u ∈ R,
Nr(R), Nm(R), Nr(R), and hence also N(R), are all associative subrings of R.
Proposition 11 (Associator of Xk). Let R[X ;σ, δ] be a unital, non-associative Ore
extension of a unital, non-associative ring R. Assume σ is a unital endomorphism
and δ a σ-derivation on R. Then Xk ∈ N(R[X ;σ, δ]) for any k ∈ N.
Proof. By identifying X0 with 1 ∈ R, X0 ∈ N(R[X ;σ, δ]). We now wish to show
that X ∈ N(R[X ;σ, δ]). In order to do so, we must show that X associates with
all polynomials in R[X ;σ, δ]. Due to distributivity, it is however sufficient to prove
that X associates with arbitrary monomials aXm and bXn in R[X ;σ, δ]. To this
end, first note that aXm · X =
∑
i∈N (a · pi
m
i (1))X
i+1 = aXm+1 since σ is unital
by assumption, and δ(1) = 0 by Remark 4. Then,
(aXm · bXn) ·X =
(∑
i∈N
(a · pimi (b))X
i+n
)
·X =
∑
i∈N
(
(a · pimi (b))X
i+n
)
·X
=
∑
i∈N
(a · pimi (b))X
i+n+1 = aXm · bXn+1 = aXm · (bXn ·X) ,
so X ∈ Nl(R[X ;σ, δ]). Also, by using (ii) in Lemma 1,
(aXm ·X) · bXn = aXm+1 · bXn =
∑
i∈N
(
a · pim+1i (b)
)
X i+n
=
∑
i∈N
(
a ·
(
pimi−1 ◦ σ(b) + pi
m
i ◦ δ(b)
))
X i+n
=
∑
j∈N
(
a · pimj (σ(b))
)
Xj+n+1 +
∑
i∈N
(a · pimi (δ(b)))X
i+n
= aXm · σ(b)Xn+1 + aXm · δ(b)Xn = aXm ·
(
σ(b)Xn+1 + δ(b)Xn
)
= aXm ·
∑
i∈N
(
1 · pi1i (b)
)
Xn+i = aXm · (X · bXn) ,
so X ∈ Nm(R[X ;σ, δ]). By a similar calculation, X ∈ Nr(R[X ;σ, δ]), so X ∈
N(R[X ;σ, δ]). Since N(R[X ;σ, δ]) is a ring it also contains all powers of X , so
Xk ∈ N(R[X ;σ, δ]) for any k ∈ N. 
Proposition 12 (Hom-modules of R[X ;σ, δ]). Let R be a unital, hom-associative
ring with twisting map α, σ a unital endomorphism and δ a σ-derivation that both
commute with α. Extend α homogeneously to R[X ;σ, δ]. Then, for any m ∈ N,∑m
i=0X
iR (
∑m
i=0RX
i) is a hom-noetherian right (left) R-hom-module.
Proof. Let us prove the right case; the left case is similar, but slightly simpler.
Put M =
∑m
i=0X
iR. First note that M really is a subset of R[X ;σ, δ], where the
12 PER BA¨CK AND JOHAN RICHTER
elements are of the form
∑m
i=0 1X
i · riX
0 with ri ∈ R. When identifying 1X
i with
X i and ri with riX
0, this gives us elements of the form
∑m
i=0X
i · ri. Using this
identification also allows us to write the multiplication in R, which in Definition 8
is done by juxtaposition, by “·” instead. The purpose of this is do be consistent
with our previous notation.
Since distributivity follows from that in R[X ;σ, δ], it suffices to show that the
multiplication in R[X ;σ, δ] is a scalar multiplication, and that we have twisting
maps αM and αR that give us hom-associativity. To this end, for any r ∈ R and
any element in M (which is of the form described above), by using Proposition 11,
(1)
(
m∑
i=0
X i · ri
)
· r =
m∑
i=0
(
X i · ri
)
· r =
m∑
i=0
X i · (ri · r),
and the latter is clearly an element of M . Now, we claim that M is invariant under
the homogeneously extended twisting map on R[X ;σ, δ]. To follow the notation in
Definition 8, let us denote this map when restricted to M by αM , and that of R
by αR. Then, by using the additivity of αM and αR, as well as the fact that the
latter commutes with δ and σ, we get
αM
(
m∑
i=0
X i · ri
)
= αM

 m∑
i=0
∑
j∈N
piij(ri)X
j

 = m∑
i=0
∑
j∈N
αM
(
piij(ri)X
j
)
=
m∑
i=0
∑
j∈N
αR
(
piij(ri)
)
Xj =
m∑
i=0
∑
j∈N
piij(αR(ri))X
j =
m∑
i=0
X i · αR(ri),(2)
which again is an element of M . At last, let r, s ∈ R be arbitrary. Then,
αM
(
m∑
i=0
X i · ri
)
· (r · s)
(2)
=
(
m∑
i=0
X i · αR(ri)
)
· (r · s)
(1)
=
m∑
i=0
X i · (αR(ri) · (r · s))
=
m∑
i=0
X i · ((ri · r) · αR(s))
(1)
=
(
m∑
i=0
X i · (ri · r)
)
· αR(s)
(1)
=
((
m∑
i=0
X i · ri
)
· r
)
· αR(s),
which proves hom-associativity. What is left to prove is that M is hom-noetherian.
Now, let us define f :
⊕m
i=0 R → M by (r0, r1, . . . , rm) 7→
∑m
i=0X
i · ri for any
(r0, r1, . . . , rm) ∈
⊕m
i=0 R. We see that f is additive, and for any r ∈ R, we
have f((r0, r1, . . . , rm) • r) = f((r0, r1, . . . , rm)) · r. A similar argument gives
f(α⊕m
i=0 R
((r0, r1, . . . , rm))) = αM (f((r0, r1, . . . , rm))), which shows that f is a
morphism of two right R-hom-modules. Moreover, f is surjective, and so by
Proposition 9, M is hom-noetherian. 
Lemma 2 (Properties of R[X ;σ, δ]op). Let R be a unital, hom-associative ring with
twisting map α, σ an automorphism and δ a σ-derivation that both commute with
α. Extend α homogeneously to R[X ;σ, δ]. Then the following hold:
(i) σ−1 is an automorphism on Rop that commutes with α.
(ii) −δ ◦ σ−1 is a σ−1-derivation on Rop that commutes with α.
(iii) R[X ;σ, δ]op ∼= Rop[X ;σ−1,−δ ◦ σ−1].
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Proof. That σ−1 is an automorphism and −δ ◦ σ−1 a σ−1-derivation on Rop is an
exercise in [5] that can be solved without any use of associativity. Now, since α
commutes with δ and σ, for any r ∈ Rop, σ(α(σ−1(r))) = α(σ(σ−1(r))) = α(r),
so by applying σ−1 to both sides, α(σ−1(r)) = σ−1(α(r)). From this, it follows
that −δ(σ−1(α(r))) = −δ(α(σ−1(r))) = α(−δ(σ−1(r))), which proves the first and
second statement.
For the third statement, let us start by putting S := Rop[X ;σ−1,−δ ◦ σ−1] and
S′ := R[X ;σ, δ]op, and then define a map f : S → S′ by
∑n
i=0 riX
i 7→
∑n
i=0 ri ·opX
i
for n ∈ N. We claim that f is an isomorphism of hom-associative rings. First, note
that an arbitrary element of S′ by definition is of the form p :=
∑m
i=0 aiX
i for some
m ∈ N and ai ∈ R
op. Then,
p = Xm · σ−m(am) + bm−1X
m−1 + · · ·+ b0︸ ︷︷ ︸
=amXm
+ · · ·+X · σ−1(a1) + δ(σ
−1(a1))︸ ︷︷ ︸
=a1X
+a0
= Xm · σ−m(am) +X
m−1 · a′m−1 + · · ·+X · a
′
1 + a
′
0
= σ−m(am) ·opX
m + a′m−1 ·opX
m−1 + · · ·+ ·a′1 ·opX + a
′
0 ∈ im f,
for some a′m−1, bm−1, . . . , a
′
0, b0 ∈ R
op, so f is surjective. The second last step
also shows that
∑m
i=0RX
i ⊆
∑m
i=0X
iR as sets, and a similar calculation shows
that
∑m
i=0X
iR ⊆
∑m
i=0 RX
i, so that as sets,
∑m
i=0RX
i =
∑m
i=0X
iR. Hence, if∑m
i=0 ri ·opX
i =
∑m′
j=0 r
′
i ·opX
i for some ri, r
′
j ∈ R
op and m,m′ ∈ N, then there are
si, s
′
j ∈ R
op such that
∑m
i=0 siX
i =
∑m
i=0 ri ·opX
i =
∑m′
j=0 r
′
j ·opX
j =
∑m′
j=0 s
′
jX
j.
This implies that m = m′ and that si = s
′
i for all i ∈ N. Continuing,
0 =
m∑
i=0
(si − s
′
i)X
i =
m∑
i=0
(ri − r
′
i) ·opX
i =
m∑
i=0
X i · (ri − r
′
i) =
m∑
i=0
∑
j∈N
piij(ri − r
′
i)X
j
=
m∑
j=0
m∑
i=0
piij(ri − r
′
i)X
j =⇒ 0 =
m∑
i=0
piij(ri − r
′
i)X
j for 0 ≤ j ≤ m,
(3)
where the implication comes from comparing coefficients with the left-hand side,
which is equal to zero. Let us prove by induction that rj = r
′
j for 0 ≤ j ≤ m. Put
k = m− j, where m is fixed, and consider the statement P(k) : rm−k = r
′
m−k for
0 ≤ k ≤ m.
Base case (P(0)) : k = 0 ⇐⇒ j = m, so using that σ is an automorphism,
0
(3)
=
m∑
i=0
piim(ri − r
′
i)X
m = σm(rm − r
′
m)X
m =⇒ 0 = rm − r
′
m.
Induction step (For 0 ≤ k ≤ m : (P(k) → P(k + 1))): By putting j = m− (k + 1)
and then using the induction hypothesis,
0
(3)
=
m∑
i=0
piim−(k+1)(ri − r
′
i)X
m−(k+1) = σm−(k+1)(rm−(k+1) − r
′
m−(k+1)),
which implies 0 = rm−(k+1) = r
′
m−(k+1). Hence rj = r
′
j for 0 ≤ j ≤ m, so∑m
i=0 ri ·opX
i =
∑m′
j=0 r
′
j ·opX
j =⇒
∑m
i=0 riX
i =
∑m′
j=0 r
′
jX
j , proving that
f is injective. Additivity of f follows immediately from the definition by using
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distributivity. Using additivity also makes it sufficient to consider only two arbi-
trary monomials aXm and bXn in S when proving that f is multiplicative. To
this end, let us use the following notation for multiplication in S: aXm • bXn :=∑
i∈N (a ·op p¯i
m
i (b))X
i+n, and then use induction over n and m;
Base case (P(0, 0)) : f(a • b) = f(a ·op b) = a ·op b = f(a) ·op f(b).
Induction step over n (∀(m,n) ∈ N × N (P(m,n) → P(m,n + 1))): We know
that X ∈ N(S′) by Proposition 11, and so by a straightforward calculation we have
f
(
aXm • bXn+1
)
= f(aXm) ·op f(bX
n+1).
Induction step overm (∀(m,n) ∈ N×N (P(m,n)→ P(m+1, n))): We know that
X ∈ N(S′op) ∩ N(S) by Proposition 11, and so by a straightforward calculation,
f
(
aXm+1 • bXn
)
= f
(
aXm+1
)
·op f (bX
n). Now, according to Definition 2 with
R[X ;σ, δ] considered as a hom-associative algebra over the integers, we are done if
we can prove that f ◦α = α◦f for the homogeneously extended map α. Since both
α and f are additive, it again suffices to prove that f ((α(aXm)) = α (f (aXm)) for
some arbitrary monomial aXm in R[X ;σ, δ]. This is verified by a simple computa-
tion. 
Theorem 4 (Hilbert’s basis theorem for hom-associative rings). Let R be a unital,
hom-associative ring with twisting map α, σ an automorphism and δ a σ-derivation
that both commute with α. Extend α homogeneously to R[X ;σ, δ]. If R is right (left)
hom-noetherian, then so is R[X ;σ, δ].
Proof. This proof is an adaptation of a proof in [5] to the hom-associative set-
ting. Let us begin with the right case, and therefore assume that R is right hom-
noetherian. We wish to show that any right hom-ideal of R[X ;σ, δ] is finitely
generated. Since the zero ideal is finitely generated, it is sufficient to show that
any nonzero right hom-ideal I of R[X ;σ, δ] is finitely generated. Let J := {r ∈
R : rXd + rd−1X
d−1 + · · · + r1X + r0 ∈ I, rd−1, . . . , r0 ∈ R}, i.e. J consists
of the zero element and all leading coefficients of polynomials in I. We claim
that J is a right hom-ideal of R. First, one readily verifies that J is an addi-
tive subgroup of R. Now, let r ∈ J and a ∈ R be arbitrary. Then there is
some polynomial p = rXd + [lower order terms] in I. Moreover, p · σ−d(a) =
rXd · σ−d(a) + [lower order terms] =
(
r · σd(σ−d(a))
)
Xd + [lower order terms] =
(r · a)Xd + [lower order terms], which is an element of I since p is. Therefore,
r · a ∈ J , so J is a right ideal of R. By using Remark 2, all right ideals in a
hom-associative ring are also right hom-ideals.
Since R is right hom-noetherian and J is a right hom-ideal of R, J is finitely
generated, say by {r1, . . . , rk} ⊆ J . All the elements r1, . . . , rk are assumed to
be nonzero, and moreover, each of them is a leading coefficient of some polynomial
pi ∈ I of degree ni. Put n = max(n1, . . . , nk). Then each ri is the leading coefficient
of pi ·X
n−ni = riX
ni ·Xn−ni + [lower order terms] = riX
n + [lower order terms],
which is an element of I of degree n.
Let N :=
∑n−1
i=0 RX
i. Then calculations similar to those in the proof of the
third statement of Lemma 2 show that as sets, N =
∑n−1
i=0 RX
i =
∑n−1
i=0 X
iR. By
Proposition 12, N is then a hom-noetherian right R-hom-module. Now, since I is
a right hom-ideal of the ring R[X ;σ, δ] which contains R, in particular, it is also a
right R-hom-module. By Proposition 3, I ∩N is then a hom-submodule of N , and
since N is a hom-noetherian right R-hom-module, I ∩N is finitely generated, say
by the set {q1, q2, . . . , qt}
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Let I0 be the right hom-ideal of R[X ;σ, δ] generated by{
p1 ·X
n−n1 , p2 ·X
n−n2 , . . . , pk ·X
n−nk , q1, q2, . . . , qt
}
.
Since all the elements in this set belong to I, we have that I0 ⊆ I. We claim that
I ⊆ I0. In order to prove this, pick any element p
′ ∈ I.
Base case (P(n)): If deg p′ < n, p′ ∈ N =
∑n−1
i=0 RX
i, so p′ ∈ I ∩ N . On the
other hand, the generating set of I ∩ N is a subset of the generating set of I0, so
I ∩N ⊆ I0, and therefore p
′ ∈ I0.
Induction step (∀m ≥ n (P(m) → P(m + 1))): Assume deg p′ = m ≥ n and
that I0 contains all elements of I with deg < m. Does I0 contain all elements of I
with deg < m + 1 as well? Let r′ be the leading coefficient of p′, so that we have
p′ = r′Xm + [lower order terms]. Since p′ ∈ I by assumption, r′ ∈ J . We then
claim that r′ =
∑k
i=1
∑k′
j=1(· · · ((ri · aij1) · aij2) · · · · ) · aijk′′ for some k
′, k′′ ∈ N>0
and some aij1, aij2, . . . , aijk′′ ∈ R. First, we note that since J is generated by
{r1, r2, . . . , rk}, it is necessary that J contains all elements of that form. Secondly,
we see that subtracting any two such elements or multiplying any such element
from the right with one from R again yields such an element, and hence the set
of all elements of this form is not only a right ideal containing {r1, r2, . . . , rk}, but
also the smallest such to do so. Since J is a right ideal in a unital hom-associative
ring, it is also a right hom-ideal.
Recalling that pi ·X
n−ni = riX
n+[lower order terms], (pi ·X
n−ni) ·σ−n(aij1) =
(ri·aij1)X
n+[lower order terms], and by iterating this multiplication from the right,
we set cij := (· · · (((pi ·X
n−ni) · σ−n(aij1)) · σ
−n(aij2)) · · · · ) · σ
−n(aijk′′ ). Since
pi ·X
n−ni is a generator of I0, cij is an element of I0 as well, and therefore also q :=∑k
i=1
∑k′
j=1 cij ·X
m−n = r′Xm + [lower order terms]. However, as I0 ⊆ I, we also
have that q ∈ I, and since p′ ∈ I, (p′−q) ∈ I. Now, p′ = r′Xm+[lower order terms],
so deg(p′ − q) < m, and therefore (p′ − q) ∈ I0. This shows that p
′ = (p′ − q) + q
is an element of I0 as well, and thus I = I0, which is finitely generated.
For the left case, first note that any hom-associative ring S is right (left) hom-
noetherian if and only if Sop is left (right) hom-noetherian, due to the fact that
any right (left) hom-ideal of S is a left (right) hom-ideal of Sop, and vice versa.
Now, assume that R is left hom-noetherian. Then, Rop is right hom-noetherian,
and using (i) and (ii) in Lemma 2, σ−1 is an automorphism and −δ ◦ σ−1 a σ−1-
derivation on Rop that both commute with α. Hence, by the previously proved
right case, Rop[X ;σ−1,−δ ◦ σ−1] is right hom-noetherian. By (iii) in Lemma 2,
Rop[X ;σ−1,−δ ◦ σ−1] ∼= R[X ;σ, δ]op. One verifies that surjective morphisms be-
tween hom-associative rings preserve the hom-noetherian conditions (NR1), (NR2),
and (NR3) in Corollary 5 by examining the proof of Proposition 9, changing the
module morphism to that between rings instead, and “submodule” to “ideal”.
Therefore, R[X ;σ, δ]op is right hom-noetherian, so R[X ;σ, δ] is left hom-noetherian.

Remark 8. By putting α = idR in Theorem 4, we recover the classical Hilbert’s
basis theorem for Ore extensions.
Corollary 7 (Hilbert’s basis theorem for non-associative rings). Let R be a unital,
non-associative ring, σ an automorphism and δ a σ-derivation on R. If R is right
(left) noetherian, then so is R[X ;σ, δ].
Proof. Put α ≡ 0 in Theorem 4. 
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5. Examples
Here we provide some examples of unital, non-associative and hom-associative
Ore extensions which are all noetherian by the above theorem. First, recall that
there are, up to isomorphism, only four normed, unital division algebras over the
real numbers: the real numbers themselves, the complex numbers, the quaternions
(H), and the octonions (O) [15]. The largest of the four are the octonions, and
while sharing the property of not being commutative with the quaternions, the
octonions are the only ones that are not associative. All of the four algebras above
are noetherian, and hence also all iterated Ore extensions of them: let D be any
unital division algebra, and I any nonzero right ideal of D. If a ∈ D is an arbitrary
nonzero element, then 1 = a · a−1 ∈ I, so I = D, and analogously for the left case.
As an ideal of itself, D is finitely generated (by 1, for instance), as is the zero ideal.
Do also recall that given a unital and associative algebra A with product · over a
field of characteristic different from two, one may define a unital and non-associative
algebra A+ by using the Jordan product {·, ·} : A+ → A+. This is given by {a, b} :=
1
2 (a · b+ b · a) for any a, b ∈ A. A
+ is then a Jordan algebra, i.e. a commutative
algebra where any two elements a and b satisfy the Jordan identity, {{a, b}{a, a}} =
{a, {b, {a, a}}}. Since inverses on A extend to inverses on A+, one may infer that
if A = H, then A+ is also noetherian. Using the standard notation i, j, k for the
quaternion units in H with defining relation i2 = j2 = k2 = ijk = −1, one can note
that H+ is not associative as e.g. (i, i, j)H+ := {{i, i}, j} − {i, {i, j}} = −j.
Example 1. Let σ be the automorphism on H defined by σ(i) = −i, σ(j) = k,
and σ(k) = j. Any automorphism on H is also an automorphism on H+, and hence
H+ [X ;σ, 0H] is a unital, non-associative Ore extension where e.g. X · i = −iX ,
X · j = kX , and X · k = jX . H+ [X ;σ, 0H] is then noetherian by Corollary 7.
Example 2. Let [j, ·]H be the inner derivation on H induced by j. Any derivation
on H is also a derivation on H+, and so we may form the unital, non-associative
Ore extension H+ [X ; idH, [j, ·]H] which is noetherian due to Corollary 7. Here,
X · i = iX − 2k, X · j = jX , and X · k = kX + 2i.
Example 3. From the Jordan identity one may infer that a map δa,c : J → J
defined by δa,c(b) := (a, b, c)J for any a, b, c ∈ J where J is a Jordan algebra, is
a derivation, called an inner derivation. On H+ one could for instance take a = i
and c = j, resulting in δi,j(b) = {{i, b}, j} − {i, {b, j}} for any b ∈ H
+. Then
H
+ [X ; idH, δi,j ] is a unital, non-associative Ore extension which is noetherian by
Corollary 7. In H+ [X ; idH, δi,j ], X · i = iX − j, X · j = jX + 2i, and X · k = kX .
Example 4. For R any unital, non-associative ring, the non-associative Weyl al-
gebra over R was introduced in [12] as the iterated, unital, non-associative Ore
extension R[Y ][X ; idR, δ] where δ : R[Y ] → R[Y ] is an R-linear map such that
δ(1) = 0. This is indeed a generalization of the classical first Weyl algebra over
some fieldK,K〈X,Y 〉/(XY −YX−1), since the classical first Weyl algebra may be
regarded as the unital (and associative) Ore extension K[Y ][X ; idK[Y ], δ] with δ the
standard derivation on K[Y ]. The unital, non-associative Ore extension of O in the
indeterminate Y is the unital and non-associative polynomial ring O[Y ; idO, 0O],
for which we write O[Y ]. Let δ : O[Y ] → O[Y ] be the O-linear map defined on
monomials by δ (aY m) = maY m−1 for arbitrary a ∈ O and m ∈ N, with the inter-
pretation that 0aY −1 is 0. One readily verifies that δ is an O-linear derivation on
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O[Y ], and by Remark 4, δ(1) = 0. We define the Weyl algebra over the octonions,
or the octonionic Weyl algebra as O[Y ][X ; idO[Y ], δ], where δ is the aforementioned
derivation. Hence, in O[Y ][X ; idO[Y ], δ], X · Y = Y X − 1. By using Corollary 7
twice, the octonionic Weyl algebra is noetherian.
Example 5. First, for any non-associative ring R, the center of R is defined
as Z(R) := N(R) ∩ C(R) where N(R) is the nucleus of R (cf. Section 4), and
C(R) := {r ∈ R : r · s = s · r}, the commuter of R. Using the fact that Z(O) = R,
we may define an O-automorphism on O[Y ] by σ(Y ) = qY for some q ∈ R\{0, 1}.
By Proposition 11, Y k ∈ N(O[Y ]) for any k ∈ N, and so Y k ∈ Z(O[Y ]). From this
we may infer that for each polynomial p(Y ) ∈ O[Y ], there is a unique polynomial
q(Y ) ∈ O[Y ] such that p(qY ) − p(Y ) = (qY − Y )q(Y ) = q(Y )(qY − Y ). It thus
makes sense to define a map δ on O[Y ] by
δ(p(Y )) :=
p(qY )− p(Y )
qY − Y
=
σ(p(Y ))− p(Y )
σ(Y )− Y
,
the Jackson q-derivative. By a straightforward calculation, δ is an O-linear σ-
derivation. We define the q-Weyl algebra over the octonions, or the octonionic
q-Weyl algebra as O[Y ][X ;σ, δ] where σ and δ are the aforementioned maps. This
generalizes the classical q-Weyl algebra K〈X,Y 〉/(XY − qY X − 1) over some field
K, which is isomorphic to K[Y ][X ;σ, δ] where σ and δ are the corresponding maps
above on K[Y ]. In the octonionic q-Weyl algebra, we have e.g. X · Y = qY X − 1.
By using Corollary 7 twice, the octonionic q-Weyl algebra is noetherian.
Example 6. This example is adapted from an example in [4]. Let K be a field
and A = K[Y ]. Let U be a finite-dimensional K-algebra that is not associative
and not necessarily unital. We make U into an A-module by defining au = a0u for
any a ∈ A, u ∈ U , where a0 is the constant term of a. Any K-morphism of U is
automatically also an A-morphism. Set B = A× U and define a multiplication on
B by (a1, u1) · (a2, u2) = (a1a2, a1u2 + a2u1 + u1u2) for any (a1, u1), (a2, u2) ∈ B.
Further set α(a, u) := (Y a, Y u) = (Y a, 0). With α as twisting map, B is a unital,
hom-associative algebra which is noetherian, but not associative. Let γ be any
β-derivation of U where β is an automorphism. Define σ(a, u) := (a, β(u)) and
δ(a, u) := (0, γ(u)) for any (a, u) ∈ B. Then σ is an automorphism and δ a σ-
derivation of B. Furthermore, both δ and σ commute with α, and so by Theorem 4,
B[X ;σ, δ] is noetherian. As a concrete example, one could take U = O[Z] with β the
O-linear ring automorphism defined by σ(Z) = qZ for some q ∈ R where q 6= 0, 1,
and γ the Jackson q-derivative (see Example 5).
We here include a proof that B is noetherian. Suppose we have an ascending
chain of left ideals, I1 ⊆ I2 ⊆ . . ., in B. (The case of right ideals is dealt with in
an analogous fashion.) Define Jj = {a ∈ A | ∃u ∈ U : (a, u) ∈ Ij}. This is an ideal
in A. Also define Hj = {u ∈ U | (0, u) ∈ Ij}. This is a left A-algebra ideal in U .
We thus have two ascending chains, J1 ⊆ J2 ⊆ . . . and H1 ⊆ H2 ⊆ . . ., in A and
U , respectively. Since A and U are noetherian there is some integer n such that
if k > n then Jk = Jn and Hk = Hn. We claim that in fact also Ik = In. Let
(a, u) ∈ Ik. Then a ∈ Jk = Jn so there is v ∈ U such that (a, v) ∈ In. It follows that
u−v ∈ Hk = Hn, which implies that (0, u−v) ∈ In. Hence (a, u) = (a, v)+(0, u−v)
is a sum of two elements in In and therefore belongs to In.
18 PER BA¨CK AND JOHAN RICHTER
6. Acknowledgments
We wish to thank Patrik Nystedt for pointing out that the associator identity
could be used in proving Proposition 11 in a simpler way than was originally done.
We would also like to thank the referee for giving concrete suggestions on how to
improve the article.
References
[1] P. Ba¨ck, Notes on formal deformations of quantum planes and universal enveloping algebras,
J. Phys.: Conf. Ser. 1194(1) (2019).
[2] P. Ba¨ck, J. Richter, On the hom-associative Weyl algebras, arXiv:1902.05412.
[3] P. Ba¨ck, J. Richter, S. Silvestrov, Hom-associative Ore extensions and weak unitalizations,
Int. Electron. J. Algebra 24 (2018), pp. 174–194.
[4] Y. Fre´gier, A. Gohr, On unitality conditions for hom-associative algebras, arXiv:0904.4874.
[5] K. R. Goodearl, R. B. Warfield, An Introduction to Noncommutative Noetherian Rings,
Cambridge University Press, Cambridge U. K., 2004.
[6] J. T. Hartwig, D. Larsson, S. D. Silvestrov, Deformations of Lie algebras using σ-derivations,
J. Algebra 295 (2006), pp. 314–361.
[7] A. Makhlouf, S. D. Silvestrov, Hom-algebra structures, J. Gen. Lie Theory Appl. 2 (2008),
pp. 51–64.
[8] A. Makhlouf, S. Silvestrov, Hom-algebras and Hom-coalgebras, J. Algebra Appl., 9 (2010),
pp. 553–589.
[9] A. Makhlouf, S. Silvestrov, Hom-Lie Admissible Hom-Coalgebras and Hom-Hopf Algebras,
Generalized Lie Theory in Mathematics, Physics and Beyond, eds. S. Silvestrov, E. Paal,
V. Abramov, A. Stolin. Springer, Berlin, Heidelberg, 2009.
[10] A. Makhlouf, S. Silvestrov, Notes on 1-parameter formal deformations of Hom-associative
and Hom-Lie algebras, Forum Math. 22 (2010), pp. 715–739.
[11] P. Nystedt, A combinatorial proof of associativity of Ore extensions, Discrete Math. 313
(2013), pp. 2748–2750.
[12] P. Nystedt, J. O¨inert, J. Richter, Non-associative Ore extensions, Isr. J. Math. 224 (2018),
pp. 263–292.
[13] P. Nystedt, J. O¨inert, J. Richter, Simplicity of Ore monoid rings, J. Algebra 530 (2019), pp.
69–85.
[14] O. Ore, Theory of Non-Commutative Polynomials, Ann. of Math. 34 (1933), pp. 480–508.
[15] K. Urbanik, F. B. Wright, Absolute-valued algebras, Proc. Amer. Math. Soc. 11 (1960), pp.
861–866.
(Per Ba¨ck) Division of Applied Mathematics, The School of Education, Culture and
Communication, Ma¨lardalen University, Box 883, SE-721 23 Va¨ster˚as, Sweden
E-mail address: per.back@mdh.se
(Johan Richter) Department of Mathematics and Natural Sciences, Blekinge Institute
of Technology, SE-371 79 Karlskrona, Sweden
E-mail address: johan.richter@bth.se
