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Spontaneous persistent motions driven by active processes play a central role to
maintain the living cells far from equilibrium. In the majority of the research works,
the steady state dynamics of an active system has been described in terms of an
effective temperature. By contrast, we have examined a prototype model for diffu-
sion in an activity-induced rugged energy landscape to describe the slow dynamics
of a tagged particle in a dense active environment. The expression for the mean
escape time from the active rugged energy landscape holds only in the limit of low
activity and the mean escape time from the rugged energy landscape increases with
activity. The precise form of the active correlation will determine whether the mean
escape time will depend on the persistence time or not. The active rugged energy
landscape approach also allows an estimate of non-equilibrium effective diffusivity
characterizing the slow diffusive motion of the tagged particle due to activity. On
the other hand, in a dilute environment, high activity augments the diffusion of the
tagged particle. The enhanced diffusion can be attributed to an effective temper-
ature, higher than the ambient temperature and is used to calculate the Kramers’
mean escape time, which decreases with activity. Our results have direct relevance
to recent experiments on tagged particle diffusion in condensed phases.
I. INTRODUCTION
Systems composed of active particles represent a class of driven non-equilibrium systems
in which the driving forces are direct, isotropic and controlled locally rather than globally
[1, 2]. They can either be found in biological systems such as bacterial colonies [3], motile
cells in tissues [4], cytoskeleton in living cells [5] or are realized artificially such as catalytic
Janus particles [6]. While the former are typically self-propelled by the chemical energy
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2produced from the hydrolysis of adenosine triphosphate (ATP) [7], the latter are coated
with catalytic patches [8] or illuminated by laser light [9] to achieve the directed motion.
The activity-induced motion has been used in designing nano- and micron-sized machines
[10], targeted drug delivery [11] and active processes are believed to enhance chromatin
mobility [12, 13]. However, a unified microscopic theoretical framework for active matter is
still lacking.
Breakdown of detailed balance or fluctuation-dissipation theorem, which makes the
motion persistent, is a novel characteristic feature of active systems. That means the
particle retains its direction of motion during a characteristic period of time. A somewhat
simpler theoretical model, which takes into account the persistence of active motion, is the
Ornstein-Uhlenbeck process (OUP). In OUP, the self-propelled force varies randomly in
both magnitude and direction. The OUP description of active matter has been applied in
many theoretical studies [14–20] and provides accurate description of certain experiments
on living systems [21, 22]. In active bath, the dynamics of a tagged particle becomes faster
due to athermal collisions from the active particles and leads to an enhanced diffusion in
the long time limit [15, 23–27]. Hence the tagged particle in active bath is termed as “Hot”
colloid [1, 2, 23, 28]. However, one can dig out an effective temperature [1, 24, 25] from
the enhanced diffusion using generalized fluctuation-dissipation theorem in active bath.
In a simple manner, this effective temperature allows one to measure the energy scale of
fluctuations coming from the active bath. The definition of effective temperature is not
unique and it is different depending on whether the active particle is confined or not [25, 26].
The effective temperature description from an OUP is valid as long as the concentration of
active particles is not so high as to give rise to collective phenomena [1]. As a matter of fact,
biological cells represent highly crowded environment and hence activity plays a crucial role
for structural rearrangement [29, 30] or efficient movement inside the cells [31, 32]. In order
to understand the functioning of biological cells, recently the idea of effective temperature
has also been extended to active glasses [33, 34] and higher the effective temperature, more
ordered is the structure [35, 36]. In addition, there are cases where“active frozen states”
arise from the competition between activity driven self-organization and growth [37, 38].
Such driven systems do not remain in a highly fluctuating state but rather self-organize
into long-lived disordered structures in which the fluctuations are strongly reduced. A good
3example of such steady state is a system of actin filaments that are actively transported
by motor proteins and cross- linked in a two-dimensional geometry of a motility assay.
For dense soft glasses, the long time dynamics is always enhanced with increase in the
effective temperature leading to the fluidization of the system [39]. Nandi et. al. have
recently extended the the random first-order transition (RFOT) theory to a dense assembly
of self-propelled particles. In this case, the effects of activity have been accommodated in a
renormalized potential energy density that has a linear dependence on effective temperature
[40]. In an enlightening paper, Leocmach et.al. have experimentally studied the response
of a dense sediment of Brownian particles to self-propulsion [41]. In that experiment,
the relaxation time unexpectedly increases in the very first non-zero activity and then
decreases at high enough activity. In dense active systems, each particle is confined by
its neighbors, leading to the formation of local potential barriers. Due to activity, the
surroundings of a tagged particle undergo reorganization and hence the tagged particle is
expected to escape from the local potential barriers of different heights. Epithelical cells
also show a transition from fluid-like to glass-like regime due to maturation of cell-cell and
cell-substrate contacts, as time progresses [42]. A few recent works have been devoted to
the extension of the Kramers’ escape [43] from a metastable state for active systems [44–48].
More recently, the notion of effective potential has emerged as an alternative approach
to describe the Kramers’ escape under self-propulsion rather than effective temperature
[49]. In another study, Pierro et. al. have built a quasi-equilibrium energy landscape model
from optical experiments on chromatin [50]. Though the energy landscape model does not
have any activity dependent component, the temporal dynamics generated by this model
significantly deviates from the equilibrium Rouse dynamics. Along the same line but in a
different context, Volpe et. al. have showed that fluctuation relations can not be applied
for a harmonically trapped colloidal particle in active bath [23]. Interestingly, they have
restored these fluctuation relations using an effective potential derived from the stationary
distribution.
4(a)
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FIG. 1: Schematic diagrams representing the AREL approach and effective temperature descrip-
tion. Dense mixture of active and passive particles are mapped to an AREL (Fig. (a)). Dilute
mixture of active and passive particles are schematically described in a smooth harmonic trap (Fig.
(b)). The blue dotted lines in both the figures describe the inverted harmonic barrier tops.
5Having discussed both the effective temperature and effective potential description in the
context active matter, here we aim to investigate the escape of a tagged particle from a
trapping potential. The collection of interacting passive particles can be viewed as a single
particle in an effective potential created by the neighboring particles. This effective potential
will depend only on the single scalar dynamical variable, the radial displacement of the single
particle in three dimensional space [51–54]. In a recent work [51], it has been proposed that
the mapping of interacting system of particles into a single particle in an effective field can
be related to the microscopic mode coupling theory (MCT). In our model, this effective
potential is taken to be a harmonic well, which accounts for the trapping of the tagged
particle due to surrounding particles and then an inverted harmonic barrier top at larger
displacement of the tagged particle, which represents the saddle point and is eventually
used to calculate the mean escape time [52, 53, 55, 56]. We assume that a small fraction of
particles is active and the net effect of activity is introduced in the model by an additional
random force drawn from the steady state distribution of OUP. Thus a passive particle in
such an environment will experience the usual trapping potential due to interaction with
the neighboring particles, and an additional ruggedness in the potential arises due to active
particles in the environment. Such disordered states can be termed as “active frozen steady
state” [37, 38]. To account for the dynamics of a tagged particle in this active frozen state, we
make an extension of the Zwanzig’s celebrated theory for rugged energy landscape to active
systems [57] and termed as active rugged energy landscape (AREL). We obtain an expression
for mean first passage time (MFPT) in AREL and show that the MFPT is sensitive to the
microscopic details of how the activity is implemented. To describe the slow dynamics of the
tagged particle in dense environment, we define an effective diffusivity in AREL framework
which decreases with increasing activity. This is contrary to the earlier works where diffusion
is always enhanced due to activity. Importantly, the limitations of the AREL approach and
the conditions for its validity are discussed in detail. Furthermore, by adopting the notion of
effective temperature derived from the generalized fluctuation-dissipation theorem in active
bath, we analyze the MFPT and provide a comparative discussion between AREL approach
and effective temperature method. We schematically illustrate the AREL framework and
the effective temperature description in Fig. (1).
6II. THEORETICAL FRAMEWORK FOR AREL
We consider a passive particle in a trap described by a potential U(x) where x is the
position of the passive particle. The U(x) is composed of a smooth background trapping
potential U0(x) and a random potential UA(x) superimposed on U0(x). The smooth
potential U0(x) mimics the cytoskeleton confinement inside the biological cells [58–60] or
in a different scenario, accounts for the averaged many-body potential energy coming from
the interactions between surrounding particles [40, 61, 62]. The microscopic origin of UA(x)
is attributed to the various complex active processes inside the system. In our model, we
define UA(x) = xfA where fA is the active force. Hence, U(x) = U0(x) + xfA where the
rugged part of the potential comes from the activity. In steady state, the values of fA are
chosen from a time independent distribution. This situation refers to the scenario of “static
disorder”, as termed by Zwanzig [63]. In fact, fA is independent of the state (x) of the
passive tagged particle.
In the high friction limit, the diffusive motion of the particle subjected to the trap-
ping potential U(x) is best described by the Smoluchowski equation,
∂P (x, t|x0, 0)
∂t
= −∂J(x, t|x0, 0)
∂x
(1)
J(x, t|x0, 0) = −D exp (−βU(x)) ∂
∂x
[exp (βU(x))P (x, t|x0, 0)] (2)
where P (x, t|x0, 0) be the probability to find the system at point x at time t, provided
that it has started at x0 at t = 0, J is the flux and β =
1
kBT
where kB is the Boltzmann
constant, and T is the ambient temperature. The initial condition at t = 0 is given by
P (x, 0|x0, 0) = δ(x− x0). The thermal diffusion constant, D is related to friction coefficient
γ through fluctuation-dissipation relation, D = kBT
γ
.
The mean time required for the particle starting out at x0 to reach b for the first
time is termed as mean first passage time (MFPT) and denoted by 〈τ(x0)〉. Hence, the
absorbing boundary is located at x = b and consequently P (x, t → ∞|x0, 0) = 0. By
7the consideration of the boundary conditions imposed on P (x, t|x0, 0) and solving the
differential equation Eq. (1, 2), the following adjoint equation for τ(x0) can be obtained:
[64]
D exp (βU(x0))
∂
∂x0
[
exp (−βU(x0)) ∂
∂x0
〈τ(x0)〉
]
= −1 (3)
Solving the differential Eq. (3) using 〈τ(b)〉 = 0, we arrive at the expression of MFPT,
〈τ(x0)〉:
〈τ(x0)〉 =
∫ b
x0
dy exp (βU(y))
1
D
∫ y
−∞
dz exp (−βU(z)) (4)
Following the pioneering work by Zwanzig [57], the integral over a small distance can be
approximated by,
∫
dz exp (−βU(z)) ≈
∫
dz exp (−βU0(z)) 〈exp (−βUA(z))〉
=
∫
dz exp (−βU0(z)) 〈exp (−βzfA)〉
(5)
Here 〈......〉 denotes the average over the steady state ensemble (or snapshots) of different
local rearrangements in the environment. In our model, this formalism proposed by Zwanzig
in ref. [57] works well because the length scale of structural ruggedness in the landscape
due to activity is much smaller than the length scale of diffusion. Hence, the average of the
exponential will be a function of the coordinate z and described as,
〈exp (−βzfA)〉 =
∫ ∞
−∞
dfAP (fA) exp (−βzfA)
= exp(λ−(z))
(6)
This averaging is very similar in spirit of “superstatistics” as introduced by Cohen and Beck
[65]. However, unlike the distribution of temperature as in case of superstatistics, here we
have a distribution of ruggedness due to activity. In a similar way, one can approximate the
other integral of the exponential function in Eq. (5),
〈exp (βyfA)〉 = exp(λ+(y)) (7)
8Using Eq. (5, 6, 7), Eq. (4) can be transformed into,
〈τ(x0)〉 =
∫ b
x0
dy exp (βU0(y) + λ+(y))
1
D
∫ y
−∞
dz exp (−βU0(z) + λ−(z)) (8)
This is the general expression of the MFPT for the rugged energy landscape. To determine
the MFPT, τ(x0) in the presence of activity, we have to explicitly calculate the steady state
distribution of the active noise, fA that enters in Eq. (8) through λ+ and λ−.
III. DIFFERENT MODELS OF ACTIVITY
We consider two different active noise statistics [66],
Model 1: The fluctuations of the active noise fA(t) is governed by an Ornstein-Uhlenbeck
(OU) process [25], such that
τAf˙A = −fA(t) + Γ(t) (9)
where τA is the persistence time of the active noise, Γ(t) is a Gaussian noise with 〈Γ(t)〉 = 0
and 〈Γ(t)Γ(t′)〉 = 2C0(T )δ(t− t′). Here, C0(T ) can be any arbitrary function of the ambient
temperature T that breaks the detailed balance condition [40, 67]. This noise statistic
applies to the motion of the colloidal particle in a bacterial bath, where both the direction
and amplitude of the active force change gradually due to various interactions with the
motile bacteria [21].
From Eq. (9), one can show that
〈fA(t)〉 = fA(0) exp
[
− t
τA
]
(10)
where fA(0) is the initial value of the active force. From Eq. (10), it is evident that the
system reaches the steady state with the time scale as characterized by τA. In the steady
state it can be shown that
〈fA(t)fA(t′)〉 = C0
τA
exp
[
−|t− t
′|
τA
]
(11)
9In the limit τA → 0, the active noise has no memory and is δ-correlated in time. In other
words, it is equivalent to re-scaling the ambient temperature. Hence, the steady state
distribution of the active noise will be
Ps(fA) = N exp
(
−τAf
2
A
C0
)
(12)
where the normalization constant, N is
(
τA
C0pi
) 1
2
.
Model 2: Here the active force, fA has telegraphic-noise temporal correlation,
〈fA(t)fA(t′)〉 = f 2B exp
[
−|t− t
′|
τB
]
(13)
This realization of the active noise is considered to study the active processes inside the
cytoplasm of a cell, where activity arises from the interactions of the molecular motors [68].
In this model, the active particles produce pulses of average force fB for a constant duration
τB. For telegraphic noise driven processes, the pulses are turned on randomly as a Poisson
process with an average waiting time τ . Hence, P (fA) will be non-Gaussian [24, 69, 70].
However, for small τ and τB, the time evolution of fA can be approximately mapped to an
OUP,
f˙A = −fA(t)
τB
+
Γ(t)√
τB
(14)
where Γ(t) is a standard Gaussian noise with statistical properties, 〈Γ(t)〉 = 0 and
〈Γ(t)Γ(t′)〉 = 2f 2Bδ(t − t′). For this case in the steady state, P (fA) will be Ps(fA), such
that
Ps(fA) = N exp
(
−f
2
A
f 2B
)
(15)
where the normalization constant, N is 1
fB
√
pi
. For τB → 0, the active noise correlation
vanishes in Eq. (13). Hence Model 2 differs from Model 1.
One should note that Ps(fA) for both the models is Gaussian even though the sys-
tem is far from equilibrium [71]. For Gaussian distribution of fA, both exp(λ−(z)) and
exp(λ+(y)) will have the same expression and the sign of UA(x) will be a matter of conven-
tion. For model 1, exp(λ−(z)) = exp
(
β2z2C0
4τA
)
and for model 2, exp(λ−(z)) = exp
(
β2z2f2B
4
)
.
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In model 1 , the persistence time, τA is independent of the the activity, C0. The same is
true for model 2.
IV. BARRIER CROSSING IN AREL
In this section, we will explore Eq. (8) in the presence of activity for confining potentials.
When kBT is small, the predominant contribution to the integration over z in Eq. (8) comes
from the immediate neighborhood of a where a is a simple minimum of U0(z),
U0(z) = Umin +
1
2
mω2min (z − a)2 + ...... (16)
where Umin =
1
2
mω2mina
2. Next we extend the upper limit of the integration from y to ∞
and the integral for model 1 is,
∫ ∞
−∞
dz exp
(
−β
(
Umin +
1
2
mω2min (z − a)2
)
+
β2z2C0
4τA
)
= exp
(
−2βUmin + β
2U2min
a2Ω1
)√
pi
Ω1
(17)
where Ω1 =
(
1
2
mβω2min − β
2C0
4τA
)
. The absorbing barrier is placed at the maximum, x = b,
of the potential U(x). The integral over y is dominated by the potential near the absorbing
barrier and we will follow the same procedure previously done for the integral over z. Hence,
the expansion will be quadratic,
U0(y) = Umax − 1
2
mω2max (y − b)2 (18)
where Umax =
1
2
mω2maxb
2 and set the range of integration from −∞ to ∞. Thus,
∫ ∞
−∞
dy exp
(
β
(
Umax − 1
2
mω2max (y − b)2
)
+
β2y2C0
4τA
)
= exp
(
β2U2max
b2Ω2
)√
pi
Ω2
(19)
11
where Ω2 =
(
1
2
mβω2max − β
2C0
4τA
)
. Substituting Eq. (17, 19) into Eq. (8) and replacing
〈τ(x0)〉 by 〈τ 1U〉, we obtain
〈
τ 1U
〉
=
pi
D
√
Ω1Ω2
exp
(
−2βUmin + β
2U2min
a2Ω1
+
β2U2max
b2Ω2
)
(20)
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FIG. 2: Plots of
〈
τ1∗U
〉
against C0 (plot (a)) and τA (plot (b)) for single particle in AREL. The
values of the parameters used for both the plots are m = 1, γ = 1, kB = 1, T = 1, a = 1, b =
5, ωmin = 10, ωmax = 20.
In a similar way, one can calculate the MFPT, 〈τ 2U〉 for model 2,
〈
τ 2U
〉
=
pi
D
√
ξ1ξ2
exp
(
−2βUmin + β
2U2min
a2ξ1
+
β2U2max
b2ξ2
)
(21)
where ξ1 =
(
1
2
mβω2min − β
2f2B
4
)
and ξ2 =
(
1
2
mβω2max − β
2f2B
4
)
.
For both the models 1 and 2, the modified MFPTs 〈τ 1U〉 and 〈τ 2U〉 in the presence of activity,
significantly deviate from the Kramer’s theory based on thermal equilibrium conditions.
Variation of non-dimensional MFPT
(
〈τ 1∗U 〉 = 〈
τ1U〉
〈τT 〉
)
against C0 and τA can be seen in Fig.
2 where 〈τT 〉 is the Kramers’ MFPT. The AREL framework for model 1 shows that 〈τ 1∗U 〉
increases with increasing the activity C0 for constant τA ( Fig. 2 (a)). Here activity slows
12
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FIG. 3: Plot of
〈
τ2∗U
〉
against fB for single particle in AREL. The values of the parameters used
for the plot are m = 1, γ = 1, kB = 1, T = 1, a = 1, b = 5, ωmin = 10, ωmax = 20.
down the dynamics which seems counter-intuitive and emerges from the fact that activity
brings ruggedness. On the other hand at fixed C0, 〈τ 1∗U 〉 decreases monotonically with τA (
Fig. 2 (b)). Hence, larger τA drives the trapped particle away from the potential minimum,
a for longer times. With increasing fB, 〈τ 2∗U 〉 grows for model 2 (Fig. 3) but at a slower
rate as compared to Fig. 2 (a). However the MFPT (Eq. (21)) is independent of the
persistence time τB. This is perceived as contradictory with the work by Caprini et.al. [47]
where persistence time play a crucial role for barrier crossing. Hence, the effect of decreasing
τA on ruggedness in model 1, ought to be compared against increase in C0 and fB. It should
be noted that the prefactors of the exponentials in Eq. (20, 21) have an unusual dependence
on the ambient temperature, T whereas the prefactor of the exponential in Kramers’ theory
is independent of T .
In Fig. (4), the evolving natures of 〈τ 1∗U 〉 and 〈τ 2∗U 〉 with temperature T are quite different.
However, for small values of T , the MFPT in the presence of activity deviates from the equi-
librium Kramers’ MFPT (red dotted lines). At higher T or small β, we can approximately
write Ω2 =
(
1
2
mβω2max − β
2C0
4τA
)
≈ 1
2
mβω2max and Ω1 =
(
1
2
mβω2min − β
2C0
4τA
)
≈ 1
2
mβω2min for
model 1. Similarly for model 2 at higher T , ξ1 ≈ 12mβω2min and ξ2 ≈ 12mβω2max. Hence,
the dynamics is dominated by thermal noise for both models 1 and 2 and the probability
of getting trapped in the metastable states will be small. As a result, the active MFPT
13
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FIG. 4: Plots of
〈
τ1∗U
〉
and
〈
τ2∗U
〉
against T with different activity for single particle in AREL for
models 1 (plot (a)) and 2 (plot (b)). The values of the parameters used for both the plots are
m = 1, γ = 1, kB = 1, a = 1, b = 5, ωmin = 10, ωmax = 20, τA = 10.
curve asymptotically merges with the equilibrium MFPT result (red dotted line) in Fig. (4).
In Eq. (20, 21), the MFPTs 〈τ 1U〉 and 〈τ 2U〉 are exponential in nature due to the
Gaussian distribution of active noise for both the models 1 and 2. This allows us to describe
the system with an effective potential energy for both the models 1 and 2 but keeping the
same pre-factor that of equilibrium Kramers’ result,
〈
τ 1U
〉
=
2piγ
mωminωmax
exp
(
β∆U1eff
)
(22)
〈
τ 2U
〉
=
2piγ
mωminωmax
exp
(
β∆U2eff
)
(23)
where
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FIG. 5: Plots of ∆U1∗eff against C0 (plot (a)) and τA (plot (b)) for single particle in AREL. The
values of the parameters used for both the plots are m = 1, γ = 1, kB = 1, T = 1, a = 1, b =
5, ωmin = 10, ωmax = 20.
∆U1eff =
−2Umin + U2min
a2
(
1
2
mω2min − βC04τA
) + U2max
b2
(
1
2
mω2max − βC04τA
)

− 1
2β
ln
[(
1− βC0
2τAmω2min
)(
1− βC0
2τAmω2max
)] (24)
∆U2eff =
−2Umin + U2min
a2
(
1
2
mω2min − βf
2
B
4
) + U2max
b2
(
1
2
mω2max − βf
2
B
4
)

− 1
2β
ln
[(
1− βf
2
B
2mω2min
)(
1− βf
2
B
2mω2max
)] (25)
In the AREL framework, the effective barrier heights ∆U1eff (Eq. 24) and ∆U
2
eff (Eq. 25)
depend on the active parameters (C0, fB, τA) and ambient temperature T in a complex way
unlike the case where the barrier height is simply shifted by a constant due to activity [49].
Variation of non-dimensional effective barrier height
(
∆U1∗eff =
∆U1eff
∆U
)
against C0 and τA can
be seen in Fig. 5 for model 1 where ∆U = Umax−Umin. For model 1, ∆U1∗eff increases with C0
(Fig. 5 (a)) and decreases monotonically with increasing τA (Fig. 5 (b)). However for model
15
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FIG. 6: Plot of ∆U2∗eff against fB for single particle in AREL. The values of the parameters used
for both the plots are m = 1, γ = 1, kB = 1, T = 1, a = 1, b = 5, ωmin = 10, ωmax = 20.
2, ∆U2∗eff monotonically increases with C0 and independent of τB (Fig. 6 ). In the AREL
framework, the effective barrier height is always greater than ∆U for both the models 1 and
2. This explains why the MFPT with non-zero activity in the AREL framework is always
higher than MFPT for the zero activity situation. Here activity slows down the escape of
the tagged particle.
V. THE EFFECTIVE DIFFUSION COEFFICIENT FOR RUGGED ENERGY
LANDSCAPE
In ref. [57], Zwanzig replaced the spatial averaging of the rugged landscape by writing an
effective Smoluchowski equation in steady state where the effective potential is given by
U˜(x) = U0(x)− λ−(x)
β
(26)
with effective diffusion coefficient,
D˜(x) =
D
exp(λ+(x)) exp(λ−(x))
(27)
Eq. (8) can be obtained by substituting Eq. (26, 27) in Eq. (4). However, in an alternative
way, one can also calculate the active MFPT for rugged energy landscape similar to Eq.
16
(20) and (21) using Eq. (26) and (27). The readers are referred to Appendix A for detailed
calculations.
Hence when the escape time of the particle is considered in rough active potential,
one can identify the effective diffusivity for model 1,
D˜1(x) = D exp
[
−β
2x2C0
2τA
]
(28)
and the same for model 2,
D˜2(x) = D exp
[
−β
2x2f 2B
2
]
(29)
In Eq. (28) and (29), the effective diffusivity, D˜1(x) and D˜2(x) decreases with increasing
activity (C0 or fB). However, in our AREL formalism, since the medium is dense, there is no
self-propulsion velocity associated with the tagged particle, rather the activity is embedded
in the dense environment, which makes the landscape rugged.
VI. INFLUENCE OF ADDITIONAL RUGGEDNESS IN ACTIVE LANDSCAPE
If there is an additional rugged potential, UR(x), then we can decompose the total potential
energy (U(x)) of the system into three separate contributions, U(x) = U0(x)+UA(x)+UR(x).
Such models are useful to describe the dynamics of a passive polymer in active bath where
the background smooth potential, U0(x), can serve the purpose of the energy bias against
locally unfavorable configurations and the ruggedness comprises two distinct components:
one from the difference in energies of the configurations associated with the positioning of
different residues near or far from each other [72] which is accounted for by internal friction
in polymer chains [73] and another from the net effect of the active forcing experienced by
the particle. In this case the MFPT can be useful to describe the looping time of a polymer
in an active bath [74]. The integral over z in Eq. (4) can be approximated by,
∫
dz exp (−βU(z)) ≈
∫
dz exp (−βU0(z)) 〈exp (−βUA(z))〉A〈exp (−βUR(z))〉R (30)
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where 〈......〉A and 〈......〉R denote the independent averages over the active noise and the
small ripples of energy fluctuations due to different configurations respectively. UR(x) can
be periodic function of x such that UR(x) =  cos(qx) where  is the characteristic energy
scale of the potential barriers of UR(x) [57]. When β is very large, then by integration over
one period we obtain the 〈τ(x0)〉 for model 1,
〈
τ 1U
〉

=
pi
D
√
Ω1Ω2
exp
[
−2β(Umin − ) + β
2U2min
a2Ω1
+
β2U2max
b2Ω2
]
(31)
Similarly for model 2,
〈
τ 2U
〉

=
pi
D
√
ξ1ξ2
exp
(
−2β(Umin − ) + β
2U2min
a2ξ1
+
β2U2max
b2ξ2
)
(32)
If UR(x) is independent of x and drawn form a Gaussian distribution of zero mean and
variance σ [57], then 〈τ(x0)〉 for model 1,
〈
τ 1U
〉
σ
=
pi
D
√
Ω1Ω2
exp
(
−2βUmin + β
2U2min
a2Ω1
+
β2U2max
b2Ω2
+ β2σ2
)
(33)
Similarly for model 2,
〈
τ 2U
〉
σ
=
pi
D
√
ξ1ξ2
exp
(
−2βUmin + β
2U2min
a2ξ1
+
β2U2max
b2ξ2
+ β2σ2
)
(34)
For Eq. (31) and (33), the variations of 〈τ 1U〉 and 〈τ 1U〉σ against C0 and τA show similar
trends like the plots in Fig. 2 but are shifted by a constant. Similarly for Eq. (32) and (34),
the variations of 〈τ 2U〉 and 〈τ 2U〉σ against fB show similar trends like the plot in Fig. 3 but
are shifted by a constant.
VII. THE ROLE OF EFFECTIVE TEMPERATURE ON ESCAPE DYNAMICS
For model 1, Eq. (20) is valid only when both mω2min and mω
2
max are greater than
βC0
2τA
and the
same is true for model 2 (Eq. (21)) with mω2min >
βf2B
2
and mω2max >
βf2B
2
. This suggests that
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the activity (C0 or fB) should be small or the stiffness of the potential at the minimum and
maximum of the potential should be large for the escape to happen. However, for τA → 0,
〈τU〉 (Eq. (20)) is not a real quantity. To avoid this nuisance, we have to take the limit,
τA → 0 in Eq. (11). Consequently, the escape will be thermally driven at renormalized
temperature. These give us a way to characterize the MFPT using the notion of effective
temperature for moderate to high activity. The active Smoluchowski equation (ASE) in the
steady state is
∂P (x, t|x0, 0)
∂t
= −∂J(x, t|x0, 0)
∂x
(35)
J(x, t|x0, 0) = −Deff exp (−βeffU0(x)) ∂
∂x
[exp (βeffU0(x))P (x, t|x0, 0)] (36)
where Deff =
kBTeff
γ
and βeff =
1
kBTeff
. The detailed descriptions of the effective temperature
and ASE for single particle in a potential U0(x) are given in ref. [26]. In this case, the mean
escape time (〈τTeff〉) over a potential barrier of height ∆U0 immediately follows Kramers’
like form [55, 56, 75] with an effective temperature Teff,
〈τTeff〉 = τ0 exp
(
∆U0
kBTeff
)
(37)
where τ0 =
2piγ
mωmaxωmin
and ∆U0 = Umax − Umin. Here we assume that there will be an
effective equilibrium in the harmonic well. For model 1, Teff is denoted by T
1
eff and thus,
T 1eff = T +
C0
kBγτA
(
mω2
min
γ
+ 1
τA
) . Similarly for model 2, T 2eff = T + f2B
γkB
(
mω2
min
γ
+ 1
τB
) . For model 1
and 2, 〈τTeff〉 are denoted by
〈
τ 1Teff
〉
and
〈
τ 2Teff
〉
respectively.
Variations of non-dimensional MFPTs
(〈
τ 1∗Teff
〉
=
〈
τ1Teff
〉
〈τT 〉
)
against C0 and τA and(〈
τ 2∗Teff
〉
=
〈
τ2Teff
〉
〈τT 〉
)
against fB can be seen in Fig. 7 and 8 respectively. For both the models
1 and 2, with increasing the activity (C0 or fB), Teff increases, resulting in a fast escape of
the tagged particle ( see Fig. 7 (a) and 8 (a)). However, increasing τA for model 1 would
have the same effect as decreasing τB for model 2 on the MFPTs ( see Fig. 7 (b) and 8 (b)).
A similar trend in the noise strength and persistence time on the dynamics of active glass
has been observed by Nandi et. al. [40].
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FIG. 7: Plots of
〈
τ1∗Teff
〉
against C0 (plot (a)) and τA (plot (b)) for single particle in AREL. The
values of the parameters used for both the plots are m = 1, γ = 1, kB = 1, T = 10, a = 1, b =
5, ωmin = 20, ωmax = 10.
VIII. PHYSICAL ORIGIN OF THE AREL FRAMEWORK AND THE
EFFECTIVE TEMPERATURE DESCRIPTION
In the following, we will discuss the range of validity of the AREL framework and the ef-
fective temperature description to calculate MFPTs. In the absence of any non-equilibrium
activity, the tagged particle moves in a smooth potential which has a harmonic trap and an
inverted harmonic barrier at a point far from the minima of the trap [56]. This potential de-
pends on the mean inter-particle interactions, density etc. However, the inclusion of a small
but non-zero activity perturbs the local arrangements of the surrounding particles and the
rate of rearrangement is very slow in a dense environment. Hence, the tagged particle dif-
fuses in a rugged energy landscape (Fig. 1 (a)) and this ruggedness caused by the activity in
steady state, slows down the dynamics. However, the escape from a rugged energy landscape
( Eq. (20, 21)) is valid only for small activity. The upper bounds of the activity for model 1,
C0 ≤ 2kBTτAmω2max and C0 ≤ 2kBTτAmω2min. The same for model 2, fB ≤
√
2kBTmω2max
and fB ≤
√
2kBTmω2min. Hence, the active rugged energy landscape description seems
consistent in the limit of small activity. For model 1, the local environment of the tagged
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FIG. 8: Plots of
〈
τ2∗Teff
〉
against fB (plot (a)) and τB (plot (b)) for single particle in AREL. The
values of the parameters used for both the plots are m = 1, γ = 1, kB = 1, T = 10, a = 1, b =
5, ωmin = 20, ωmax = 10.
particle becomes less disordered with increasing persistence time (τA) [35, 36]. Hence,
MFPT for model 1 decreases as the persistence time increases. In contrast, with increasing
activity, the surrounding active particles move faster than the passive particles. Hence,
the surroundings of the tagged particle becomes a dilute active medium and the structural
rearrangements due to activity is minimal. However, we assume that the tagged particle
will experience a harmonic trap of finite depth due to an averaged many-body interactions
(Fig. 1 (b)) and such an effective harmonic potential is used in many different contexts to
describe the tagged particle dynamics, such as in cell membrane [58], elastic gel network
[76] or in active glass [39, 40, 61, 66]. In this case, the notion of effective temperature is
quite useful to describe the fluctuations coming from the medium and as a result the mean
escape time from the trap will be short at relatively higher activity as evident from Eq. (37).
Recently, Leocmach et.al. have experimentally showed a non-monotonic behavior of
relaxation time with activity for glassy dynamics: it increases first for small but non-zero
activity, then decreases with high activity [41]. The relaxation time in dense systems
is the reminiscent of MFPT over a potential barrier. For high activity limit, the relax-
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ation time decreases which signifies enhanced motion of the particles. Hence, at high
activity limit, the MFPT can be well described by the effective temperature approach.
However, the dense passive system relaxes due to isotropic cooperative motion which is
well formulated by incorporating the concept of smooth elastic (or harmonic) potential
barrier as suggested by Mirigan and Schweizer [54]. In the presence of small but non-zero
activity, Leocmach et.al. have observed slowdown to a drop in efficiency of cooperative
relaxations. Here, we propose that the smooth landscape becomes rugged due to small
activity and consequently, in the low activity limit, the dynamics becomes slow with
increasing the activity as shown in Fig. 2 (a) and Fig. 3. In Ref. [41], increase in the
relaxation time up to a factor of 10 has been observed for a range of activities, when
the density is high and the activity is small. Similarly, in our AREL approach we see an
increase of the MFPT. Depending on the choice of parameters, this increase is by a factor
of 1.2 (m = 1, γ = 1, kB = 1, T = 1, a = 1, b = 5, ωmin = 10, ωmax = 20, τA = 10) or 10
(m = 1, γ = 1, kB = 1, T = 1, a = 10, b = 15, ωmin = 10, ωmax = 10, τA = 15).
In a dense system with low activity, the slowing down of the tagged particle dynam-
ics with activity is different from the jamming behavior in dense active systems with small
activity and high persistence time, as observed in simulations [77]. This is the case of
extreme active matter. In our AREL formalism, activity (C0) induces ruggedness and hence
the dynamics slows down. On the other hand, the system becomes less jammed, due to
enhanced motion of the tagged particle on increasing the activity, as shown by Mandal et.al
[77]. In a future work, we would like to extend our formalism to extreme active matter.
IX. DISCUSSION AND CONCLUSIONS
The timescale with which a Brownian particle relaxes to equilibrium in a harmonic trap
with stiffness k is γ
k
, where γ is the friction experienced by the Brownian particle. If the
potential is modeled as an inverted harmonic one, at a point far from the minima of the
trap, then the mean time to reach the top of this inverted harmonic potential is much
higher than the equilibration time scale γ
k
, as it involves climbing up a barrier of several
kBT . In such a situation, a well defined rate of escape exists, which can be expressed
either as the mean first passage time or by a steady state flux over population description.
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Though this time scale separation is present in a steady state of active systems, the mean
escape time [47, 49] significantly deviates from the well known Kramers’ rate, thus reflecting
the breakdown of detailed balance in active systems. We have mapped the Zwanzig’s
theory of MFPT based on a rugged energy landscape to a mixture of active and passive
particles where the density of active particles is very small compared to the density of
passive particles. In our model system, the ruggedness is induced by the activity and the
smooth background trapping potential comes from the interaction between the passive
particles. Like the kinetic model developed by Chakrabarti and Bagchi in the context of
glassy dynamics, where the α-relaxation is described as a concerted series of β-relaxation
mediated cooperative transitions in a double well [78], our AREL model accounts for the
escape of a tagged passive particle on a rugged energy landscape where the ruggedness
comes from activity. The AREL approach is only valid on the time scale shorter than the
persistence time. When activity evolves on the time scale of persistence time, the system
shows directed motion instead to diffusion. We put forward an analytic expression of the
MFPT for AREL which is higher than the Kramers’ theory of MFPT. This is a signature of
the inherent non-equilibrium nature of the active matter. We consider two different models
of active noise statistics: model 1 and 2. However, for both the models 1 and 2, the activity
(C0 or fB) facilitates the ruggedness and thus, the MFPT increases with increasing the
activity. This behavior is fundamentally different from the studies [47, 49] on the long time
dynamics of active systems where the dynamics is always faster due to activity. In both
the models 1 and 2, the temporal correlations of the active noise decay exponentially. But,
the strength of the active noise has different interpretations for models 1 and 2. However,
the precise form of the correlation function of the active noise will strongly affect the
MFPT in AREL. For model 1, the MFPT decreases with increasing the persistence time
τA. This is because of the fact that longer persistence time makes the surroundings of the
tagged particle more ordered which essentially diminishes the ruggedness. But for model
2, the MFPT is independent of τB. This demonstrates that the result will depend on the
microscopic details of the activity. From the expression of MFPT, we have defined an
effective barrier height, ∆U1eff for model I and ∆U
2
eff for model II. With activity, ∆U
1
eff and
∆U2eff are higher compared to the barrier height ∆U in standard Kramers’ expression and
hence the MFPT calculated from the AREL framework is always greater than Kramers’
MFPT.
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In the context of polymers, there will be an additional ruggedness associated with
the various interactions due to different conformational changes and hence the dynamics
will be further slowed down. A natural question arises as to what the effective diffusion
coefficient for the slow dynamics will be. We have proposed an effective diffusion coefficient
for the dynamics in AREL. For both the models, D˜(x) decreases with increasing the activity
which makes it appropriate to analyze the activity-induced slow dynamics. However for
high temperature, the MFPTs for both models 1 and 2 become Kramers’ MFPT though
the active particles are still present in the medium. On the other hand, for high activity,
the expression for the MFPT becomes imaginary. Thus, the AREL approach to describe
the slow dynamics is valid for small activity and low temperature (or high stiffness) limit.
Ray et. al. have analyzed the Kramers’ escape rate due to an external non-equilibrium
load [79]. The load controls the active transport of biological motor proteins [79–81].
In their model, the load only affects the pre-factor of the Kramers’ mean escape rate.
However, in our AREL approach, activity modifies the pre-factor as well as the exponential
dependence of the barrier height of Kramers’ MFPT. For high activity, the active particles
move faster than the passive particles. Hence, the medium becomes a dilute active medium
but the background caging potential created by the surrounding passive particles will
be unaffected at least qualitatively, however, the stiffness will change as compared to a
dense system. A common approach is to define an effective temperature derived from
the equipartition theorem for the position of the particle in steady state and use it to
calculate the MFPT. For both the models 1 and 2, the activity plays the same role: the
MFPT decreases with increasing the activity. However, the behavior of MFPT with respect
to τA in model 1 is quite opposite to that of the τB in model 2. For a dense medium
with low activity, it will be increasingly difficult for the tagged particle to move. For
such systems, the applicability of effective temperature has been shown to be limited [82, 83].
The self-diffusivity, Dself, in a rugged energy landscape is well connected with the
excess entropy, Sex, in terms of an exponential relation, Dself ∼ eΛSex [84]. Computing excess
entropy from our AREL approach will be quite useful in the context of non-equilibrium
active liquids to study their dependence on activity. The present form of AREL framework
describes the static disorder in the energy landscape due to activity. It will be interesting
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to extend the AREL approach to the more generic case of dynamical disorder [63, 85–90].
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Appendix A: ALTERNATIVE DERIVATION OF MFPT FOR RUGGED
ENERGY LANDSCAPE
The effective Smoluchowski equation is given by,
∂P (x, t|x0, 0)
∂t
= −∂J(x, t|x0, 0)
∂x
(A1)
J(x, t|x0, 0) = −D˜ exp
(
−βU˜(x)
) ∂
∂x
[
exp
(
βU˜(x)
)
P (x, t|x0, 0)
]
= −D exp(−λ+(x)) exp(−λ−(x)) exp
(
−β
(
U0(x)− λ−(x)
β
))
× ∂
∂x
[
exp
(
β
(
U0(x)− λ−(x)
β
))
P (x, t|x0, 0)
]
= −D exp (−λ+(x))− βU0(x)) ∂
∂x
[exp (βU0(x)− λ−(x))P (x, t|x0, 0)]
(A2)
In steady state, ∂P (x,t|x0,0)
∂t
≈ 0 and hence, J will be independent of x. From Eq. (A2) we
get,
− J exp (λ+(x)) + βU0(x))
D
=
∂
∂x
[exp (βU0(x)− λ−(x))P (x)]
− J
D
∫ c
a
dx exp (λ+(x)) + βU0(x)) = [exp (βU0(x)− λ−(x))P (x)]ca
(A3)
P (x) is very small at c. Hence,
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J
D
∫ c
a
dx exp (λ+(x)) + βU0(x)) = exp (βU0(a)− λ−(a))P (a)
J =
exp (βU0(a)− λ−(a))P (a)D∫ c
a
dx exp (λ+(x)) + βU0(x))
(A4)
If the barrier is high, then around a, the current is almost zero. This defines an effec-
tive equilibrium condition in the neighborhood of a. In other words, this asks for a local
equilibriation before the particle escapes over, even in the presence of activity. Thus,
∂
∂x
[
exp
(
βU˜(x)
)
P (x)
]
= 0
exp
(
βU˜(x)
) ∂P (x)
∂x
+ β exp
(
βU˜(x)
) ∂U˜(x)
∂x
P (x) = 0
∂P (x)
∂x
= −β∂U˜(x)
∂x
P (x)
(A5)
Integrating between a to x,
P (x) = P (a) exp
[
β
(
U˜(a)− U˜(x)
)]
(A6)
The population (n) in the well is given by
n =
∫ a+∆
a−∆
dxP (x) = P (a) exp
[
βU˜(a)
] ∫ a+∆
a−∆
dx
[
−βU˜(x)
]
= P (a) exp [exp (βU0(a)− λ−(a))]
∫ a+∆
a−∆
dx [exp (−βU0(x) + λ−(x))]
(A7)
The rate of escape κ is thus given by,
κ =
J
n
=
D∫ c
a
dx exp (λ+(x)) + βU0(x))
∫ a+∆
a−∆ dx [exp (−βU0(x) + λ−(x))]
(A8)
Hence the MFPT,
1
κ
= 〈τ〉 = 1
D
∫ c
a
dy exp (λ+(y)) + βU0(y))
∫ a+∆
a−∆
dz [exp (−βU0(z) + λ−(z))] (A9)
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When kBT is small (or the barrier is high), the predominant contribution to the integration
over z in Eq. (A9) comes from the immediate neighborhood of a where a is a simple minimum
of U(z),
U0(x) = Umin +
1
2
mω2min (z − a)2 + ...... (A10)
where Umin =
1
2
mω2mina
2. Next we extend both the limits of the integration from −∞ to ∞
and the integral for model 1 is,
∫ ∞
−∞
dz exp
(
−β
(
Umin +
1
2
mω2min (z − a)2
)
+
β2z2C0
4τA
)
= exp
(
−2βUmin + β
2U2min
a2Ω1
)√
pi
Ω1
(A11)
where Ω1 =
(
1
2
mβω2min − β
2C0
4τA
)
. The absorbing barrier is placed at the maximum, x = b of
the potential U(x). The integral over y is dominated by the potential near the barrier and
we will follow the same the expansion will be quadratic,
U0(y) = Umax − 1
2
mω2max (y − b)2 (A12)
where Umax =
1
2
mω2maxb
2 and set the range of integration from −∞ to ∞. Thus,
∫ ∞
−∞
dy exp
(
β
(
Umax − 1
2
mω2max (y − b)2
)
+
β2y2C0
4τA
)
= exp
(
β2U2max
b2Ω2
)√
pi
Ω2
(A13)
where Ω2 =
(
1
2
mβω2max − β
2C0
4τA
)
. Substituting Eq. (A11, A13) into Eq. (A9), we obtain
〈
τ 1U
〉
=
pi
D
√
Ω1Ω2
exp
(
−2βUmin + β
2U2min
a2Ω1
+
β2U2max
b2Ω2
)
(A14)
In a similar way, one can calculate the MFPT for model 2,
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〈
τ 2U
〉
=
pi
D
√
ξ1ξ2
exp
(
−2βUmin + β
2U2min
a2ξ1
+
β2U2max
b2ξ2
)
(A15)
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