Controller area networks (CANs) have been designed for multiplexing communication between electronic control units (ECUs) in vehicles and many high-level industrial control applications. When a CAN bus is overloaded by a large number of ECUs connected to it, both the waiting time and the error probability of the data transmission are increased. Thus, it is desirable to reduce the CAN frame length, since the duration of data transmission is proportional to the frame length. In this paper, we present a CAN message compression method to reduce the CAN frame length. Experimental results indicate that CAN transmission data can be compressed by up to 81.06% with the proposed method. By using an embedded test board, we show that 64-bit engine management system (EMS) CAN data compression can be performed within 0.16 ms; consequently, the proposed algorithm can be successfully used in automobile applications.
Introduction
A controller area network (CAN) is a serial communication protocol which efficiently supports distributed real-time control with a very high level of security, and was first developed early in the 1980s (Bosch, 1991) . The serial bus system has been successfully applied in many fields due to its high reliability and cost efficiency. The CAN system has gained popularity in embedded machine control applications such as home appliances, industrial machines, and medical equipment, which require serial communication between microcontrollers (Leen and Heffernan, 2002; Desai et al., 2013) .
The CAN protocol is based on a bus topology, and only two wires are needed for communication over a CAN bus. The bus has a multi-master structure where each device on the bus can send or receive data. Only one device at a time can send data while all the others listen. If two or more devices attempt to send data at the same time, the one with the highest priority is allowed to send its data while the others return to receive mode (ISO, 2003) .
The majority of product innovations in the automotive industry are delivered through the increasing use of electronic control units (ECUs). There can be more than 50 ECUs distributed in a modern premium vehicle and they account for about 40% of the total value of the vehicle (Ortega et al., 2006) . As the number of ECUs or sensors connected to the CAN bus increases, so does the bus load. When a CAN bus is overloaded, it is not easy to transmit low-priority CAN messages due to the increased waiting time. The
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If the bus overload causes critical problems in a CAN system, the setting up of another CAN network is required. Alternatively, the bus overload can be efficiently reduced by applying a data compression technique to the CAN data. To reduce the bus load, only the differences between the current and the preceding CAN messages can be transmitted, based on the observation that CAN data (e.g., fuel or key on status data) do not change rapidly (Lawrenz, 1997) .
In the adaptive data reduction (ADR) algorithm, if the value of a delta (the difference between the current and the preceding CAN signals) of two consequent signals exceeds the length of the assigned delta field, the current CAN signal is transmitted rather than the delta compressed version of the message (Ramteke and Mahmud, 2005) . The ADR algorithm uses two message IDs to send CAN messages, the original message ID and the compressed message ID (which is smaller than the original message ID).
The improved adaptive data reduction (IADR) algorithm uses a single message ID to send both compressed and uncompressed messages (Miucic and Mahmud, 2006) . In this algorithm, the first bit of the data field is set to '1' when a message is compressed, and set to '0' when the message is not compressed. Using the IADR algorithm, CAN signals can be fully compressed, delta compressed, or uncompressed, depending on the delta values.
By using data length code (DLC) in CAN data frame format, the enhanced data reduction (EDR) algorithm (Miucic et al., 2009) eliminates the difficulties in the identification of compressed messages, such as the use of the reserved bit (Misbahuddin et al., 2001) , the use of dedicated message IDs (Ramteke and Mahmud, 2005) , or the use of additional bits in the data field (Miucic and Mahmud, 2006) . In addition, the EDR algorithm uses a method for managing signals of shorter lengths (i.e., <5 bits) by combining them into groups that are handled as single signals.
Using the boundary of fifteen compression (BFC) algorithm, if the current value of a CAN signal has changed within the maximum compression range of ±15, then the CAN signal can be compressed (Kelkar and Kamal, 2014) .
In the compression area selection algorithm (Wu et al., 2014) , it is not necessary to predict the maximum value of the difference in successive CAN messages. In addition, the 64-bit data field is always assumed to be composed of eight signals, each with eight bits. This mechanism eliminates the need for the engineering standard of signal bit length. However, the length of the data field is additionally increased by up to 8 bits due to the header bits.
In this paper, a signal rearrangement algorithm (SRA) is proposed to obtain more compression efficiency by using signal characteristics. CAN signals are rearranged within the data field of a CAN frame based on simulation results of the actual CAN signals, such that the length of the reduced data field is minimized. In addition, as opposed to the compression area selection method, the 64-bit data field is assumed to be composed of three signals with 24, 24, and 16 bits, respectively. Thus, the number of header bits is limited to up to three bits, regardless of the number of signals in the data field of a CAN frame.
Existing CAN message compression methods
In this section, after the CAN data frame format is briefly introduced, three existing CAN message compression methods are reviewed.
CAN frame format
A CAN is a serial communication protocol suited for networking sensors, actuators, and other nodes in real-time systems. There are two versions of the CAN protocol: CAN 2.0A (standard CAN) with 11-bit identifiers, and CAN 2.0B (extended CAN) with 29-bit identifiers. For in-vehicle communications, only CAN 2.0A is used since it provides a sufficient number of identifiers (ISO, 2003) . Fig. 1 shows the format of the CAN 2.0A data frame. A data frame begins with a start-of-frame (SOF) bit which is followed by an 11-bit identifier. The identifier and the remote-transmission-request (RTR) bit form the arbitration field. The CAN data field can contain up to eight bytes of data. The actual size of the data field is denoted by the DLC in the control field. CAN systems use non-return-to-zero (NRZ) bit representation with a bit stuffing length of five. The overall size of a CAN frame is, at most, 135 bits, including all of the protocol overheads such as the stuff bits. A CAN data field can be represented as a 2D memory map (Table 1) .
Enhanced data reduction algorithm
By using the DLC in CAN data frame format, the EDR algorithm eliminates difficulties in the identification of compressed messages. The EDR algorithm uses a method for managing signals of shorter lengths (i.e., <5 bits) by combining them into groups that are handled as single signals.
In the EDR algorithm, the encoded message can have two types of signals. Any CAN signal with a bit length of more than five bits is the SDN (signal, delta, no-change) type. An SDN signal allows a signal to be represented in its entirety, as a delta change, or as no change. Any CAN signal with a bit length of fewer than five bits is the SN (signal, no-change) type. An SN signal allows a signal to be represented in its entirety or as no change.
In the EDR algorithm, the first byte in a compressed CAN message is the data compression code (DCC). The position of each bit in the DCC corresponds to the data byte position of the originally intended uncompressed message. A DCC bit with a value of '0' indicates that the corresponding signal is uncompressed, and a DCC bit with a value of '1' indicates that the corresponding signal has been delta compressed or fully compressed. The reduction type (RT) bit indicates the delta compressed type (RT=0) or fully compressed type (RT=1). Table 2 shows an example of a CAN signal. Fig. 2 shows SDN and SN type groupings of the signals in Table 2 . Note that this message has three SDN type signals and two SN type signals. Fig. 3 shows the compressed message obtained by the EDR algorithm. In this example, a 5-bit DCC and two RT bits are used. The EDR algorithm can achieve a data compression rate of 16.7%, since five bytes (35 bits) are required instead of the original six bytes (48 bits).
Boundary of fifteen compression algorithm
If the current value of a CAN signal has changed within the maximum compression range of ±15, then Table 2 obtained by the EDR algorithm Table 2 the CAN signal can be compressed using the BFC algorithm. CAN signals of five or fewer bits are included in the class of non-boundary of fifteen (NBF) signals. CAN signals of six or more bits are included in the class of boundary of fifteen (BF) signals. Each NBF signal is allocated one bit called the bit parameter compression (BPC) bit. A BPC bit of '0' indicates that the corresponding NBF signal is in the uncompressed form. A BPC bit of '1' indicates that the NBF signal is fully compressed.
The BFC algorithm allocates parameter compression (PC) bits to every BF signal. PC bits can indicate one of four different compression scenarios ( Table 3 ). Assume that we try to send the signals in Table 2 . Vehicle speed, coolant temperature, and engine RPM are BF signals and the others are NBF signals. Based on the difference values {14, −1, 0, 3, −2, 0, 0, 0}, PC and BPC bits are determined as shown in Table 4 . Fig. 4 shows the compressed data of the example in Table 2 obtained using the BFC algorithm.
In this example, the BFC algorithm can achieve a data compression rate of 33.3%, since four bytes (27 bits) are required instead of the original six bytes (48 bits).
Compression area selection algorithm
In the compression area selection method, there is no need to predict the maximum value of the difference in successive CAN messages. In addition, the 64-bit data field is always assumed to be composed of eight signals, each with eight bits. This mechanism eliminates the need for the engineering standard of signal bit length.
After computing the difference values of signals between the current and preceding frames, each difference value is represented using nine bits. The magnitude of the difference is expressed using the most significant eight bits (bit 8 to bit 1) and the sign is denoted by the least significant bit (bit 0). If the difference is 0, the corresponding header bit is set to 0. Otherwise, the header bit is set to 1.
The header bits are placed at the last column beginning from the first row in a 2D map. Then starting from the next row, the non-zero difference values are placed from bit 8 to bit 1. Beginning from the leftmost column, a column is deleted if every element in the column is zero. The region from the column with the first non-zero element to the last column is selected as the data compression area.
Assume that we try to send eight signals {A, B, C, D, E, F, G, H}, each with eight bits. Also, assume that the difference values between the current frame and the previous frame are {0, 0, 2, 0, 0, −17, 0, 0}. Then '00100100' is sent as a header value with the actual difference values {2, −17}. Table 5 shows the compression area selection map corresponding to this example. The selected bits (shaded) are rearranged according to the order given in Table 6 . Compared with eight bytes of the original data before compression, the compressed data can be represented using only three bytes. Thus, in this example, the data compression rate is 62.5%. Table 2 obtained using the BFC algorithm Table 3 Parameter compression bits in different scenarios
PC bits
Compression scenario 00 BF signal not compressed (sent completely) 01 BF signal fully compressed (not sent at all) 10 BF signal compressed (current value>previous value) 11 BF signal compressed (current value<previous value) 
The proposed CAN message compression scheme
In existing CAN data compression methods, the compression efficiency depends on the accuracy of the predicted maximum difference values (e.g., ±15 in the BFC algorithm). However, it is not easy to predict the maximum difference values of CAN signals accurately. In fact, compression efficiencies are improved if the maximum difference values can be adjusted depending upon system operating conditions.
In addition, if the data field of a CAN frame is composed of many different signals, the use of a DCC can impose a severe overhead. As an example, consider the EMS1 (engine management system 1) CAN signal in Table 7 . In this case, if the BFC algorithm is used, 15 bits are required for the PC and BPC bits.
In the compression area selection algorithm, it is not necessary to predict the maximum value of the difference in successive CAN messages. However, the length of the data field is increased by up to eight bits due to the header bits.
In our proposed method, to overcome these problems, the 64-bit data field is assumed to be composed of three signals with 24, 24, and 16 bits, respectively. In addition, CAN signals are rearranged within the data field of a CAN frame based on the simulation of the actual CAN signals, such that the length of the reduced data field is minimized. Using the EMS1 CAN signals in Table 7 , the signal rearrangement algorithm can be summarized as follows:
1. The rate of change of each signal in a CAN data field (e.g., Table 7 ) is estimated by computing the difference values between successive data fields using actual CAN data. Regardless of the original signal assignment, a data field is assumed to be composed of three signals. Since the number of data bits in Table 7 is 48, each of the three signals has a data length of 16 bits. Slowly changing signals are placed in the most significant parts and frequently changing CAN signals in the least significant parts of a 2D map (Table 8) .
2. For each signal, compute the difference values of signals between the current and the preceding frames. Each difference value is then represented using a modified sign-magnitude number. That is, as opposed to the conventional sign-magnitude number, the sign is denoted by the least significant bit. The length of each modified sign-magnitude number is one larger than the length of each signal. Table 6 Memory map for the data in Table 5 Bit 7 3. Since the number of the CAN signals in a data field is three, three header bits are used. If the difference values of a signal are all zeroes, the corresponding header bit is set to 0. Otherwise, it is set to 1.
4. The header bits are placed at the last column beginning from the first row in a 2D map (compression area selection map). Then starting from the next row, the non-zero difference values are placed.
5. Beginning from the leftmost column, a column is deleted if every element in the column is zero. The region from the column with the first non-zero element to the last column is selected as the compression area.
As an example, assume that we try to send EMS1 CAN signals. First, Table 8 is obtained by calculating the rate of change of actual CAN signals. Then based on the simulation result, the CAN signals to be transmitted are rearranged according to Table 8 .
Assume that the three signal values in the previous frame are {31 745, 11 832, 15 360} and that these values in the current frame are {31 740, 11 849, 15 360}. The difference values are {−5, 17, 0}. Thus, the header bits are '110' (Table 9) . Table 10 shows the compression area selection map. The selected bits (shaded) are rearranged according to the order given in Table 11 . If all three header bits are zero, there is no need to send any data. In this case, the DLC is set to zero. Compared with six bytes of the original data before compression, the compressed data can be represented using only two bytes (Table 11) . Thus, in this example, we can achieve a data compression rate of 66.6%.
In the proposed algorithm, if the received DLC value is the same as the predetermined DLC value, the received frame contains the original (non-compressed) data. Otherwise, for a decreased DLC value, the receiving unit is notified that the received CAN frame contains compressed data. Thus, in the proposed algorithm, the use of two message IDs is avoided (Miucic et al., 2009) .
Note that the size of the memory map is determined by the size of the data compression area. Thus, it is not necessary to determine the size of the memory map in advance. In other words, it is not necessary to predict the maximum difference values. Consequently, we can avoid the inefficient data compression caused by inaccurate prediction of the maximum difference values. Figs. 5 and 6 show flowcharts of the proposed Table 11 Memory map for the data in Table 10 Bit 7 
Performance analysis
In this section, the performance of the proposed method is compared with those of the EDR, BFC, and compression area selection algorithms. The CAN signals used for the simulation were EMS1 (Table 7) , EMS2 (Table 12 ), EMS4 (Table 13) , and TCU1 (transmission control unit 1) (Table 14) signals.
The simulation signals were obtained from actual driving of a test vehicle. Fig. 7 shows the original data and recovery data of EMS1 CAN RPM signal.
Comparisons of the compression efficiencies of the CAN signals obtained under normal and sudden stop/acceleration driving conditions are illustrated in Tables 15 and 16 , respectively. It is observed that we can obtain an additional compression efficiency of 0-22% with the proposed method, compared with other CAN data compression methods. Fig. 8 shows the comparison of ID 43F CAN data compression efficiencies under normal driving. In most cases, six bytes of CAN data are compressed to one byte using the proposed method. However, with other algorithms, in most cases six bytes of CAN data are compressed to one or two bytes. Fig. 9 shows the hardware implementation of the CAN compression algorithm using a Cortex M3 embedded board. Fig. 10 shows the test environments, including the CAN Pro analyzer. By using a Cortex M3 embedded test board, 64-bit EMS CAN data compression can be performed within 0.16 ms; consequently, the proposed algorithm is suitable for automobile applications since EMS CAN signals are usually transmitted every 10 ms in automobiles.
Conclusions
In this paper, a CAN message compression method is presented. As opposed to EDR, BFC, and compression area selection algorithms, with the proposed method, it is not necessary to predict the maximum difference values in successive CAN messages. In addition, the number of header bits is limited to up to three, regardless of the number of With an embedded test board, CAN data compression can be performed within 0.16 ms and, consequently, the proposed algorithm is suitable for use in automobile applications.
