We derive diffusive macroscopic equations for the particle and energy density of a system whose time evolution is described by a kinetic equation for the one particle position and velocity function f (r, v, t) that consists of a part that conserves energy and momentum such as the Boltzmann equation and an external randomization of the particle velocity directions that breaks the momentum conservation. Rescaling space and time by and 2 respectively and carrying out a Hilbert expansion in around a local equilibrium Maxwellian yields coupled diffusion equations with specified Onsager coefficients for the particle and energy density. Our analysis includes a system of hard disks at intermediate densities by using the Enskog equation for the collision kernel.
I. INTRODUCTION
The derivation of macroscopic equations such as the Navier-Stokes equations or the diffusion equation from the microscopic Hamiltonian dynamics governing the motion of the atomic constituents of matter is one of the central problems of nonequilibrium statistical mechanics [1] .This is a very difficult problem whose full solution is currently out of sight.
An intermediate step is the derivation of macroscopic equations from kinetic equations, such as the Boltzmann equation for gases, which describe the time evolution of the one particle distribution function f (r, v, t) in the one particle position and velocity space, c.f. [2] .
These nonlinear equations have local conservation laws arising from the microscopic dynamics, corresponding to particle, momentum and (kinetic) energy densities. These conserved quantities evolve on a suitable coarse grained space-time scales according to macroscopic equations. The actual mathematical derivation for all the conserved fields is a daunting task which is far from complete even for this model mesoscopic evolution [3] .
In this note we study a model kinetic system in which there are only two conserved quantities: the particle and energy densities. We eliminate momentum conservation by considering situations in which the particles undergo, in addition to interparticle collisions, also collisions which do not conserve momentum, e.g. collisions with a substrate of randomly fixed scatterers. We then use diffusive space time scaling to derive coupled macroscopic diffusion equations for the particle and energy densities in two dimensions for different models of inter-particle collisions: BGK, Boltzmann and Enskog. The 3d case will be considered in a separate more mathematical paper ??. We will use these 2d results to compare the transport coefficients obtained from Enskog equation with the results of molecular dynamic simulations of hard discs evolving according to Hamiltonian dynamics plus virtual collisions on the surface of a cylinder in which the top and bottom wall are kept at different temperatures [5] . Fluctuations in the nonequilibrium stationary state of that system will be compared with the predictions of macroscopic fluctuation theory (MFT) [6] .
II. THE GENERAL SCHEME
Let f (r, v, t) represent the density at time t of particles at a position r of a periodic torus Λ, r ∈ Λ ⊂ IR d , with a vector velocity v ∈ IR d . The distribution f is assumed to satisfy an equation of the form,
where the nonlinear term Q C (f ) represents the time variation of f due to particle interactions e.g. the Boltzmann collision term [2] , and the linear term Q D (f ) represents collisions with a background. Q C (f ) satisfies the basic conservation laws of the underlying microscopic dynamics, i.e. the density, momentum and the kinetic energy. This is expressed by the
where φ(v) = 1, v and v 2 respectively. Q D (f ) on the other hand only conserve the density and energy.
Using the diffusive scaling: τ = 2 t and x = r, where the parameter is the ratio of some microscopic mean free path to a typical macroscopic length, the rescaled distribution reads [3] :
and (1) takes the form:
We now make a formal expansion of g:
usually called Hilbert expansion [2] . Substituting this into eq. (4) we get order by order in the infinite set of equations:
O(and its first nontrivial order (
2 ) is:
which is going to be the key equation for us. The solution of eq. (6) has the form:
with φ(x, τ ) = v dv φ(v)g(x, v, τ ). That is, g 0 depends on x and τ only through the fields φ(x, τ ). We will then look for a solution of eq. (7) that depends on x only through φ and its gradients:
. Consequently the equation for the invariants (10) would be a set of closed kinetic equations for φ(x, τ ). Thus, given Q, we only need to get g 0 , g 1 to build the set of diffusive equations through eq. (10) .
III. THE MODEL
Restricting ourselves to two dimensions we shall consider various forms of Q C (f ): the Boltzmann (B) collision term, the Bhatnagar-Gross-Krook (BGK) kernel and the Enskog
The background collision term Q D (f ) will have allways the form (in the rescaled variables):
where v is the velocity after the randomization;
The collision invariants for Q D are φ(v) = 1 and v 2 (it does not conserve momentum).
The solution of the equation Q(g 0 ) = 0 is:
where n(x, τ ) = dv g(x, v, τ ) Particle density
The relevant fields at the diffusive level are n(x, τ ) and T (x, τ ). Obviously, when α = 0, we will recover the Q C invariants. The transition from α nonzero to zero is singular.
IV. THE BGK Q C
We first consider the BGK approximation [7] . Q C is chosen to be a Maxwellian minus the one-particle distribution:
with ν a positive rate constant and n(x, τ ), u(x, τ ) and T (x, τ ) are defined in eqs. (16) .
) and the zeroth term in the expansion, g 0 (x, v, τ ), is the Maxwellian 12 with zeroū. This implies that u(x, v, τ ) is of order :
Therefore, we should include the expansion of u in in the maxwellian term of Q BGK C .
The expansion of Q then gives the terms:
We substitute these expressions into eqs. (6) and (7) to get the first two terms of the expansion of g. The first of these equations give us the expected result:
From the second we get the value of g 1 . We look for solutions of the form:
where A(w) is an unknown vector that is a function of the modulus of v: w = |v|. Substituting (19) into eq. (7) and using the fact that A(w ) = A(w) we get:
Observe that g 1 is a function of u 1 . We substitute eq. (20) 
Finally the value of u 1 is,
Substituting (21) into eq. (20) we get
We can now use eq. (10) to obtain equations for n and T :
with
where we have used v when and only when J n = 0 (or equivalently u 1 (x, τ ) = 0), the pressure is a global constant,
This will happens at equilibrium when T and n are independent of x and also in the stationary state corresponding to a temperature gradient imposed by the boundaries of the box.
From eqs. (24) and (25) we can get the diffusion constant D and the thermal conductivity κ. They are respectively:
In our case these are:
Observe that D is proportional to the temperature and that the thermal conductivity is constant when the pressure is constant. That is, for the stationary state in a box with a temperature gradient and J n = 0, the temperature profile will be linear for this form of
Finally we are interested in the Onsager's coefficients [8] defined by
where µ is the chemical potential for the underlying local equilibrium state. In our case µ is the one corresponding to an ideal gas:
where C is a constant. Forming the gradient of µ/T and comparing terms with eqs. (24) and (25) we find:
In the Appendix we derive the kinetic equations and the Onsager coefficients for the α = 0 case in the BGK approximation. In particular, for the non-convective case (u=0) we find:
that implies
THE BOLTZMANN COLLISION KERNEL
We can now follow the strategy used in the BGK approximation to get the diffusion equations for the Boltzmann Q C for hard disc collisions:
where b is the cross section, equal to the hard disk diameter,n = (cos ψ, sin ψ) is a unit vector and the integral extends over ψ ∈ [0, 2π], v is the velocity of the reference particle distribution and v 2 is the velocity of the particle colliding with the reference one, and v and v 2 are the system velocities after the collision:
The solution g 0 of eq. (6) is still
The solution of eq.
(7) for g 1 is discused in Appendix III where we show that the currents are:
where P = nT andā
22 is a coefficient that depends on the truncation of a known infinite matrix into aÑ dimensional one.
The diffusion coefficient and the Onsager's coefficients L nn and L nh are the same as in the BGK case:
κ and L hh depend onÑ . We can get an explicit expression for them for some particular N values:
•Ñ = 2:
(38)
•Ñ = 3:
Other values ofÑ can be studied but the algebraic expressions are much larger and no relevant information arise from them. Below we will compare numerically all the different methods and several values ofÑ .
VI. THE ENSKOG EQUATION FOR INTERMEDIATE DENSITIES
The Boltzmann Q C is only valid in the very low density regime. In fact, the local equation of state is the ideal gas one. The Enskog equation tries to go beyond this limit by introducing a spatial dependence in the collision kernel Q C [9] :
where χ(x) is proportional to the equilibrium pair correlation function of hard disks at contact at the local density [10] [11] [12] .
As before, we introduce the diffusive scaling : τ = 2 t, x = r. The scaled equation using (3) now reads:
where
where we have transformed χ(x) → χ(r). We can introduce now the Hilbert expansion g = g 0 + g 1 + . . . and identifying orders at both sides of eq. (42) we obtain:
The solution of eq. (45) for g 1 needs a bit more work and it is done explictly in Appendix IV.
Once we know the solution g 1 we can use eq. (46) to get the diffusive equations for n and T . We multiply both sides of eq. (46) by φ(v) (= 1, v 2 ) and integrate with respect to v. Thus yields
where we have used g 1 = g 0 Φ (see Appendix IV). The φ(v) are invariants of Q E C,0 and Q D and therefore their integrals with φ(v) are equal to zero, order by order, in the expansion of g:
However, the remaining terms have not, a priori, the same collision invariants and they should be computed for each case.
• φ = 1: One can show by the time reversal symmetry of the equations that
where we have computed explicitely v i φ(v)Φ 0 and
This notation was already explained in the Boltzmann kernel case. Observe thatb
12 do not depend onÑ (see Appendix IV).
• φ = v 2 : In this case we get
and the corresponding diffusion equation is then
Before computing the diffusion coefficient, the thermal conductivity and the Onsager's coefficients we need to fix the value of χ(n). In the case of a hard disk system at equilibrium we know that its equation of state should be of the form
where Q = P πb 2 /4, P is the pressure and ρ = πb 2 n/4 is the areal density for a system of hard disks. While the exact form of H(ρ) is not known there are good approximations to it for moderate densities [13] . The pair correlation function at contact is then
The local equilibrium equation of state for our system coincides with the equilibrium one for any value of the α parameter, i.e.
We know that at any stationary state with no local particle current, the local pressure should be constant all along the system.
The absence of particle current at the stationary state implies that J (Ñ ) n = 0 and from eq. (53):
The constant pressure condition implies ∇Q = 0 and then, from the equation of state:
both expressions should be correct for any ∇n and ∇T values which forces the relation:
and we have used the explicit values ofb 11 andb 12 obtained in Appendix IV. Observe that the f 's depend on χ(n) and therefore on H(ρ). This equation relates H(ρ) withH(ρ). It is a matter of algebra to show thatH(ρ) = H(ρ) for all values of α.
The diffusion coefficient for anyÑ reads
and the thermal conductivity is now
In order to obtain the Onsager's coefficient we need first to compute the chemical potential of the local equilibrium reference system. We write the chemical potential as an H dependent function using the fact that the free energy can be written as
Then, the chemical potential is:
Thus, the terms ∇(−µ/T ) that appear on the definition of the Onsager's coefficients in eqs.
(28) and (29) can be computed:
This yields:
In particular, forÑ = 2 we get: 
VII. RESULTS AND CONCLUSIONS
In order to compare the above results with numerical experiments it is convenient to define α as α = 8ρT
where τ C /τ D is the number of particle velocity randomizations done in a fixed time interval divided by the number of hard disk collisions that occur in such interval. From kinetic theory τ C can be taken as the mean free time, τ C = bπ 1/2 /8ρT 1/2 and τ D = 1/α. From now on we are going to do such substitution. In the BGK case we also are going to consider
First we study the convergence withÑ ofā's. Let us remark a few properties of them:
22 /ā 11 only depends on α s andÑ . Also it can be seen that
In figure 1 we show the behavior of A(5) as a function of α s . We also show the relative error with respect A(5). Observe how the worst case,Ñ = 2 and α s 0 the relative error is of 0.6% and it decays uniformly with α s . Therefore we may conclude that the matrix truncation FÑ is a very good approximation of the real solution even for small values ofÑ .
The diffusion doefficient is given, in the three different approaches we have studied, by: 
that it known to be accurate up to a 1% at the intermediate range of densities [14] .
We can also study the heat conductivity. For the BGK case we find:
with κ 0 = 2T 1/2 /bπ 1/2 . That is, it has no density dependence. Similarly, the Boltzmann approach has a more involved α s dependence but it lacks a density dependence:
κ B = κ 0 8053063680α 3 + 12954255360α 2 + 6551619492α + 1038480183 32212254720α 4 + 59870085120α 3 + 39075815056α 2 + 10601599676α + 1008650032 whereα = πα s . κ BGK and κ B look very different but they are not so. We plot in figure   3 the behavior of κ BGK /κ 0 and κ B /κ 0 as a function of α s . We do not see there any clear difference. Their relative difference E r is at most of 3% and it diminishes to zero for large α s values. Again, BGK seems to be a very good approximation of the Boltzmann kernel. The 
Enskog case has a density structure that depends on α s as we show in figure 4 for different values of α s where we have used again the Henderson equation of state. For low densities the Chapman-Enskog approach and the Boltzmann one coincide. Finally let us write down explicitly theÑ = 2 case that it is the one shown in most books for α s = 0 (see for instance [15] ):
Once we know the transport coefficients of our system at the diffusive scale we are ready to apply the Macrosocopic Fluctation Theory to it. One can show (see ref. [16] ) that it is enough to consider a local white noise matrix whose intensity is defined by the Onsager coefficients. In concrete terms the fluctuating equations are
where α = d, h and Θ(x, τ ) is a gaussian white noise field with covariances:
with L αβ being the Onsager's coefficients computed in each case.
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APPENDIX I
In this Appendix we study the behavior under scaling of equation:
It is convenient to work with v in polar coordinatesf (r, w, θ, t) where v = w(cos θ, sin θ),
The corresponding equation forf (r, w, θ, t) is:
. It is convenient now to introduce the Fourier transform of the angle
with l ∈ Z. Its evolution equation is, after using eq.(82) ,
We now introduce the diffusive scaling: τ = 2 t and x = r. We observe that l = 0 and l = 0 have different behavior with . For l = 0 we get:
and for l = 0:
whereĝ(x, w, l, τ ) =f (
−1 x, w, l, −2 τ ). We observe thatĝ(x, w, l, τ ) is of order when l = 0.
Therefore, at the limit → 0 we can get a closed equation forĝ(x, w, 0, τ ):
is the diffusion constant for a given particle velocity w. Observe that if we choose any typical particle at equilibrium w T 1/2 and this mechanism will diffuse the particle with a diffusion
APPENDIX II
The BGK approximation when α = 0 and in the diffusive scaling is computed in this appendix. We take Q(g) = Q BGK given by eq. (17) that it has four collision invariants: 1,
. . the equations (6) and (7) read in this case: (90) and we can obtain the evolution equations associated with the collision invariants by using eq. (10):
These currents may be written as combinations of thermodinamic forces and Onsager's coefficients. We first use a more compact notation. We define η 0 = n, η 1 = nu 1 , η 2 = nu 2 and η 3 = nT + u 2 /2. The kinetic equations are then
where X β,i = ∇ i y β are the thermodynamic forces with
(see ref.
[? ]). And L-s are the Onsager's coefficients that in our case are:
APPENDIX III
In this appendix we obtain g 1 for the Boltzmann collision kernel. g 1 is the solution of Equation (7) that reads
where we have set
and we have simplified the notation: the fields n and T depend on (x, τ ), all the other functions depend on (x, v, τ ) and we only explicitly write the arguments that change and/or when it is needed to stress some fact.
We write the unknown function Φ in the form:
where w, w , w 2 and w 2 are the modulus of the vectors v, v , v 2 and v 2 respectively. Then we substitute Φ into eq. (95) and we consider ∇n and ∇T as independent variables. Therefore we can identify each gradient coefficient at both sides of the equation and consequently we get one equation associated to each of the gradients:
where G (1) (w) = 1 and G (2) (w) = w 2 /2T −1. In order to solve these equations it is convenient to build a way to do explicitly the integrals. Therefore we expand the unknown functions A (i) with respect to an orthogonal polynomial base. We choose the associated Laguerre's of order 1 [15] :
These set of polynomials have the form:
and they have the property: 
and
where q 's that depend on the inversion of an infinite dimensional square matrix. The solution is approximated by truncating the infinite matrix to aÑ -dimensional one and studying its convergence whenÑ → ∞. The approximateÑ -order equation is then written as:
whose solution is given by
or in matrix notation
where γ (i,Ñ ) is theÑ 'th order dimensional vector built with the firstÑ coefficients of 
Finally, the Onsager's coefficients in theÑ approximation are, 
We observe that for anyÑ value we can compute the coefficients of the inverse matrix F :
which impliesā
and substituting this expression into eq. (120) and identifying gradients as in the Boltzmann kernel case, we get the same equations (98) with the changes:
where H (1) (w) = 1 and H (2) (w) = w 2 /2T − f 3 (n)/f 2 (n). At this point we follow the same path as in the Boltzmann kernel case to solve the equations only taking into account the functional differences pointed out. We decompose B (i) with respect of the associated Laguerre polynomials:
the equation (120) is then written as
with β (1) q = 2T δ q,0 , β
