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Abstract
In this work, we study the quasineutral limit of the one-dimensional Vlasov-Poisson
equation for ions with massless thermalized electrons. We prove new weak-strong stability
estimates in the Wasserstein metric that allow us to extend and improve previously known
convergence results. In particular, we show that given a possibly unstable analytic initial
profile, the formal limit holds for sequences of measure initial data converging sufficiently
fast in the Wasserstein metric to this profile. This is achieved without assuming uniform
analytic regularity.
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1 Introduction
In this paper we study a Vlasov-Poisson system, which is a model describing the dynamics of
ions in a plasma, in the presence of massless thermalized electrons. We shall focus on the one-
dimensional case and consider that the equations are set on the phase space T × R (we will
sometimes identify T to [−1/2, 1/2) with periodic boundary conditions). The system, which we
shall refer to as the Vlasov-Poisson system withmassless electrons, encodes the fact that electrons
move very fast and quasi-instantaneously reach their local thermodynamic equilibrium. It reads
as follows:
(V PME) :=

∂tf + v · ∂xf + E · ∂vf = 0,
E = −U ′,
U ′′ = eU − ∫
R
f dv =: eU − ρ,
f |t=0 = f0 ≥ 0,
∫
T×R f0 dx dv = 1.
(1.1)
Here, as usual, f(t, x, v) stands for the distribution function of the ions in the phase space T×R at
time t ∈ R+, while U(t, x) and E(t, x) represent the electric potential and field respectively, and
U ′ (resp. U ′′) denotes the first (resp. second) spatial derivative of U . In the Poisson equation,
the semi-linear term eU stands for the density of electrons, which therefore are assumed to follow
a Maxwell-Boltzmann law. We refer for instance to [12] for a physical discussion on this system.
We are interested in the behavior of solutions to the (VPME) system in the so-called
quasineutral limit, i.e., when the Debye length of the plasma vanishes. Loosely speaking, the
Debye length can be interpreted as the typical scale of variations of the electric potential. It
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turns out that it is always very small compared to the typical observation length, so that the
quasineutral limit is relevant from the physical point of view. As a result, the approximation
which consists in considering a Debye length equal to zero is widely used in plasma physics, see
for instance [4]. This leads to the study of the limit as ε→ 0 of the scaled system:
(V PME)ε :=

∂tfε + v · ∂xfε + Eε · ∂vfε = 0,
Eε = −U ′ε,
ε2U ′′ε = e
Uε − ∫
R
fε dv =: e
Uε − ρε,
fε|t=0 = f0,ε ≥ 0,
∫
T×R f0,ε dx dv = 1.
(1.2)
The formal limit is obtained in a straightforward way by taking ε = 0 (which corresponds to a
Debye length equal to 0):
(KIE) :=

∂tf + v · ∂xf + E · ∂vf = 0,
E = −U ′,
U = log ρ,
f0 ≥ 0,
∫
T×R f0 dx dv = 1,
(1.3)
a system we shall call the kinetic isothermal Euler system.
We point out that there are variants of the (VPME) system which are also worth studying,
such as the linearized (VPME), in which semi-linear term in the Poisson equation is linearized
(this turns out to be a standard approximation in plasma physics, see also [11, 12, 13, 14]),
U ′′ = U + 1− ρ,
and the Vlasov-Poisson system for electrons with fixed ions (the most studied model in the
mathematical literature), in which the Poisson equation reads as follows
U ′′ = 1− ρ,
which we shall refer to as the classical Vlasov-Poisson system. As a matter of fact, our results
concerning the (VPME) system have analogous statements for the linearized (VPME) or the
classical Vlasov-Poisson system. We have made the choice to study the (VPME) system since
the semi-linear term in the Poisson equation creates additional interesting difficulties. As we
shall mention in Remark 1.5, our analysis applies as well, mutatis mutandis, to these models, and
actually provides a stronger result in terms of the class of data that we are allowed to consider.
The justification of the limit ε → 0 from (1.2) to (1.3) is far from trivial. Indeed, this is
known to be true only in few cases (see also [2, 8, 14] for further insights): when the sequence
of initial data f0,ε enjoys uniform analytic regularity with respect to the space variable (as we
shall describe later in Section 4.1, this is just an adaptation of a work of Grenier [9] on the
classical Vlasov-Poisson system); when f0,ε converge to a Dirac measure in velocity f0(x, v) =
ρ0(x)δv=v0(x) (see [12] and [3, 17, 7]); and, following [14], when f0,ε converge to a homogeneous
initial condition µ(v) which is symmetric with respect to some v ∈ R and which is first increasing
then decreasing. Also, it is conjectured (see [10]) that this result should hold when the sequence
of initial data f0,ε converges to some f0 such that, for all x ∈ T, v 7→ f0(x, v) satisfies a stability
condition a la Penrose [18] (typically when v 7→ f0(x, v) is increasing then decreasing). On the
other hand, the limit is known to be false in general, as we will explain later.
In this work, we shall study this convergence issue in a Wasserstein metric. More precisely,
we consider the distance between finite (possibly signed) measures given by
W1(µ, ν) := sup
‖ϕ‖Lip≤1
(∫
ϕdµ −
∫
ϕdν
)
,
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where ‖·‖Lip stand for the usual Lipschitz semi-norm and which is referred to as the 1-Wasserstein
distance (see for instance [19]). We recall that W1 induces the weak topology on the space of
Borel probability measures with finite first moment, that we denote by P1(T×R). Notice that,
since T is compact, this corresponds to measures µ with finite first moment in velocity.
As it will also be clear from our arguments, W1 is particularly suited to estimate the distance
between solutions to kinetic equations. Indeed, for Vlasov-Poisson equations, it is very natural
to consider atomic solutions (that it, measures concentrated on finitely many points) and W1 is
able to control the distance between the supports, while other classical distances (as for instance
the total-variation) are too rough for this (recall that the total-variation distance between two
Dirac masses is always 2 unless they coincide).
Before stating our convergence results, we first deal with the existence of global weak solutions
in P1(T× R).
Theorem 1.1. Let f0 be a probability measure in P1(T× R), that is,∫
|v| df0(x, v) <∞. (1.4)
Then there exists a global weak solution to (1.2) with initial datum f0.
The analogous result for the classical Vlasov-Poisson equation was proved by Zheng and
Majda [20], and more recently by Hauray [15] with a new proof.
We shall prove Theorem 1.1 by combining the method introduced by Hauray (see [15]) with
new stability estimates for the massless electron system.
Roughly speaking, the main results of this paper are the following: if we consider initial data
for (1.2) of the form f0,ε = g0,ε+h0,ε with g0,ε analytic (or equal to a finite sum of Dirac masses
in velocity, with analytic moments) and h0,ε converging very fast to 0 in the W1 distance,
then the solution starting from f0,ε converges to the solution of (1.3) with initial condition
g0 := limε→0 g0,ε. This means that small perturbations in the W1 distance do not affect the
quasineutral limit. Notice that the fact that the size of the perturbation has to be small only in
W1 means that h0,ε could be arbitrarily large in any L
p norm.
To state our main results, we first introduce some notation. The following analytic norm has
been used by Grenier [9] to show convergence results for the quasineutral limit in the context of
the classical Vlasov-Poisson system.
Such a norm is useful to study the quasineutral limit since the formal limit is false in general
in Sobolev regularity (see Proposition 1.6 and the discussion below); one can also see that the
formal limit equation exhibits a loss of derivative (in the force term), which can be overcome
with analytic regularity.
Definition 1.2. Given δ > 0 and a function g : T→ R, we define
‖g‖Bδ :=
∑
k∈Z
|ĝ(k)|δ|k|,
where ĝ(k) is the k-th Fourier coefficient of g. We also define Bδ as the space of functions g
such that ‖g‖Bδ < +∞.
Theorem 1.3. Consider a sequence of non-negative initial data in P1(T × R) for (1.2) of the
form
f0,ε = g0,ε + h0,ε,
3
where (g0,ε) is a sequence of continuous functions satisfying
sup
ε∈(0,1)
sup
v∈R
(1 + v2)‖g0,ε(·, v)‖Bδ0 ≤ C,
sup
ε∈(0,1)
∥∥∥∥∫
R
g0,ε(·, v) dv − 1
∥∥∥∥
Bδ0
< η,
for some δ0, C, η > 0, with η small enough, and admitting a limit g0 in the sense of distributions.
There exists a function ϕ : R+ → R+, with limε→0+ ϕ(ε) = 0, such that the following holds.
Assume that (h0,ε) is a sequence of measures with finite first moment, satisfying
∀ε > 0, W1(h0,ε, 0) ≤ ϕ(ε).
Then there exist T > 0 and g(t) a weak solution on [0, T ] of (1.3) with initial condition
g0 = limε→0 g0,ε, such that, for any global weak solution fε(t) of (1.2) with initial condition f0,ε,
sup
t∈[0,T ]
W1(fε(t), g(t)) →ε→0 0.
We can explicitly take ϕ(ε) = 1ε exp
(
λ
ε3 exp
15
2ε2
)
for some λ < 0.
We now state an analogous result for initial data consisting of a finite sum of Dirac masses
in velocity:
Theorem 1.4. Let N ≥ 1 and consider a sequence of non-negative initial data in P1(T × R)
for (1.2) of the form
f0,ε = g0,ε + h0,ε,
g0,ε(x, v) =
N∑
i=1
ρi0,ε(x)δv=vi0,ε(x)
,
where the (ρi0,ε, v
i
0,ε) is a sequence of analytic functions satisfying
sup
ε∈(0,1)
sup
i∈{1,··· ,N}
‖ρi0,ε‖Bδ0 + ‖v
i
0,ε‖Bδ0 ≤ C,
sup
ε∈(0,1)
∥∥∥∥∥
N∑
i=1
ρi0,ε − 1
∥∥∥∥∥
Bδ0
< η
for some δ0, C, η > 0, with η small enough, and admitting limits (ρi0, v
i
0) in the sense of distri-
butions.
There exists a function ϕ : R+ → R+, with limε→0+ ϕ(ε) = 0, such that the following holds.
Assume that (h0,ε) is a sequence of measures with finite first moment, satisfying
∀ε > 0, W1(h0,ε, 0) ≤ ϕ(ε).
Then there exist T > 0, such that, for any global weak solution fε(t) of (1.2) with initial
condition f0,ε,
sup
t∈[0,T ]
W1(fε(t), g(t)) →ε→0 0,
where
g(t, x, v) =
N∑
i=1
ρi(t, x)δv=vi(t,x),
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and (ρi, vi) satisfy the multi fluid isothermal system on [0, T ]
∂tρ
i + ∂x(ρ
ivi) = 0,
∂tv
i + vi∂xv
i = E,
E = −U ′,
U = log
(∑N
i=1 ρ
i
)
,
ρi|t=0 = ρi0, vi|t=0 = vi0.
(1.5)
We can explicitly take ϕ(ε) = 1ε exp
(
λ
ε3
exp 15
2ε2
)
for some λ < 0.
Remark 1.5. It is worth mentioning that the previous convergence results can be slightly im-
proved when dealing with the classical Vlasov-Poisson equation. Indeed, thanks to Remark 2.3,
the analogue of Theorems 1.3 and 1.4 holds for a larger class of initial data. In fact, it is possible
to take
ϕ(ε) =
1
ε
exp
(
λ
ε
)
for some λ < 0.
In the following, we shall say that a function ϕ is admissible if it can be chosen in the
statements of Theorems 1.3 and 1.4.
The interest of these results is the following: they prove that it is possible to justify the
quasineutral limit without making analytic regularity or stability assumption. The price to pay
is that the constants involved in the explicit functions ϕ above are extremely small, so that we
are very close to the analytic regime. We see the “double exponential” as an upper bound on all
admissible ϕ,1 and hope our study will be a first step towards refined bounds.
On the other hand one should have in mind the following negative result, which roughly
means that the functions ϕ(ε) = εs, for any s > 0 are not admissible (this therefore yields a
lower bound on admissible functions); this is the consequence of instability mechanisms described
in [10] and [14].
Proposition 1.6. There exist smooth homogeneous equilibria µ(v) such that the following holds.
For any N > 0 and s > 0, there exists a sequence of non-negative initial data (f0,ε) such that
‖fε,0 − µ‖W s,1x,v ≤ ε
N ,
and denoting by (fε) the sequence of solutions to (1.2) with initial data (f0,ε), for α ∈ [0, 1), the
following holds:
lim inf
ε→0
sup
t∈[0,εα]
W1(fε(t), µ) > 0.
We can make the following observations.
• In Proposition 1.6, one can take some equilibrium µ satisfying the same regularity as
in Theorem 1.3. However, there is no contradiction with our convergence results since
in Theorem 1.3 we assume that g0,ε approximates in an analytic way g0 and that h0,ε
converges faster than any polynomial in ε. Therefore, the quantification of the “fast”
convergence in Theorem 1.3 is important.
1Notice that, as observed in Remark 1.5, the upper bound on ϕ for the classical Vlasov-Poisson system is only
exponential.
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• Note that we can have W1(h0,ε, 0) = oε→0
(
1
ε exp
(
λ
ε3
exp 15
2ε2
))
, but
‖h0,ε‖Lp ∼ 1 for any p ∈ [1,∞],
as fast convergence to 0 in the W1 distance can be achieved for sequences exhibiting fast
oscillations.
Theorem 1.4 can also be compared to the following result in the stable case, that corresponds
to initial data consisting of one single Dirac mass (see [12]). In this case, the analogue of Theorem
1.4 can be proved with weak assumptions on the initial data.
Proposition 1.7. Consider
g0(x, v) = ρ0(x)δv=u0(x).
where ρ0 > 0 and ρ0, u0 ∈ Hs(T), for s ≥ 2. Consider a sequence (f0,ε) of non-negative initial
data in L1 ∩ L∞ for (1.2) such that, for all ε > 0,
1
2
∫
f0,ε|v|2dvdx+
∫ (
eU0,ε log eU0,ε − eU0,ε + 1) dx+ ε2
2
∫
|U ′0,ε|2dx ≤ C
for some C > 0, and U0,ε is the solution to the Poisson equation
ε2U ′′0,ε = e
U0,ε −
∫
f0,ε dv.
Also, assume that
1
2
∫
g0,ε|v − u0|2dvdx +
∫ (
eU0,ε log
(
eU0,ε/ρ0
)− eU0,ε + ρ0) dx + ε2
2
∫
|U ′0,ε|2dx →ε→0 0,
Then there exists T > 0 such that for any global weak solution fε(t) of (1.2) with initial condition
f0,ε,
sup
t∈[0,T ]
W1(fε(t), g(t)) →ε→0 0,
where
g(t, x, v) = ρ(t, x)δv=u(t,x),
and (ρ, u) satisfy the isothermal Euler system on [0, T ]
∂tρ+ ∂x(ρu) = 0,
∂tu+ u∂xu = E,
E = −U ′,
U = log ρ,
ρ|t=0 = ρ0, u|t=0 = u0.
(1.6)
Remark 1.8. We could also have stated another similar result using the estimates around stable
symmetric homogeneous equilibria of [14], but will not do so for the sake of conciseness.
In what follows, we study the quasineutral limit by using Wasserstein stability estimates for
the Vlasov-Poisson system. Such stability estimates were proved for the classical Vlasov-Poisson
system by Loeper [16], in dimension three. In the one-dimensional case, they can be improved,
as recently shown by Hauray in the note [15].
The key estimate is a weak-strong stability result for the (VPME)ε system, which basically
consists in an adaptation of Hauray’s proof, and which we believe is of independent interest.
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Theorem 1.9. Let T > 0. Let f1ε , f
2
ε be two measure solutions of (1.2) on [0, T ], and assume
that ρ1ε(t, x) :=
∫
f1ε (t, x, v) dv is bounded in L
∞ on [0, T ] × T. Then, for all ε ∈ (0, 1], for all
t ∈ [0, T ],
W1(f
1
ε (t), f
2
ε (t)) ≤
1
ε
e
1
ε
[
(1+3/ε2)t+(8+ 1
ε2
e15/(2ε
2))
∫ t
0 ‖ρ
1
ε(τ)‖∞ dτ
]
W1(f
1
ε (0), f
2
ε (0)).
The proofs of Theorems 1.3 and 1.4 rely on this stability estimate and on a method introduced
by Grenier [9] to justify the quasineutral limit for initial data with uniform analytic regularity.
This paper is organized as follows. In Section 2, we start by proving Theorem 1.9. We then
turn to the global weak existence theory in P1(T × R): in Section 3, we prove Theorem 1.1,
using some estimates exhibited in the previous section. Section 4 is then dedicated to the proof
of the main Theorems 1.3 and 1.4. We conclude the paper with the study of auxiliary results:
in Section 5 we prove Proposition 1.6, while in Section 6 we prove Proposition 1.7.
2 Weak-strong stability for the VP system with massless elec-
trons: proof of Theorem 1.9
In this section we prove Theorem 1.9, i.e., the weak-strong stability estimate for solutions of the
(VPME)ε system. Notice that our weak-strong stability estimate encloses in particular the case
(1.1) by taking ε = 1.
Let us introduce the setup of the problem. We follow the same notations as in [15]. In
particular, we will use a Lagrangian formulation of the problem.
As a preliminary step, it will be convenient to split the electric field in a singular part
behaving as the electric field in Vlasov-Poisson and a regular term. More precisely, let us
decompose Eε as E¯ε + Êε where
E¯ε = −U¯ ′ε, Êε = −Û ′ε,
and U¯ε and Ûε solve respectively
ε2U¯ ′′ε = 1− ρε, ε2Û ′′ε = eU¯ε+Ûε − 1.
Notice that in this way Uε := U¯ε + Ûε solves
ε2U ′′ε = e
Uε − ρε.
Then we can rewrite (1.2) as
(V PME)ε :=

∂tfε + v · ∂xfε + (E¯ε + Êε) · ∂vfε = 0,
E¯ε = −U¯ ′ε, Êε = −Û ′ε,
ε2U¯ ′′ε = 1− ρε,
ε2Û ′′ε = e
U¯ε+Ûε − 1,
fε(x, v, 0) ≥ 0,
∫
fε(x, v, 0) dx dv = 1.
To prove Theorem 1.9, we shall first show a weak-strong stability estimate for a rescaled
system (see (VPME)ε,2 below), and then obtain our result by a further scaling argument.
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2.1 A scaling argument
Let us define
Fε(t, x, v) := 1
ε
fε
(
εt, x,
v
ε
)
.
Then a direct computation gives
(V PME)ε,2 :=

∂tFε + v · ∂xFε + (E¯ε + Êε) · ∂vFε = 0,
E¯ε = −U¯ ′ε, Êε = −Û ′ε,
U¯ ′′ε = 1− ̺ε,
Û ′′ε = e(U¯ε+Ûε)/ε
2 − 1,
Fε(x, v, 0) ≥ 0,
∫ Fε(x, v, 0) dx dv = 1,
where
̺ε(t, x) :=
∫
Fε(t, x, v) dv.
We remark that U¯ε is just the classical Vlasov-Poisson potential so, as in [15],
E¯ε(t, x) = −
∫
T
W ′(x− y)̺ε(t, y) dy,
where
W (x) :=
x2 − |x|
2
(recall that we are identifying T with [−1/2, 1/2) with periodic boundary conditions). In addi-
tion, since W is 1-Lipschitz and |W | ≤ 1, recalling that
U¯ε(t, x) =
∫
T
W (x− y)̺ε(t, y) dy (2.1)
we see that U¯ε is 1-Lipschitz and |U¯ε| ≤ 1.
2.2 Weak-strong estimate for the rescaled system
The goal of this section is to prove a quantitative weak-strong convergence for the rescaled
system (VPME)ε,2. In order to simplify the notation, we omit the subscript ε. In the sequel we
will need the following elementary result:
Lemma 2.1. Let h : [−1/2, 1/2] → R be a continuous function such that ∫ 1/2−1/2 h = 0. Then
‖h‖∞ ≤
∫ 1/2
−1/2
|h′|.
Proof. Since
∫ 1/2
−1/2 h = 0 there exists a point x¯ such that h(x¯) = 0. Then, by the Fundamental
Theorem of Calculus,
|h(x)| =
∣∣∣ ∫ x
x¯
h′
∣∣∣ ≤ ∫ 1/2
−1/2
|h′| ∀x ∈ [−1/2, 1/2].
We can now prove existence of solutions to the equation for Û .
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Lemma 2.2. There exists a unique solution of
Û ′′ = e(U¯+Û)/ε2 − 1 on T (2.2)
and this solution satisfies
‖Û‖∞ ≤ 3, ‖Û ′‖∞ ≤ 2, ‖Û ′′‖∞ ≤ 3
ε2
.
Proof. We prove existence of Û by finding a minimizer for
h 7→ E[h] :=
∫
T
(
1
2
(h′)2 + ε2e(U¯+h)/ε
2 − h
)
dx
among all periodic functions h : [−1/2, 1/2] → R. Indeed, as we shall see later, the Poisson
equation we intend to solve is nothing but the Euler-Lagrange equation of the above functional.
Notice that since E[h] is a strictly convex functional, solutions of the Euler-Lagrange equation
are minimizers and the minimizer is unique. Let us now prove the existence of such a minimizer.
Take hk a minimizing sequence, that is
E[hk]→ inf
h
E[h] =: α.
Notice that by choosing h = −U¯ we get (recall that |U¯ |, |U¯ ′| ≤ 1, see (2.1))
α ≤ E[−U¯ ] =
∫
T
(
1
2
(U¯ ′)2 + U¯
)
dx ≤ 2,
hence
E[hk] ≤ 3 for k large enough.
We first want to prove that hk is uniformly bounded in H
1.
We observe that, since U¯ ≥ −1, for any s ∈ R
ε2e(U¯(x)+s)/ε
2 − s ≥ ε2e(s−1)/ε2 − s.
Now, for s ≥ 2 (and ε ∈ (0, 1]) we have
ε2e(s−1)/ε
2 − s ≥ es−1 − s ≥ s− 2 log 2 ≥ s− 3,
while for s ≤ 2 we have
ε2e(s−1)/ε
2 − s ≥ −s ≥ |s| − 4,
thus
e(s−1)/ε
2 − s ≥ |s| − 4 ∀ s ∈ R.
Therefore
3 ≥ E[hk] ≥
∫
T
1
2
(h′k)
2 + |hk| − 4, (2.3)
which gives ∫
T
1
2
(h′k)
2 ≤ 8.
In particular, by the Cauchy-Schwarz inequality this implies
|hk(x)− hk(z)| ≤
∣∣∣∣∫ x
z
|h′k(y)| dy
∣∣∣∣ ≤√|x− z|
√∫
T
|h′k(y)|2 dy
≤ 4
√
|x− z|.
(2.4)
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Up to now we have proved that h′k are uniformly bounded in L
2. We now want to control hk in
L∞.
Let Mk denote the maximum of |hk| over T. Then by (2.4) we deduce that
hk(x) ≥Mk − 4 ∀x ∈ T,
hence, recalling (2.3),
3 ≥ E[hk] ≥
∫
T
(|hk(x)| − 4) dx ≥Mk − 8,
which implies Mk ≤ 11. Thus, we proved that |hk| ≤ 11 for all k large enough, which implies in
particular that hk are uniformly bounded in L
2.
In conclusion, we have proved that hk are uniformly bounded in H
1 (both hk and h
′
k are
uniformly bounded in L2) and in addition they are uniformly bounded and uniformly continuous
(as a consequence of (2.4)). Hence, up to a subsequence, they converge weakly in H1 (by weak
compactness of balls in H1) and uniformly (by the Ascoli-Arzelà theorem) to a function Û . We
claim that Û is a minimizer. Indeed, by the lower semicontinuity of the L2 norm under weak
convergence, ∫
T
|Û ′(x)|2 dx ≤ lim inf
k
∫
T
|h′k(x)|2 dx.
On the other hand, by uniform convergence,∫
T
(
ε2e(U¯(x)+hk(x))/ε
2 − hk(x)
)
dx→
∫
T
(
ε2e(U¯(x)+Û(x))/ε
2 − Û(x)
)
dx.
In conclusion
E[Û ] ≤ lim inf
k
E[hk] = α,
which proves that Û is a minimizer.
By the minimality,
0 =
d
dη
∣∣∣∣
η=0
E[Û + ηh] =
∫
T
(
Û ′ h′ + e(U¯+Û)/ε2h− h
)
dx =
∫
T
[−Û ′′ + e(U¯+Û)/ε2 − 1]hdx,
which proves that Û solves (2.2) by the arbitrariness of h.
We now prove the desired estimates on Û . Since Û ′ is a periodic continuous function we have
0 =
∫
T
Û ′′ dx =
∫
T
(
e(U¯+Û)/ε
2 − 1
)
dx.
Thus we get ∫
T
∣∣Û ′′∣∣ dx ≤ ∫
T
∣∣∣ (e(U¯+Û)/ε2 − 1) ∣∣∣ dx ≤ ∫
T
e(U¯+Û)/ε
2
dx+ 1 = 2,
and so, by Lemma 2.1, we deduce
‖Û ′‖∞ ≤
∫
T
|Û ′′| dx ≤ 2.
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Since ‖Û ′‖∞ ≤ 2, ‖U¯‖∞ ≤ 1, and
∫
T
e(U¯+Û)/ε
2
dx = 1 we claim that ‖Û‖∞ ≤ 3. Indeed, suppose
that there exists x¯ such that Û(x¯) ≥M. Then, recalling that ‖Û ′‖∞ ≤ 2, we have Û(x) ≥M −2
for all x. Using that ‖U¯‖∞ ≤ 1 we get Û(x) + U¯(x) ≥M − 3. Then,
1 =
∫
T
e(U¯+Û)/ε
2
dx ≥
∫
T
e(M−3)/ε
2
dx = e(M−3)/ε
2 ⇒M ≤ 3.
On the other hand, if there exists x¯ such that Û(x¯) ≤ −M, then an analogous argument gives
1 =
∫
T
e(U¯+Û)/ε
2
dx ≤
∫
T
e−(M−3)/ε
2
dx = e−(M−3)/ε
2 ⇒M ≤ 3.
Hence we have that ‖Û‖∞ ≤ 3. Finally, to estimate Û ′′ we differentiate the equation
Û ′′ =
(
e(U¯+Û)/ε
2 − 1
)
,
recall that ‖U¯ ′‖∞ ≤ 1, ‖Û ′‖∞ ≤ 2, and
∫
T
e(U¯+Û)/ε
2
= 1, to obtain∫
T
|Û ′′′| =
∫
T
∣∣∣e(U¯+Û)/ε2( U¯ ′ + Û ′
ε2
)∣∣∣ ≤ ‖U¯ ′‖∞ + ‖Û ′‖∞
ε2
∫
T
e(U¯+Û)/ε
2 ≤ 3
ε2
,
so, by Lemma 2.1 again, we get
‖Û ′′‖∞ ≤
∫
T
|Û ′′′| ≤ 3
ε2
,
as desired.
To prove the weak-strong stability result for (VPME)ε,2, following the strategy used in [15] for
the classical Vlasol-Poisson system, we will represent solutions in Lagrangian variables instead
of using the Eulerian formulation. In this setting, the phase space is T × R and particles in
the phase-space are represented by Z = (X,V ), where the random variables X : [0, 1] → T
and V : [0, 1] → R are maps from the probability space ([0, 1], ds) to the physical space. The
idea is that elements in [0, 1] do not have any physical meaning but they just label the particles
{(X(s), V (s))}s∈[0,1] ⊂ T×R.
We mention that this “probabilistic” point of view was already introduced for ODEs by
Ambrosio in his study of linear transport equations [1] and generalized later by Figalli to the
case of SDEs [5].
To any random variable as above, one associates the mass distribution of particles in the
phase space as follows:2
F(x, v) dx dv = (X,V )#ds,
that is F is the law of (X,V ). So, instead of looking for the evolution of F , we rather let
Zt := (Xt, Vt) evolve accordingly to the following Lagrangian system (recall that, to simplify the
notation, we are omitting the subscript ε)
(V PME)L,2 :=

X˙t = Vt,
V˙t = E¯(Xt) + Ê(Xt),
E¯ = −U¯ ′, Ê = −Û ′,
U¯ ′′ = 1− ρ,
Û ′′ = e(U¯+Û)/ε2 − 1,
ρ(t) = (Xt)#ds.
(2.5)
2Note that the law of (X,V ) may not be absolutely continuous, we just wrote the formula to explain the
heuristic.
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(Such a formulation is rather intuitive if one thinks of the evolution of finitely many particles.)
Notice that the fact that ρ(t) is the law of Xt is a consequence of the fact that F is the law of
Zt.
As initial condition we impose that at time zero Zt is distributed accordingly to F0, that is
(Z0)#ds = F0(x, v) dx dv.
We recall the following characterization of the 1-Wasserstein distance, used also by Hauray in
[15]:
W1(µ, ν) = min
X#ds=µ, Y#ds=ν
∫ 1
0
|X(s)− Y (s)| ds.
Hence, if F1,F2 are two solutions of (VPME)ε,2, in order to control W1(F1(t),F2(t)), it is
sufficient to do the following: choose Z10 and Z
2
0 such that
(Zi0)#ds = df
i(0, x, v), i = 1, 2
and
W1(f
1(0), f2(0)) =
∫ 1
0
|Z10 (s)− Z20 (s)| ds,
and prove a bound on
∫ 1
0 |Z1t (s)−Z2t (s)| ds for t ≥ 0. In this way we automatically get a control
on
W1(F1(t),F2(t)) ≤
∫ 1
0
|Z1t (s)− Z2t (s)| ds.
So, our goal is to estimate
∫ 1
0 |Z1t (s)− Z2t (s)| ds. For this, as in [15] we consider
d
dt
∫ 1
0
|Z1t (s)− Z2t (s)| ds.
Using (2.5), this is bounded by∫ 1
0
|V 1t (s)− V 2t (s)| ds +
∫ 1
0
|E1t (X1t )− E2t (X2t )| ds
≤
∫ 1
0
|Z1t (s)− Z2t (s)| ds +
∫ 1
0
|E¯1t (X1t )− E¯2t (X2t )| ds +
∫ 1
0
|Ê1t (X1t )− Ê2t (X2t )| ds
≤
∫ 1
0
|Z1t (s)− Z2t (s)| ds + 8‖̺1(t)‖∞
∫ 1
0
|Z1t (s)− Z2t (s)| ds
+
∫ 1
0
|Ê1t (X1t )− Ê2t (X1t )| ds+
∫ 1
0
|Ê2t (X1t )− Ê2t (X2t )| ds,
where we split E1t and E2t as a sum of E¯1t + Ê1t and E¯2t + Ê2t , and we applied the estimate in [15,
Proof of Theorem 1.8] to control ∫ 1
0
|E¯1t (X1t )− E¯2t (X2t )| ds
by
8‖̺1(t)‖∞
∫ 1
0
|Z1t (s)− Z2t (s)| ds.
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To estimate the last two terms, we argue as follows: for the second one we recall that Ê2t is
(3/ε2)-Lipschitz (see Lemma 2.2), hence∫ 1
0
|Ê2t (X1t )− Ê2t (X2t )| ds ≤
3
ε2
∫ 1
0
|X1t −X2t | ds ≤
3
ε2
∫ 1
0
|Z1t − Z2t | ds.
For the first term, we first observe the following fact: recalling (2.1) and that W is 1-Lipschitz,
we have
|U¯1t − U¯2t |(x) =
∣∣∣∣∫ 1
0
W (x−X1t )−W (x−X2t ) ds
∣∣∣∣
≤
∫ 1
0
|X1t −X2t | ds ≤
∫ 1
0
|Z1t − Z2t | ds
(2.6)
for all x. Now we want to estimate Ê1t − Ê2t in L2: for this we start from the equation
(Û1t )′′ − (Û2t )′′ = e(U¯
1
t +Û
1
t )/ε
2 − e(U¯2t +Û2t )/ε2 .
Multiplying by Û1t − Û2t and integrating by parts, we get
0 =
∫
T
(
(Û1t )′ − (Û2t )′
)2
dx+
∫
T
[
e(U¯
1
t +Û
1
t )/ε
2 − e(U¯2t +Û2t )/ε2
]
[Û1t − Û2t ] dx
=
∫
T
(
(Û1t )′ − (Û2t )′
)2
dx+
∫
T
[
e(U¯
1
t +Û
1
t )/ε
2 − e(U¯1t +Û2t )/ε2
]
[Û1t − Û2t ] dx
+
∫
T
[
e(U¯
1
t +Û
2
t )/ε
2 − e(U¯2t +Û2t )/ε2
]
[Û1t − Û2t ] dx.
For the second term we observe that, by the Fundamental Theorem of Calculus,
e(U¯
1
t +Û
1
t )/ε
2 − e(U¯1t +Û2t )/ε2 = 1
ε2
(∫ 1
0
e[U¯
1
t +λÛ
1
t +(1−λ)Û
2
t ]/ε
2
dλ
)
[Û1t − Û2t ].
Hence, ∫
T
[
e(U¯
1
t +Û
1
t )/ε
2 − e(U¯1t +Û2t )/ε2
]
[Û1t − Û2t ] dx
=
∫
T
1
ε2
(∫ 1
0
e[U¯
1
t +λÛ
1
t +(1−λ)Û
2
t ]/ε
2
dλ
)
(Û1t − Û2t )2dx
≥ 1
ε2
e−5/ε
2
∫
T
(Û1t − Û2t )2dx
where we used that U¯ and Û are bounded by 1 and 4, respectively.
For the third term, we simply estimate
|e(U¯1t +Û2t )/ε2 − e(U¯2t +Û2t )/ε2 | ≤ 1
ε2
e5/ε
2 |U¯1t − U¯2t |,
hence, combining all together,∫
T
(
(Û1t )′ − (Û2t )′
)2
dx+ e−5/ε
2
∫
T
(Û1t − Û2t )2dx
≤ 1
ε2
e5/ε
2
∫
T
|U¯1t − U¯2t | |Û1t − Û2t | dx
≤ 1
ε2
e5/ε
2
δ
∫
T
|Û1t − Û2t |2 dx+
1
ε2
e5/ε
2
δ
∫
T
|U¯1t − U¯2t |2 dx.
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Thus, choosing δ := ε2e−10/ε
2
, we finally obtain∫
T
(
(Û1t )′ − (Û2t )′
)2
dx ≤ 1
ε4
e15/ε
2
∫
T
|U¯1t − U¯2t |2 dx
Observing now that (Û it )′ = −Ê1t and recalling (2.6), we obtain√∫
T
(
Ê1t − Ê2t
)2
dx ≤ 1
ε2
e15/(2ε
2)
∫ 1
0
|Z1t − Z2t | ds. (2.7)
Thanks to this estimate, we conclude that∫ 1
0
|Ê1t (X1t )− Ê2t (X1t )| ds =
∫
T
|Ê1t (x)− Ê2t (x)| ̺1(t, x) dx
≤ ‖̺1(t)‖∞
∫
T
|Ê1t − Ê2t | dx
≤ ‖̺1(t)‖∞
√∫
T
|Ê1t − Ê2t |2 dx
≤ 1
ε2
e15/(2ε
2)‖̺1(t)‖∞
∫ 1
0
|Z1t − Z2t | ds.
Hence, combining all together we proved that
d
dt
∫ 1
0
|Z1t − Z2t | ds ≤
(
1 + 8‖̺1(t)‖∞ + 3
ε2
+
1
ε2
e15/(2ε
2)‖̺1(t)‖∞
)∫ 1
0
|Z1t − Z2t | ds,
so that, by Gronwall inequality,∫ 1
0
|Z1t − Z2t | ds ≤ e(1+3/ε
2)t+(8+ 1
ε2
e15/(2ε
2))
∫ t
0
‖̺1(τ)‖∞ dτ
∫ 1
0
|Z10 − Z20 | ds,
which implies (recalling the discussion at the beginning of this computation)
W1(F1(t),F2(t)) ≤ e(1+3/ε
2)t+(8+ 1
ε2
e15/(2ε
2))
∫ t
0
‖̺1(τ)‖∞ dτW1(F1(0),F2(0)). (2.8)
This proves the desired weak-strong stability for the rescaled system.
2.3 Back to the original system and conclusion of the proof
To obtain the weak-strong stability estimate for our original system, we simply use (2.8) together
with the definition of W1. More precisely, given two densities f1(x, v) and f2(x, v), consider
Fi(x, v) := 1
ε
fi(x, v/ε), i = 1, 2.
Then
W1(F1,F2) = sup
‖ϕ‖Lip≤1
∫
ϕ(x, v)[F1(x, v) −F2(x, v)] dx dv
= sup
‖ϕ‖Lip≤1
∫
ϕ(x, v)
1
ε
[f1(x, v/ε) − f2(x, v/ε)] dx dv
= sup
‖ϕ‖Lip≤1
∫
ϕ(x, εw)[f1(x,w) − f2(x,w)] dx dw.
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We now observe that if ϕ is 1-Lipschitz so is ϕ(x, εw) for ε ≤ 1, hence
sup
‖ϕ‖Lip≤1
∫
ϕ(x, εw)[f1(x,w)− f2(x,w)] dx dw
≤ sup
‖ψ‖Lip≤1
∫
ψ(x,w)[f1(x,w) − f2(x,w)] dx dw = W1(f1, f2).
Reciprocally, given any 1-Lipschitz function ψ(x,w), the function ϕ(x,w) := εψ(x,w/ε) is still
1-Lipschitz, hence
W1(f1, f2) = sup
‖ψ‖Lip≤1
∫
ψ(x,w)[f1(x,w) − f2(x,w)] dx dw
≤ sup
‖ϕ‖Lip≤1
∫
1
ε
ϕ(x, εw)[f1(x,w) − f2(x,w)] dx dw = 1
ε
W1(F1,F2).
Hence, in conclusion, we have
εW1(f1, f2) ≤W1(F1,F2) ≤W1(f1, f2).
In particular, when applied to solutions of (VPME), we deduce that
εW1(f1(εt), f2(εt)) ≤W1(F1(t),F2(t)) ≤W1(f1(εt), f2(εt)). (2.9)
Observing that ∫ t
0
‖̺1(τ)‖∞ dτ =
∫ t
0
‖ρ1(ετ)‖∞ dτ = 1
ε
∫ εt
0
‖ρ1(τ)‖∞ dτ,
(2.9) together with (2.8) gives
W1(f
1(t), f2(t)) ≤ 1
ε
e
1
ε
[
(1+3/ε2)t+(8+ 1
ε2
e15/(2ε
2))
∫ t
0
‖ρ1(τ)‖∞ dτ
]
W1(f
1(0), f2(0)),
which concludes the proof of Theorem 1.9.
Remark 2.3. Notice that, if we were working with the classical Vlasov-Poisson system, the
stability estimate would have simply been
W1(F1(t),F2(t)) ≤ et+8
∫ t
0
‖̺1(τ)‖∞ dτW1(F1(0),F2(0)),
(compare with [15]), so in terms of f
W1(f
1(t), f2(t)) ≤ 1
ε
e
1
ε [t+8
∫ t
0 ‖ρ
1(τ)‖∞ dτ ]W1(f
1(0), f2(0)),
3 Proof of Theorem 1.1
In this section, we prove the existence of global weak solutions in P1(T × R) for the (VPME)
system. Without loss of generality we prove the existence of solutions when ε = 1 (that is, for
(1.1)).
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To prove existence of weak solutions we follow [15, Proposition 1.2 and Theorem 1.7]. For
this, we take a random variable (X0, V0) : [0, 1] → T×R whose law is f0, that is (X0, V0)#ds = f0,
and we solve
(V PME)L,2 :=

X˙t = Vt,
V˙t = E¯(Xt) + Ê(Xt),
E¯ = −U¯ ′, Ê = −Û ′,
U¯ ′′ = 1− ρ,
Û ′′ = e(U¯+Û) − 1,
ρ(t) = (Xt)#ds.
(3.1)
Indeed, once we have (Xt, Vt), ft := (Xt, Vt)#ds will be a solution to (1.1). We split the argu-
ment in several steps.
Step 1: Solution of the N particle system (compare with [15, Proof of Proposition 1.2]). We
start from the N particle systems of ODEs, i = 1, . . . , N ,
X˙it = V
i
t ,
V˙ it = E¯(X
i
t) + Ê(X
i
t),
E¯ = −U¯ ′, Ê = −Û ′,
U¯ ′′ = 1N
∑N
i=1 δXi − 1,
Û ′′ = eU¯+Û − 1,
Because the electric field E¯(Xi) = − 1N
∑
j 6=iW
′(Xi −Xj) is singular when Xi = Xj for some
i 6= j, to prove existence we want to rewrite the above system as a differential inclusion
Z˙N (t) ∈ BN (ZN (t)),
where BN is a multivalued map from R2N into the set of parts of R2N . For this, we write
Z˙N (t) ∈ BN(ZN (t)) ⇔ X˙i = V i, V˙ i ∈ 1
N
N∑
j=1
Fij
where
Fij = −Fji = −W ′(Xi −Xj) + Ê(Xi) when Xi 6= Xj ,
Fij = −Fji ∈ [Ê(Xi)− 1/2, Ê(Xi) + 1/2] when Xi = Xj .
As in [15], this equation is solved by Filippov’s Theorem (see [6]) which provides existence of a
solution, and as shown in [15, Step 2 of proof of Proposition 1.2] the solution of the differential
inclusion is a solution to the N particle problem.
Step 2: Approximation argument. To solve (V PME)L,2 we approximate f0 with a family of
empirical measures
fN0 :=
1
N
N∑
i=1
δ(xi,vi),
that we can assume to satisfy (thanks to (1.4))∫
|v| dfN0 (x, v) ≤ C ∀N, (3.2)
and we apply Step 1 to solve the ODE system and find solutions (XNt , V
N
t ) ∈ T × R of
(V PME)L,2 starting from an initial condition (X
N
0 , V
N
0 ) whose law is f
N
0 .
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Next, we notice that in [15, Step 2, Proof of Theorem 1.7] the only property on the vector
field used in the proof is the fact that Fij are bounded by 1/2, and it is used to show that
sup
u,s∈[0,t]
|ZN (u)− ZN (u)|
|s− u| ≤ |V
N
0 |+
1
2
(1 + t),
which, combined with (3.2), is enough to ensure tightness (see [15, Step 2, Proof of Theorem
1.7] for more details). Since in our case the Fij are also bounded (as we are simply adding a
bounded term Ê), we deduce that for some C > 0,
sup
u,s∈[0,t]
|ZN (u)− ZN (u)|
|s− u| ≤ |V
N
0 |+ C(1 + t),
so the sequence ZN := (XN , V N ) is still tight and (up to a subsequence) converge to a process
Z = (X,V ): it holds ∫ 1
0
sup
t∈[0,T ]
∣∣ZNt (s)− Zt(s)∣∣ ds→ 0 as N →∞ (3.3)
for any T > 0.
Step 3: Characterization of the limit process. We now want to prove that the limit process
Zt = (Xt, Vt) is a solution of (V PME)L,2.
Let us denote by E¯N and ÊN the electric fields associated to the solution (XN , V N ). Recall
that (XN , V N ) solve
X˙N = V N , V˙ N = E¯N (XN ) + ÊN (XN ),
or equivalently
XNt =
∫ t
0
V Nτ dτ, V
N
t =
∫ t
0
E¯Nτ (X
N
τ ) + Ê
N
τ (X
N
τ ) dτ.
In [15, Step 3, Proof of Theorem 1.7], using (3.3), it is proved that∫ t
0
E¯Nτ (X
N
τ )→
∫ t
0
E¯τ (Xτ ) in L
1([0, 1], ds),
so, to ensure that (X,V ) solves
Xt =
∫ t
0
Vτ dτ, Vt =
∫ t
0
E¯τ (Xτ ) + Êτ (Xτ ) dτ,
it suffices to show that, for any τ ≥ 0,∫ 1
0
|ÊNτ (XNτ (s))− Êτ (Xτ (s))| ds→ 0 as N →∞.
To show this we see that∫ 1
0
|ÊNτ (XNτ (s))− Êτ (Xτ (s))| ds ≤
∫ 1
0
|ÊNτ (XNτ (s))− Êτ (XNτ (s))| ds
+
∫ 1
0
|Êτ (XNτ (s))− Êτ (Xτ (s))| ds
=: I1 + I2
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For I2 we use that Êτ is M -Lipschitz (recall Lemma 2.2) to estimate
I2 ≤M
∫ 1
0
|XNτ (s)−Xτ (s)| ds
that goes to 0 thanks to (3.3).
For I1, we notice that the Cauchy-Schwarz inequality, (2.7), and (3.3) imply that, as N →∞,∫
T
|ÊNτ (x)− Êτ (x)| dx ≤
√∫
T
|ÊNτ (x)− Êτ (x)|2 dx
≤ C¯
∫ 1
0
|ZNτ (s)− Zτ (s)| ds→ 0.
Hence, we know that ÊNτ converge to Êτ in L
1(T). We now recall that {ÊNτ }N≥1 are M -
Lipschitz, which implies by Ascoli-Arzelà that, up to subsequences, they converge uniformly to
some limit, but by uniqueness of the limit they have to converge uniformly to Êτ . Thanks to
this fact we finally obtain
I1 ≤ sup
x∈T
|ÊNτ (x)− Êτ (x)| → 0,
which concludes the proof.
4 Proofs of Theorems 1.3 and 1.4
Our aim is now to prove Theorems 1.3 and 1.4. The principle is first to adapt some results from
[9] for the (VPME) system in terms of the W1 distance, which allows us to settle the case where
hε,0 = 0. In a second time, we apply the stability estimate of Theorem 1.9.
4.1 The fluid point of view and convergence for uniformly analytic initial
data
We describe in this section the approach introduced by Grenier in [9] for the study of the
quasineutral limit for the classical Vlasov-Poisson system. As we shall see, this can be adapted
without difficulty to (VPME)ε.
We assume that, for all ε ∈ (0, 1), g0,ε(x, v) is a continuous function; following Grenier [9],
we write each initial condition as a “superposition of Dirac masses in velocity”:
g0,ε(x, v) =
∫
M
ρθ0,ε(x)δv=vθ0,ε(x)
dµ(θ)
with M := R, dµ(θ) = 1π dθ1+θ2 ,
ρθ0,ε = π(1 + θ
2)g0,ε(x, θ), v
θ
0,ε = θ.
This leads to the study of the behavior as ε → 0 for solutions to the multi-fluid pressureless
Euler-Poisson system 
∂tρ
θ
ε + ∂x(ρ
θ
εv
θ
ε) = 0,
∂tv
θ
ε + v
θ
ε∂xv
θ
ε = Eε,
Eε = −U ′ε,
ε2U ′′ε = e
Uε − ∫M ρθε dµ(θ),
ρθε|t=0 = ρθ0,ε, vθε |t=0 = vθ0,ε.
(4.1)
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One then checks that defining
gε(t, x, v) =
∫
M
ρθε(t, x)δv=vθε (t,x) dµ(θ)
gives a weak solution to (1.2) (as an application of Theorem 1.9 and of the subsequent estimates,
this is actually the unique weak solution to (1.2) with initial datum g0,ε).
The formal limit system, which is associated to the kinetic isothermal Euler system, is the
following multi fluid isothermal Euler system:
∂tρ
θ + ∂x(ρ
θvθ) = 0,
∂tv
θ + vθ∂xv
θ = E,
E = −U ′,
U = log
(∫
M ρ
θ dµ(θ)
)
,
ρθ|t=0 = ρθ0, vθ|t=0 = vθ0 ,
(4.2)
where the ρθ0 are defined as the limits of ρ
θ
0,ε (which are thus supposed to exist) and v
θ
0 = θ.
As before, one checks that defining
g(t, x, v) =
∫
M
ρθ(t, x)δv=vθ(t,x) dµ(θ)
gives a weak solution to the kinetic Euler isothermal system.
Recalling the analytic norms used by Grenier in [9] (see Definition 1.2), we can adapt the
results of [9, Theorems 1.1.2, 1.1.3 and Remark 1 p. 369] to get the following proposition.
Proposition 4.1. Assume that there exist δ0, C, η > 0, with η small enough, such that
sup
ε∈(0,1)
sup
v∈R
(1 + v2)‖g0,ε(·, v)‖Bδ0 ≤ C,
and that
sup
ε∈(0,1)
∥∥∥∥∫
R
g0,ε(·, v) dv − 1
∥∥∥∥
Bδ0
< η.
Denote for all θ ∈ R,
ρθ0,ε = π(1 + θ
2)g0,ε(x, θ), v
θ
0,ε = v
θ = θ.
Assume that for all θ ∈ R, ρθ0,ε has a limit in the sense of distributions and denote
ρθ0 = lim
ε→0
ρθ0,ε.
Then there exist δ1 > 0 and T > 0 such that:
• for all ε ∈ (0, 1), there is a unique solution (ρθε, vθε)θ∈M of (4.1) with initial data (ρθ0,ε, vθ0,ε)θ∈M ,
such that ρθε, v
θ
ε ∈ C([0, T ];Bδ1) for all θ ∈M and ε ∈ (0, 1), with bounds that are uniform
in ε;
• there is a unique solution (ρθ, vθ)θ∈M of (4.2) with initial data (ρθ0, vθ0)θ∈M , such that
ρθ, vθ ∈ C([0, T ];Bδ1) for all θ ∈M ;
• for all s ∈ N, we have
sup
θ∈M
sup
t∈[0,T ]
[
‖ρθε − ρθ‖Hs(T) + ‖vθε − vθ‖Hs(T)
]
→ε→0 0. (4.3)
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Remark that analyticity is actually needed only in the position variable, and not in the
velocity variable. This allows us, for instance, to consider initial data which are compactly
supported in velocity.
We shall not give a complete proof of this result (which is of Cauchy-Kovalevski type), since
it is very close to the one given by Grenier in [9] for the classical Vlasov-Poisson system, but we
just emphasize the main differences.
First of all we begin by noticing that one difficulty in the classical case comes from the fact
the one can not directly use the Poisson equation
−ε2U ′′ε = ρε − 1
if one wants some useful uniform analytic estimates for the electric field. Because of this issue, a
combination of the Vlasov and Poisson equation is used in [9], which allows one to get a kind of
wave equation solved by Uε. This shows in particular that the electric field has a highly oscillatory
behavior in time (the fast oscillations in time correspond to the so-called plasma waves) which
have to be filtered in order to obtain convergence. For this reason, Grenier needs to introduce
some correctors in order to get convergence of the velocity fields (these oscillations and correctors
vanish only if the initial conditions are well-prepared, i.e. verify some compatibility conditions).
For the (VPME) system, that is when one adds the exponential term in the Poisson equation,
such a problem does not occur. To explain this, consider first the linearized Poisson equation
−ε2U ′′ε + Uε =
∫
M
ρθε dµ(θ)− 1
and observe that this equation is appropriate to get uniform analytic estimates. Indeed, writing
Uε = (Id− ε2∂xx)−1
(∫
M
ρθε dµ(θ)− 1
)
,
this shows that if ρε is analytic then also Uε (and so Eε) is analytic, which implies that there are
no fast oscillations in time, contrary to the classical case. In particular, our convergence result
holds without the need of adding any correctors.
A second difference concerns the existence of analytic solutions on an interval of time [0, T ] in-
dependent of ε: the construction of Grenier of analytic solutions is based on a Cauchy-Kovalevski
type proof based on an iteration procedure in a scale of Banach spaces (see [9, Section 2.1]).
Most of the estimates used to prove that such iteration converge use the Fourier transform, that
is unavailable in our case since the Poisson equation
−ε2U ′′ε + eUε =
∫
M
ρθε dµ(θ)
is nonlinear. However, since we deal with analytic functions, we can express everything in power
series to use the Fourier transform and obtain some a priori estimates in the analytic norm.
Furthermore, one can write the Poisson equation as
−ε2U ′′ε + Uε =
∫
M
ρθε dµ(θ)− 1− (eUε − Uε − 1)
and rely on the fact that the “error term” (eUε − Uε − 1) is quadratic in Uε (which is expected
to be small in the regime where supε∈(0,1)
∥∥∫
M ρ
θ
ε dµ(θ)− 1
∥∥
Bδ0
≪ 1), and thus can be handled
in the approximation scheme used in [9].
We deduce the next corollary.
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Corollary 4.2. With the same assumptions and notation as in Proposition 4.1, we have
sup
t∈[0,T ]
W1(gε(t), g(t)) →ε→0 0, (4.4)
where
gε(t, x, v) =
∫
M
ρθε(t, x)δv=vθε (t,x) dµ(θ), g(t, x, v) =
∫
M
ρθ(t, x)δv=vθ (t,x) dµ(θ). (4.5)
Proof. The convergence (4.4) follows from (4.3), and the Sobolev embedding theorem. We have
indeed for all t ∈ [0, T ]:
W1(gε(t), g(t)) = sup
‖ϕ‖Lip≤1
〈gε − g, ϕ〉
= sup
‖ϕ‖Lip≤1
{∫
T
∫
M
(ρθε(t, x)ϕ(x, v
θ
ε (t, x)) − ρθ(t, x)ϕ(x, vθ(t, x))) dµ(θ) dx
}
= sup
‖ϕ‖Lip≤1
{∫
T
∫
M
ρθε(t, x)(ϕ(x, v
θ
ε (t, x)) − ϕ(x, vθ(t, x)) dµ(θ) dx
}
+ sup
‖ϕ‖Lip≤1
{∫
T
∫
M
(ρθε(t, x)− ρθ(t, x))ϕ(x, vθ(t, x)) dµ(θ) dx
}
.
Thus, we deduce the estimate
W1(gε(t), g(t)) ≤ sup
‖ϕ‖Lip≤1
sup
ε∈(0,1), θ∈M
‖ρθε‖∞‖ϕ‖Lip
∫
M
‖vθε(t, x)− vθ(t, x)‖∞ dµ(θ)
+ sup
‖ϕ‖Lip≤1
∫
M
‖ρθε − ρθ‖∞ dµ(θ)‖ϕ‖Lip
(
1/2 + sup
θ∈M
‖vθ(t, x)‖∞
)
+ sup
‖ϕ‖Lip≤1
{∫
T×R
∫
M
(ρθε(t, x)− ρθ(t, x))ϕ(0, 0) dµ(θ) dx
}
.
We notice that the last term is equal to 0 since for all t ≥ 0,∫
T
∫
M
ρθε(t, x) dµ(θ) dx =
∫
T
∫
M
ρθε(t, x) dµ(θ) dx = 1,
by conservation of the total mass. After taking the supremum in time, we also see that the other
two terms converge to 0, using the L∞ convergence of (ρθε, v
θ
ε) to (ρ
θ
0, v
θ
0). This concludes the
proof.
This approach is also relevant for singular initial data such as the sum of Dirac masses in
velocity:
g0,ε(x, v) =
N∑
i=1
ρi0,ε(x)δv=vi0,ε(x)
.
and we have a similar theorem assuming that (ρi0,ε, v
i
0,ε) is uniformly analytic.
In this caseM = {1, · · · , N} and dµ is the counting measure. This leads to the study of the
behavior as ε→ 0 of the system (for i ∈ {1, · · · , N})
∂tρ
i
ε + ∂x(ρ
i
εv
i
ε) = 0,
∂tv
i
ε + v
i
ε∂xv
i
ε = Eε,
Eε = −U ′ε,
ε2U ′′ε = e
Uε −
(∑N
i=1 ρ
i
ε
)
,
ρiε|t=0 = ρi0,ε, viε|t=0 = vi0,ε.
(4.6)
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and the formal limit is the following multi fluid isothermal system
∂tρ
i + ∂x(ρ
ivi) = 0,
∂tv
i + vi∂xv
i = E,
E = −U ′,
U = log
(∑N
i=1 ρ
i
)
,
ρi|t=0 = ρi0, vi|t=0 = vi0.
(4.7)
As before, adapting the arguments in [9], we obtain the following proposition and its corollary.
Proposition 4.3. Assume that there exist δ0, C, η > 0, with η small enough, such that
sup
ε∈(0,1)
sup
i∈{1,··· ,N}
‖ρi0,ε‖Bδ0 + ‖v
i
0,ε‖Bδ0 ≤ C,
and that
sup
ε∈(0,1)
∥∥∥∥∥
N∑
i=1
ρi0,ε − 1
∥∥∥∥∥
Bδ0
< η.
Assume that for all i = 1, · · · , N , ρi0,ε, vi0,ε admit a limit in the sense of distributions and denote
ρi0 = lim
ε→0
ρi0,ε, v
i
0 = lim
ε→0
vi0,ε.
Then there exist δ1 > 0 and T > 0 such that:
• for all ε ∈ (0, 1), there is a unique solution (ρiε, viε)i∈{1,··· ,N} of (4.6) with initial data
(ρi0,ε, v
i
0,ε)i∈{1,··· ,N}, such that ρ
i
ε, v
i
ε ∈ C([0, T ];Bδ1) for all i ∈ {1, · · · , N} and ε ∈ (0, 1),
with bounds that are uniform in ε;
• there is a unique solution (ρi, vi)i∈{1,··· ,N} of (4.7) with initial data (ρi0, vi0)i∈{1,··· ,N}, such
that ρi, vi ∈ C([0, T ];Bδ1) for all i ∈ {1, · · · , N};
• for all s ∈ N, we have
sup
i∈{1,··· ,N}
sup
t∈[0,T ]
[‖ρiε − ρi‖Hs(T) + ‖viε − vi‖Hs(T)]→ε→0 0.
Corollary 4.4. With the same assumptions and notation as in the Proposition 4.3, for all
t ∈ [0, T ] we have
W1(gε(t), g(t)) →ε→0 0, (4.8)
where
gε(t, x, v) =
∑
i∈{1,··· ,N}
ρiε(t, x)δv=viε(t,x), g(t, x, v) =
∑
i∈{1,··· ,N}
ρi(t, x)δv=vi(t,x). (4.9)
4.2 End of the proof of Theorem 1.3 and Theorem 1.4
We are now in position to conclude. Let (fε) a sequence of global weak solutions to (1.2) with
initial conditions (f0,ε) (obtained thanks to Theorem 1.1).
We denote by (gε) the sequence of weak solutions to (1.2) with initial conditions (g0,ε),
defined by (4.5) for the case of Theorem 1.3 and (4.9) for the case of Theorem 1.4. Using the
triangle inequality, we have
W1(fε(t), g(t)) ≤W1(fε(t), gε(t)) +W1(gε(t), g(t)),
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where g is defined by (4.5) for the case of Theorem 1.3 and (4.9) for the case of Theorem 1.4.
For the first term, we use Theorem 1.9 to get
W1(fε(t), gε(t)) ≤W1(g0,ε + h0,ε, g0,ε)1
ε
e
1
ε
[
(1+3/ε2)t+(8+ 1
ε2
e15/(2ε
2))
∫ t
0 ‖ρε(τ)‖∞ dτ
]
= W1(h0,ε, 0)
1
ε
e
1
ε
[
(1+3/ε2)t+(8+ 1
ε2
e15/(2ε
2))
∫ t
0 ‖ρε(τ)‖∞ dτ
]
,
where ρε is here the local density associated to gε. By Proposition 4.1 (for the case of Theorem
1.3) and Proposition 4.3 (for the case of Theorem 1.4), there exists C0 > 0 such that for all
ε ∈ (0, 1),
sup
τ∈[0,T ]
‖ρε(τ)‖∞ ≤ C0.
Consequently, we observe that taking
ϕ(ε) =
1
ε
exp
(
λ
ε3
exp
15
2ε2
)
,
with λ < 0, we have, by assumption on h0,ε (take a smaller T if necessary) that
sup
t∈[0,T ]
W1(fε(t), gε(t))→ε→0 0.
We also get that W1(gε(t), g(t)) converges to 0, applying Corollary 4.2 for the case of Theorem
1.3, and Corollary 4.4 for the case of Theorem 1.4.
This concludes the proofs of Theorems 1.3 and 1.4.
5 Proof of Proposition 1.6
We now discuss a non-derivation result which was first stated by Grenier in the note [10], and
then studied in more details by the first author and Hauray in [14] (the latter was stated for a
general class of homogeneous data, i.e., independent of the position). In [14] such results are
given either for the classical Vlasov-Poisson system or for the linearized (VPME) system, but
the proofs can be adapted to (VPME).
We first recall two definitions from [14].
Definition 5.1. We say that a homogeneous profile µ(v) with
∫
µdv = 1 satisfies the Penrose
instability criterion if there exists a local minimum point v¯ of µ such that the following inequality
holds: ∫
R
µ(v)− µ(v¯)
(v − v¯)2 dv > 1. (5.1)
If the local minimum is flat, i.e., is reached on an interval [v¯1, v¯2], then (5.1) has to be satisfied
for all v¯ ∈ [v¯1, v¯2].
Definition 5.2. We say that a positive and C1 profile µ(v) satisfies the δ-condition3 if
sup
v∈R
|µ′(v)|
(1 + |v|)µ(v) < +∞. (5.2)
We can now state the theorem taken from [14].
3The appellation is taken from [14].
23
Theorem 5.3. Let µ(v) be a smooth profile satisfying the Penrose instability criterion. Assume
that µ is positive and satisfies the δ-condition4. For any N > 0 and s > 0, there exists a sequence
of non-negative initial data (f0,ε) such that
‖fε,0 − µ‖W s,1x,v ≤ ε
N ,
and denoting by (fε) the sequence of solutions to (1.2) with initial data (f0,ε), the following holds:
1. L1 instability for the macroscopic observables: consider the density ρε :=
∫
fε dv
and the electric field Eε = −∂xUε. For all α ∈ [0, 1), we have
lim inf
ε→0
sup
t∈[0,εα]
‖ρε(t)− 1‖L1x > 0, lim infε→0 supt∈[0,εα]
ε ‖Eε‖L1x > 0. (5.3)
2. Full instability for the distribution function: for any r ∈ Z, we have
lim inf
ε→0
sup
t∈[0,εα]
‖fε(t)− µ‖W r,1x,v > 0. (5.4)
We deduce a proof of Proposition 1.6 from this result. Indeed, take a smooth µ satisfying
the assumptions of Theorem 5.3, and consider the sequence of initial conditions (f0,ε) given by
this theorem.
By the Sobolev imbedding theorem in dimension 1, the space W 2,1(T × R) is continuously
imbedded in the space W 1,∞(T × R) (i.e., bounded Lipschitz functions), hence there exists a
constant C > 0 such that, for all ε ∈ (0, 1),
W1(fε, µ) = sup
‖ϕ‖Lip≤1
〈fε − µ, ϕ〉
≥ sup
‖ϕ‖W2,1≤C
〈fε − µ, ϕ〉
= C‖fε − µ‖W−2,1 .
Therefore, by (5.4) with r = −2, we deduce that
lim inf
ε→0
sup
t∈[0,εα]
W1(fε, µ) > 0,
which proves the claimed result.
6 Proof of Proposition 1.7
As we already mentioned in the introduction, in the case of one single Dirac mass in velocity,
the situation is much more favorable. This was first shown by Brenier in [3] for the quasineutral
limit of the classical Vlasov-Poisson system, using the so-called relative entropy (or modulated
energy) method. It was then adapted by the first author in [12] for the quasineutral limit of
(VPME).
In this case, the expected limit is the Dirac mass in velocity
f(t, x, v) = ρ(t, x, v)δv=u(t,x)
4It is also possible to consider a non-negative µ but the relevant condition is rather involved, we refer to [14]
for details.
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which is a weak solution of (1.3) whenever (ρ, u) is a strong solution to the isothermal Euler
system 
∂tρ+ ∂x(ρu) = 0,
∂tu+ u∂xu+
∂xρ
ρ = 0,
ρ|t=0 = ρ0, v|t=0 = u0.
(6.1)
This is a hyperbolic and symmetric system, that admits local smooth solutions for smooth initial
data (in this section, smooth means Hs with s larger than 2). From [12] we deduce the following
stability result5.
Theorem 6.1. Let ρ0 > 0, u0 be some smooth initial conditions for (6.1), and ρ, u the associated
strong solutions of (6.1) defined on some interval of time [0, T ], where T > 0. Let fε be a non-
negative global weak solution of (1.2) such that fε ∈ L1∩L∞,
∫
fε dxdv = 1, and with uniformly
bounded energy, i.e., there exists A > 0, such that for all ε ∈ (0, 1),
Eε(t) := 1
2
∫
fε|v|2dv dx+
∫ (
eUε log eUε − eUε + 1) dx+ ε2
2
∫
|U ′ε|2dx ≤ A.
For all ε ∈ (0, 1), define the relative entropy
Hε(t) := 1
2
∫
fε|v − u|2dv dx+
∫ (
eUε log
(
eUε/ρ
)− eUε + ρ) dx+ ε2
2
∫
|U ′ε|2dx.
Then there exists C > 0 and a function Gε(t) satisfying ‖Gε‖L∞([0,T ]) ≤ Cε such that, for all
t ∈ [0, T ],
Hε(t) ≤ Hε(0) +Gε(t) + C
∫ t
0
‖∂xu‖L∞Hε(s)ds.
In particular, if Hε(0) →ε→0 0, then Hε(t)→ε→0 0 for all t ∈ [0, T ].
In addition, if there is C0 > 0 such that Hε(0) ≤ C0ε, then there is CT > 0 such that
Hε(t) ≤ CT ε for all t ∈ [0, T ] and ε ∈ (0, 1).
Notice that, by a convexity argument, one also deduces that ρε =
∫
fε dv ⇀ ρ (and e
Uε ⇀ ρ
as well) and jε =
∫
fεv dv ⇀ ρu in a weak-⋆ sense (see [12]).
We can actually deduce the following corollary, which is a precise version of Proposition 1.7.
Corollary 6.2. With the same assumptions and notation as in the previous theorem, the fol-
lowing convergence results hold:
1. If Hε(0) →ε→0 0, then
sup
t∈[0,T ]
W1(fε, ρ δv=u)→ε→0 0.
2. If Hε(0) ≤ C0ε, then there is C ′T > 0 such that, for all ε ∈ (0, 1),
sup
t∈[0,T ]
W1(fε, ρ δv=u) ≤ C ′T
√
ε.
Proof. Recall that we denote ρε =
∫
fε dv. Let ϕ such that ‖ϕ‖Lip ≤ 1 and compute
〈fε − ρ δv=u, ϕ〉 = 〈fε − ρε δv=u, ϕ〉+ 〈(ρε − ρ) δv=u, ϕ〉
=: A1 +A2.
5In [12], computations are done for the model posed on R3, but the same holds for the model set on T.
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Using the bound ‖ϕ‖Lip ≤ 1, the Cauchy-Schwarz inequality, the fact that fε is non-negative
and of total mass 1, and the definition of Hε(t), we have
|A1| =
∣∣∣∣∫
T×R
fε(t, x, v)(ϕ(t, x, v) − ϕ(t, x, u(t, x)) dvdx
∣∣∣∣
≤
∫
T×R
fε(t, x, v)|ϕ(t, x, v) − ϕ(t, x, u(t, x))| dvdx
≤
∫
T×R
fε(t, x, v)|v − u(t, x)| dvdx
≤
(∫
T×R
fε(t, x, v)|v − u(t, x)|2 dvdx
)1/2(∫
T×R
fε(t, x, v) dvdx
)1/2
≤
√
2
√
Hε(t).
Considering A2, we first have
A2 =
∫
T
(ρε(t, x)− ρ(t, x))ϕ(x, u(t, x)) dx
=
∫
T
(ρε(t, x)− ρ(t, x))
(
ϕ(x, u(t, x)) − ϕ(0, 0)) dx
since the total mass is preserved (and equal to 1). Furthermore, we use the Poisson equation
ρε = e
Uε − ε2U ′′ε ,
to rewrite A2 as
A2 =
∫
T
(eUε − ρ(t, x)) (ϕ(x, u(t, x)) − ϕ(0, 0)) dx
− ε2
∫
U ′′ε (ϕ(x, u(t, x)) − ϕ(0, 0)) dx
=: A12 +A
2
2.
Let us start with A22. By integration by parts, the Cauchy-Schwarz inequality, and the bound
‖ϕ‖Lip ≤ 1, we have
|A22| = ε2
∣∣∣∣∫
T
U ′ε[∂xϕ(x, u(t, x)) + ∂xu(t, x)∂vϕ(x, u(t, x))] dx
∣∣∣∣
≤ ε[1 + ‖∂xu‖∞]
(
ε2
∫
T
|U ′ε|2 dx
)1/2
≤ ε[1 + ‖∂xu‖∞]
√
Eε(t)
≤
√
A[1 + ‖∂xu‖∞]ε.
For A12, we shall use the classical inequality
(
√
y −√x)2 ≤ x log(x/y)− x+ y,
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for x, y > 0, and proceed as follows:
|A12| =
∣∣∣∣∫
T
(
eUε − ρ(t, x)) (ϕ(x, u(t, x)) − ϕ(0, 0)) dx∣∣∣∣
=
∣∣∣∣∫
T
(
e
1
2
Uε −
√
ρ(t, x)
)(
e
1
2
Uε +
√
ρ(t, x)
)
(ϕ(x, u(t, x)) − ϕ(0, 0)) dx
∣∣∣∣
≤
(∫
T
(
e
1
2
Uε −
√
ρ(t, x)
)2
|ϕ(x, u(t, x)) − ϕ(0, 0)| dx
)1/2
×
(∫
T
(
e
1
2
Uε +
√
ρ(t, x)
)2
|ϕ(x, u(t, x)) − ϕ(0, 0)| dx
)1/2
.
We have (∫
T
(
e
1
2
Uε −
√
ρ(t, x)
)2
|ϕ(x, u(t, x)) − ϕ(0, 0)| dx
)
≤ (1 + ‖u‖∞)
∫ (
eUε log
(
eUε/ρ
)− eUε + ρ) dx
≤ (1 + ‖u‖∞)Hε(t),
and likewise we obtain the rough bound(∫
T
(
e
1
2
Uε +
√
ρ(t, x)
)2
|ϕ(x, u(t, x)) − ϕ(0, 0)| dx
)
≤ 2
∫
T
(
e
1
2
Uε − 1
)2
|ϕ(x, u(t, x)) − ϕ(0, 0)| dx
+ 2
∫
T
(√
ρ(t, x) + 1
)2
|ϕ(x, u(t, x)) − ϕ(0, 0)| dx
≤ 2(1 + ‖u‖∞)
(
Eε(t) +
∫
T
(√
ρ(t, x) + 1
)2
dx
)
≤ 2(1 + ‖u‖∞)
(
A+
∫
T
(√
ρ(t, x) + 1
)2
dx
)
.
As a consequence, we get
|A22| ≤
√
2(1 + ‖u‖∞)
(
A+
∫
T
(√
ρ(t, x)− 1
)2
dx
)1/2√
Hε(t).
Gathering all pieces together, we have shown
〈fε − ρδv=u, ϕ〉
≤
√
2
[
1 + (1 + ‖u‖∞)
(
A+
∫
T
(√
ρ(t, x) + 1
)2
dx
)1/2]√
Hε(t) +
√
A[1 + ‖∂xu‖∞]ε,
which allows us to conclude the proof applying Theorem 6.1.
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