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A central challenge in the successful implementation of adiabatic quantum algorithms is to main-
tain the quantum adiabaticity during the entire evolution. However, the energy gap between the
ground and the excited states of interacting many-body systems often decreases quickly with the
number of qubits, and the quantum adiabaticity can be severely impaired. Despite numerous previ-
ous efforts, a practical method to preserve the quantum adiabaticity has yet to be developed. Here
we present a universal approach to enhancing the quantum adiabaticity via cavity or circuit QED.
By coupling an adiabatic quantum computer to an ancilla cavity, the coupled system can exhibit
a bistable regime with bifurcation points, where the time evolution becomes very slow. Utilizing
these generic nonlinear features, we show that the energy gap of the adiabatic quantum computer
can be positioned between the bifurcation points, which results in strongly-enhanced quantum adi-
abaticity. We then apply this method to a quantum two-level system, an Exact Cover problem, and
a transverse field Ising model. In contrast to previous works, this approach does not require the
spectral knowledge of the quantum system or the construction of unphysical interactions and can
be applied to a vast variety of adiabatic quantum processes.
I. INTRODUCTION
Adiabatic quantum computing is a powerful approach
to generating desired many-body states and has been in-
tensively studied for solving computationally-hard prob-
lems, such as the NP-complete problems and adiabatic
optimization [1–5]. In a typical adiabatic quantum algo-
rithm, the system Hamiltonian Hs is tuned slowly from
an initial Hamiltonian H0 to a target Hamiltonian HT
withHs(t) = [1−z(t)]H0+z(t)HT , where z(t) is a smooth
function of the time t with z(t) = 0 at t = 0 and z(t) = 1
at the final time T [6]. The system is initially prepared
in the ground state of H0, and the ground state of HT
encodes the solution to the classically-intractable prob-
lem. During the time evolution, the system remains in
the instantaneous ground state of Hs(t) and evolves adi-
abatically to reach the ground state of HT .
To implement an adiabatic quantum algorithm suc-
cessfully, the adiabatic criterion needs to be satisfied dur-
ing the evolution. A commonly-adopted form of the adi-
abatic criterion is |dHs(t)/dt| ≪ ∆2gp, where |dHs(t)/dt|
is the magnitude of the transition matrix elements of
dHs(t)/dt and ∆gp is the energy gap between the ground
and the excited states [7]. In an interacting many-body
system, the energy gap often decreases quickly with the
number of qubits, and the adiabatic criterion can be vi-
olated [8]. The breaking of the quantum adiabaticity
can induce diabatic transitions to the excited states with
the system not reaching the desired ground state. For
a quantum two-level system (TLS), the probability of
such transitions is given by the Landau-Zener (LZ) for-
mula [9, 10]. In dynamical quantum phase transitions,
such transitions have been widely studied in terms of the
Kibble-Zurek mechanism and the scaling laws [11–15].
A number of methods have been developed to preserve
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the quantum adiabaticity and reduce the transition to
the excited states. Some approaches aim at maintaining
a finite energy gap via inhomogeneous ramping or by di-
viding the evolution into short segment [16–21]. It was
also shown that the energy gap can be enlarged by engi-
neering the initial and the final Hamiltonian or by adding
an intermediate Hamiltonian [22–26]. Spectral gap am-
plification has been designed in adiabatic quantum algo-
rithms with frustration-free Hamiltonian [27]. In another
method, the second-order phase transition was exploited
to avoid exponentially-decreasing energy gap [28]. Other
methods improve the local adiabaticity in the gap re-
gion with time-dependent ramping, including the non-
linear power-law ramping, the local adiabatic approach,
and the optimal control approach [29–37]. Meanwhile,
geometric approaches that seek time-optimal path to the
desired state have been investigated [38, 39]. Recently, it
was shown that the desired ground state can be reached
by adding counter-diabatic interactions to eliminate the
transition to the excited states [40–44]. However, all
these approaches require either a priori knowledge of the
energy spectrum of the quantum system, which is hard to
obtain with classical methods, or the construction of un-
physical interactions, which are challenging to implement
in practical systems.
Here we present a universal approach that can strongly
enhance the quantum adiabaticity via cavity or circuit
quantum electrodynamics (QED), where an adiabatic
quantum computer is coupled to an ancilla cavity with
H0 as the coupling operator. The cavity serves as a knob
that controls the Hamiltonian of the adiabatic quantum
computer, but is also influenced by the state of the quan-
tum computer. With the intrinsic nonlinear features
of the operator average Xss = 〈H0〉 and its derivative
X ′ss, this coupled system can exhibit a bistable regime
with bifurcation points, where the time evolution is very
slow [45–48]. We show that the energy gap can be po-
sitioned between the bifurcation points so that the time
evolution in the gap region can be significantly slowed
2down. We then conduct numerical simulation of this ap-
proach on a quantum TLS, an Exact Cover (EC) prob-
lem, and a one-dimensional transverse field Ising model
(TFIM). Our numerical result shows that the quantum
adiabaticity can be strongly enhanced.
This approach is rooted in the generic properties of the
operator average Xss and its derivative X
′
ss in adiabatic
quantum computers. We find that Xss increases mono-
tonically but nonlinearly with the magnitude ofH0 in the
HamiltonianHs, and furthermore,X
′
ss reaches maximum
in the gap region. These properties ensure the existence
of a bistable regime with bifurcation points in this cou-
pled system and make it possible to position the energy
gap between the bifurcation points. More importantly,
it only requires the knowledge of Xss and X
′
ss at the ini-
tial and the target Hamiltonians to choose appropriate
system parameters. In contrast to previous works, this
method does not require the spectral knowledge of the
adiabatic quantum computer, nor does it require the en-
gineering of unphysical interactions. This approach can
hence be applied to a vast variety of adiabatic quantum
processes when combined with the cavity or circuit QED
technology [49–53].
This paper is organized as follows. We first present our
approach in Sec. II. The generic properties of the oper-
ator average Xss and its derivation Xss′, the stationary
state and bifurcation points, and the requirements on the
system parameters will be discussed in this section. We
then apply this approach to a quantum TLS, an EC prob-
lem, and a TFIM in Secs. III, IV, and V, respectively, and
give the numerical result of the quantum adiabaticity for
these models. In Sec. VI, we discuss the generality of this
approach with different control parameters and different
forms of coupling. Conclusions are given in Sec. VII.
II. ADIABATIC QUANTUM COMPUTING
WITH ANCILLA CAVITY
Consider an adiabatic quantum computer coupled to
an ancilla cavity. The Hamiltonian of the adiabatic quan-
tum computer is given by
Hs(Bx) = −BxH0 − J0HT , (1)
where Bx (J0) is the magnitude of the Hamiltonian H0
(HT ) with Bx ≫ J0. Different from previous works [1, 6],
here Bx and J0 are fixed. The Hamiltonian of the cavity
in the rotating frame of the driving field is
Hc = −∆ca†a− ǫ(a+ a†) +Hcb, (2)
where a (a†) is the annihilation (creation) operator of the
cavity mode, ∆c is the detuning, ǫ is the driving ampli-
tude, and Hcb is the interaction between the cavity and
its bath modes [54]. We assume the bath modes induce
dissipation of the cavity with a damping rate κ. Let
the coupling between the adiabatic quantum computer
and the cavity be Hint = g(a + a
†)H0 with a coupling
strength g. This coupling is a dipole interaction between
the cavity displacement (a + a†) and the Hamiltonian
H0 [55, 56], and has been widely studied in cavity and
circuit QED [49, 50, 52]. The total Hamiltonian of this
system is then Ht = Hs +Hc +Hint.
We write (a+a†) = xa+(δa+δa
†) in terms of the aver-
age cavity displacement xa = 〈a+a†〉 and the fluctuation
δa (δa†). Similarly, H0 = X + δH0 in terms of the oper-
ator average X = 〈H0〉 and the fluctuation δH0. Under
strong driving and dissipation, the cavity can be treated
semi-classically and the mean-field approximation can be
applied [57]. Under this approximation, the product of
the fluctuations g(δa+ δa†)δH0 in the interaction can be
neglected with
Hint ≈ gxaH0 + gX(a+ a†)− gXxa. (3)
The total Hamiltonian can then be decomposed as
Ht ≈ Hs(B˜x) +Hc(ǫ˜), (4)
where Hs(B˜x) is the Hamiltonian of the adiabatic quan-
tum computer with an effective field B˜x = Bx−gxa, and
Hc(ǫ˜) is the Hamiltonian of the ancilla cavity with an ef-
fective driving amplitude ǫ˜ = ǫ− gX . The constant term
−gXxa in (3) is omitted from (4). Here the Hamiltonian
Hs(B˜x) depends on the average cavity displacement xa
and the HamiltonianHc(ǫ˜) depends on the operator aver-
age X = 〈H0〉. The dynamics of the adiabatic quantum
computer is governed by the Schrödinger equation:
id |ψs〉 /dt = Hs(B˜x) |ψs〉 (5)
with |ψs〉 being the state of the quantum computer. And
the dynamics of the cavity is governed by the Heisenberg-
Langevin equation
d 〈a〉 /dt = i∆c 〈a〉 − κ
2
〈a〉+ iǫ˜. (6)
Both stationary and dynamical behaviors of this coupled
system can be obtained by solving these equations self-
consistently.
A. Generic properties of Xss and X
′
ss
We define Xss(B˜x) = 〈ψG|H0|ψG〉 and denoteX ′ss(B˜x)
as its derivative, where |ψG〉 is the ground state of the
Hamiltonian Hs(B˜x). Our approach to enhancing the
quantum adiabaticity strongly relies on the generic non-
linear features ofXss and X
′
ss in adiabatic quantum com-
puters. Below we calculate the derivative X ′ss using the
relation X ′ss(B˜x) = [Xss(B˜x+δBx)−Xss(B˜x)]/δBx with
Xss(B˜x + δBx) = 〈ψδG|H0|ψδG〉 and δBx → 0. Here |ψδG〉
is the ground state of the Hamiltonian Hs(B˜x+δBx) and
can be written as |ψδG〉 =
∑
cn|ψn〉 with |ψn〉 being an
eigenstate of Hs(B˜x) and cn being an overlap coefficient.
We find thatX ′ss(B˜x) =
∑
n6=G(|cn|/δBx)2[En−EG] with
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Figure 1: (a) xss vs ǫ for a TFIM of N = 120 qubits. (b)
Re[ω+] (solid) and Re[ω−] (dashed) vs xss. Thin dashed lines
indicate the driving amplitudes ǫ1,2 and the displacements
x1,2 at the bifurcation points. The parameters are J0 = 1,
Bx = 1.95, ∆c = −0.14, κ = 0.12, and g = 0.03.
En being the eigenenergy of |ψn〉. Assuming a finite en-
ergy gap with (En−EG) > 0 and using the second order
perturbation theory, we obtain
X ′ss(B˜x) =
∑
n6=G
|〈ψn|H0|ψG〉|2
En − EG . (7)
Therefore, X ′ss > 0 in all parameter regimes and Xss
increases monotonically with B˜x.
In adiabatic quantum algorithms, the eigenbasis of the
Hamiltonian HT (H0) is typically made of eigenstates of
the Pauli operators σzi (σxi) of the qubits. At B˜x = 0,
Hs = −J0HT , where the energy separation En − EG =
O(J0) and the matrix element 〈ψn|H0|ψG〉 ∼ O(1) for
the low-lying excited states. This analysis shows that at
B˜x = 0, Xss = 0 and X
′
ss = O(N)/J0. At B˜x = Bx
with Bx ≫ J0, Hs ≈ −B˜xH0, where En − EG = O(Bx)
and 〈ψn|H0|ψG〉 → 0 for the low-lying excited states. We
then have Xss = O(N) and X
′
ss → 0 at B˜x = Bx. When
B˜x is near the position of the energy gap, 〈ψn|H0|ψG〉 ∼
O(1), but the energy separation En − EG ∼ ∆gp for the
low-lying excited states can be much smaller than J0.
From (7), we can deduce that X ′ss reaches maximum in
the gap region. The above properties of Xss and X
′
ss are
generic in adiabatic quantum computers, as confirmed by
our result in Fig. 3(b) and Fig. 4(a).
B. Stationary state and bifurcation points
For given parameters with the adiabatic quantum com-
puter in its ground state, this system can reach a station-
ary state with d〈a〉/dt = 0. From (6), we derive the sta-
tionary cavity displacement as xss = (ǫ − gXss(B˜x))/α
with α = −[∆2c + (κ/2)2]/2∆c and B˜x = Bx − gxss.
Here xss andXss(B˜x) depend mutually on each other and
can be solved self-consistently. For illustration, we plot
the displacement xss of a cavity coupled to a TFIM [58]
vs the driving amplitude ǫ in Fig. 1(a). Details of this
model are given in Sec. V. The solution exhibits a bistable
regime, where two stable and one unstable solutions exist
at a given driving amplitude with the bifurcation points
ǫ1 and ǫ2. This is a universal feature of an adiabatic
quantum computer coupled to a cavity resulting from
the nonlinear properties of Xss and X
′
ss.
It can be shown that dǫ/dxss = α−g2X ′ss(B˜x). At the
bifurcation points, dǫ/dxss = 0, i.e., X
′
ss(B˜x) = α/g
2, as
indicated by the thin dashed lines in Fig. 1(a). Hence,
for this system to contain two bifurcation points, the pa-
rameters need to satisfy the condition X ′ss(0) < α/g
2 <
max[X ′ss].
The dynamics near the bifurcation points is strongly
affected by the above nonlinear features. Define a small
shift δxa (δpa) from the stationary displacement (mo-
mentum) with xa = xss + δxa (pa = pss + δpa). Assume
the adiabatic quantum computer remains in the ground
state so that the operator average can be linearized as
X = Xss − gX ′ssδxa. Using (6), we obtain
d
dt
[
δxa
δpa
]
=
[ −κ/2 −∆c
∆c − 2gX ′ss −κ/2
] [
δxa
δpa
]
. (8)
The secular frequencies of the small shift are then
ω± = −κ/2±
√
(−2∆cg2X ′ss −∆2c). (9)
At the bifurcation points with X ′ss(B˜x) = α/g
2, the real
part of ω+ approaches zero, as shown in Fig. 1(b). A
vanishing real part indicates that the time evolution in
the vicinity of the bifurcation points becomes very slow.
During an adiabatic evolution, the quantum adiabatic-
ity in the gap region is the most vulnerable to diabatic
transitions. In our approach, using the knowledge of Xss
and X ′ss at B˜x = 0 and Bx, we can engineer the system
parameters to position the energy gap between the bifur-
cation points so as to slow down the time evolution in
this region and enhance the quantum adiabaticity.
C. Adiabatic protocol
Below we choose the driving amplitude as the control
parameter in our adiabatic protocol. From the discus-
sions in Secs. II A and II B, the parameters of this system
need to satisfy the following conditions. First, ∆c < 0,
i.e., α > 0, so that the real part of the secular frequency
ω+ can reach zero. Second, X
′
ss(0) < α/g
2 < max(X ′ss)
so that there are at least two bifurcation points in the
driving amplitude. Finally, ǫi < ǫf , i.e., Xss(Bx)/Bx <
α/g2, so that the system switches from the lower branch
to the upper branch (or vice versa) at a bifurcation point
and crosses the gap region during the switching. In addi-
tion to these conditions, the cavity damping rate κ and
cavity detuning ∆c strongly affect the dynamics of this
system. They can be chosen based on the magnitudes of
Bx and J0 and on the realistic range of the parameters
in a physical system. To determine the system param-
eters, it only requires the knowledge of Xss and X
′
ss at
4B˜x = 0 and Bx, which can be obtained analytically. Our
approach thus does not require the spectral knowledge
of the adiabatic quantum computer or the engineering of
unphysical interactions.
As a control parameter, the driving amplitude can be
tuned slowly or suddenly. In both cases, the system will
evolve continuously [48]. We adopt the following adia-
batic protocol for our numerical simulation in Secs. III,
IV, and V. The driving amplitude is initially biased at ǫ0
with xss = 0 (B˜x = Bx) and the adiabatic quantum com-
puter is in the ground state ofHs(Bx). At time t = 0, the
driving amplitude is switched to an intermediate value ǫ
and the system starts evolving towards the stationary
state of ǫ. For ǫ larger than a value ǫc ≈ ǫ2, the effective
field B˜x decreases to cross the position of the energy gap.
When B˜x is well below the gap position, the driving am-
plitude is tuned to ǫf , which corresponds to xss = Bx/g
(B˜x = 0). In the ideal scenario, the system then evolves
towards the ground state of the Hamiltonian −J0HT .
During the evolution, diabatic transitions to the ex-
cited states can occur, which will degrade the fidelity of
the final state. The aim of our protocol is to find an ǫ
that greatly reduces the probability of such transitions.
Because we do not have accurate knowledge of ǫc (ǫ2), the
above protocol needs to be repeated a number of times
to reach a desired ǫ. The effectiveness of this protocol
can be characterized by the difference between the final
field B˜x(T ) and the ideal value B˜x = 0, which is caused
by the transitions to the excited states. In the following,
we illustrate this approach with three models.
III. QUANTUM TWO-LEVEL SYSTEM
The Hamiltonian of the TLS is given by (1) with
HT = −Bxσx/2J0+σz/2 and H0 = σx. Here σx,z are the
Pauli matrices of the TLS and Bx ≫ J0. Different from
typical adiabatic quantum computers, H0 andHT almost
share the same set of eigenstates |±〉 = (|0〉 ± |1〉)/√2,
where |0〉 and |1〉 are eigenstates of σz . The cavity Hamil-
tonian is (2) and the coupling between the TLS and the
cavity is Hint = g(a + a
†)H0. As discussed in Sec. II,
the total Hamiltonian of this system can be decomposed
into the TLS Hamiltonian Hs(B˜x) with an effective field
B˜x = Bx − gxa and the cavity Hamiltonian Hc(ǫ˜) with
an effective driving ǫ˜ = ǫ − gX under the mean-field
approximation. When B˜x is swept from Bx to 0, the
magnitude of the σx-component in Hs(B˜x) is swept from
Bx/2 to −Bx/2 with the magnitude of the σz-component
unchanged. The energy gap occurs at B˜x = Bx/2, where
Hs(B˜x) = −J0σz/2 and ∆gp = J0.
The ground-state average of the coupling operator H0
can be derived as
Xss(B˜x) = (2B˜x −Bx)/
√
(2B˜x −Bx)2 + J20 . (10)
At B˜x = Bx with Bx ≫ J0, Xss ≈ 1 and X ′ss → 0. At
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Figure 2: (a) Xss and X
′
ss vs B˜x. Dashed lines corresponds to
X ′ss = α/g
2 and B˜x = B˜1,2 at the bifurcation points. (b) B˜x
vs the time t at ǫ = 0.34, 0.35, 0.3535, 0.354, 0.36, 0.37 from
top to bottom. The dashed line corresponds to B˜x at the gap
position. (c) Nc from the numerical simulation (circles) and
the Landau-Zener formula (dashed line) and Nl in the linear-
ramping model (squares) vs ǫ. (d) λc of the cavity-coupled
TLS (circles) and λl of the linear-ramping model (squares)
vs ǫ. Other parameters are J0 = 0.1 , Bx = 1, κ = 0.1,
∆c = −0.05, and g = 0.075.
B˜x = 0, Xss ≈ −1 and X ′ss → 0. The maximum of the
derivative occurs at the gap position with max[X ′ss] =
2/J0. Both Xss and X
′
ss are plotted in Fig. 2(a). With
the requirements on the parameters discussed in Sec. II C,
we choose J0 = 0.1, Bx = 1, κ = 0.1, ∆c = −0.05, and
g = 0.075. These parameters yield α/g2 = 8.9 with
two bifurcation points at ǫ1 = 0.31 and ǫ2 = 0.35. The
corresponding effective fields at the bifurcation points are
B˜1 = 0.48 and B˜2 = 0.54. Meanwhile, at ǫ0 = 0.07, xss =
0 with B˜x = Bx; and at ǫf = 0.59, the displacement
reaches maximum with xss = Bx/g and B˜x = 0.
We simulate the time evolution of this system nu-
merically following the protocol outlined in Sec. II C. In
Fig. 2(b), the effective field B˜x is plotted vs the time t
at several values of ǫ. For ǫ below a value ǫc ≈ ǫ2, B˜x re-
mains above the gap position Bx/2 during the entire evo-
lution. For ǫ above ǫc, B˜x decreases to cross the gap po-
sition. When B˜x is below (Bx − J0)/2, where the energy
separation between the ground and the excited states is
sufficiently large to prevent further diabatic effects, the
driving amplitude is switched to ǫf . When ǫ approaches
ǫc, the time evolution of the effective field in the gap re-
gion slows down significantly. Similar slowdown can be
observed when the driving amplitude is switched down
from ǫf to ǫ0. This result indicates that the quantum
adiabaticity of this process can be enhanced by choosing
appropriate driving amplitude ǫ.
5The quantum adiabaticity in the above process can
be characterized with the ramping rate at the gap posi-
tion λc = |dB˜x/dt| [48]. For convenience of discussion,
we let λc = 0 if B˜x(t) does not cross the gap position.
The numerical result of λc can be tested by estimating
the probability of the TLS in the excited state with the
Landau-Zener formula Nc = exp(−π∆2qp/2λc) [9, 10].
In Fig. 2(c), the estimated probability is compared with
the probability obtained from the numerical simulation.
The two results demonstrate excellent agreement, which
verifies that λc is a good index to study the quantum
adiabaticity in this system. As shown in Fig. 2(d), λc
decreases significantly as ǫ approaches ǫc. For compar-
ison, we define a linear-ramping model with a duration
ts and a linear-ramping rate λl = |B˜x(T ) − B˜x(0)|/ts,
where ts is the time in the above numerical simulation
for the effective field to reach B˜x(T ) [13, 14]. Our re-
sult reveals that in a wide range of the driving amplitude
ǫ, our approach outperforms the linear-ramping model
with λc < λl and demonstrates strongly-enhanced quan-
tum adiabaticity. As a result, in Fig. 2(c), the excitation
probability is greatly reduced with Nc < Nl.
IV. EXACT COVER PROBLEM
The EC problem is NP-complete and has been inten-
sively studied in adiabatic quantum computing [1, 5].
Here we randomly generate an EC instance on N = 6
qubits. This instance contains m = 5 clauses:
C1 = (Q1, Q2, Q5),
C2 = (Q2, Q3, Q6),
C3 = (Q3, Q4, Q6), (11)
C4 = (Q1, Q3, Q5),
C5 = (Q2, Q5, Q6),
where Qj = 0 (1) corresponds to the eigenstate |0〉 (|1〉)
of the Pauli operator σzj for the jth qubit. The clause Ci
depends on the states of three qubits (Qi1, Qi2, Qi3) and
is satisfied when one and only one of these states is 1 with
the other two in the state 0, i.e., Qi1+Qi2+Qi3 = 1. The
instance in (11) has a unique solution: Q1 = Q6 = 1 and
all other states are 0. The Hamiltonian that encodes the
solution to this instance can be written as HT =
∑
iHTi
with HTi =
∑
fi( ~Q)| ~Q〉〈 ~Q| and | ~Q〉 =
∏
j |Qj〉 being a
product state of all qubits. Here fi( ~Q) = 0 if the clause
Ci is satisfied and fi( ~Q) = 1 if Ci is violated by the state
~Q. From this definition, HT =
∑
f( ~Q)| ~Q〉〈 ~Q| with f( ~Q)
being the number of violated clauses by the state ~Q. The
ground state of this Hamiltonian satisfies all clauses and
has f( ~Q) = 0.
In our adiabatic protocol, the Hamiltonian of the above
EC instance is given by (1), where H0 =
∑
j σxj with σxj
being a Pauli operator of the jth qubit and J0 < 0. With
Bx ≫ |J0|, Hs(Bx) ≈ −BxH0, and the ground state can
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Figure 3: (a) The energy spectrum of the EC instance (11)
vs B˜x. (b) Xss and X
′
ss vs B˜x. Dashed lines corresponds to
X ′ss = α/g
2 and B˜x = B˜1,2 at the bifurcation points. (c) B˜x
vs the time t at ǫ = 0.49, 0.498, 0.499, 0.5, 0.502, 0.51 from
top to bottom. The dashed line corresponds to B˜x at the gap
position. (d) λc of the cavity-coupled TLS (circles) and λl of
the linear-ramping model (squares) vs ǫ. Other parameters
are J0 = 0.25 , Bx = 0.5, κ = 0.25, ∆c = −0.1, and g = 0.06.
be approximated as Πj |+〉 with all qubits in the state
|+〉 = (|0〉+ |1〉)/√2. The cavity Hamiltonian is given by
(2) and the qubits are coupled to the cavity via the inter-
actionHint = g(a+a
†)H0. The total Hamiltonian can be
decomposed into the EC partHs(B˜x) with B˜x = Bx−gxa
and the cavity part Hc(ǫ˜) with ǫ˜ = ǫ − gX under the
mean-field approximation, as discussed in Sec. II. Here
the effective field B˜x can be tuned continuously from Bx
to 0 by varying the cavity state. The energy spectrum of
Hs(B˜x) is plotted in Fig. 3(a) for J0 = 0.25 and Bx = 0.5.
From the numerical result, we find that the energy gap
is at B˜x = 0.12 with ∆gp = 0.10.
It can be shown that the ground-state operator average
Xss = 0 at B˜x = 0 and Xss → N at B˜x ≫ J0. With a
perturbation theory approach, we obtain that X ′ss = 22.7
at Bx = 0 and X
′
ss → 0 at B˜x ≫ J0. In Fig. 3(b), Xss
and X ′ss are plotted, which exhibit the universal features
discussed in Sec. II A. We then choose the parameters
for the cavity and the coupling with κ = 0.25, ∆c =
−0.1, and g = 0.06. These parameters yield α/g2 = 35.6
with two bifurcation points at ǫ1 = 0.48 and ǫ2 = 0.5,
respectively. Meanwhile, at ǫ0 = 0.33, xss = 0; and at
ǫf = 0.53, the cavity displacement reaches its maximum
with xss = Bx/g.
Following the switching protocol described in Sec. II C,
we simulate the dynamics of this coupled system by solv-
ing (5) and (6). Here the driving amplitude is switched
to ǫf when the effective field is below 0.09. The time de-
pendence of B˜x is given in Fig. 3(c), which demonstrates
6similar behaviors as those in Fig. 2(b). In particular, the
time variation of B˜x in the gap region significantly slows
down when the driving amplitude ǫ approaches a value
ǫc ≈ ǫ2. In Fig. 3(d), the ramping rate λc is plotted
vs ǫ together with the linear-ramping rate λl defined in
Sec. III. Both λc and λl decrease quickly when the driving
amplitude ǫ approaches ǫc and λc < λl in a wide range of
ǫ. This result demonstrates strong enhancement of the
quantum adiabaticity using our approach in comparison
with the linear-ramping model.
V. TRANSVERSE FIELD ISING MODEL
The Hamiltonian of a one-dimensional TFIM can
be written as (1) with H0 =
∑
i σxi and HT =∑
i σziσzi+1 [58]. Here Bx is the transverse magnetic field
applied to the qubits, J0 is the ferromagnetic coupling
between adjacent qubits, σxi, σzi are the Pauli operators
of the ith qubit, and N is the total number of qubits
in the chain. The Hamiltonian of the cavity is given by
(2) and the TFIM is coupled to the cavity via the dipole
interactionHint = g(a+a
†)H0. Under the mean-field ap-
proximation, the total Hamiltonian can be decomposed
into the TFIM part Hs(B˜x) with B˜x = Bx − gxa and
the cavity part Hc(ǫ˜) with ǫ˜ = ǫ − gX . The energy
spectrum of Hs(B˜x) is exactly solvable using the Jordan-
Wigner transformation [59]. At B˜x ≫ J0 (B˜x ≪ J0), the
ground state of the TFIM is in a paramagnetic (ferro-
magnetic) phase. The energy gap occurs at the critical
point B˜x = J0 with ∆gp ≈ 2πJ0/N for large N .
In this model, the ground-state operator averageXss =
0 at B˜x = 0 and Xss → N at B˜x ≫ J0. Using a per-
turbation theory approach, we find that X ′ss = N/2J0 at
B˜x = 0 and X
′
ss → 0 at B˜x ≫ J0. The maximum of X ′ss
appears at the critical point and diverges in the thermo-
dynamic limit. Both Xss and X
′
ss are shown in Fig. 4(a).
We choose the following parameters: Bx = 1.95, J0 = 1,
κ = 0.12, ∆c = −0.14, and g = 0.03. These param-
eters yield α/g2 = 92.1 with two bifurcation points at
ǫ1 = 4.77 and ǫ2 = 5.01, respectively. We also obtain
xss = 0 at ǫ0 = 2.23 and the cavity displacement reaches
its maximum xss = Bx/g at ǫf = 5.38.
For an initial state in the subspace of states with even
number of excitations at a given effective field, the wave
function of the TFIM at a time t can be written as
|ψ(t)〉 =∏(Uk(t) + iVk(t)c†kc†−k)|0〉 with time-dependent
coefficients Uk(t) and Vk(t). Here k = (2m− 1)π/N with
1 ≤ m ≤ N/2, ck (c†k) is the annihilation (creation) op-
erator of a fermionic particle at the quasimomentum k,
and |0〉 is the vacuum state [15]. The time evolution of
|ψ(t)〉 is governed by (5), which can be converted to
i
(
˙¯Uk
˙¯Vk
)
=
( −εk cos 2θk −εk sin 2θk
−εk sin 2θk +εk cos 2θk
)(
U¯k
V¯k
)
(12)
in the subspace of the quasimomenta ±k. Here U¯k =
0 0.5 1 1.5 
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Figure 4: (a) Xss and X
′
ss vs B˜x. Dashed lines corresponds to
X ′ss = α/g
2 and B˜x = B˜1,2 at the bifurcation points. (b) B˜x
vs the time t at ǫ = 4.90, 4.92, 4.935, 4.938, 4.95, 4.97 from
top to bottom. The dashed line corresponds to B˜x at the gap
position. (c) Nc from the numerical simulation (circles) and
the Landau-Zener formula (dashed line) and Nl in the linear-
ramping model (squares) vs ǫ. (d) λc of the cavity-coupled
TLS (circles) and λl of the linear-ramping model (squares) vs
ǫ. Other parameters are the same as those in Fig. 1.
Uke
iθk , V¯k = Vke
iθk , θk is an overall phase factor, and
εk = 2(J
2
0 + B˜
2
x − 2B˜xJ0 cos k)1/2 is the quasiparticle
energy for the time-dependent effective field B˜x. The
dynamics of this system can be obtained by solving (6)
and (12) self-consistently.
Under the adiabatic protocol given in Sec. II C, we sim-
ulate the time evolution of this system numerically. Dur-
ing the evolution, the driving amplitude is tuned to ǫf
when the effective field decreases below B˜x = 0.8. The
time dependence of B˜x is plotted in Fig. 4(b) for sev-
eral driving amplitudes, which exhibits similar behaviors
to that in Fig. 2(b) and Fig. 3(c). When ǫ approaches
a value ǫc ≈ ǫ2, the time variation of B˜x in the gap
region becomes very slow. The probability of excita-
tion can be defined as Nc =
∑
k>0 |βk|2, where βk is
the probability amplitude of the excited state in the ±k
subspace [60]. In Fig. 4(c), Nc is plotted vs the driving
amplitude ǫ. As ǫ approaches ǫc, Nc decreases accord-
ingly. The corresponding probability of excitation Nl
in the linear-ramping model defined in Sec. III also de-
creases, but Nc < Nl in a wide range of ǫ. In Fig. 4(d),
the ramping rate λc is plotted together with the linear-
ramping rate λl. With ǫ → ǫc, both λc and λl decrease
quickly with λc < λl in a wide range of ǫ. This numeri-
cal result agrees with our analysis in Sec. II C and reveals
that the quantum adiabaticity can be strongly enhanced
by choosing appropriate control parameters.
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Figure 5: (a) xss vs ∆c for a TFIM of N = 120 qubits. Thin
dashed lines indicate the detunings ∆1,2 and the displace-
ments x1,2 at the bifurcation points. (b) λc of the cavity-
coupled TFIM (circles) and λl of the linear-ramping model
(squares) vs ∆c. Here ǫ = 5 and other parameters are the
same as those in Fig. 1.
VI. DISCUSSIONS
As an approach that exploits time-dependent ramp-
ing to maintain the quantum adiabaticity, the advantage
of our approach is that it does not require the spec-
tral knowledge of the quantum many-body system. In-
stead, this method relies on nonlinear properties that
are generic in adiabatic quantum computers to achieve
strong enhancement of the quantum adiabaticity. It only
requires the knowledge of the operator average Xss and
its derivative X ′ss at B˜x = 0 and Bx, which can be ob-
tained analytically with perturbation theory, to engineer
the system parameters. In contrast, previous works with
time-dependent ramping require the spectrum knowledge
of the quantum system to design the ramping rate, which
is manipulated according to the local energy separa-
tion between the ground and the excited states [29–37].
Whereas the energy spectrum for questions of interest
to adiabatic quantum computing is hard to obtain with
classical methods.
Our approach can be applied to a wide variety of quan-
tum systems with different control parameters and differ-
ent forms of coupling. In previous sections, we use the
driving amplitude as the control parameter. Other pa-
rameters can also be utilized as a control knob, such as
the detuning ∆c. For a TFIM biased at ǫ = 5 with other
parameters being the same as those in Fig. 1, a bistable
regime in the detuning exists with two bifurcation points
at ∆1 = −0.155 and ∆2 = −0.14, respectively. The
stationary cavity displacement xss is plotted vs ∆c in
Fig. 5(a). Consider an adiabatic protocol, where the de-
tuning is switched from its initial value to an intermediate
value ∆c at the time t = 0, and then the system starts
evolving towards the stationary state of ∆c. When the
effective field is below B˜x = 0.8 during the evolution, the
detuning is switched from ∆c to a final value that cor-
responds to B˜x = 0 in the stationary state. We conduct
numerical simulation under this protocol. In Fig. 5(b),
the ramping rate λc at the critical point is shown together
with the linear-ramping rate λl defined in Sec. III. Strong
enhancement of the quantum adiabaticity in comparison
with the linear-ramping model can be observed.
Furthermore, other forms of coupling can be utilized
to implement our approach as well. One example is the
photon-number coupling Hint = ga
†aσxi. In [46], it was
shown that bistable behavior can be observed with this
coupling. Our numerical study finds that the quantum
adiabaticity can be enhanced with this interaction.
VII. CONCLUSIONS
To conclude, we studied a universal approach to en-
hancing the quantum adiabaticity in continuous quantum
processes by coupling an adiabatic quantum computer to
an ancilla cavity. This approach exploits the nonlinear
features that are generic to adiabatic quantum comput-
ers to engineer the system parameters and position the
gap region between the bifurcation points. The time evo-
lution in the gap region can be significantly slowed down
and the quantum adiabaticity can be strongly enhanced.
We applied this method to a quantum TLS, a randomly-
generated instance of the EC problem, and a TFIM us-
ing numerical simulation. The advantage of this method
compared with previous methods is that it does not re-
quire the spectral knowledge of the adiabatic quantum
computer or the engineering of unphysical interactions.
This approach can be applied to a vast variety of adia-
batic quantum processes when combined with the cavity
or circuit QED technology.
Acknowledgments
This work is supported by the National Science Foun-
dation (USA) under Award Number DMR-0956064, the
UC Multicampus-National Lab Collaborative Research
and Training under Award No. LFR-17-477237, and the
UC Merced Faculty Research Grants 2017.
[1] E. Farhi, J. Goldstone, S. Gutmann, J. Lapan, A. Lund-
gren, and D. Preda, Science 292, 472 (2001).
[2] T. Kadowaki and H. Nishimori, Phys. Rev. E 58, 5355
(1998).
[3] G. E. Santoro, R. Martonák, E. Tosatti, and R. Car,
Science 295, 2427 (2002).
[4] S. Boixo, T. F. Rønnow, S. V. Isakov, Z. Wang, D.
Wecker, D. A. Lidar, J. M. Martinis, and M. Troyer, Nat.
Phys.10, 218 (2014).
[5] T. Albash and D. A. Lidar, arXiv:1611.04471.
[6] E. Farhi, J. Goldstone, S. Gutmann, and M. Sipser,
arXiv:quant-ph/0001106.
8[7] M. H. S. Amin, Phys. Rev. Lett. 102, 220401 (2009).
[8] V. Murg and J. I. Cirac, Phys. Rev. A 69, 042320 (2004).
[9] L. D. Landau, Phys. Z. Sowjetunion 2, 46 (1932).
[10] C. Zener, Proc. R. Soc. London, Ser. A 137, 696 (1932).
[11] J. Dziarmaga, Adv. Phys. 59, 1063 (2010).
[12] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore, Rev. Mod. Phys. 83, 863 (2011).
[13] W. H. Zurek, U. Dorner, and P. Zoller, Phys. Rev. Lett.
95, 105701 (2005).
[14] A. Polkovnikov, Phys. Rev. B 72, 161201 (2005).
[15] J. Dziarmaga, Phys. Rev. Lett. 95, 245701 (2005).
[16] G. Schaller, Phys. Rev. A 78, 032328 (2008).
[17] E. Farhi, J. Goldstone, and S. Gutmann,
arXiv:quant-ph/0208135.
[18] W. H. Zurek and U. Dorner, Phil. Trans. R. Soc. A 366,
2953 (2008).
[19] J. Dziarmaga and M. M Rams, New J. Phys. 12, 055007
(2010).
[20] A. del Campo, G. De Chiara, G. Morigi, M. B. Plenio,
and A. Retzker, Phys. Rev. Lett. 105, 075701 (2010).
[21] M. Collura and D. Karevski, Phys. Rev. Lett. 104,
200601 (2010).
[22] N. G. Dickson and M. H. S. Amin, Phys. Rev. Lett. 106,
050502 (2011).
[23] A. Perdomo-Ortiz, S. E. Venegas-Andraca, and A.
Aspuru-Guzik, Quantum Info. Processing 10, 33 (2011).
[24] E. Farhi, J. Goldstone, D. Gosset, S. Gutmann, H. B.
Meyer, and P. Shor, Quantum Info. Comput. 11, 181
(2011).
[25] V. Choi, Proc. Natl. Acad. Sci. U.S.A. 108, E19 (2011).
[26] L. Zeng, J. Zhang, and M. Sarovar, J. Phys. A 49, 165305
(2016).
[27] R. Somma and S. Boixo SIAM J. Comput. 42, 593
(2013).
[28] R. Schützhold and G. Schaller, Phys. Rev. A 74,
060304(R) (2006).
[29] D. Sen, K. Sengupta, and S. Mondal, Phys. Rev. Lett.
101, 016806 (2008).
[30] S. Mondal, K. Sengupta, and D. Sen, Phys. Rev. B 79,
045128 (2009).
[31] R. Barankov and A. Polkovnikov, Phys. Rev. Lett. 101,
076801 (2008).
[32] J. Roland and N. J. Cerf, Phys. Rev. A 65, 042308 (2002).
[33] H. T. Quan and W. H. Zurek, New J. Phys. 12, 093025
(2010).
[34] P. Doria, T. Calarco, and S. Montangero, Phys. Rev.
Lett. 106, 190501 (2011).
[35] A. Rahmani and C. Chamon, Phys. Rev. Lett. 107,
016402 (2011).
[36] M. J. M. Power and G. De Chiara, Phys. Rev. B 88,
214106 (2013).
[37] N. Wu, A. Nanduri, and H. Rabitz, Phys. Rev. B 91,
041115(R) (2015).
[38] A. T. Rezakhani, W.-J. Kuo, A. Hamma, D. A. Lidar,
and P. Zanardi, Phys. Rev. Lett. 103, 080502 (2009).
[39] P. R. Zulkowski and M. R. DeWeese Phys. Rev. E 92,
032113 (2015).
[40] X. Chen, I. Lizuain, A. Ruschhaupt, D. Guéry-Odelin,
and J. G. Muga, Phys. Rev. Lett. 105, 123003 (2010).
[41] A. del Campo, M. M. Rams, and W. H. Zurek, Phys.
Rev. Lett. 109, 115703 (2012).
[42] S. Deffner, C. Jarzynski, and A. del Campo, Phys. Rev.
X 4, 021013 (2014).
[43] B. Damski, J. Stat. Mech. 2014, P12019 (2014).
[44] S. Muthukrishnan, T. Albash, and D. A. Lidar, Phys.
Rev. X 6, 031010 (2016).
[45] P. G. Drazin, Nonlinear Systems (Cambridge University
Press, Cambridge, England, 1992).
[46] L. Tian, Phys. Rev. Lett. 105, 167001 (2010).
[47] X.-W. Luo, Y.-N. Zhang, X. Zhou, G.-C. Guo, and Z.-W.
Zhou, Phys. Rev. A 94, 053809 (2016).
[48] L. Tian, Phys. Rev. A 93, 043850 (2016).
[49] S. M. Girvin, in Lecture Notes on Strong Light-Matter
Coupling: from Atoms to Solid-State Systems (World Sci-
entific, Singapore, 2013).
[50] J. Q. You and F. Nori, Nature (London) 474, 589 (2011).
[51] M. H. Devoret and R. J. Schoelkopf, Science 339, 1169
(2013).
[52] J. M. Raimond, M. Brune, and S. Haroche, Rev. Mod.
Phys. 73, 565 (2001).
[53] T. Langen, R. Geiger, and J. Schmiedmayer, Annu. Rev.
Condens. Matter Phys. 6, 201 (2015).
[54] L. Tian and R. W. Simmonds, Phys. Rev. Lett. 99,
137002 (2007)
[55] The coupling Hamiltonian Hint is in the rotating frame
of the driving frequency ωd. The interaction in the lab
frame is H
(0)
int = 2g cos(ωdt)(aˆ+ aˆ
+)
∑
i
σxi.
[56] J. Xue, K. Seo, L. Tian, and T. Xiang, Phys. Rev. B 96,
174502 (2017).
[57] T. Mori, J. Stat. Mech. Theo. Exp. 2013, P06005 (2013).
[58] S. Sachdev, Quantum Phase Transitions (Cambridge
University Press, Cambridge, England, 1999).
[59] P. Jordan and E. Wigner, Z. Phys. 47, 631 (1928).
[60] The wave function of the TFIM can also be written as
|ψ(t)〉 =
∏
k>0[αk(t)+iβk(t)γ
†
kγ
†
−k]|Gk〉, where γk (γ
†
k) is
the annihilation (creation) operator of the quasiparticle
with the quasimomentum k, αk (βk) is the probability
amplitude of the ground (excited) state, and |Gk〉 is the
ground state in the subspace of the quasimomenta ±k.
