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Truncated Singular Value Decomposition (TSVD) regularization method have been used by Zhao 
et al. [“Kronecker product approximations for image restoration with new mean boundary 
conditions” (2011), Applied Mathematical Modelling, Vol. 36, pp. 225-237]. In this report, I propose 
an alternative regularization the Tikhonov method. The new regularization method gives better 
relative error when applied to Kronecker product approximation solutions with mean boundary 
condition. 
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1. Introduction 
The majority of imaging systems (e.g., astronomical imaging, medical imaging, and 
scientific instruments) operate in conditions far from perfect. This results in significant 
deterioration in the quality of their images. A simple example of image degradation is the spatial 
invariant blur process. One way to model the spatial invariant blur is by a linear system as 
suggested in book [1]. This particular approach is very suited for a semester report because of the 
tools available to treat linear systems. In this report I assume that blurring, i.e. the operation of 
going from a sharp image to a blurred image, is a linear operation (convolution). (Several different 
types of blur processes are presented later in this report). The general blur process, under the 
defined conditions, can be modeled mathematically as: 
 
where  is a  vector representing the acquired image of size ,  is a  vector 
representing the true image of size ,  is a blurring matrix of size , and  is a  
vector representing the additive noise. The blurring matrix  is determined by the Point Spread 
Function (PSF), which defines how each pixel is blurred (or spread over the image), and the 
boundary conditions, which define what happens at the boundaries of the image [1]. The PSF can 
be substituted by a PSF matrix which essentially defines how a single centered pixel is spread over 
the image. Details on PSFs and PFS matrices are presented in chapter 2. In this report I have 
assumed mean boundary conditions as suggested by [2]. This boundary conditions give significant 
increase in the quality of image deblurring compared to the other four types of boundary 
conditions (also discussed in this report): anti-reflexive, reflexive, periodic and zero boundary 
conditions. The mean boundary conditions define that the value of a pixel outside  is the mean 
of its adjacent pixels in horizontal, vertical or diagonal direction. 
 The process of image restoration can be treated as an inverse mathematical problem (see 
equation 1). Given  and the PSF matrix , find a reasonable approximation of . Several different 
techniques, working in the spatial or in the frequency domain, have been proposed by [1],[2],[3] 
and [6]. I have chosen to use the Kronecker product approximation of the blurring matrix  
derived from the PSF matrix . The derivation process computes the principal singular value and 
vectors (left and right) of  (a  matrix) and in combination with the chosen boundary 
conditions approximates  as a Kronecker product of two matrices. This process is explained in 
details further down in the report. When having  approximated, the final solution of linear 
system (1) is computed from the inverse blurring matrix  which is given by the singular value 
decomposition (SVD) of . According to [1] the eigenvalues , , of  tend to decay very 
rapidly . For large blurring matrices, the SVD solution has very large condition 
number (see chapter 3.2). If not regulated, the small eigenvalues amplify the noise and yield 
useless results. Truncated SVD have been proposed as a preferred method for regularization by 
[1], [2] and [3]. This method utilizes a truncation index , based on an external parameter , and 
takes only the first  eigenvalues  into consideration and thus eliminates the noise that 
should have been created by the eigenvalues close to zero. TSVD is very useful in problems which 
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require fast computational time because it takes only the leading eigenvalues and eliminates the 
rest of the computations. However such an approach may remove some important data if they fall 
below the truncation index . Alternative approach is to change the magnitude of the expressions 
containing the eigenvalues  which are close to zero. This method is known as Tikhonov 
regularization [1], [5], [6] and [7]. For a given parameter  called a regularization parameter, the 
expression containing eigenvalue  is multiplied by the factor . Eigenvalues having value 
sufficiently greater than  are changed very little by the multiplication while eigenvalues having 
value lower than  have their magnitude reduced proportionally to their distance from . 
In this report I evaluate the Tikhonov regularization method in the context of image 
restoration. I present numerical experiments indicating that Tikhonov regularization has lower 
relative error compared with TSVD (See chapter 3). 
1.1. Problem Formulation 
In [2] Zhao et al. used truncated singular value decomposition (TSVD) method to 
regularize the solution of an image restoration problem for images blurred by convolution with a 
Point Spread Function (PSF). The method (presented in [2]) has better quality compared to its 
predecessors however I believe the overall result can be further improved by introducing different 
regularization of the solution. The main purpose of this report is to answer the following 
question. 
Is the Tikhonov regularization method a better alternative to TSVD method? 
Here under better I understand a method which solution more closely resembles the 
original image. In order to compare the two methods I define a measurement called Relative Error 
(see chapter 4). 
1.2. Overview 
The rest of the report is divided into four parts. Chapter two discusses the preliminary 
knowledge need to define the image deblurring algorithm. It contains detailed treatment of the 
blur process, point spread function, convolution and resulting boundary conditions. In chapter 
three I present the algorithm for image restoration and two regularization methods. Chapter four 
contains the numerical analysis of the solution. The conclusion of my work is presented in 
chapter five. Appendices contain the MatLab source code used to generate a solution to the image 
restoration problem. 
2. Preliminaries 
This chapter is a short introduction to the basic terminology used throughout this report. 
For simplicity and without any loose of generalization I assume that images and PSF arrays are 
represented by square matrices. All definitions in this chapter can be extended to accept arbitrary 
 matrices in a straight forward manner. 
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2.1. The Blur Process 
The blur process can be defined as image degradation caused by changes in the optical 
path of light from the object to the camera/photographer. There are many different ways in which 
this could be achieved – limitations of optical system, camera and object motion, astigmatism, 
environmental effects, etc. Imaging apparatuses using lenses are susceptible to the out-of-focus 
focus blur. It is caused by incorrect positioning of the lenses which results in changes of the 
optical path. Long exposures photos can be affected by object or camera movement and thus 
contain motion blur. Heat exchange can cause turbulent movements of the air which could create 
the so called atmospheric blur. 
In this report I assume that the blur process is a liner operation. This means that the 
transition from sharp to blurred picture can be described as a system of linear equations. Along 
with this I assume that all images are grayscale (nuances of white), which means that they are in 
one color (white), and that images are characterized by their digital representation as a raster grid 
of pixels. Generalization for true color images is straight forward. Every picture is decomposed 
into three pictures, one for each of the three nuances composing light – red, green and blue [1]. 
For simplicity I will consider only rectangular pictures of dimension  having  columns of  
pixels each. 
Useful notation for representing digital images is a  matrix  with elements  
defining the luminosity of that pixel. I define the operator  which transforms a  
matrix  into a vector  of length  by stacking the columns of  on top of each other: 
 
The blur process of going from original image  to a blurred image  can be described by 
a system of linear equations. Let  and ,  and  are both  matrices, 
then the system of linear equations: 
 
represents the blur process by the  matrix . The blurring matrix  is uniquely determined 
by the point spread function (PSF) and the boundary condition. Both topics are discussed in the 
next chapters. 
2.2. Point Spread Function 
The point spread function (PSF) determines how the information from a single pixel is 
scattered over the image by the blur process. The PSF is usually substituted by a PSF matrix which 
can be easily obtained from the blurring matrix  by multiplying it with a vector containing zeros 
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everywhere except for the pixel in its center (single bright pixel). Throughout this report PSF 
matrix and PSF array have the same meaning. The bright pixel is called a point source. The 
function that changes a single bright pixel to its blurred (scattered) equivalent of pixels is called 
the point spread function. PSF can be the same for all pixels in the image (spatially invariant blur) 
or it can change in different spatial regions. In this report I discuss only spatially invariant 
blurring therefore the PSF is the same for all pixels in the image. 
Typically the PSF matrices are represented by rectangular arrays much smaller than the 
original image matrix. This is because the PSF generally scatters each pixel in a spatial region 
much smaller than the original image. Important condition for the PSF matrix is that it must be 
normed to  (i.e. the sum of its elements must equal ). When the elements of the PSF array are 
determined, the blurring matrix  can be computed one column at a time by placing the elements 
of the PSF array in the corresponding positions and leaving zeros everywhere else. 
There are cases in which the PSF can be specified analytically and thus the values of the 
PSF array  are specified explicitly. Three cases of analytically defined PSF are presented in the 
next three paragraphs. 
One example is the out-of-focus blur, see figure 1. For this blurring process the elements 
 of  are given by the following formula: 
 
where  is the center of  and  is the radius of the blur. 
 
Figure 1:  PSF matrix created by out-of-focus PFS with center  and parameter 
. 
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 Atmospheric turbulence blur has a PSF described by a two-dimensional Gaussian 
function, see figures 2 and 3. The elements of the un-scaled PSF array are given by 
 
where  is the center of  and parameters ,  and  determine the width and the 
orientation of the PSF. 
 
Figure 2:  PSF matrix created by two-
dimensional Gaussian PSF with center 
 and parameters: ,  and 
. 
 
Figure 3:  PSF matrix created by two-
dimensional Gaussian PSF with center 
 and parameters: ,  and 
. 
 
Astronomical telescopes are susceptible to the so-called Moffat blur, figures 4 and 5, 
which is very similar to the atmospheric turbulence blur. The elements of the un-scaled PSF array 
are given by 
 
where  is the center of  and parameters ,  and , similar to the two-dimensional 
Gaussian function, determine the width and the orientation of the PSF. Parameter  is a 
positive constant which controls the decay of the PSF. 
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Figure 4:  PSF matrix created by Moffat PSF 
with center  and parameters: , 
,  and . 
 
Figure 5:  PSF matrix created by Moffat PSF 
with center  and parameters: , 
,  and . 
2.3. Convolution 
 If I look at the blurring process one pixel at a time, every pixel in  is computed as the 
weighted average of the corresponding one and its neighboring pixels in . The weights are given 
by the elements of the PSF array . The blurred image  is constructed one pixel at a time – every 
element  of  is the -th row of  multiplied with . If images  and  have dimensions , 
vectors  and  have respectively lengths , and the blurring matrix  has 
dimensions , then the construction of  can be defined as: 
 
where . 
The process of applying the same PSF to all pixels in an image is known as convolution. 
Since the pixels of the blurred image are calculated by convolution, there is no clear definition on 
how to compute the pixels on the boundary of the image (i.e. when parts of the PFS array lay 
outside the picture). This problem gives rise to the boundary conditions assumption which is 
discussed in the next chapter. 
 I will now present the one-dimensional convolution problem. Let  denotes the one-
dimensional image and let  denotes the one-dimensional PSF array as shown below. The blurred 
picture is denoted by . 
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The actual image  consists of five pixels,  to , and the rest of the pixels,  to  and  to 
, are defined by the boundary condition. For now I will assume zero boundary conditions, i.e. 
 to  and  to  are zeros. Then the system of linear equations looks like this: 
 
 
 
 
 
Transforming the system to a matrix multiplication yields: 
 
and applying the boundary conditions,  and  gives: 
 
The presented matrix has a Toeplitz structure – a matrix having constant entries on each 
diagonal. 
 The two-dimensional case is very similar to the one-dimensional one. Let  denotes the 
original image,  denotes the blurred image and  denotes the PSF array. The pixel with 
coordinates  from the blurred image  is computed by rotating the PSF array at  degrees 
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and placing its center in the original image  at coordinates . The value of the convoluted 
pixel is the sum of the entries of the rotated PSF array multiplied with their corresponding pixels 
from the real (original) image. 
 
For the explanation of this case I use the same zero boundary conditions. A general equation can 
be formulated assuming the original picture  is extended in each direction with zero matrices to 
form an extended version . 
 
For , , , and  being the center of the PSF matrix, the two-
dimensional convolution for the extended image  is defined in this way: 
 
The central element  of  is calculated as: 
 
 
 
The element  is at the border of  and its value is calculated, assuming the zero 
boundary conditions, as: 
 
 
 
The same operation must be performed for every element of . This can be expressed as 
an operation with a block matrix. Let  and , then  and  are related by 
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The block matrix has a Toeplitz structure (blocks are indicated by the lines) and each block itself 
is a Toeplitz matrix. It is abbreviated as a block Toeplitz with Toeplitz blocks (BTTB) matrix. 
2.4. Boundary Conditions 
Boundary conditions arise from the convolution process. Zero boundary conditions 
generally create artifacts around the edges of the picture. In this chapter I will discuss five basic 
types of boundary conditions – zero, periodic, reflexive, anti-reflexive and mean. For detailed 
treatment of boundary conditions see [1], [2], [3], [4] and [5]. 
Zero boundary conditions are the simplest type. Under these conditions the original 
image  is extended in every direction by adding images containing zeros and having the same 
size as the original image. Zero boundary conditions are appropriate for astronomical images, 
which have primarily black background. The extended image  has this block matrix form: 
 
 
For the one-dimensional case, PSF convolution with zero boundary conditions is 
characterized by a Toeplitz blurring matrix. The two-dimensional extension is characterized by a 
block Toeplitz with Toeplitz blocks (BTTB) blurring matrix. 
Periodic boundary conditions assume that the image repeats itself endlessly in all 
directions. The extended image  has this block matrix form: 
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For the one-dimensional case, PSF convolution with periodic boundary conditions is 
expressed by matrix multiplication as: 
 
 
 
A Toeplitz matrix where every row (column) is a periodic shift of its previous row 
(column) is called a circulant matrix. In this case the blurring matrix is circulant. The two-
dimensional case is represented by a block circulant with circulant blocks (BCCB) matrix. 
Reflexive boundary conditions assume that the image is extended with its own reflection 
over the boundaries in every direction. Assume that  is the observed image. Let  denotes 
matrix  with columns flipped in left-right direction,  denotes matrix  with rows flipped in 
up-down direction, and . Then the extended image  is: 
 
Page 12 of 38 
 
 
The one-dimensional case of PSF convolution with reflexive boundary conditions is 
expressed by matrix multiplication as: 
 
This matrix can be broken into two parts: 
 
 
A matrix with constant entries on each antidiagonal is called a Hankel matrix. The 
presented matrix has Toeplitz plus Hankel structure. The two-dimensional case is a sum of four 
block matrices with the following structures: block Toeplitz with Toeplitz blocks (BTTB), block 
Toeplitz with Hankel blocks (BTHB), block Hankel with Toeplitz blocks (BHTB) and block 
Hankel plus Hankel blocks (BHHB). 
Anti-reflexive boundary conditions assume anti-reflection across the boundaries of the 
image. Let  denotes the true scene in the one-
dimensional case and let the blurred image contains only the convolution of elements with 
centers from  to . In addition let  denotes the one-dimensional PSF array 
with length  and center . Furthermore assume that . Then, the anti-reflexive 
boundary conditions on boundaries  and  are defined for  as: 
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The PSF convolution with anti-reflexive boundary conditions is expressed by matrix 
multiplication in this way: 
 
This matrix can be broken into three parts: 
 
The presented matrix has structure Toeplitz minus Hankel plus special rank  correction which, 
in the general case, is given by: 
 
Where  and , and  is the center of the PSF array. 
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The two-dimensional case is, as usual, extension of the one-dimensional. Let  denotes a 
 matrix of the true image. The anti-reflexive boundary conditions across the image 
boundaries but not across the corners are defined as follows: 
 
 
 
 
The boundary conditions for the corners (when both indices lie outside of ) are: 
 
 
 
 
The two-dimensional PSF convolution with anti-reflexive boundary conditions results in a 
 blurring matrix which could be treated as a  block matrix with  blocks having 
the following structure: block Toeplitz plus Toeplitz blocks (BTTB) minus block Toeplitz with 
Hankel blocks (BTHB) plus block Toeplitz with Rank  correction blocks (BTR B) minus block 
Hankel with Toeplitz blocks (BHTB) plus block Hankel with Hankel blocks (BHHB) minus block 
Hankel with Rank  correction blocks (BHR B) plus block Rank  correction with Toeplitz blocks 
(BR TB) minus block Rank  correction with Hankel blocks (BR HB) plus block Rank  
correction with Rank  correction blocks (BR R B). 
Mean boundary conditions assume that the value of a pixel outside of the domain is the 
mean values of the adjacent pixels’ values. Let  
denotes the true scene in the one-dimensional case and let the blurred image contains only the 
convolution of elements with centers from  to . In addition let  denotes 
the one-dimensional PSF array with length  and center . Furthermore assume that 
. The one-dimensional mean boundary conditions on boundaries  and  is 
expressed for  as: 
 
 
The PSF convolution with mean boundary conditions is expressed by matrix 
multiplication in this way: 
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This matrix could be broken into two parts: 
 
The presented matrix has structure Toeplitz plus special rank  correction which, in the 
general case, is given by: 
 
Where , ,  and 
, and  is the center of the PSF array. 
The two-dimensional case extends the one dimensional in a natural way. Let  denotes a 
 matrix of the true image. The mean boundary conditions across the image boundaries but 
not across the corners are defined as follows: 
 
 
 
 
The boundary conditions for the corners (when both indices lie outside of ) are: 
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The two-dimensional PSF convolution with mean boundary conditions results in a  
blurring matrix which could be treated as a  block matrix with  blocks having the 
following structure: block Toeplitz with Toeplitz blocks (BTTB) plus block Toeplitz with Rank  
correction blocks (BTR B) plus block Rank  correction with Toeplitz blocks (BR TB) plus block 
Rank  correction with Rank  correction blocks (BR R B). 
2.5. Singular Value Decomposition 
Singular Value Decomposition (SVD) is an important tool in the analysis of linear systems 
of equations. For a square matrix , the SVD of  is unique and has the form: 
 
where  and  are orthogonal matrices, i.e. satisfying  and 
, and  is a diagonal matrix. The elements on the main diagonal of  appear in a non-
decreasing order, that is , and they are called singular values or eigenvalues. 
The columns  of  are called left singular vectors and the columns  of  are called right 
singular vectors. The SVD of  is particularly useful for finding its inverse: 
 
2.6. Kronecker Product 
The Kronecker Product (or tensor product) of  and  is defined to be 
the matrix: 
 
Some of the most important properties of Kronecker product include: 
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2.7. Separable Two-Dimensional Blurs 
Some two-dimensional blurring functions can be separated into horizontal and vertical 
components. This type of blur can be thought of as two one-dimensional processes – one blurring 
the pixels in horizontal direction and the other blurring the pixels in vertical direction. In this 
case, the  PSF array  can be decomposed into two vectors,  and , representing the 
horizontal and vertical component of the blur. 
 
The two vectors can be found by computing the SVD of  for the largest singular value and taking 
the singular vectors. Let  be the largest singular value of  and let  and  be the corresponding 
left singular vector and right one respectively. Then, vectors  and  are given by: 
 
 
The special structure of this type of blur implies that  is a rank-one matrix with elements 
, then the blurring matrix , assuming zero boundary conditions, is given by: 
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The general structure of blurring matrix  is . Said with other words, the blurring 
matrix  of a separable two-dimensional blur can be expressed as a Kronecker product of the 
horizontal  and vertical  components of the blur. Matrices  and  can be treated as one-
dimensional blurs. Different boundary conditions are incorporated into the structure of these two 
matrices as was shown for the one-dimensional blurs. The following table illustrates how 
boundary conditions are incorporated in the two-dimensional case: 
Table 1: Boundary conditions and resulting blurring matrices 
Boundary 
conditions 
Non-separable PSF Separable PSF 
Zero BTTB Kronecker product of Toeplitz 
matrices 
Periodic BCCB Kronecker product of circulant 
matrices 
Reflexive BTTB + BTHB + BHTB + BHHB Kronecker product of Toeplitz-plus-
Hankel matrices 
Anti-reflexive BTTB – BTHB + BTR B – BHTB + 
BHHB – BHR B + BR TB – BR HB + 
BR R B 
Kronecker product of Toeplitz-minus-
Hankel-plus-Rank- -correction 
matrices 
Mean BTTB + BTR B + BR TB + BR R B Kronecker product of Toeplitz-plus-
Rank- -correction matrices 
3. Image Restoration 
This chapter will present the solution to the image restoration problem in the context of 
image deblurring. It is primarily based on books [1] and [10] and article [2]. For simplifying the 
solution, I will assume that the original image is being blurred by a blurring function which could 
be separated into horizontal and vertical components. In addition, I consider only grayscale 
images (one color). The chapter is divided in two parts. First I present the deblurring problems. 
Then I discuss the regularization of the solution. 
3.1. Image deblurring 
For simplicity and without any loose of generalization I assume a  blurred image 
stored in matrix . Let the separable blur process be described by the two-dimensional PSF 
array  with dimensions  by . Then  can be decomposed into horizontal and vertical blurring 
vectors  and : 
 
The two vectors are computed by finding the largest singular value , and the corresponding left 
and right singular vectors –  and . 
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Vectors  and  are used to compute the Kronecker product approximation  of the blurring 
matrix : 
 
where matrices  and  are computed from the one-dimensional blurring vectors  and  and 
the imposed boundary conditions, see table 1. With this approximation I minimize the norm 
, where  is the original blurring matrix. For detailed treatment of Kronecker 
product approximations see [1], [6], [9], and the references therein. If  denotes the original 
image,  and , the blur process can be written as: 
 
Image deblurring is essentially an inverse problem of the form: given  and , find . A naïve 
solution to the problem is: 
 
Effective way to compute the inverse of  is to use its SVD. Let  be the SVD of , then  can 
be obtained by computing: 
 
Since  is a block matrix, the computation of its SVD can be very heavy, therefore it is better to 
work with matrices  and  by utilizing some of the properties of Kronecker product. Let 
 be the SVD of  and  be the SVD of , then the last equation can be rewritten 
in this form: 
 
3.2. Regularization of the solution 
The SVD analysis, presented in the previous topic, involves inversion of the singular values 
of the blurring matrix  in order to compute the inverse matrix   – that is the component . 
For a blurring matrix, the singular values approaches zero rapidly with very large condition 
number  (  is the leading eigenvalue and  is the smallest eigenvalue). This 
means that the inverted eigenvalues which are close to zero will have very big impact over the 
naïve solution: 
 
In numerical analysis, problems with high condition number are called ill-conditioned. 
One way to treat ill-conditioned problems is to introduce a spectral filtering. A filter value  is 
defined for all eigenvalues composing the specter. This approach of filtering transforms the naïve 
solution to a filtered one: 
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I presents two methods for spectral filtering – Truncated Singular Value Decomposition 
and Tikhonov Method. The TSVD method is presented first. It takes a single parameter called a 
truncation index – . TSVD uses only two filter values –  and . For  the filter 
value is set to  and for  the filter value is set to . 
Tikhonov method introduces filter values incorporating the respective singular values. It 
takes one parameter  called a regularization parameter. The filter values are defined as 
follows: 
 
When  the corresponding filter value , if this is not the case the filter value  
generally decreases the corresponding singular value term. 
4. Numerical Analysis 
The quality of the presented image restoration algorithm is studied by measuring the 
relative error of the restored image, taking the original images as a basis. The relative error is 
defined as: 
 
where  is the restored image and  is the original image. All test data used in the 
numerical analysis are obtained artificially. The blurring process is introduced to two different 
sources – an image of Jupiter’s moon Io and an image of a mountain hill (see figures 6 and 7). 
These two images are especially selected to cover two very different applications of image 
acquisition, namely astronomical observation and regular photography. The blur, being used to 
construct the test data, is created by the two-dimensional Gaussian PSF (see chapter 2.2) with 
parameters ,  and . The convolutions of these two image sources with the 
Gaussian PSF array is used as a test data. It is displayed on figures 8 and 9. Relative error after the 
blur process is  for the astronomical image and  for the mountain hill. 
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Figure 6:  image of Jupiter's moon Io. 
 
Figure 7:  image of mountain hill. 
 
 
Figure 8:  blurred image of Jupiter's moon 
Io.  PSF matrix created by two-dimensional 
Gaussian PSF with center  and 
parameters: ,  and . 
 
Figure 9:  blurred image of mountain hill. 
 PSF matrix created by two-dimensional 
Gaussian PSF with center  and 
parameters: ,  and . 
 
The first part of the analysis measures the relative error as a function of the regularization 
parameter. Two methods for regularization are considered – Truncated SVD and Tikhonov 
regularization. They are tested with five different boundary conditions – zero, periodic, reflexive, 
anti-reflexive and mean. The regularization parameter is studied in the range  with  
increments (  values). The Minimum error values are recorded for all instances of image 
restoration, see table 2. 
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Table 2: Minimum error in image restoration width different boundary conditions and regularization 
methods 
Image and 
regularization method 
Boundary conditions. Relative error . 
Mean Anti-reflexive Reflexive Periodic Zero 
Io moon – TSVD 84687 93623 91332 127503 187514 
Io moon – Tikhonov 78488 93211 102967 116346 102192 
Mountain – TSVD 162673 185697 171274 219974 304469 
Mountain – Tikhonov 154443 181406 164697 187706 196293 
 
Image restoration can be characterized by the improvement in the relative error of the de-
blurred image compared to the blurred one. Let  denotes the relative error of the 
blurred image and let  denotes the relative error of the de-blurred image, then the 
improvement can be defined as: 
 
Positive values mean that there is improvement and negative values meant that there is additional 
decrease in the quality. Table 3 displays the maximum improvement of the different combinations 
between boundary conditions and regularization methods. 
Table 3: Improvement in image restoration with different boundary conditions and regularization methods 
Image and 
regularization method 
Boundary conditions. Improvement in percent. 
Mean Anti-reflexive Reflexive Periodic Zero 
Io moon – TSVD 9,56% 0,01% 2,46% -36,17% -100,26% 
Io moon – Tikhonov 16,18% 0,45% -9,97% -24,25% -9,14% 
Mountain – TSVD 11,45% -1,08% 6,77% -19,74% -65,73% 
Mountain – Tikhonov 15,93% 1,25% 10,35% -2,18% -6,85% 
 
Numerical analysis clearly indicates that only mean boundary conditions give conclusive 
and satisfying improvement in the two cases of image restoration being studied. Therefore they 
will be primarily discussed for the remainder of the chapter. TSVD regularization is compared 
with Tikhonov method on the next two charts – figures 12 and 13. Relative error is plotted as a 
function of the regularization parameter  with  increments (  values) for 
the two regularization methods using mean boundary conditions. The charts presented on figures 
12 and 13 indicate that Tikhonov regularization performs better than TSVD in the case of mean 
boundary conditions. For the subset of parameters , giving relative error after deblurring lower 
that the blur process, the red line (Tikhonov method) is clearly below the blue line (TSVD 
method). The error after Tikhonov regularization is further decreased, compared to TSDV 
regularization, with  for the astronomical image and  for the nature image. 
Figure 10 presents visually different instances of image deblurring for the astronomical 
image. The regularization parameter is chosen to minimize the relative error in each case. 
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Deblurring of the nature image is presented visually on figure 11. The regularization parameter is 
chosen in the same way as for the astronomical image. 
 
a) 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
g) 
 
h) 
 
i) 
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j) k) l) 
Figure 10: Image deblurring of Saturn's moon Io; a) Original image; b) Blurred image; c) Deblurring with mean 
boundary conditions and Tikhonov regularization; d) Deblurring with mean boundary conditions and TSVD 
regularization; e) Deblurring with antireflexive boundary conditions and Tikhonov regularization; f) 
Deblurring with antireflexive boundary conditions and TSVD regularization; g) Deblurring with reflexive 
boundary conditions and Tikhonov regularization; h) Deblurring with reflexive boundary conditions and 
TSVD regularization; i) Deblurring with periodic boundary conditions and Tikhonov regularization; j) 
Deblurring with periodic boundary conditions and TSVD regularization; k) Deblurring with zero boundary 
conditions and Tikhonov regularization; l) Deblurring with zero boundary conditions and TSVD 
regularization. 
 
 
a) 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
g) 
 
h) 
 
i) 
Page 25 of 38 
 
 
j) 
 
k) 
 
l) 
Figure 11: Image deblurring of mountain hill; a) Original image; b) Blurred image; c) Deblurring with mean 
boundary conditions and Tikhonov regularization; d) Deblurring with mean boundary conditions and TSVD 
regularization; e) Deblurring with antireflexive boundary conditions and Tikhonov regularization; f) 
Deblurring with antireflexive boundary conditions and TSVD regularization; g) Deblurring with reflexive 
boundary conditions and Tikhonov regularization; h) Deblurring with reflexive boundary conditions and 
TSVD regularization; i) Deblurring with periodic boundary conditions and Tikhonov regularization; j) 
Deblurring with periodic boundary conditions and TSVD regularization; k) Deblurring with zero boundary 
conditions and Tikhonov regularization; l) Deblurring with zero boundary conditions and TSVD 
regularization. 
 
 
Figure 12: Relative error for TSVD and Tikhonov method. Saturn's moon Io image. 
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Figure 13: Relative error for TSVD and Tikhonov method. Mountain hill image. 
Up to this point I have presented image deblurring in the ideal case when the blurring 
process is the only process affecting the image. All results so far indicate that Tikhonov method 
achieves lower relative error when subjected numerical analysis. In the rest of the chapter I will 
discuss the numerical behavior of Tikhonov regularization in the presence of noise. 
The numerical behavior of the presented regularization methods (TSVD and Tikhonov 
method) is also tested in the presence of noise. A white Gaussian noise (random uniformly 
distributed noise on the open interval )  is added to the blurred image , 
scaled such that: 
 
Figure 14 illustrate the blur process without noise for Jupiter’s moon Io. Figure 15 presents the 
same blur process but with added Gaussian white noise as described above. 
The relative change in the relative error is measured for blurred image and for blurred 
image with added white Gaussian noise. Let  be the true image,  be the deblurred image 
in the case without noise, and  be the deblurred image in the case with noise. The relative 
change in the relative error is defined to be: 
 
The relative change is evaluated as a function of the regularization parameter 
 with  increments (a set with  elements). Average value and standard deviation 
are calculated for the two sets – TSVD method and Tikhonov method respectively. This method 
0 
0,1 
0,2 
0,3 
0,4 
0,5 
0,6 
0
,0
0
1 
0
,0
37
 
0
,0
73
 
0
,1
0
9
 
0
,1
4
5 
0
,1
8
1 
0
,2
17
 
0
,2
53
 
0
,2
8
9
 
0
,3
25
 
0
,3
6
1 
0
,3
9
7 
0
,4
33
 
0
,4
6
9
 
0
,5
0
5 
0
,5
4
1 
0
,5
77
 
0
,6
13
 
0
,6
4
9
 
0
,6
8
5 
0
,7
21
 
0
,7
57
 
0
,7
9
3 
0
,8
29
 
0
,8
6
5 
0
,9
0
1 
0
,9
37
 
0
,9
73
 
TSVD 
Tikhonov 
Blur 
Page 27 of 38 
 
aims to compare the position of the average values for both methods and detect any amplification 
of the noise caused by the process of image restoration. Table 4 presents the average and standard 
deviation for the astronomical image and five different boundary conditions. The data indicates 
significant impact from the noise in the case of mean boundary conditions and Tikhonov 
regularization compared to TSVD regularization. The other four types of boundary conditions do 
not present so distinct difference between the two regularization methods. 
Table 4: Change in the relative error caused by the white Gaussian noise. 
Image and 
regularization 
method 
Boundary conditions. Change in relative error . 
Mean Anti-
reflexive 
Reflexive Periodic Zero 
Avg. Std. 
dev. 
Avg. Std. 
dev. 
Avg. Std. 
dev. 
Avg. Std. 
dev. 
Avg. Std. 
dev. 
Io moon – TSVD 2,116 8,102 3,135 5,132 0,904 1,800 0,175 0,556 2,309 1,010 
Io moon - 
Tikhonov 
3,805 8,016 3,293 5,451 0,631 1,478 0,230 0,317 1,676 0,962 
 
 
Figure 14:  blurred image of Jupiter's moon 
Io.  PSF matrix created by two-dimensional 
Gaussian PSF with center  and 
parameters: ,  and . 
 
Figure 15:  blurred image of Jupiter's moon 
Io with added Gaussian noise.  PSF matrix 
created by two-dimensional Gaussian PSF with 
center  and parameters: , 
 and . 
 
Although the Tikhonov method does amplify the noise in the images, the actual increase 
in the relative error appears to be lower than the general improvement caused by the method. 
Therefore the overall performance of the method is better than TSVD. 
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5. Conclusion 
In this paper, I have presented an efficient regularization method which provides better 
result when compared with TSVD regularization. The Tikhonov method lowers the relative error 
measured after image restoration with  and  respectively in the two test cases that 
have been tested. The Tikhonov method also indicates no significant increase in the relative error 
when tested on images with artificially added white Gaussian noise. All of the said so far suggests 
that Tikhonov regularization is a suitable replacement of the TSVD method. 
6. Appendices 
The appendices contain the MatLab source code used for image deblurring. Big portion of 
the source code was obtained from book [1]. It was modified and further enhanced to 
accommodate the new boundary conditions. 
6.1. Construction of out of focus blur PSF matrix 
function [PSF, center] = psfDefocus(dim, R) 
%PSFDEFOCUS Array with point spread function for out-of-focus blur. 
% 
%function [PSF, center] = psfDefocus(dim, R) 
% 
%            PSF = psfDefocus(dim); 
%            PSF = pdfDefocus(dim, R); 
%  [PSF, center] = psfGauss(...) 
% 
%  Construct a defocus blur point spread function,  which is 
%  1/(pi*R*R) inside a circle of radius R, and zero otherwise. 
% 
%  Input: 
%      dim  Desired dimension of the PSF array.  For example, 
%             PSF = psfDefocus(60) or 
%             PSF = psfDefocus([60,60]) creates a 60-by-60 array, 
%           while  
%             PSF = psfDefocus([40,50]) creates a 40-by-50 array. 
%        R  Radius of defocus 
%             Default is min(fix((dim+1)/2) - 1) 
% 
%  Output: 
%      PSF  Array containing the point spread function. 
%   center  [row, col] gives index of center of PSF 
% 
% Reference: See Chapter 3, 
%            "Deblurring Images - Matrices, Spectra, and Filtering" 
%            by P. C. Hansen, J. G. Nagy, and D. P. O'Leary, 
%            SIAM, Philadelphia, 2006. 
% Last revised April 25, 2007. 
  
% 
% Check inputs and set default parameters. 
% 
if (nargin < 1) 
   error('dim  must be given.') 
end 
l = length(dim); 
if l == 1 
  m = dim; 
  n = dim; 
else 
  m = dim(1); 
  n = dim(2); 
end 
center = fix(([m,n]+1)/2); 
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if (nargin < 2) 
   R = min(center - 1); 
end 
  
if R == 0 
  % If R=0, then the PSF is a delta function, so the blurring matrix is  
  % the identity. 
  PSF = zeros(m,n); 
  PSF(center(1),center(2)) = 1; 
else 
  PSF = ones(m,n)/(pi*R*R); 
  k = (1:max(m,n))'; 
  idx1 = meshgrid((k-center(1)).^2)' + meshgrid((k-center(2)).^2) > R^2; 
  idx = idx1(1:m,1:n); 
  PSF(idx) = 0; 
end 
PSF = PSF / sum(PSF(:)); 
 
6.2. Construction of Gaussian blur PSF matrix 
function [PSF, center] = psfGauss(dim, r, s) 
%PSFGAUSS Array with point spread function for Gaussian blur. 
% 
%function [PSF, center] = psfGauss(dim, s) 
% 
%            PSF = psfGauss(dim, r); 
%            PSF = psfGauss(dim, r, s); 
%  [PSF, center] = psfGauss(...) 
% 
%  Construct a Gaussian blur point spread function.  
% 
%  Input: 
%      dim  Desired dimension of the PSF array.  For example, 
%             PSF = psfGauss(60, r) or 
%             PSF = psfGauss([60,60], r) creates a 60-by-60 array, 
%           while 
%             PSF = psfGauss([40,50], r) creates a 40-by-50 array. 
%        r  Rotation factor. 
%        s  Vector with standard deviations of the Gaussian along 
%           the vertical and horizontal directions. 
%           If s is a scalar then both standard deviations are s. 
%             Default is s = 2.0. 
% 
%  Output: 
%      PSF  Array containing the point spread function. 
%   center  [row, col] gives index of center of PSF 
 
% 
% Check number of inputs and set default parameters. 
% 
if (nargin < 2) 
   error('dim and r must be given.') 
end 
l = length(dim); 
if l == 1 
  m = dim; 
  n = dim; 
else 
  m = dim(1); 
  n = dim(2); 
end 
if (nargin < 3) 
  s = 2.0; 
end 
if length(s) == 1 
  s = [s,s]; 
end 
  
% 
% Set up grid points to evaluate the Gaussian function. 
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% 
x = -fix(n/2):ceil(n/2)-1; 
y = -fix(m/2):ceil(m/2)-1; 
[X,Y] = meshgrid(x,y); 
  
% 
% Compute the Gaussian, and normalize the PSF. 
% 
d = (s(2)^2 + s(1)^2 + (s(2)^4 - 2*(s(2)^2)*(s(1)^2) + s(1)^4 + 4*(r^4))^0.5) * (- s(2)^2 - 
s(1)^2 + (s(2)^4 - 2*(s(2)^2)*(s(1)^2) + s(1)^4 + 4*(r^4))^0.5); 
PSF = exp( -0.5*(0 - (X.^2)*(4*(s(2)^2)/d) + (Y.*X)*(4*(r^2)/d) - (Y.^2)*(4*(s(1)^2)/d) + 
(X.*Y)*(4*(r^2)/d)) ); 
PSF = PSF / sum(PSF(:)); 
  
% 
% Get center ready for output. 
% 
if nargout == 2 
  [mm, nn] = find(PSF == max(PSF(:))); 
  center = [mm(1), nn(1)]; 
end 
6.3. Construction of Moffat blur PSF matrix 
function [PSF, center] = psfMoffat(dim, r, beta, s) 
%PSFMOFFAT Array with point spread function for Moffat blur. 
% 
%function [PSF, center] = psfMoffat(dim, s) 
% 
%            PSF = psfMoffat(dim, r, beta); 
%            PSF = psfMoffat(dim, r, beta, s); 
%  [PSF, center] = psfMoffat(...) 
% 
%  Construct a Moffat blur point spread function.  
% 
%  Input: 
%      dim  Desired dimension of the PSF array.  For example, 
%             PSF = psfMoffat(60) or 
%             PSF = psfMoffat([60,60]) creates a 60-by-60 array, 
%           while 
%             PSF = psfMoffat([40,50]) creates a 40-by-50 array. 
%        r  Rotation factor. 
%     beta  Decay parameter. 
%        s  Vector with standard deviations of the Gaussian along 
%           the vertical and horizontal directions. 
%           If s is a scalar then both standard deviations are s. 
%             Default is s = 2.0. 
% 
%  Output: 
%      PSF  Array containing the point spread function. 
%   center  [row, col] gives index of center of PSF 
 
% 
% Check number of inputs and set default parameters. 
% 
if (nargin < 2) 
   error('dim, beta and r must be given.') 
end 
l = length(dim); 
if l == 1 
  m = dim; 
  n = dim; 
else 
  m = dim(1); 
  n = dim(2); 
end 
if (nargin < 3) 
  s = 2.0; 
end 
if length(s) == 1 
  s = [s,s]; 
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end 
  
% 
% Set up grid points to evaluate the Moffat function. 
% 
x = -fix(n/2):ceil(n/2)-1; 
y = -fix(m/2):ceil(m/2)-1; 
[X,Y] = meshgrid(x,y); 
  
% 
% Compute the Moffat, and normalize the PSF. 
% 
d = (s(2)^2 + s(1)^2 + (s(2)^4 - 2*(s(2)^2)*(s(1)^2) + s(1)^4 + 4*(r^4))^0.5) * (- s(2)^2 - 
s(1)^2 + (s(2)^4 - 2*(s(2)^2)*(s(1)^2) + s(1)^4 + 4*(r^4))^0.5); 
PSF = exp( (1 - (X.^2)*(4*(s(2)^2)/d) + (Y.*X)*(4*(r^2)/d) - (Y.^2)*(4*(s(1)^2)/d) + 
(X.*Y)*(4*(r^2)/d)).^(-beta) ); 
PSF = PSF / sum(PSF(:)); 
  
% 
% Get center ready for output. 
% 
if nargout == 2 
  [mm, nn] = find(PSF == max(PSF(:))); 
  center = [mm(1), nn(1)]; 
end 
6.4. Kronecker product decomposition with boundary conditions 
function [Ar, Ac] = kronDecomp(P, center, BC) 
%KRONDECOMP Kronecker product decomposition of a PSF array 
% 
%function [Ar, Ac] = kronDecomp(P, center, BC) 
% 
%      [Ar, Ac] = kronDecomp(P, center); 
%      [Ar, Ac] = kronDecomp(P, center, BC); 
% 
%  Compute terms of Kronecker product factorization A = kron(Ar, Ac), 
%  where A is a blurring matrix defined by a PSF array.  The result is 
%  an approximation only, if the PSF array is not rank-one. 
% 
%  Input: 
%        P  Array containing the point spread function. 
%   center  [row, col] = indices of center of PSF, P. 
%       BC  String indicating boundary condition. 
%             ('zero', 'reflexive', or 'periodic') 
%           Default is 'zero'. 
% 
%  Output: 
%   Ac, Ar  Matrices in the Kronecker product decomposition.  Some notes: 
%             * If the PSF, P is not separable, a warning is displayed  
%               indicating the decomposition is only an approximation. 
%             * The structure of Ac and Ar depends on the BC: 
%                 zero          ==> Toeplitz 
%                 periodic      ==> circulant 
%                 reflexive     ==> Toeplitz-plus-Hankel 
%                 antireflexive ==> Toeplitz-minus-Hankel-plus- 
%                                   Rank-2-correction 
%                 mean          ==> Toeplitz-plus-Rank-4-correction 
 
% 
% Check inputs and set default parameters. 
% 
if (nargin < 2) 
   error('P and center must be given.') 
end 
if (nargin < 3) 
   BC = 'zero'; 
end 
  
% 
% Find the two largest singular values and corresponding singular vectors 
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% of the PSF -- these are used to see if the PSF is separable. 
% 
[U, S, V] = svds(P, 2); 
if ( S(2,2) / S(1,1) > sqrt(eps) ) 
  warning('The PSF, P is not separable; using separable approximation.') 
end 
  
%  
% Since the PSF has nonnegative entries, we would like the vectors of the 
% rank-one decomposition of the PSF to have nonnegative components.  That 
% is, the singular vectors corresponding to the largest singular value of P 
% should have nonnegative entries. The next few statements check this, and  
% change sign if necessary. 
% 
minU = abs(min(U(:,1))); 
maxU = max(abs(U(:,1))); 
if minU == maxU 
  U = -U; 
  V = -V; 
end 
  
%  
% The matrices Ar and Ac are defined by vectors r and c, respectively. 
% These vectors can be computed as follows: 
% 
c = sqrt(S(1,1))*U(:,1); 
r = sqrt(S(1,1))*V(:,1); 
  
% 
% The structure of Ar and Ac depends on the imposed boundary condition. 
% 
switch BC 
  case 'zero' 
    % Build Toeplitz matrices here 
    Ar = buildToep(r, center(2)); 
    Ac = buildToep(c, center(1)); 
  case 'reflexive' 
    % Build Toeplitz-plus-Hankel matrices here 
    Ar = buildToep(r, center(2)) + buildHank(r, center(2)); 
    Ac = buildToep(c, center(1)) + buildHank(c, center(1)); 
  case 'antireflexive' 
    % Build Toeplitz-plus-Hankel matrices here 
    Ar = buildToep(r, center(2)) - buildHank(r, center(2)) + buildR2Corr(r, center(2)); 
    Ac = buildToep(c, center(1)) - buildHank(c, center(1)) + buildR2Corr(c, center(1)); 
  case 'periodic' 
    % Build circulant matrices here 
    Ar = buildCirc(r, center(2)); 
    Ac = buildCirc(c, center(1)); 
  case 'mean' 
    Ar = buildToep(r, center(2)) + buildR4Corr(r, center(2)); 
    Ac = buildToep(c, center(1)) + buildR4Corr(c, center(1)); 
  otherwise 
    error('Invalid boundary condition.') 
end 
  
  
function Z = buildR4CorrZ(a, j, m) 
  s = 0; 
  for k = j:m 
    s = s + (k - j + 2) * a(k); 
  end 
Z = s; 
  
  
function ZI = buildR4CorrZI(a, j, m) 
  s = 0; 
  for k = j:m 
    s = s + (k - j + 1) * a(k); 
  end 
ZI = - s; 
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function W = buildR4CorrW(a, j, m) 
  s = 0; 
  for k = j:(m - 1) 
    s = s + (k - j + 2) * a(m - k); 
  end 
W = s; 
  
  
function WI = buildR4CorrWI(a, j, m) 
  s = 0; 
  for k = j:(m - 1) 
    s = s + (k - j + 1) * a(m - k); 
  end 
WI = - s; 
  
  
function R4C = buildR4Corr(a, i) 
  n = length(a); 
  w = zeros(n, n); 
  for k = (i + 1):n 
      w(k - i, 1) = buildR4CorrZ(a, k, n); 
      w(k - i, 2) = buildR4CorrZI(a, k, n); 
  end 
  for k = 1:(i - 1) 
      w(n + 1 - k, n - 1) = buildR4CorrWI(a, k, i); 
      w(n + 1 - k, n) = buildR4CorrW(a, k, i); 
  end 
R4C = w; 
  
  
function Z = buildR2CorrZ(a, j, m) 
  s = 0; 
  for k = j:m 
    s = s + 2 * a(k); 
  end 
Z = s; 
  
  
function W = buildR2CorrW(a, j, m) 
  s = 0; 
  for k = j:(m - 1) 
    s = s + 2 * a(m - k); 
  end 
W = s; 
  
  
function R2C = buildR2Corr(a, i) 
  n = length(a); 
  w = zeros(n, n); 
  for k = (i + 1):n 
      w(k - i, 1) = buildR2CorrZ(a, k, n) + a(k - 1); 
  end 
  w(n - i + 1, 1) = a(n); 
  for k = 1:(i - 1) 
      w(n + 1 - k, n) = buildR2CorrW(a, k, i) + a(i + 1 - k); 
  end 
  w(n - i - 1, n) = a(1); 
R2C = w; 
  
  
function T = buildToep(c, k) 
% 
%  Build a banded Toeplitz matrix from a central column and an index 
%  denoting the central column. 
% 
n = length(c); 
col = zeros(n,1); 
row = col'; 
col(1:n-k+1,1) = c(k:n); 
row(1,1:k) = c(k:-1:1)'; 
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T = toeplitz(col, row); 
  
  
function C = buildCirc(c, k) 
% 
%  Build a banded circulant matrix from a central column and an index 
%  denoting the central column. 
% 
n = length(c); 
col = [c(k:n); c(1:k-1)]; 
row = [c(k:-1:1)', c(n:-1:k+1)']; 
C = toeplitz(col, row); 
  
  
function H = buildHank(c, k) 
% 
%  Build a Hankel matrix for separable PSF and reflexive boundary 
%  conditions. 
% 
n = length(c); 
col = zeros(n,1); 
col(1:n-k) = c(k+1:n); 
row = zeros(n,1); 
row(n-k+2:n) = c(1:k-1); 
H = hankel(col, row); 
6.5. Image deblurring using Kronecker decomposition and TSVD 
regularization 
function [X, tol] = tsvd_sep(B, PSF, center, tol, BC) 
%TSVD_SEP Truncated SVD image deblurring using Kronecker decomposition. 
% 
%function [X, tol] = tsvd_sep(B, PSF, center, tol, BC) 
% 
%           X = tsvd_sep(B, PSF, center); 
%           X = tsvd_sep(B, PSF, center, tol); 
%           X = tsvd_sep(B, PSF, center, tol, BC); 
%    [X, tol] = tsvd_sep(B, PSF, ...); 
% 
%  Compute restoration using a Kronecker product decomposition and 
%  a truncated SVD. 
% 
%  Input: 
%        B  Array containing blurred image. 
%      PSF  Array containing the point spread function; same size as B. 
%   center  [row, col] = indices of center of PSF. 
%      tol  Regularization parameter (truncation tolerance). 
%             Default parameter chosen by generalized cross validation. 
%       BC  String indicating boundary condition. 
%             ('zero', 'reflexive', or 'periodic'; default is 'zero'.) 
% 
%  Output: 
%        X  Array containing computed restoration. 
%      tol  Regularization parameter used to construct restoration. 
 
% 
% Check number of inputs and set default parameters. 
% 
if (nargin < 3) 
   error('B, PSF, and center must be given.') 
end 
if (nargin < 4) 
   tol = []; 
end 
if (nargin < 5) 
   BC = 'zero'; 
end 
  
% 
% First compute the Kronecker product terms, Ar and Ac, where 
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% A = kron(Ar, Ac).  Note that if the PSF is not separable, this 
% step computes a Kronecker product approximation to A. 
% 
[Ar, Ac] = kronDecomp(PSF, center, BC); 
  
% 
% Compute SVD of the blurring matrix. 
% 
[Ur, Sr, Vr] = svd(Ar); 
[Uc, Sc, Vc] = svd(Ac); 
  
% 
% If a regularization parameter is not given, use GCV to find one. 
% 
bhat = Uc'*B*Ur; 
bhat = bhat(:); 
s = kron(diag(Sr),diag(Sc)); 
if (ischar(tol) | isempty(tol)) 
  tol = gcv_tsvd(s, bhat(:)); 
end 
  
% 
% Compute the TSVD regularized solution. 
% 
Phi = (abs(s) >= tol); 
idx = (Phi~=0); 
Sfilt = zeros(size(Phi)); 
Sfilt(idx) = Phi(idx) ./ s(idx); 
Bhat = reshape(bhat .*Sfilt , size(B)); 
X = Vc*Bhat*Vr'; 
6.6. Image deblurring using Kronecker decomposition and Tikhonov 
regularization 
function [X, alpha] = tik_sep(B, PSF, center, alpha, BC) 
%TIK_SEP Tikhonov image deblurring using the Kronecker decomposition. 
% 
%function [X, alpha] = tik_sep(B, PSF, center, alpha, BC) 
% 
%            X = tik_sep(B, PSF, center); 
%            X = tik_sep(B, PSF, center, alpha); 
%            X = tik_sep(B, PSF, center, alpha, BC); 
%   [X, alpha] = tik_sep(B, PSF, ...); 
% 
%  Compute restoration using a Kronecker product decomposition and a 
%  Tikhonov filter, with the identity matrix as the regularization operator. 
% 
%  Input: 
%        B  Array containing blurred image. 
%      PSF  Array containing the point spread function; same size as B. 
%   center  [row, col] = indices of center of PSF. 
%    alpha  Regularization parameter. 
%             Default parameter chosen by generalized cross validation. 
%       BC  String indicating boundary condition. 
%             ('zero', 'reflexive', or 'periodic') 
%           Default is 'zero'. 
% 
%  Output: 
%        X  Array containing computed restoration. 
%    alpha  Regularization parameter used to construct restoration.  
 
% 
% Check number of inputs and set default parameters. 
% 
if (nargin < 3) 
   error('B, PSF, and center must be given.') 
end 
if (nargin < 4) 
   alpha = []; 
end 
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if (nargin < 5) 
   BC = 'zero'; 
end 
  
% 
% First compute the Kronecker product terms, Ar and Ac, where 
% the blurring matrix  A = kron(Ar, Ac).   
% Note that if the PSF is not separable, this 
% step computes a Kronecker product approximation to A. 
% 
[Ar, Ac] = kronDecomp(PSF, center, BC); 
  
% 
% Compute SVD of the blurring matrix. 
% 
[Ur, Sr, Vr] = svd(Ar); 
[Uc, Sc, Vc] = svd(Ac); 
  
% 
% If a regularization parameter is not given, use GCV to find one. 
% 
bhat = Uc'*B*Ur; 
bhat = bhat(:); 
s = kron(diag(Sr),diag(Sc)); 
if (ischar(alpha) | isempty(alpha)) 
  alpha = gcv_tik(s, bhat); 
end  
  
% 
% Compute the Tikhonov regularized solution. 
% 
D = abs(s).^2 + abs(alpha)^2; 
bhat = s .* bhat; 
xhat = bhat ./ D; 
xhat = reshape(xhat, size(B)); 
X = Vc*xhat*Vr'; 
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