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We analyze a recent claim that almost all closed, finite dimensional quantum systems have trap-
free (i.e., free from local optima) landscapes (B. Russell et al 2017 J. Phys. A: Math. Theor. 50,
205302). We point out several errors in the proof which compromise the authors’ conclusion.
Update: Interested readers are highly encouraged to take a look at the “rebuttal” [1] of this comment published by
the authors of Ref. [2]. This “rebuttal” is a showcase of the way the erroneous and misleading statements under
discussion will be wrapped up and injected in their future works, such as Ref. [3].
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I. INTRODUCTION
Finding “fast” algorithms capable of resolving compli-
cated combinatorial problems in reasonable time is one of
the primary challenges of optimal control theory. It was
found that a number of “hard” optimization problems
carry the following fortunate phase transition property:
When the ratio β=KN between the numbers of control pa-
rametersK and constraintsN exceeds a certain threshold
βtr, then there exist natural gradient algorithms resolv-
ing the optimization problem within the time polynomial
in N [4]. A conceptual possibility of such phase transi-
tion in the quantum optimal control of closed systems
(QOC-CS) follows from classical works [5, 6]. However,
no explicit generic theoretical evidences were reported
until the recent paper [2] by Russel et.al. The authors of
Ref. [2] made the following rather strong claim:
Proposition 1.
not proven
Phase transition with very
small threshold (βtr1) is a generic feature of nearly ev-
ery QOC-CS problem.
Since classical mechanics is merely a limiting case of
quantum mechanics, the reported result has pivotal prac-
tical implications. Namely, the authors argue in their
subsequent publications [7, 8] that optimal control prob-
lems in nearly all areas, from chemistry and material sci-
ence to biological evolution, fundamentally belong to a
“simple” category and can be solved in polynomial times
using a relatively small number of controls.
Below we will analyze in detail the proof of proposition
1 and will show that it is incorrect. The presentation is
organized as follows. In the next section II the basics of
QOC-CS are outlined to the extent necessary to formu-
late the central result of work [2], namely, theorem 4.2.
This theorem with clarifying comments is then presented
in Sec. III. The subsequent section IV is the core of the
present comment. There, we identify two mistakes in the
proof of theorem 4.2 and provide counterexamples show-
ing that its statement is incorrect. The paper concludes
∗ dm.zhdanov@gmail.com
with an outlook of recent literature results derived from
theorem 4.2 which require revision in the light of this
comment.
To avoid confusions, we will use flags incorrect and
not proven
to explicitly distinguish the statements from
work [2] in which proofs we have identified a mistake. The
flag incorrect will mark statements falsified by explicitly
constructed counterexamples. The flag
not proven
will
mark still possibly correct statements which can be re-
garded as a conjectures.
All other justifiably valid statements will be marked
using correct flag.
II. PROBLEM SETTLING AND NECESSARY
DEFINITIONS
Consider the following terminal optimal control prob-
lem for a closed quantum system in N -dimensional
Hilbert space:
J= 〈O〉=Tr[Oˆρˆ(T )]→max
u∈U
. (1)
Here J is the control objective, Oˆ is some quantum-
mechanical observable and u is the set of time-dependent
control parameters which guide evolution of system den-
sity matrix ρˆ(t) from given initial state ρˆ(0)=ρˆ0 at the
time t=0 to the final state ρˆ(T ) at t=T :
ρˆ(T )=UˆT (u)ρˆ0Uˆ
†
T (u). (2)
The unitary operator Uˆt(u) in equation (2) satisfies the
evolution equation
d
dt
Ut(u)=− i~Hˆ(u, t)Ut(u) (3)
and the initial condition Uˆ0(u)=Iˆ, where Iˆ is identity op-
erator and Hˆ(u, t) is the controlled system Hamiltonian.
In order to proceed, few definitions are needed.
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2Given two smooth manifolds A and B, the map f :
A→B is called globally surjective if for each point b∈B
there exist at least one point a∈A such that f(a)=b. If
each point b′∈B from a tiny neighborhood of b has a
preimage a′ in a tiny neighborhood of a then the map f
is called locally surjective at a.
The set of control-dependent unitary operators UˆT (u)
defines the map
ψ : U→SU(N) (4)
between space of controls and special unitary matrices.
A system is called controllable if the map ψ is globally
surjective.1 A system is called locally controllable if the
map ψ is also everywhere locally surjective.
The function J(u) defined by equations (1) and (2)
is sometimes called quantum control landscape. It maps
the space of controls U to range O of admissible values
of 〈Oˆ〉 2. If the map J : U→O is locally surjective then
one is guaranteed to reach the global maximum of J(u)
by iterative small variations of control parameters using
a gradient algorithm. In other words, local surjectivity
implies above-threshold case β>βtr.
The following fundamental result is proven in classical
works [5, 6].
Theorem 1. correct The map φOˆ : SU(N)→O defined
as φOˆ(Uˆ)=Tr[OˆUˆ ρˆ0Uˆ
†] is localy surjective for any Oˆ and
ρˆ0.
Corollary 1.1. correct Local surjectivity of map (4) is a
sufficient condition for local surjectivity of quantum con-
trol landscape J(u).
III. RIGOROUS FORMULATION OF THE
CLAIM OF PAPER [2]
The central result of paper [2] is theorem 4.2. Both its
formulation and proof rely on important premise made
in the beginning of section 4.1 which in fact constitutes
the following additional theorem:
Theorem 2.
not proven
For any N -dimensional closed
quantum system and substantially large natural number Z
it is possible to formally introduce a set u of bounded con-
trols uj∈[−κ, κ] (j=1, ..., (N2−1)Z), such that the system
is controllable and function J(u) is locally surjective.
Specifically, the authors of Ref. [2] claim in the para-
graph following equation (12) that the set Cκ,p of κ-
bounded piecewise-constant controls introduced by equa-
tion (10) of their work satisfies the statement of above
1 In other words, the system is globally controllable if for any uni-
tary operator Uˆ ′ there exist at least one set of controls u′ such
that UˆT (u
′)=Uˆ ′
2 The manifoldO is an interval [
∑N
i=1 rN+1−ioi,
∑N
i=1 rioi], where
oi and ri are the eigenvalues of Oˆ an ρˆ0 enumerated in increasing
order [5].
theorem (and hence proves it). The critical part of this
claim can be compactly reformulated as the following
lemma.
Lemma 1. incorrect Consider the controlled Hamilto-
nian
Hˆ(u, t)=
N2−1∑
j=1
Z∑
z=1
uj,zbz(t)Bˆj , (5)
where the boxcar functions bk(t) are nonzero (equal
to 1) only on z-th time subinterval ( z−1Z T,
z
ZT ] and
uj,z∈[−κ, κ] represent the set u of (N2−1)Z bounded
control parameters. The j-summation runs over a com-
plete basis {Bˆj} of SU(N).
Assume that
1. the duration TZ of each piecewise-constant segment
of the control is short enough and the speed of the
curve Uˆt(u) is not too high (i.e., κ is small enough),
so that the following inequality is satisfied:
T
Z
<
2pi
Emax(κ)−Emin(κ) , (6)
where Emax(κ) and Emin(κ) are maximal and min-
imal eigenvalues of Hˆ(u, t) over an admissible con-
trol domain u∈U(κ);
2. κ is large enough, so that the map ψ defined by
equation (4) is globally surjective.
Then, the map ψ is also locally surjective.
The proof of theorem 2 readily follows from combining
the above lemma with corollary 1.1.
The next theorem reproduces the remaining relevant
part of theorem 4.2.
Theorem 3. incorrect For a controllable system which
landscape J(u) is locally surjective everywhere in the con-
trol space U, fixing any single control parameter uj′=c
may introduce local maxima and minima into the new
control landscape J(u|uj′=c) (a function of the remain-
ing unfixed variables uj 6=j′ only) only for a null set of
values of c∈R.
It is noteworthy that theorem 3 may be applied to
any controllable system with locally surjective landscape
J(u). Its special relevance for quantum control problems
leans upon theorem 2 which claims that the required local
surjectivity of J(u) is a generic feature for this class of
problems.
Proposition 1 can be derived from theorems 2 and 3 as
follows. First, one introduces a very rich set of controls
u satisfying theorem 2. Lemma 1 guarantees that it is
always possible. Second, one starts to “freeze” controls
uj one by one. Theorem 3 implies that such control elim-
ination is highly unlikely to break the local surjectivity of
3control landscape. Hence, the iterative control elimina-
tions can be repeated until they will start compromising
the system controllability. Thus, we can “freeze” most
of controls uj at arbitrary values without destroying the
local surjectivity of control landscape. The latter implies
that the system remains optimizable by gradient meth-
ods. Since the number of remaining controls is expected
to be small we can conclude that βtr1 which justifies
proposition 1.
IV. CRITICISM
In this section, we are going to show that the proofs of
both theorems 2 and 3 contain mistakes. As a result, the
validity of theorem 2 becomes an open question. How-
ever, the incorrectness of theorem 3 will be justified by
explicit counterexamples.
A. Theorem 2
The validity of theorem 2 is compromised by incorrect
lemma 1. A weak point in its proof is that variations
of controls at the boundary of U are more constrained
compared to its interior. These additional boundary con-
straints can break local surjectivity of the map ψ, as will
be shown by example.
For simplicity, we will consider two-level system for
which the basis operators Bˆj in equation (5) are rep-
resented by Pauli matrices σˆi. Hereafter we will set
~=1. Denote as κctr(T,Z) the minimal value of bound-
ary constraint κ, such that the system is globally con-
trollable (i.e., the map ψ is globally surjective) for any
κ>κctr(T,Z). Let us also introduce the threshold pa-
rameter κthr(T,Z), such that inequality (6) is satis-
fied for κ<κthr(T,Z). We will choose Z large enough,
so that κthr(T,Z)κctr(T,Z) and consider the case
κctr(T,Z)<κ<κthr(T,Z). This way, we ensure that our
system satisfies all the conditions of lemma 1.
Denote as u′ the control policy where all the controls
are set to their maximal values: uj,z=κ. The correspond-
ing Hamiltonian (5) takes the time-independent form
Hˆ(u′, t)=
3∑
j=1
κσˆj . (7)
It is straightforward to check (using, e.g., Pontryagin
maximum principle) that the controls u′ correspond to a
local maximum (or “trap”) in the optimization problem
(1) with Oˆ= sin(α+pi3 )σˆ1+ sin(α−pi3 )σˆ2+ sin(α)σˆ3 and
ρˆ(0)= 12 (Iˆ+σˆ3), where α=2
√
3Tκ. This is a clear sign
that the map (4) is not locally surjective at u′. For ex-
ample, if α(mod 2pi)=0, so that UˆT (u
′)=(−1) α2pi Iˆ, then
no infinitesimal variation of controls δu allows to obtain
any of the unitary operators
(−1) α2pi e1σˆ1+2σˆ2 . (8)
with infinitesimal 1>0 and 2>0.
Breakdown of the local surjectivity of map ψ at the
boundary of U is very generic property. However, we hy-
pothesize that the statement of lemma 1 can be a work-
able approximation when the basins of convergence to
the associated boundary traps in the gradient search are
small. The latter is likely to be the case when κ1 and
Z1. However, further research is needed to judge the
validity of this hypothesis and to identify its scope of
applicability.
B. Theorem 3
The proof of theorem 3 proposed in Ref. [2] is based on
certain results in differential geometry. For this reason, it
is worth to recall a few standard definitions and theorems
from this field.
Two submanifolds A and B of a given finite-
dimensional smooth manifold C are said to intersect
transversally if either 1) they do not intersect, or 2) at ev-
ery point p of intersection, their separate tangent spaces
at that point together generate the tangent space of the
ambient manifold C at that point:
Tp(A)⊕ Tp(B) = Tp(C). (9)
Let f : A→B be a smooth map of a manifold A to
a manifold B, containing a smooth submanifold C. The
map f is said to be transversal to C at the point a of
A if either f(a) does not belong to C or the image of
the tangent space to A at a under the derivative f∗a is
transversal to the tangent space to C:
f∗aTa(A)⊕ Tf(a)C = Tf(a)B. (10)
Theorem 4. correct (Parametric transversality theo-
rem) Consider a smooth map F : A×E→B of the di-
rect product of smooth manifolds A and E to a smooth
manifold B. We shall consider F as a family of maps
Fe, of manifold A to B, depending on the point e of the
manifold E as on a parameter. Then, if the map F is
transversal to the submanifold C of the manifold B, al-
most every member Fe : A→B of the family is transversal
to C.
The authors of Ref. [2] apply theorem 4 as follows.
First, they represent manifold of control parameters as
a Cartesian product U=Uj×U−j , where Uj defines the
domain of j-th control parameter only and U−j includes
the possible combinations of all control parameters ex-
cept j-th. Next, for each J0∈O they define the man-
ifold LJ0⊂SU(N) as a subset of all unitary matrices
Uˆ⊂SU(N), such that φOˆ(Uˆ)=J0. Finally, they apply
theorem 4 with F=ψ, A=U−j , E=Uj , B=SU(N) and
C=LJ0 . The proper conclusion should be that the con-
strained map UˆT (u|uj=c) is transversal to any subman-
ifold LJ0 for almost all values of c. Using corollary 1.1,
this result can be equivalently re-expressed in more phys-
ical terms as the following theorem.
4Theorem 5. correct Let J(u) be a landscape having no
local extrema. Then, for any given control index j and
real number J0 there may be only a null set C of val-
ues c for which the constrained landscape J(u|uj=c) in-
cludes such points u′ that: 1) u′ is a local extremum of
J(u|uj=c), and 2) J(u′|uj=c)=J0.
The authors derive theorem 3 by claiming that theo-
rem 5 implies that the constrained landscape J(u|uj=c)
has no local extrema for almost all values of c. However,
the claim is incorrect. Theorem 5 merely implies that
the subset of critical values J0∈O for the constrained
landscape J(u|uj=c) is a null set in O (cf. Bertini-
Sard theorem [9], p. 32). Informally, this means that
the points which are either local or global extrema of the
constrained landscape are much less abundant than all
remaining points. However, this is very generic property
of any smooth function. For instance, the subset of criti-
cal values for function J(u)= sin(u) is a null set consisting
of just two points J0=±1 despite this function has infi-
nite number of minima and maxima. On other hand, the
function J(u)=sinc(u) is characterized by infinite number
of critical values J(u′) where u′ are all possible solutions
of equation ddu sinc(u)=0. Nevertheless, all these critical
values still constitute a countable set which therefore is
a null subset of all possible function’s values. Needless
to say, the function sinc(u) has infinite number of local
minima an maxima.
Thus, satisfaction of theorem 5 does not rely on pres-
ence or absence of local minima and maxima in the con-
strained landscape J(u|uj=c) and, hence, cannot imply
theorem 3 as a corollary. Let us illustrate this fact and
explicitly disprove the theorem 3 by two simple coun-
terexamples.
The first illustrative counterexample is adopted from
Ref. [10]. Consider the trap-free landscape of two con-
trol parameters u1∈[−pi2 , pi2 ] and u2∈[−pi2 , pi2 ] defined by
formula
J(u1, u2) =
2
pi
(
tan(u1)
3− tan(u1) cos(u2)+ tan
(u2
2
))
.
(11)
The landscape (11) is shown in Fig. 1. It fulfills the local
surjectivity condition of theorem 3 and obeys paramet-
ric transversality theorem 5. For instance, each value
J0∈[−1, 1] corresponds to at most two values c such
that J0 is a local extremum of the constrained landscape
J(u1|u2=c). At the same time, the conclusion of theo-
rem 3 is violated: for any c∈(−pi2 , pi2 ) the corresponding
constrained landscape J(u1|u2=c) has a local maximum.
The set of these maxima for different values of c is indi-
cated by thick red curve in Fig. 1.
Our second, more general counterexample is aimed to
show that the conclusion of theorem 3 doesn’t follow from
satisfaction of theorem 5 for a broad class of functions.
Specifically, consider arbitrary smooth locally surjective
functions J(u) which acquire a finite number of local ex-
trema after fixing one of the control parameters uj to
-
Π
2 0 Π2u1
-
Π
2
0
Π
2
u2
-1
0
1
J
Figure 1. The landscape J(u1, u2) defined by equation (11).
any value from certain finite interval. Let us show that
nearly all such functions satisfy theorem 5. Indeed, sup-
pose that the function J(u|uj=c) has S critical points
which we will denote as ucrs (s=0, ...S−1). For simplic-
ity, let us assume that there are no saddle points among
them. Without loss of generality, let us assume that
J(ucrs )=J0 for 0≤s≤s0, and J(ucrs ) 6=J0 for s>s0. Denote
∆J0= mins>s0 |J(ucrs )−J0|. Consider the family of con-
strained landscapes J(u|uj=c+δc) for some small vari-
ations of control parameters. Let us denote the corre-
sponding critical points and their images as ucrs (δc) and
Jcrs (δc), respectively. Since J(u) is smooth it is always
possible to find such positive constant δciso that
1. |Jcrs (δc)−Jcrs (0)|<∆J02 for all |δc| < δciso, and
2. all the landscapes in the family |δc| < δciso have
the same number of critical points, and the maps
δc→ucrs (δc) and δc→Jcrs (δc) are smooth.
Note that Jcrs (δc) cannot be constant functions of δc be-
cause the corresponding point ucrs would be a local ex-
tremum of J(u) which contradicts to our assumption.
Hence, one can find some constant δcmax≤δciso, such that
Jcrs (δc)6=J0 for all such δc that 0<|δc|<δcmax. We con-
clude that if the statements 1) and 2) of theorem 5 are
satisfied for certain J0 and uj=c then this is the only solu-
tion for uj on interval (c−δcmax, c+δcmax). This means
that all the critical values J0 are isolated points, and
hence constitute a null set. Thus, the assumptions and
conclusions of theorem 5 do not conflict with the exis-
tence of local extrema of J(u|uj=c).
The case when some of the critical points of J(u|uj=c)
are saddle points can be treated similarly. However, an
additional caution is required in this case because the
variation δc of constraint might change the number of
critical points by annihilating a saddle point or via split-
ting it into new local extrema. Nevertheless, the net
qualitative conclusion remains the same.
V. CONCLUSION
The conjecture that quantum control landscapes are
almost always trap free remains the subject of ongoing
5debates since the initial attempt to prove it in 2004 [11]
(see, e.g., the discussion [12, 13] following the paper [14];
a brief review also can be found in Ref. [10]). In this
comment we have shown that the new attempt to prove
it made in Ref. [2] also doesn’t stand up to criticism.
We identified two mistakes in the proposed proof. The
origin of the first one is in overlooked effect of control
boundedness. The second mistake stems from incorrect
application of parametric transversality theorem.
The authors of Ref. [2] broadly applied the discussed
results in their subsequent publications [7, 8] to explain a
variety of experimental evidences of trap-free landscapes
in the areas far beyond the scope of quantum control,
such as chemical synthesis, property optimization and
evolutionary biology. It is worth stressing that these ex-
planations are derived from the argument summarized
as theorem 3 in this comment, which we have shown by
counterexamples to be incorrect.
As a final remark, let us note that the statements of
the authors of Ref. [2] about “mounting numerical evi-
dence” of “common ease of quantum control optimiza-
tion” and “the evident rarity of landscape traps” are
somewhat challenged by a number of results not men-
tioned in Ref. [2]. Specifically, we would like to point
out a series of works by D’Alessandro [15, 16], Boscain
[17–21], Bonnard, Sugny (with supporting experiments
by Glaser group) [22–26] and others [27, 28]. It is also
worth mentioning a recent conjecture that proposition 1
is almost always violated for complex disordered quan-
tum systems [29].
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