Abstract. This paper derives su¢ cient conditions for nonparametric transformation models to be identi…ed and develops estimators of the identi…ed components. Our nonparametric identi…cation result is global, and allows for endogenous regressors. In particular, we show that a completeness assumption combined with conditional independence with respect to one of the regressors su¢ ces for the model to be nonparametrically identi…ed. The identi…cation result is also constructive in the sense that it yields explicit expressions of the functions of interest. We show how natural estimators can be developed from these expressions, and analyze their theoretical properties. Importantly, it is demonstrated that di¤erent normalizations of the model lead to di¤erent asymptotic properties of the estimators with one normalization in particular resulting in an estimator for the unknown transformation function that converges at a parametric rate. A test for whether a candidate regressor satis…es the conditional independence assumption required for identi…cation is developed.
Introduction
A variety of structural econometric models comes in form of a transformation model, in which a scalar dependent variable Y is related to a vector of regressors X and a scalar unobservable through
The model is characterized by a strictly monotonic transformation T , a regression function g, and a cumulative distribution function (cdf) F jX of given X, all of which are unknown.
An important economic application of the model (1) is to the study of duration data (see, e.g., Van den Berg, 2001 , for a survey). In this context, dependence between and some components of X is often a concern, which can arise for a variety of reasons. For instance, if the duration outcome depends on another duration variable with both durations a¤ected by the same unobserved heterogeneity term (Abbring and van den Berg, 2003) ; or because duration data is only observed for those individuals that comply with some treatment and compliance is not random but selective (Bijwaard and Ridder, 2005) ; or else in a strategic environment in which durations of two or more players interact with each other (Honore and de Paula, 2010) ; or because of reverse causality as when duration represents time-to-default and defaults a¤ect regressors such as prices (Palmer, 2014) . More generally, omission of relevant regressors or presence of measurement errors might give rise to endogeneity.
We develop novel nonparametric identi…cation results for T; g; F jX when some of the regressors X are correlated with . Our identi…cation strategy is constructive in the sense that we obtain explicit expressions of the components in terms of the cdf of Y given X, F Y jX .
This in turn allows us to develop simple nonparametric estimators of T; g; F jX which we
analyze. An important feature is that the convergence rate of the estimator of T critically depends on the normalization conditions we impose: The "smoother"the normalization, the faster the estimator converges. To the best of our knowledge, our paper is the …rst to show that normalization conditions are not innocuous, with di¤erent normalization choices leading to nonparametric estimators with radically di¤erent properties. 1 When the normalization 1 At least in the context of nonparametric "plug-in"kernel estimators, which are the ones we propose here.
Whether or not the same results obtain for other classes of estimators is an interesting question that we leave for future research.
used for identi…cation of T does not involve derivatives of T , our estimator attains parametric rate. This in turn implies that for inference regarding g and F jX we can treat T as known.
The identi…cation argument proceeds in two steps: We …rst show that T 1 is identi…ed under the assumption that X can be decomposed into X = (X I ; X I ) where the subset of regressors X I is conditionally exogenous, ? X I j X I . As such X I play a role similar to the "special regressor"of Lewbel (1998) ; however, in contrast to his study, we do not require X I to satisfy any "large-support"conditions. Once has been identi…ed, we can identify g and F jX using existing results on nonparametric instrumental variables (IV); see, e.g. Darolles, Fan, Florens, and Renault (2011) , and references therein.
The estimation strategy builds upon our identi…cation result where we demonstrate that can be expressed as a functional of F Y jX . A pointwise estimator of is then obtained by replacing F Y jX with a nonparametric estimator. Once has been estimated, g can be estimated using, for example, nonparametric IVs with^ (Y ) replacing the unknown dependent variable (Y ). Given the parametric convergence rate of^ , our nonparametric IV estimator of g is asymptotically equivalent to the oracle estimator with known. Having recovered and g, we can compute residuals and use these to estimate F jX .
The identi…cation and estimation schemes critically rely on the availability of at least one regressor being conditionally exogeneous. If, for a given choice of X I , this assumption is violated the proposed estimators are inconsistent. It is therefore important to be able to check the validity of a candidate regressor. As part of the identi…cation argument, we derive a set of over-identifying restrictions implied by the conditional independence assumption, which in turn is used to develop a statistical test for it.
We investigate the …nite-sample performance of our estimators in a Monte Carlo simulation study designed around a popular duration model. We …nd that the estimators perform well with moderate biases and variances. Moreover, they appear to be quite robust to the choice of the various smoothing parameters used in their implementation.
Our identi…cation results are close in spirit to those obtained by Ridder (1990) and Ekeland, Heckman, and Nesheim (2004) who focus on exogenous regressors. Fève and Florens (2010) allow for endogenous regressors when g is linear or partially linear using a so-called measurable separability assumption in placeof our conditional exogeneity condition. More in line with our identi…cation strategy, Vanhems and Van Keilegom (2013) allow for endogeneity in a semiparametric version of the model with a …nitely parameterized transformation. Finally, Chernozhukov, Imbens, and Newey (2007) and Chen, Chernozhukov, Lee, and Newey (2011) provide identi…cation conditions that allow for endogeneity in a general class of models, including ours. These are, however, only local identi…cation results and rely on high-level assumptions. We complement these papers by providing primitive conditions for global nonparametric identi…cation.
Nonparametric estimators of under exogeneity have been developed in, e.g., Horowitz (1996) , Chen (2002) and Jochmans (2011) . These require as input an initial parametric estimator of g and are thus di¢ cult to extend to the fully nonparametric case. Matzkin (1991) and Jacho-Chávez, Lewbel, and Linton (2010) develop fully nonparametric estimators.
However, the asymptotic properties of the former are still not fully understood, and the latter only achieves nonparametric convergence rate. None of the above papers allow for endogenous regressors. Finally, the sieve estimators developed in Chernozhukov, Imbens, and Newey (2007) and Chen and Pouzo (2012) should in principle be applicable to our model.
The remainder of the paper is organized as follows. Section 2 contains the identi…cation result, while estimators are proposed and analyzed in Section 3. The test for conditional independence is developed and analyzed in Section 4. Section 5 illustrates the performance of the proposed estimators and test through a Monte Carlo experiment. The last section concludes. Additional technical assumptions and proofs are relegated to an Appendix.
2. Identification 2.1. Model and Assumptions. We consider the model in (1) where Y has support Y R, X = (X 1 ; : : : ; X dx ) has support X R dx , and belongs to E R. The variables Y and X are observed, while remains latent. We decompose the regressors into X = (X I ; X I )
where the subvector X I 2 R jIj is assumed to be exogeneous while X I 2 R dx jIj contains the potentially endogenous components. The supports of X I and X I are denoted by X I and X I , respectively.
Assumption A1. For a.e. x 2 X , the conditional distribution F jX ( jx) of given X = x is absolutely continuous (with respect to the Lebesgue measure on R) with a density f jX ( jx)
that is continuous on its support E x R.
Assumption A2. (i) ? X I j X I ; (ii) X I is continuously distributed on X I R.
Assumption A1 together with the assumption of T being monotonic implies that F Y jX is absolutely continuous, which is important for our identi…cation argument. Assumption A2 (i) formally states that at least one of the regressors is conditionally exogenous. As such, X I plays a role similar to the "special regressor" of Lewbel (1998) . However, no large support conditions are imposed on X I ; this is unlike in Lewbel (1998) who requires the support to be either the entire real line, or else large enough if the supports of X I and are bounded. If an exogenous variable is discrete, it can be moved from X I to X I since Assumption A2 imposes no restrictions on X I . Moreover, the assumption of X I being continuously distributed can be weakened: We know from Ridder (1990) , for example, that, in absence of endogeneity, nonparametric identi…cation is possible even if the regressors are discrete. In Appendix D we
show that Assumption A2(ii) can be dropped provided, however, additional restrictions are put on the regression function g. This alternative identi…cation strategy is not constructive though, in a sense that it does not lead to a natural nonparametric estimator for . We thus choose not to pursue this approach further.
Next, we put restrictions on the support of Y and the behavior of the transformation T :
Assumption A4. T is invertible with inverse T 1 that is increasing and continuously di¤erentiable on Y.
Since our identi…cation argument will be based on integrating certain partial di¤erential equations w.r.t. y, we need the domain of integration to be an interval in R. This is ensured by Assumption A3. That zero belongs to this interval will be used in our normalization conditions to follow. If needed, zero can be replaced with any other value y 0 2 Y. Assumption A4 requires T to be invertible with a continuously di¤erentiable inverse = T 1 that is increasing on Y so (t) (v) whenever t v.
Assumptions A1-A4 have strong implications which we now derive. First, observe that equation (1) can be rewritten as
Since 0 (y) 0, the conditional cdf of Y given X, which we denote by (yjx) F Y jX (yjx), satis…es:
for all y 2 Y and x = (x I ; x I ) 2 X , where the second equality follows from the conditional independence of and X I given X I . Moreover, (yjx) is absolutely continuous with a continuous density.
The identi…cation argument will rely on the ability to generate variation in Y through X I while keeping …xed. Importantly, under our Assumption A2(i), any variation in X I will only a¤ect through the regression function g. Identi…cation is then achieved through the derivatives of (yjx) w.r.t. y and x I . For these to be well-de…ned, we impose the following additional smoothness restriction on g:
is continuously di¤erentiable w.r.t. x I on X .
Similar to A2(ii), Assumption A5 only restricts the smoothness of g (x) with respect to x I . Nothing is being said about the behavior of g with respect to the remaining components
x I . When we analyze the nonparametric estimators of and g, we will however impose additional smoothness conditions on g as a function of x I .
The identi…cation of will then rely on the following two sets of equations,
where y (yjx) @ (yjx)=@y, i (yjx) @ (yjx)=@x i , and 0 (y) is the derivative of . In particular, dividing equation (4) by (5) and rearranging,
for any i 2 I whenever i (yjx) 6 = 0. This expression is key to the identi…cation of with the conditional independence assumption A2(i) guaranteeing that
is constant with respect to x. Equation (6) only holds for pairs (y; x) for which i (yjx) 6 = 0. We therefore impose the following assumption: Assumption A6. The set A i fx 2 X : i (y; x) 6 = 0 for every y 2 Yg is nonempty for some i 2 I.
The requirement that A i is nonempty can be thought of as a generalized rank condition saying that a given exogenous regressor X i (i 2 I) has a causal impact on Y . Equation (5) shows that A6 has two parts: First, we need that for some i 2 I there exist an x 2 X such that @g(x)=@x i 6 = 0. This requirement excludes the situation in which g is a constant function of all the exogenous regressors. The requirement is rather weak compared with the speci…c structure on g imposed in Lewbel (1998) . Second, we need that for the same value x, ft 2 R :
; y 2 Yg E x ; this assumption ensures that f jX ( (y) g(x); x I ) > 0 for every y 2 Y, and is akin to Assumption 5a in Horowitz (1996) . A simple primitive condition for the second requirement is that E x = R, for example.
It is worth pointing out that the larger the set of exogenous regressors, the easier it is to satisfy A6. The intuition is that we only need one exogenous regressor to generate variability in the regression function g: if X I has several components it is su¢ cient that g be a nonconstant function of one of them. This highlights the role of having multiple exogenous regressors available.
2.2. Normalizations and Identi…cation. It is clear from Equation (2) that some normalization of the model is needed; indeed, for any > 0 and ( ; ) 2 R 2 , the structure ( ; g; F jX ) in (2) is observationally equivalent to the structure (~ ;g;F~ jX ) given by
In particular, a location and a scale normalization of is needed to pin down the constants and . Conditions that ensure = 0 shall be imposed later on, when we discuss the identi…cation of (g; F jX ).
To identify , we will impose either of the following two di¤erent normalizations:
(0) = 0 and 0 (0) = 1; (N1) (0) = 0 and
(1) = 1:
The values 0 and 1 at which the normalizations are imposed are without loss of generality; if needed, they can be replaced by any (y 0 ; y 1 ) 2 Y with y 0 6 = y 1 . While both normalizations pin down the location through (0) = 0, they di¤er in the way they …x the scale. Normalization (N1) …xes the derivative of at a particular point, while (N2) instead constrains the level of at some additional point di¤erent from zero. Thus, the two normalizations have increasing degrees of smoothness. The following theorem shows that these di¤erent normalizations imply di¤erent expressions for the function : Theorem 1. Let Assumptions A1-A5 hold. Then, with S i (y; x) R y 0 s i (u; x) du, the following identi…cation results hold for any regressor i 2 I that satis…es Assumption A6:
and the right-hand side of (8) does not depend on i nor x.
(ii) under (N2), is globally identi…ed as
and the right-hand side of (9) does not depend on i nor x.
The theorem is constructive in the sense that # i (y; x) and i (y; x), and thereby (y), are functionals of (yjx) with the latter being estimable given data of (Y; X). As we shall see, the two estimators for corresponding to the two di¤erent normalizations will have radically di¤erent asymptotic properties: while the one based on (N1) will converge at a nonparametric rate, parametric rate is achieved by the estimator based on (N2). 2 This to the best of our knowledge is the …rst time in the literature that a formal study of the e¤ect of normalizations is undertaken which shows that di¤erent normalizations can lead to estimators with radically di¤erent asymptotic properties. This result warns against the popular belief that a "normalization is innocuous."
The above theorem also highlights the role played by multiple exogenous regressors. As already pointed out, the larger jIj, the more likely is Assumption A6 to be satis…ed. Put 2 In Appendix E we consider a yet di¤erent "integral" normalization: (0) = 0 and R
for some known function f 0 . As we would expect from the smoothness of the latter, the corresponding nonparametric estimator retains the parametric convergence rate.
in words, this assumption requires some variation in the conditional distribution of Y given X when the exogenous regressor X i varies. The more exogenous regressors, the easier it is to obtain the required variation. Given that the identi…ed expression for does not depend on which exogenous regressor is chosen, the presence of multiple X i 's gives rise to over-identifying restrictions which can in principle be used to test correct speci…cation of the transformation model.
Once is identi…ed, we can treat (Y ) as observed and so the remaining task is to identify g and F jX from the model (2) given observations of (Y ) and X. This is a standard additive nonparametric regression model, and we can therefore import existing results from the literature on nonparametric identi…cation of regression models with endogenous regressors.
Popular identi…cation restrictions put forth in the literature include the existence of a set of instruments combined with either a mean restriction, as in Newey and Powell (2003) , or a median restriction P ( 0jZ) = 1=2, as in Horowitz and Lee (2007) . One can alternatively take a control function approach, as pursued by Newey, Powell, and Vella (1999) . Any of these three approaches will lead to the identi…cation of g and F jX . We here follow the literature on nonparametric IV and assume the existence of a set of instruments Z 2 Z R dz that satisfy standard conditions of this literature.
Assumption A7. There exists a set of instruments Z such that: (i) E [ jZ] = 0 almost surely (a.s.); (ii) the conditional distribution of X I given Z is complete: for every function
In the special case where all the regressors are exogenous, i.e. jIj = d x , we can choose Z = X and Assumption A7(i) collapses to E [ ] = 0, which is a normalization condition that pins down the location of g and in equation (7). If one is willing to assume E [ jX I ] = 0, which still allows for some dependence between and X I , then Assumption A7 holds with Z = X I . As for the exogenous regressors, note that Assumption A7(i) implies that E [ ] = 0 which together with the conditional independence restriction A2 yields E [ jX I ] = 0. Thus, the required mean independence restrictions between and the regressors X are as we would expect from the nonparametric IV literature. If one is willing to impose the additional restriction that g is bounded, the completeness condition A7(ii) can be replaced by the weaker assumption of bounded completeness; see Blundell, Chen, and Kristensen (2007) . It is worth pointing out that the completeness condition in A7(ii) is both necessary and su¢ cient for identi…cation of the regression function g and the conditional distribution of the latent term F jX . In this sense, the restrictions in A7 can be seen as minimal.
Estimation
We use the identi…cation results of the previous section to derive explicit estimators of (T; g; F jX ). We will for notational simplicity assume that X I has a continuous distribution which we then estimate using kernel smoothing techniques. If some of the regressors in X I have a discrete distribution, the corresponding kernel function used in the nonparametric smoothing should be replaced by an indicator function.
3.1. Estimation of . Suppose we have a random sample (Y i ; X i ; Z i ) (i = 1; : : : ; n) drawn from the model in Equation (1). Depending on whether we impose the normalization (N1) or (N2), we then build an estimator of (y) based on Equation (8) or (9), respectively.
Consider …rst the case where (N2) is imposed. For a given exogeneous regressor i 2 f1; :::; jIjg satisfying Assumption A6, for some weighting function w (x) satisfying R X w (x) dx = 1 with support X w A i , and a given bowlshaped loss function L, Theorem 1 implies that
An estimator of (y) is now easily obtained:
Given some nonparametric "plug-in"estimator of (y; x),^ i (y; x), we compute
The estimator of (y) for the case where (N1) is imposed is implemented in the same way, except that we replace^ i (y; x) by# i (y; x), which again is obtained from a …rst-step estimator of .
The weighting function w serves three purposes: First, it is used to control for the usual denominator problem present in many semiparametric estimators that involves division by a …rst-step nonparametric density estimator. Speci…cally, we will require that the support of w, X w , has been chosen so that inf x2Xw f (x) > 0, where f (x) is the density of X. Second, the support X w should only include those values of x that can be used to identify from the variation in the regressor X i , in the sense that inf (y;x)2Y Xw j i (y; x)j > 0. Third, w could be used to improve the e¢ ciency of the estimator by reweighing^ (y; x) as a function of x.
Two obvious choices of the loss function L are: the least-squares (LS) loss, L (q) = q 2 , and the least-absolute deviation (LAD) loss, L (q) = jqj. When the normalization (N2) is imposed, these losses lead to the following estimators:
The LS estimator in (11) is similar to the one of Horowitz (1996) in that it involves integrals over derivatives of the conditional cdf . However, Horowitz's estimator takes as input an estimator of g (x) = 0 x, and is therefore based on a very di¤erent identi…cation argument. Moreover, since the regression function is assumed to be linear and known, Horowitz's estimator is of a simpler form than ours.
Through simulations, we found that^ LS (y) did not always perform well; similar results are found for Horowitz's estimator (see Chen, 2002 , for simulation results). More speci…cally, we …nd that for x taking values in the tails of the empirical distribution of X,^ i (y; x) proved to be a poor estimate of i (y; x). One could in principle handle this issue by choosing the weights w (x) so as to trim away the "extreme" values of x. It proves, however, simpler to instead use the LAD version of the estimator, which is well-known to be less sensitive to "outliers"in^ i (y; x) as we vary x. This is con…rmed in the simulation study where^ LAD (y) performs signi…cantly better than^ LS (y). To simplify the theoretical analysis, we follow Horowitz (1998) and introduce a smoothed version of the above LAD estimator,
where 
(y).
Finally, if Assumption A6 holds for multiple exogenous regressors, say, for a subset I 0 I, we can compute an estimator for each regressor i 2 I 0 yielding f^ i (y) : i 2 I 0 g. These can be combined to obtain a …nal estimator^ (y) = P i2I 0w i (y)^ i (y) using another set of weighting functions fw i (y)g i2I 0 satisfying P i2I 0w i (y) = 1. As with GMM-type estimators, given the (asymptotic) covariance structure of the estimators, f^ i (y)g i2I 0 , the weights fw i (y)g i2I 0 can be chosen to obtain (pointwise) e¢ ciency. This highlights another advantage of having multiple exogenous regressors: These can be used to improve e¢ ciency of the estimator of (y).
We now derive the large-sample properties of the LS and smoothed LAD estimators de…ned in Equations (11) and (12), respectively. We …rst analyze the version based on the normalization (N2) and then discuss the one based on (N1). For notational convenience, we hereafter assume that Assumption A6 holds with i = 1 so that we can drop the subindex i 2 I that keeps track of which exogenous regressor is being employed in the estimation. In particular, we set S (y; x) = S 1 (y; x), (y; x) = 1 (y; x), and so forth.
The speci…c estimator of (y; x) will be based on a kernel estimator of (yjx). In principle, any nonparametric estimator could be employed, but kernel estimators are computationally very easy to implement and so we focus on this class of estimators in the following. To de…ne the estimator, …rst observe that the conditional cdf of Y given X can be written as
and f Y;X (y; x) is the joint pdf of (Y; X). Thus, a natural kernel-based estimator of (y; x)
, and where h x ; h y > 0 are two univariate bandwidths. The functions K (y) and K (x) are given as
with K : R ! R being a univariate kernel. Note that we could allow for individual bandwidths for each variable in X i but to keep the notation simple we here use a common bandwidth across all regressors. Note that we use K hy (Y i y) instead of the indicator function I fY i 6 yg in the estimation since we will need^ to be di¤erentiable w.r.t. y. The estimator^ can then be used to estimate (y; x) bŷ
For the analysis of the estimators of (y), we introduce additional assumptions on the model, the kernel function K and the weighting function w:
Assumption A8. The univariate kernel K is di¤erentiable, and there exists constants
where
Assumption A9. The weighting function w (x) is continuously di¤erentiable with compact support X w A 1 which has non-empty interior.
Assumption A10. The joint density f Y;X (y; x) is bounded and m times di¤erentiable with bounded derivatives; its m th order partial derivatives are uniformly continuous. Furthermore,
The class of kernels in Assumption A8 is fairly general and accommodates kernels with both bounded and unbounded support. We do, however, require the kernel K to be di¤erentiable which rules out uniform and Epanechnikov kernels. This is needed to ensure that^ 1 is wellde…ned. We allow for both standard second-order kernels (m = 2) such as the Gaussian one, and higher-order kernels (m > 2). Assumption A9 puts restrictions on the weighting function w(x) in terms of its support X w . In particular, it ensures that inf (y;x)2Y Xw j 1 (y; x)j > 0.
The use of higher-order kernels in conjunction with smoothness conditions on the densities stated in Assumption A10 allows us to control smoothing biases. In general, the kernel has to be of higher order in order for^ (y) to be p n-consistent. Note that the number of derivatives in A10, m 2, is assumed to match up with the order of the kernel K. The lower bound imposed on f (x) allows us to avoid any denominator problems in the proofs, and allows us to establish uniform convergence ofŜ (y; x) over Y X w .
Finally, assumption A11 restricts the set of feasible bandwidths to ensure that the squared estimation error of the kernel estimatorsp (y; x) andf (x) and their relevant derivatives all are of order o P (1= p n) uniformly over (y; x). As is standard for kernel estimators, there is a curse-of-dimensionality which appears in the last two restrictions on
is large we in general need to use higher-order kernels in order for all four conditions to hold simultaneously. For example, if h x / n rx and h y / n ry then Assumption A11 holds
The analysis of the estimator proceeds along the same lines as for two-step semiparametric estimators. We …rst linearize the LS estimator w.r.t. the …rst-step estimatorŜ (y; x) to obtain
WhileŜ (y; x) does not converge with p n-rate, the integration over x speeds up the convergence rate and we show that each of the two integrals converges with p n-rate towards Normal distributions. This yields the following result:
Theorem 2. Let Assumptions A1 through A11 and the normalization condition (N2) hold.
Then, for any b > 0, the following functional weak convergence results hold over any compact
where y 7 ! W (y) is a zero-mean Gaussian process with covariance kernel (y 1 ;
, and
The large-sample variance of the estimators is determined by w i (y). Though somewhat complicated, w i (y) is a known functional of the weighing function w(x) and the conditional cdf (yjx) of Y given X. Thus, replacing with^ in the de…nition of i (w) leads to a consistent estimator^ i (y) of i (y), 3 which in turn allows us to consistently estimate the 3 In principle, e¢ ciency of the estimator can be obtained by minimizing the asymptotic variance E[
as a functional of w. Given the complex expression of the in ‡uence function w i (y), this is a complicated problem outside the scope of this paper. asymptotic covariance kernel usinĝ
An interesting feature of the smoothed LAD estimator is that its …rst-order asymptotic properties are invariant to the choice of bandwidth b which can be kept …xed as the sample size grows. This is di¤erent from the analysis in Horowitz (1998) who has to restrict b to shrink at a suitable rate to eliminate smoothing biases. The reason for this discrepancy is that in the limit^ (y; x) is constant with respect to x and so the e¤ect of smoothing is asymptotically negligible. In practice, the LAD estimator will be a¤ected by the bandwidth choice but the impact should be small.
Next, consider the estimator of (y) based on the alternative normalization (N1). Following the same proof strategy as for the previous estimator we obtain that
Compare this to Equation (14), and note that the …rst term still involvesŜ (y; x) and so by the same arguments as before the …rst integral converges with p n-rate. However, the second term now involvesŝ (0; x) = @Ŝ (y; x) = (@y) y=0 instead ofŜ (0; x), which is due to the fact that the second normalization in (N1), 0 (0) = 1, involves the derivative of (y) instead of its level. As is well-known, derivatives are harder to estimate nonparametrically and so the second integral in the last expression only converges with rate p nh y . Thus, the estimator based on the normalization (N1) does not attain the parametric rate.
3.2. Estimation of g. Once^ (y) has been computed, the regression function and the conditional cdf of the error term can be estimated using nonparametric IV techniques: First, suppose that is known. Then, (Y ) = g(X) + where (Y ) and X are observed and E ( j X 1 ; Z) = 0; thus, estimation of g is a standard nonparametric IV regression problem.
In this case, we can now in principle employ any existing nonparametric IV estimator proposed in literature such as the kernel estimator of Hall and Horowitz (2005) or the sieve estimator of Blundell, Chen, and Kristensen (2007) . We here focus on sieve estimators since these are computationally very simple to implement as explained in Blundell, Chen, and
Kristensen (2007); we expect the following theoretical results derived for the sieve estimators to carry over to alternative estimators. The oracle sieve estimator, assuming is known, takes the form
whereh (x 1 ; z) andM (x 1 ; zjg n ) are …rst-step nonparametric estimators (such as a kernel regression or a series estimators) of
and G n is a sieve space. We have here left out the weighting function used in Blundell, Chen, and Kristensen (2007) for simplicity. Since is unknown, we replace by the …rst-step estimator:
Finally, given^ (y) andĝ (x), we can compute the corresponding residuals,^ i =^ (Y i ) ĝ (X i ), i = 1; : : : ; n. Standard nonparametric estimators of conditional cdf's, such as the kernel one presented above, can now be employed with the residuals replacing the actual unobserved errors,F
As a …rst step in the analysis ofĝ, we …rst extend the conditions of Blundell, Chen, and Kristensen (2007) to a multivariate setting to ensure that the infeasible estimatorg in Equation (15) is consistent; these are straightforward but rather technical extensions which we relegate to the Appendix. We note that the most substantive of these additional assumptions is the requirement of compact support of (X I ; Z). In addition, we also impose the restriction that Y is bounded so that we can choose the set Y 0 , over which we showed uniform convergence of^ (y), equal to Y in the following:
The second part of the last assumption is a technical one which ensures that the kernel estimators of the conditional density does not su¤er from boundary biases. This could be removed, but we would then need to employ boundary kernels in the …rst-step estimation of . Theorem 2 now yields that^ LS (y) and^ LAD b (y) both converge uniformly over Y with rate
. This in turn enables us to show that the feasible estimatorĝ is asymptotically equivalent tog, thereby yielding the following result:
Theorem 3. Let Assumptions A1 through A12 and the normalization condition (N2) hold.
Assume in addition that Assumptions A14 through A18 in Appendix A hold. Then, the feasible sieve IV estimatorĝ satis…es
1 is the degree of smoothness of g, and n is the sieve measure of ill-posedness:
The convergence rate depends on the sieve-measure of ill-posedness n which in turn depends on the decay rate of the singular values f k g of the conditional mean operator g 7 ! M (x I ; zjg) de…ned in Equation (16); see Section 4 in Blundell, Chen, and Kristensen (2007) for further discussion. If for example, the singular values satisfy k k s=dx , for some
and we obtain kĝ gk
The convergence rate stated in Theorem 3 is identical to the one for the oracle estimator g that assumes knowledge of ; thus, there is no (asymptotic) loss from not knowing in the estimation of g. This is due to the fact that^ converges with faster rate thang, and so it does not in ‡uence the feasible estimatorĝ. The above result only gives the rate of convergence of the estimator. We conjecture that the general results of Belloni, Chen, Chernozhukov, and Liao (2010) could be applied to our problem to develop distributional results. As shown there, the rate of convergence towards an asymptotic distribution is slower than p n, and so the asymptotic distribution is una¤ected by the …rst-step estimation of .
We conjecture that Theorem 3 remains true without restricting Y to be bounded. By inspection of the proof of Theorem 3, it is easily checked that the theorem holds as long as
We expect this to hold in great generality, but in order to establish this result we would need to introduce trimming of^ to control for denominator issues that usually arise when deriving convergence results over unbounded sets. In addition, our current set of assumptions and proofs will become more complicated since we need to control the tail behavior of .
Finally, we note that withĝ and^ converging uniformly, the estimatorF jX (t; x 1 ) is clearly also consistent. A full analysis of the asymptotic properties ofF jX (t; x 1 ) is outside of the scope of this paper. We expect that the techniques developed in Mammen, Rothe, and Schienle (2012) could be adapted to our setting and thereby allow for a more complete analysis ofF jX (t; x 1 ). This is left for future research.
Testing Exogeneity
The identi…cation and estimation results developed in the two previous sections rest on two fundamental assumptions regarding the chosen "special" regressor X i : First, X i needs to be relevant in a sense that @g(x)=@x i 6 = 0; and second it needs to be exogenous in a sense that:
If either of these two restrictions is violated, the proposed estimator will in general be inconsistent. It is therefore of interest to develop tools to examine whether a candidate regressor indeed satis…es these assumptions. Regarding the …rst hypothesis, note that @g(x)=@x i = 0 if and only if i (yjx) = 0 for all y 2 Y. Given our nonparametric estimator of i (yjx), this restriction can be formally tested using standard tools. We therefore in the following focus on the exogeneity condition H 0 .
Taking as maintained hypothesis that the transformation model in (1) is correct, the following testable implications of the exogeneity assumption H 0 obtain: Theorem 4. Let Assumptions A1, A2(ii), A3, A4, and A5 hold. Then, for any index i 2 I that satis…es Assumption A6 and any x 2 A i , the following testable implications hold: In general, testing exogeneity of a regressor requires the availability of an instrument to generate overidentifying restrictions; this is, for example, the case in the Hausmann test. In our case, since we require conditional strict independence instead of just conditional mean independence, the maintained model assumption generates overidentifying restrictions that allow us to test H 0 without the use of additional instruments.
The above theorem suggests a natural test for exogeneity by comparing estimators of # i (y; x) and (y) as obtained under the null. As in the section on estimation, we focus for notational simplicity on testing for exogeneity of X 1 in the following and drop the regressor index i = 1, and so will, for example, write^ (y; x) for^ 1 (y; x). Moreover, we only consider the case where we the normalization (N2) has been imposed; the testing procedure is easily adapted to the case of (N1), and we expect that the theoretical results derived under (N2)
carry over to (N1) with only minor adjustments.
To allow for added ‡exibility in the testing procedure, we will use two di¤erent sets of bandwidths, (h x ; h y ) and (h 0;x ; h 0;y ), for the estimation of (y) and (y; x), respectively.
We will then restrict (h x ; h y ) so that^ (y) converges with p n-speed. This in turn ensures that the asymptotic distribution of our test statistic will be determined by the nonparametric estimator of (y; x) alone. To emphasize that di¤erent bandwidths are used, we usê 0 (y; x) to denote the estimator based on (h 0;x ; h 0;y ). We then propose to compare the two nonparametric estimators through the following L 2 -statistic,
where W (y; x) is a weighting function with compact support satisfying R
The test based on Q is related to standard nonparametric misspeci…cation tests where a "parametric" estimator,^ (x), is compared with a nonparametric one,^ 0 (y; x); see e.g. Härdle and Mammen (1993) and Kristensen (2011) . However, in comparison to these papers, the asymptotic analysis of Q is complicated by the fact that the nonparametric estimator 0 (y; x) is more complicated compared to the kernel regression and density estimators considered in these two papers. The test is also similar to the speci…cation test proposed in Lewbel, Lu, and Liangjun (2013) . However, Lewbel, Lu, and Liangjun (2013) 
The asymptotic distribution of the test statistic in (19) is then as follows:
Theorem 5. Assumptions A1, A2(ii), A3, A4, and A5 hold, and the bandwidths for^ (y)
and^ 0 (y; x) satisfy A11 and A13 respectively. Then, under H 0 ,
where, with
The above result is similar to the ones in Härdle and Mammen (1993) and Kristensen (2011) except that the expressions of the location and scale parameters, m and v 2 , are somewhat more involved. We propose to use subsampling in order to implement the test as also advocated in Lewbel, Lu, and Liangjun (2013) who provide Monte Carlo evidence of that this procedure leads to good size and power properties for their test; we expect the same to hold true for our related test.
Monte Carlo Application to Duration Models
We here illustrate how the proposed identi…cation and estimation strategy can be used in the study of duration models, and provide Monte Carlo results for estimators and tests in this context.
Identi…cation of Duration Models under Endogeneity.
First, we recall some basic facts about duration models. Let 2 (0; +1) denote the duration, X 2 X be a vector of observed covariates, U 2 (0; +1) an unobserved individual heterogeneity term, and H(t; x; u) denote the conditional hazard function:
We assume that both X and U are time-invariant, in which case the integrated conditional hazard is distributed as a unit exponential random variable, i.e. for a.e. Once , g and F have been estimated, we can estimate along the same lines as in Horowitz (1999) : If X is exogenous, we can follow Horowitz (1999) and obtain that = lim t!0 (t) ;
where G (tjv) = P ( tjV = v) and p (v) is the density of V g (X). If X 1 is endogenous, the above identi…cation result is no longer valid. Instead, we can use that (t; x) = 1 R exp (t) e g(x) u dF ln U jX 1 (ujx 1 ) and 1 (t; x) = (t) g 1 (x) R exp (t) e g(x) u dF ln U jX 1 (ujx 1 ). In particular, we can then express the scale as = lim t!0 (t), where
This appears to be a new identi…cation result which should be of independent interest.
Monte Carlo Results.
For the Monte Carlo study, we generate data from (20) with X = (X 1 ; X 2 ) being bivariate and generated as X 1 = 1 , X 2 = 1 Z + 2 Z 2 + 2 + , where ( 1 ; 2 ; ; Z) are mutually independent standard normal random variables. Thus, X 1 ?
is exogenous while X 2 remains endogenous whenever 6 = 0. We consider both the case of exogenous regressors ( = 0) and endogenous ones ( = 0:5). Finally, the regression function is speci…ed as (X) = 1 (X 1 ) + 2 X 1 + 3 X 2 2 , with ( 1 ; 2 ; 3 ) = (2:0; 0:1; 0:1), while (t) is chosen as (t) = log (t) corresponding to a proportional hazard duration model with a Weibull baseline hazard. In the estimation, we impose the following normalization:
(0) = 0 and R Y (y) f 0 (y) dy = 1 for some known density f 0 (y). By following the same arguments as used in the proof of Theorem 1, we obtain (y) = (y; x) for all x, where
For the implementation of the estimators, we have to choose the bandwidths used to estimate (y; x) and its derivatives together with a weighting function w. In addition, for the computation of^ (y), we have to numerically evaluate the integrals that enter the expression of our estimator. The bandwidths are chosen by …rst implementing Silverman's Rule-of-thumb and then scaling these down since our theoretical results state that we should undersmooth in order to obtain p n-consistency. To be more speci…c, our bandwidths for the two estimators are chosen as follows:
are the sample variances of Y and X k (k = 1; 2), and controls the degree of undersmoothing; we set = 1. Next, the support of the weighting function was chosen as the uniform density with support X w chosen in data-driven way to avoid the aforementioned denominator issues,
where Y is sample mean of Y andq X k ( ) the sample quantile function of X k , k = 1; 2.
The estimators were then implemented as follows: First, simulate N 1 uniform bivariate draws on X 0 , say x i = x i;1 ; x i;2 for i = 1; : : : ; N and compute^ i (y) = S (y; x i ) = R YŜ (y; x i ) f 0 (y) dy for each draw. Given these S alternative estimators evaluated at randomly chosen values of x across X 0 , we then computed the "empirical" mean, (y) as shown in Figure 3 . The poor performance is due to the fact that^ s (y), s = 1; : : : ; S, contain a relatively large number of "outliers" which here are given equal weight. In contrast, the LAD estimator discards these outliers and so is not a¤ected.
Next, we analyze the sensitivity of the estimators to bandwidth choice. To this end, we kept the same design as before, and then re-computed the LAD estimator of (y) with bandwidth chosen as (i) h = 0:8 h x k , where h y and h x k are given in Equation (21). Thus, we …rst increrase the bandwidths by 20% ("oversmoothing") and then decrease them by 20% ("undersmoothing") relative to the benchmark reported above. In Table 1 , we report the integrated bias, variance and mean-square-error (MSE) of^ LAD b (y) for the bandwidth choice in Equation (21) Finally, we investigate how the two-stage NPIV sieve estimator of g (x) performs in the above design in the case of n = 1000 observations. As a benchmark we also computed the one-step oracle estimator of g (x) that assumes knowledge of (y). The results are reported in Table 2 for the same three bandwidth choices as examined in Table 1 . We see that the feasible two-step estimators su¤er from quite substantial biases compared to the oracle estimator with the bias increasing by a factor 4. We suspect that this is due to imprecise estimation of (y) in the tails of the empirical support of Y , and conjecture that parts of these biases can be removed through trimming, something we have not explored here. On the other hand, while the variances of the two-step estimators also go up relative to the oracle estimator this increase is more moderate. Finally, we note that the bandwidth selection has some e¤ect on the estimation of g as well, but less so compared to when (y) is the target.
Over all, the performance of the two-step estimators is satisfactory. 
Discussion and Conclusion
We conclude by discussing possible extensions and applications of our results. First, note that additional instrumental variables are easily incorporated in our setup. Speci…cally, instead of assuming conditional independence between and X I given X I , we could assume that some instrument W was available such that and X I were conditionally independent given (X I ; W ), i.e. ? X I j (X I ; W ). This would amount to considering the conditional distribution F Y jX;W of Y given (X; W ) which now satis…es:
Rede…ning X to be (X; W ), the above expression falls exactly in the framework obtained in (3), with an additional restriction on the function g which now no longer depends on the components of X corresponding to W . When the conditional distribution of the rede…ned vector X I given Z is complete, we know that g is identi…able. This identi…cation result holds even without restricting the way that g depends on W ; a fortiori, the identi…cation result remains valid in this case.
Finally, we illustrate a way in which our results may be useful in economic applications.
Say one is interested in counterfactual analysis of the situation in which the value of one of the regressors X is changed. For example, if in Equation (1), Y is the demand for some product, one may be interested in evaluating the e¤ect of a change in the price of this product (one of the endogenous X's), while keeping all the other variables …xed. Then, the quantity of interest is the marginal e¤ect:
where we have let X j denote the (endogenous) price, and X j denotes all the remaining regressors. Since all the terms on the right-hand side of the above equality are identi…ed, so is the counterfactual on the left-hand side. Moreover, the marginal e¤ect is consistently estimable using
with (T ;ĝ;F jX ) as de…ned in the previous sections. As pointed out by Horowitz (1996) , however, though the e¤ects such as E[@Y = (@X j )j X = x] are consistently estimable, their rate of convergence is less than p n. This is because though T is estimable at the parametric rate, only nonparametric rates obtain for (ĝ;F jX ).
In certain situations, one may be able to work around this by looking at the conditional quantiles rather than expectations. For example, say that one is interested in predicting Y conditional on X = x. The most familiar predictor is a consistent estimator of
As pointed out before, the above estimator is not p n consistent. An alternative is to then use a conditional -quantile (0 < < 1) of the distribution of Y given X = x. In the context of the transformation model, the latter is given by
is the conditional -quantile of the conditional distribution of given X = x. Note that though the above quantity bypasses the need to consistently estimate (at p n rate) the entire distribution F jX , one still needs to do so for g(x). Thus, if g(x) is only estimable at nonparametric rates, so will be the conditional quantiles of Y given X = x. This is unlike in Horowitz (1996) , where it is assumed that g is parametric, g(x) = 0 x, and that a p n-consistent estimator for is already available. We here state the additional regularity conditions used to establish Theorem 3. First, we need some additional notation: The …rst-step conditional mean estimators:h (x I ; z) and M (x I ; zjg n ) are assumed to take the form
where p Jn (x I ; z) = (p 1 (x I ; z); : : : ; p Jn (x I ; z)) 0 is a sieve basis of dimension J n 1, and P = (p Jn (X I;1 ; Z 1 ); : : : ; p Jn (X I;n ; Z n )) 0 . Also let r c (X ) fg 2 r (X ) : jjgjj r cg be a Hölder ball (of radius c) of functions with smoothness r as introduced in Blundell, Chen, and Kristensen (2007) . We are now ready to state the regularity conditions.
The smallest eigenvalue and the largest eigenvalue of
are bounded and bounded away from zero for each
is either a cosine series or a B-spline basis of order b , with b > r m > 1=2; (iii) the density of (X 1 ; Z) is continuous, bounded and bounded away from zero over its support X I Z, which is a compact set with non-empty interior.
Assumption A17. There is a g n 2 G n such that
Proof of Theorem 1. Consider a structure ( ; g; F jX ) that satis…es assumptions A1-A5, and generates (y; x) in the sense of equation (3) in the main text. To establish the results of Theorem 1 we proceed in two steps. The …rst step establishes the identi…cation of under the normalization (N1). The second step shows that is also identi…ed under the normalization N2.
Step 1: Identification of under (N1). Under assumptions A1, A4, and A5, the partial derivatives y (y; x) and i (y; x) (i 2 I) exist so that eqs. (4) by (5) hold. Under Assumption A6, one of the sets A i (1 i jIj) is nonempty. Pick an i for which this is true and take any point x 2 A i . Then for every y 2 Y, 0 (y) = s i (y; x)@g( x)=@x i , where
that contains 0 so we can integrate on both sides from 0 to any y 2 Y to get:
where we have used the normalization (0) = 0. Now to get rid of the partial of g, observe
and is …nite; hence, s i (0; x) 6 = 0 and is …nite as well, and we can write:
Combining (23) and (22) then yields
so is identi…ed under (N1). It remains to be shown that the right-hand side of (24) does not depend on x nor i. For this, assume that there is an index j (1 j jIj) also satisfying assumption A6 such thatx 2 A j , where (j;x) 6 = (i; x). Then notice that for all y 2 Y,
Since from (24), we can write (y) = R y 0
dt, the result follows by combining the above expression with the equality established in (25). This completes the proof of part (i) of Theorem 1.
Step 2: Identification of under (N2). Use the same reasoning up to equation (22).
To get rid of the g term we now use a di¤erent approach. Evaluating (22) at y = 1 we get:
where we have used the fact that under normalization N2 (1) = 1. Since x 2 A i , @g( x)=@x i 6 = 0 and is …nite; hence, S i (1; x) 6 = 0 and is …nite as well, so we can write:
Combining (22) and (26) then gives for every y 2 Y:
so is identi…ed under (N2). To show that the right-hand side of (27) does not depend on i nor x use the same reasoning as in Step 1 to establish that for all y 2 Y,
where j andx are as in Step 1. Combining the above with the expression for in (27) then yields the result. This completes the proof of Theorem 1.
Proof of Corollary 1. Under the assumptions of Theorem 1, is identi…ed. We now proceed to establish the identi…cation of g and F jX .
First, we consider the identi…cation of g with respect to the exogenous regressors X I . We start with i = 1. Take any x 2 X : then either 1 (y; x) = 0 for all y 2 Y, or 1 (y; x) 6 = 0 for some y 2 Y. The …rst is true if and only if @g(x)=@x 1 = 0. If the latter is true, take y x such that 1 (y x ; x) 6 = 0. Note that this y x can be chosen so that 0 (y x ) 6 = 0, i.e. y (y x ; x) 6 = 0 (this follows by the absolute continuity of F jX in A1 and the fact that 0 can be zero only at isolated points). Taking ratios in (4)-(5) with i = 1, it then follows that
where s 1 (y x ; x) = y (y x ; x) 1 (y x ; x)
; and with as identi…ed in Theorem 1. Now let 1 : X ! R be de…ned as:
; otherwise:
Note that the function 1 is known, i.e. observable, and we have that @g(x)=@x 1 = 1 (x)
for every x 2 X . A particular solution g 1 : X ! R to this partial di¤erential equation is (28) g 1 (x 1 ; x 2 ; : : : ; x dx ) = Z x 1 c 1 (u; x 2 ; : : : ; x dx )du for some c 1 2 X 1 . Obviously, any solution to @g(x)=@x 1 = 1 (x) must have the same partial derivative with respect to x 1 as g 1 in (28) and so g(x) = g 1 (x) + 1 (x 2 ; : : : ; x dx ) for some unknown function 1 : X 1 ! R. If jIj = 1 we can stop here. If on the other hand jIj 2, we can repeat the same reasoning as above with any value x 2 X such that @g(x)=@x 2 6 = 0. This will give us a known function 2 such that @g(x)=@x 2 = 2 (x) for every x 2 X . Di¤erentiating (28) with respect to x 2 then gives us
i.e.
(29) 1 (x 2 ; : : : ; x dx ) = g 2 (x 2 ; : : : ; x dx ) + 2 (x 3 ; : : : ; x dx );
where g 2 is a known function g 2 (x 2 ; : : : ; x dx )
2 (x 1 ; u; x 3 ; : : : ; x dx ) @ g 1 (x 1 ; u; x 3 ; : : : ; x dx ) @x 2 du;
with some c 2 2 X 2 . Combining (28) and (29) then gives, for all x 2 X :
where both functions g 1 and g 2 are known. If jIj = 2 we stop here; otherwise, repeating the same reasoning until we have exhausted the exogenous regressors will lead to (30) g(x) = g(x) + (x I ); for all x 2 X where g is known:
Thus, g is identi…ed up to an additive unknown function of x I . Now let g be an arbitrary solution, and consider E( jZ) where = (Y ) g(X) with as identi…ed in Theorem 1 and g as in (30). Letting F Y jZ and F XjZ denote the conditional distributions of Y and X
given Z, respectively, we have:
Now, consider a structure ( ;g;F~ jX ) that is observationally equivalent to ( ; g; F jX ) and has the same properties as ( ; g; F jX ). It follows from (31) that for a.e. z 2 Z:
where~ =~ (Y ) g(X). Then, the completeness assumption A7 implies (x 1 ) =~ (x 1 ) for a.e. x 1 2 X 1 . Combined with Equation (30), this implies that g(x) =g(x) for a.e.
x 2 X . Thus g is identi…ed.
Since and g are identi…ed, = (Y ) g(X) is identi…ed and so is its conditional distribution F jX .
To complete the proof we need to establish that Assumption A7(ii) is also necessary to identify g and F jX . To see this, assume that A7(ii) does not hold, i.e. there exists some nonzero function h(x I ) such that E[h(X I )jZ] = 0 a.s. It then su¢ ces to consider g(x) g(x) + h(x I ) and~ h(X I ) to show that the two structures ( ;g;F~ jX ) and ( ; g; F jX ) are di¤erent yet observationally equivalent. Thus, (g; F jX ) is not identi…ed.
Proof of Theorem 2. We …rst linearize^ (y; x) with respect toŜ (y; x) andŜ (1; x),
where k k 1 here and in the following denotes the supremum norm over the set Y 0 X w ; that is, kSk 1 = sup (y;x)2Y 0 Xw kS (y; x)k. Applying in turn Lemmas 1 and 2 we obtain:
where w 1 (y 0 ; x) = w (x) =S (y 0 ; x), and we have let:
with D p;k (y; x) and D f;k (y; x), k 2 f0; 1; yg, being as de…ned in Equation (42). Moreover,
where w 2 (y 0 ; x) = w (x) S (y 0 ; x) =S 2 (1; x). Finally, by Lemmas 1 and 3, jjŜ Sjj
Collecting the above results,
uniformly over Y 0 , where X w is compact, the bound is …nite.
Next, consider the LAD version. First, it is easily checked that, for any …xed b, (y) = arg min Q b ( j (y)) is the unique minimum. Since jj^ (y; x) (y) jj 1 = o P (1), it follows by standard arguments that jj^
Next, by the mean-value theorem,
where, by a functional Taylor expansion w.r.t.^ (y; ),
where we have used that @Q b ( (y) j (y))= (@ ) = 0 and
and, again using the uniform convergence result for^ (y; x), Proof of Theorem 3. We …rst extend Theorem 2 of Blundell, Chen, and Kristensen (2007) to allow for multiple regressors and IVs. To this end, we establish multivariate versions of Claims 1-2 as stated in the proof of Theorem 2 in Blundell, Chen, and Kristensen (2007) .
We do this without proof since these are standard results for sieve estimators:
Claim 1: For any g 2 G, there is a g n 2 G n satisfying kg g n k X const: k r=dx n . Similarly, for any h 2 H, there is a h n 2 H n such thatkh h n k X 1 ;Z const: J rm=(1+dz) n .
Claim 2: jjh
hjj
By inspection of the remaining arguments used in the proof of Theorem 2 in Blundell, Chen, and Kristensen (2007) , we see that these remain correct without further modi…cations with multiple regressors and IVs. Thus, combining the above Claims 1-2 with the remaining arguments of Theorem 2 in Blundell, Chen, and Kristensen (2007) , we conclude that the infeasible estimatorg (assuming known) satis…es
Using Assumptions A17 and A18 together with the fact that jjg g n jj X const: k r=dx n , we obtain
Next, by inspection of the above proof for the convergence rate of the infeasible estimator, observe that (Y ) only enters the arguments in Claim 2(i) throughh (z). In particular, the above arguments remain correct withh (z) replaced by any other estimator which satis…es Claim 2(i). By de…nition ofh andĥ and Theorem 2, jjĥ h jj X 1 ;Z sup y2Y j^ (y) (y) j = O P (1= p n), and so Claim 2(i) remains intact when replacingh byĥ. And this yields exactly the feasible estimator,ĝ.
Proof of Theorem 4. With no loss of generality consider i = 1. Without X 1 being exogenous, we have:
Then taking ratios for every (y; x) 2 Y A 1 , we have
where we have let g 1 (x) @g(x)=@x 1 , and
Proceeding as in the proof of Theorem 1, integrating (35) between 0 and any y 2 Y, and
with S 1 (y; x) = R y 0 s 1 (u; x)du as before, and
We now proceed in two steps, one for each normalization.
Step 1: Under normalization N1 Plugging 0 (0) = 1 back into (35) yields
where the second equality follows from the expression of 1 (y; x) in (36). Combining the above with (37) then gives
It follows directly from Theorem 1 that H 0 implies 1 (y; x) = 0 for all y 2 Y. It now remains to show the converse, i.e. that 1 (y; x) = 0 for all y 2 Y implies H 0 (this in turn is equivalent to: H a implies 1 (y; x) 6 = 0 for some y 2 Y). It follows directly from the expression of 1 (y; x) that 1 (y; x) = 0 for all y 2 Y only if the integrand is everywhere zero, i.e. only if 1 (y; x) = 0 for all y 2 Y. Since the set of points y 2 Y where 0 (y) = 0 is isolated, it follows from (36) that 1 (y; x) = 0 for all y 2 Y only if
= 0; for all y 2 Y;
i.e. @F jX (t; x)= (@x 1 ) = 0 for all t 2 E x . The latter in turn is equivalent to ? X 1 j X 1 .
Step 2: Under Normalization N2. Plugging (1) = 1 into (37) gives
which together with (37) again gives
Similar to before, H 0 implies 1 (y; x) = 0 for all y 2 Y, and so (y) = 1 (y; x). It remains to show the converse: Suppose 1 (y; x) = (y) for all y. Then (38) can only hold if 1 (1; x)S 1 (y; x) = 1 (y; x)S 1 (1; x), which by de…nition of 1 (y; x) and (35) implies
so since (1) = 1, necessarily (y)
This is only possible if 1 (1; x) = R 1 0 1 (u; x)du = 0. Plugging back into (38), we then get that (y) = 1 (y; x) only if 1 (y; x) = 0 for all y 2 Y, which following the same reasoning as at the end of Step 1 implies ? X 1 j X 1 .
Proof of Theorem 5. First note that since sup y2Y j^ (y) (y) j = O P (1= p n) we can treat (y) as known in the analysis of Q. Next, combining Equation (32) with Lemma 1
where R satis…es Equation (43). In particular, nh
From the proof of Lemma 1,
and K h 0;x ;1 (X i x) = @K h 0;x (X i x) = (@x 1 ). Substituting the resulting linearized version
For Q 1 , we proceed as in, for example, the proof of Proposition 1 in Härdle and Mammen (1993) to obtain that, with e k;i (y;
where, as nh dx 0;x ! 1 and nh
here,
In particular, nh dx=2+2 0;x Q 12 = o P (1). Similar arguments can be applied to Q 2 , see, e.g., proof
of Theorem 7 in Kristensen (2011) , to obtain that, as nh dx+2 0;x ! 1 and nh
where Q 21 = m 2 + o P (1) and nh 2+dx=2 0;x
The claimed result now follows.
Appendix C. Lemmas
In the following, we let (y; x), p (y; x) and f (x) denote the true, data-generating cdf, joint density and marginal density respectively. We de…ne the following functionals for any functions dp (y; x) and df (x):
[dp]
Z y 0 D p;0 (u; x) dp (u; x) du + Z y 0 D p;y (u; x) dp y (u; x) du (40) + Z y 0 D p;1 (u; x) dp 1 (u; x) du;
where dp y (y; x) = @dp (y; x) = (@y) and so forth, and The …rst lemma then shows that these two functionals are the pathwise di¤erentials of S (y; x) with respect to g and f respectively: Lemma 1. Under Assumptions A1-A11: With 5 p S (y; x) [dp] and 5 f S (y; x) [df ] de…ned in
Equations (40)- (41) where y = p y =f and 1 = p 1 =f pf 1 =f 2 . Thus, Lemma 3. Under Assumptions A1-A11:
Proof of Lemma 3. From the de…nition of 5 p S (y; x) [p p], k5 p S [p p]k 1 kD p;0 k 1 kp pk 1 + kD p;y k 1 kp y p y k + kD p;1 k 1 kp 1 p 1 k ;
where kD p;a k 1 < 1, a = 0; y; 1, given the smoothness and bound conditions imposed in Assumption A10. Next, it follows from the convergence rate results in Equation (44) together with the bandwidth requirement in Assumption A11 that kp pk 1 = o P 1=n
1=4
and similarly for its partial derivatives with respect to y and x 1 . This proves the …rst claim.
The proof of the second claim follows along the same lines and so is left out.
which in turn are the only coordinates that vary from x 0 to x 1 . Now consider the change of variable t = (y) in the …rst equation and t = (y) g(x 1 ) in the second equation. Then, F jX t; x 0; I =F~ jX (~ 1 )(t); x 0; I F jX t; x 0; I =F~ jX (~ 1 )(t + g(x 1 )) g(x 1 ); x 0; I and by virtue of Assumption A1', the above needs to hold for every t 2 R. SinceF~ jX is strictly increasing on R, the above implies (t + g(x 1 )) = (t) +g(x 1 ) where
Using the same reasoning as in the proof of Theorem 1 in Ridder (1990) (equations (13)- (23) To show that the right-hand side of (47) where j andx are as in Step 1 of the proof of Theorem 1. Combining the above with the expression for in (47) then yields the result.
