This article deals with the advection of fluid particles in the velocity field of two identical vortices with various vorticity distributions. The two-dimensional velocity field is aperiodic in the range of parameters studied here, namely, the neighborhood of the critical distance for merger. Ideas and methods from the theory of transport in dynamical systems are used to describe and quantify particle advection. These methods are applied to the numerical representation of the velocity field, which is obtained by solving the Euler equations with the vortex-in-cell method. It is found that the strongest stirring of vortex fluid occurs slightly above the critical distance for merger. In this regime the fluid located between the vortices is subjected to intense stirring, and some vortex fluid may be entrained into the chaotic region depending on the smoothness of the vorticity distribution. Initial conditions below the critical distance lead to stirring of fluid mainly before merger. In this case the flow geometry is used to quantify the efficiency of merger, which is defined as the ratio of the circulation of the resultant vortex to the total circulation of the original vortices. It is found that the vortices with the smoothest vorticity profile have the lowest efficiency. Experimental visualizations in a two-dimensional rotating fluid confirm the intense stretching and folding of fluid elements that occurs before the vortices merge.
I. INTRODUCTION
The interaction of two like-signed vortices embedded in an otherwise quiescent fluid has been the subject of intense research for the last three decades. The single most important discovery is that a ''critical distance'' exists: Two vortices placed at an initial intercentroid distance smaller than a certain critical value will merge into a single vortex, but if they are located at a larger distance they will rotate around each other endlessly ͑see, e.g., Ref. 1͒ . If the distance between the vortices is d and their radius is R, the critical distance for merger is d c /RϷ3.3; this value changes slightly with the vorticity distribution.
Melander et al. 2 thoroughly studied the merger process; they obtained an analytic criterium for the occurrence of merger with the simplified ''moment model'' and analyzed the effect of viscous dissipation with a numerical model. They also gave a heuristic explanation which relates the occurrence of merger, or the lack of it, to the way vorticity is distributed with respect to a co-rotating stream function. Although they recognized that their classification was a guide more than a rule, it should be mentioned that it is inaccurate. Nonetheless, similar explanations have been given for the filamentation of vortices ͑e.g., Refs. 3 and 4͒.
Dritschel and Waugh 5 and Waugh 6 studied the efficiency of the merger of two circular vortices of uniform vorticity. They defined the efficiency as the ratio of the circulation of the vortex produced by the merger to the total circulation of the two initial vortices. Since they used patches of uniform vorticity and inviscid dynamics, their results apply for the fluid mass as well. If the two vortices are equal ͑a situation called symmetric interaction͒, the maximum efficiency is reached when they are in touch at the initial time. 6 If the vortices are unequal ͑a situation called asymmetric interaction͒, the variety of possible outcomes increases considerably. Besides the regimes of mutual rotation and merger observed in the symmetric interaction, new types of behavior appear; namely, straining out of one of the vortices, either partial or total, and partial merger. Recent results suggest, however, that some of these regimes exist only when the vorticity distribution is step-like ͑uniform within the vortices and null outside͒ but not for the smoother vorticity profiles encountered in real flows. 7 Since the pioneering work of Aref 8 the phenomenon of chaotic advection and its relation to transport, stretching, and mixing properties of fluid flows has received growing attention. Rom-Kedar et al. 9 developed the lobe dynamics formalism for the study of fluid transport between different flow regions in a two-dimensional, time-periodic velocity field; and Beigie et al. 10 extended the formalism to quasi-periodic velocity fields. These works deal with the advection of fluid particles in the velocity field of two point vortices subjected to the action of a strain field with suitable time dependence.
Two finite-area vortices in an otherwise quiescent fluid are not a stationary solution of the Euler equations except for very specific vortex shapes. 11 Therefore, for the circular vortices considered here no external field is necessary to make the flow time dependent. If the initial distance between the vortices d 0 is much larger than their radius R, the vortices rotate around each other quasi-steadily while undergoing little deformation. As the ratio d 0 /R decreases the rotation becomes quasi-periodic and the vortices undergo considerable deformations ͑usually referred to as ''pulsations''͒. Finally, as the ratio d 0 /R approaches the critical distance for merger the motion becomes fully aperiodic and the vortices undergo irreversible deformations in the form of thin filaments. Obviously, the motion is also aperiodic below the critical distance for merger.
In this article we study the advection of particles that results from the aperiodic motion occurring for distances in the neighborhood of the critical distance for merger (d c /R). Our goal is to quantify the transport of mass and vorticity and to analyze how this is modified by the vorticity distribution inside the vortices. We do this by using a geometrical approach; in particular, we use analytic techniques recently developed for the study of transport and mixing by an aperiodic velocity field. 12, 13 But, since the flow evolution in our two-vortex problem can only be obtained numerically, we use a numerical implementation of the above-mentioned analytic techniques. This is similar to the implementations used by several authors for the study of transport in numerically generated velocity fields ͑see, e.g., Refs. 14 and 15͒.
The rest of this article is organized as follows: Sections II and III contain an overview of the main concepts and ideas used in the study of transport in a two-dimensional, aperiodic velocity field; Sec. IV presents a brief description of the numerical techniques used to construct the flow geometry; Sec. V contains the analysis of merger and transport for three different vorticity profiles; Sec. VI describes a flow visualization experiment; Sec. VII presents a brief discussion on the use of the Eulerian flow geometry for inferring Lagrangian dynamics; and, finally, Sec. VIII summarizes the results and gives some conclusions.
II. EULERIAN FLOW GEOMETRY
The motion of an ideal fluid in two dimensions is governed by the following equations for the vorticity ͑͒ and the stream function ͑͒:
where ٌ 2 ϭ xx ϩ yy and the subindices indicate a derivative. It follows that the condition for steadiness is x y Ϫ y x ϭ0, i.e., the flow is stationary if the vorticity contours coincide with the streamlines. Now, a flow may be unsteady in one system and steady in another one, as it is the case for vortices that move steadily ͑either translating like the Lamb-Chaplyguin dipoles or rotating like the Kirchhoff vortex͒. In general, two-dimensional flows dominated by vortex structures are neither stationary nor uniformly moving, but it has been observed that these flows evolve slowly between a succession of quasi-steady states, except during rapid vortex mergers. 16 Two equal vortices located in an otherwise quiescent fluid rotate initially around the midpoint of the line joining their centers. If they are located at a distance larger than the critical distance d c /R, they will continue with this motion endlessly; the stream function in a co-moving frame will remain as depicted in Fig. 1͑a͒ . In contrast, if they are located at a distance smaller than d c /R, they will rapidly form an elongated vortex which continues the initial rotation of the vortices; the stream function in a co-moving frame takes the form depicted in Fig. 1͑b͒ .
The stream function before merger, as observed in a system which rotates with the vortices, presents four fixed points of elliptic type ͑indicated with open circles in Fig. 1͒ . Two of these points are generated by the presence of the vortices and the other two appear as a consequence of the use of a rotating system; these points have therefore been called ''ghost'' vortices. The stream function also has three fixed points of hyperbolic type ͑indicated with filled circles͒. Each hyperbolic point has a collection of orbits approaching it as t→ϩϱ along a line called the stable manifold, and a collection of orbits approaching it as t→Ϫϱ along a line called the unstable manifold. The unstable manifolds of the hyperbolic point on the left-hand side are at the same time the stable manifolds of the hyperbolic point on the right-hand side, and vice versa; these orbits are called heteroclinic. In contrast, the manifolds of the central hyperbolic point are at the same time stable and unstable; these orbits are called homoclinic. In this steady state the manifolds are also called separatrices because they divide the flow in qualitatively different regions: the free flow region, where particles simply turn around the whole system along oval streamlines; two vortex-core regions, where particles rotate around the corresponding vortex; two regions where particles rotate around the corresponding ''ghost'' vortex; and an eight-shaped band where particles rotate around the two vortices.
The merger event produces the fusion of two elliptic points and the destruction of the middle hyperbolic point. The stream function, as observed in a system which rotates with the new vortex, takes the shape depicted in Fig. 1͑b͒ . The next stage in the flow evolution is an axisymmetrization process, which occurs faster or slower depending on the vorticity distribution of the original vortices. This process eventually leads to the destruction of the two hyperbolic points and two elliptic points ͑the ''ghosts''͒.
III. LAGRANGIAN FLOW GEOMETRY
The equations describing the trajectories of fluid particles are
where is the stream function obtained by solving Eqs. ͑1͒ and ͑2͒. Since is time dependent, it is not obvious what is the relation between the trajectories of fluid particles ͑La-grangian dynamics͒ and the geometry of the instantaneous Eulerian velocity fields described above. We expect, however, that under certain conditions the character of the fixed points of (x,y,t 0 ) will manifest in the particle motion. Loosely speaking, this would imply the existence of particle trajectories which behave like saddles ͑attracting a set of initial conditions exponentially and repelling another set of initial conditions exponentially͒ and of particle trajectories that behave like centers ͑inducing a swirling motion on a set of initial conditions͒. A key difference between the regime of mutual rotation and that of vortex merger makes the analysis of Lagrangian dynamics formally different. Recall that in the former regime the topology of is preserved during the whole evolution ͓Fig. 1͑a͔͒, whereas in the latter regime undergoes a topological change ͓Figs. 1͑a͒ and 1͑b͔͒.
The time evolving stream function in the regime of mutual rotation can be imagined as the sum of a steady part and a time-aperiodic ''perturbation.'' In this case a theorem about persistence under perturbations 13 guarantees that close to a hyperbolic point of the Eulerian velocity field given at time t 0 there is an intersection of a hyperbolic trajectory of the time dependent velocity field with the time-slice tϭt 0 . The stable and unstable manifolds of this hyperbolic trajectory are surfaces in the three-dimensional space formed by the two space coordinates and the time axis. It follows that their intersections with any time-slice is one-dimensional. As in the steady situation, the unstable manifolds still emanate smoothly from the corresponding hyperbolic point but now they undergo strong oscillations as they approach another hyperbolic point ͑different from the one they belong to if the orbit is heteroclinic or the same one if the orbit is homoclinic͒. The same situation is observed with the stable manifolds. As a consequence, the separatrices of the instantaneous Eulerian field no longer exist and their place is taken by complicated structures called chaotic tangles. Fluid transport between different flow regions can be quantified by analyzing the geometry of the tangle with the lobe dynamics technique. Lobe dynamics has been widely used for the study of transport in two-dimensional, time-periodic flows ͑see, e.g., Refs. 9 and 17͒, and it has been extended recently for time-aperiodic flows. 13 In the merger regime all the stagnation points of the Eulerian velocity field are transient: When the axisymmetrization process is completed there remains only one fixed point which was not present in the initial velocity field. A mathematical framework for the analysis of flows with transient fixed points was recently developed by Haller and Poje. 12 If the fixed point exists long enough and the velocity field changes slowly, there exists a hyperbolic trajectory in the neighborhood of the fixed point of the instantaneous velocity field. Associated with this hyperbolic trajectory are finite-time unstable manifolds and finite-time stable manifolds. They differ from the manifolds described above in that their definition is based on finite time information of particles and, therefore, they are not unique but exponentially unique. 12 Consequently, the finite-time manifolds will appear as unique in numerical computations if the time scale of interest is long enough. In practice manifolds and finite-time manifolds are computed in the same way.
IV. NUMERICAL METHODS

A. Vortex-in-cell model
The two-dimensional Euler equation is solved using the vortex-in-cell method. The outline of the method is the following ͑see, e.g., Ref. 18͒: The initial vorticity field (x,y) is approximated by a set of point vortices distributed along concentric circles, in a way which ensures that the area s represented by each point vortex is equal ͓the circulations are thus k ϭs(x k ,y k ), where (x k ,y k ) is the point-vortex position͔. The flow evolution takes place within a rectangular region covered by a Cartesian grid; the vorticity on grid points is calculated by adding the contributions of all the point-vortices within neighboring cells ͑each contribution being computed with a bilinear interpolation͒. The stream function is obtained by inverting the Poisson equation ٌ 2 ϭϪ on the grid with the Fourier analysis and cyclic reduction method; as boundary conditions the value of along the boundary is estimated from the vorticity distribution. The velocity field is evaluated from the stream function using second-order centered differences; then the velocity of each point vortex is determined using Eq. ͑A1͒. Finally, the positions of the point vortices are advanced in time with a second order Runge-Kutta scheme. In all the simulations presented here a square grid of 128ϫ128 points was used, and there were 10 grid points per vortex radius.
B. Construction of the flow geometry
In this section we briefly explain how the geometric elements described in the previous sections are constructed.
As a starting point we have the stream function computed by the numerical model. Therefore this is the one observed in the system fixed in space, and its values are known only at mesh points and at discrete times during the flow evolution. The stream function ⌿ observed in a rotating system is given by the simple transformation ⌿ϭ ϩ 1 2 ⍀r 2 , where ⍀ is the angular velocity and r is the distance to the system's center of rotation. For symmetry reasons the center of rotation is always the midpoint of the line joining the vorticity centroids at the initial time. Thus ⍀ is the only parameter that must be determined.
We have used the following method to find ⍀. First we make two assumptions: ͑a͒ Before merging takes place the two vortices are regarded as point vortices located at the vorticity centroids, and ͑b͒ after merging the new vortex is regarded as an elliptic patch of vorticity. 2 Then we make a time series of the angle swept by the intercentroid line ͑be-fore merging͒ or one ellipse axis ͑after merging͒, and ⍀ is computed by a local linear approximation. An alternative method has been proposed by Dritschel: 16 We know that, by definition, the flow is steady if vorticity contours are everywhere parallel to stream lines; therefore the value of ⍀ can be found minimizing the deviation between vorticity and stream function contours. Note, however, that there is no best way of finding ⍀ because the flow field is not in solid body rotation and a system where the flow would appear as stationary simply does not exist. Fortunately, all reasonable methods give similar results; in particular, the stagnation points of the co-rotating stream function do not change significantly with the method used. This is all we need to know at this stage: The neighborhood where a Lagrangian hyperbolic trajectory might exist.
The next step is to determine the geometry of the corotating stream function ⌿; that is to say, locate the elliptic points and the hyperbolic points with their corresponding manifolds. A wide variety of methods and tools for obtaining these geometric elements from a numerically generated vector field are available ͑see, e.g., Ref. 19͒ . For completeness, the algorithms used in this article are described in the Appendix.
Finally, we must determine the geometry of the timeevolving flow. The intersections of the manifolds with the time-slice tϭt 0 are computed numerically in the following manner ͑see Fig. 2͒ . The unstable manifold ͑represented by a thick line in the middle plane͒ is obtained by taking a short straight line which crosses the hyperbolic fixed point of the co-rotating field at time t 0 Ϫ⌬t and computing its evolution under u ជ (x,y,t) from time t 0 Ϫ⌬t to time t 0 , where ⌬tϾ0 is some time interval. Similarly, the stable manifold at the same time tϭt 0 ͑represented by a thin line͒ is obtained by taking a short line which crosses the hyperbolic fixed point of the co-rotating field at time t 0 ϩ⌬t and compute its evolution under u ជ (x,y,t) from time t 0 ϩ⌬t to time t 0 .
The evolution of these passively advected lines is obtained by computing the evolution of a set of particles ͑nodes͒ which lie along the line. As the flow evolves the nodes move apart from one another owing to stretching of fluid elements; new nodes must therefore be added between the old ones in order to guarantee an accurate description of the contour. We do this by writing the coordinates of the nodes ͑x and y͒ as a function of the contour length ͑mea-sured from some reference node͒ and computing natural cubic splines for every smooth segment of the curve where new nodes are needed. The method was tested by advecting a closed contour and it was found that the area is preserved within 1%, even when the contour undergoes strong deformations.
We finish this section with a summary of the method: Determining the intersections of the manifolds with the timeslice tϭt 0 requires at least three runs of the model. The first time it runs from t 0 Ϫ⌬t to t 0 ϩ⌬t, and the flow geometry is computed at both ends of this time interval. Then it runs together with the contour-advection module, first from t 0 Ϫ⌬t to t 0 to obtain the unstable manifold and then from t 0 ϩ⌬t to t 0 to obtain the stable manifold. Sometimes, however, more runs are needed, either because the chosen ⌬t was too short or because the line segments introduced at t 0 Ϫ⌬t or t 0 ϩ⌬t were wrongly placed ͑it happens that the hyperbolic point of the Eulerian field is not always as close to the Lagrangian hyperbolic trajectory as we would expect͒.
V. NUMERICAL RESULTS
A. Eulerian and Lagrangian flow geometries
In the initial condition both vortices have the same vorticity distribution, which is given by ϭ ͭ 0ͫ 1Ϫ ͩ 
͑4͒
Three vorticity profiles will be considered here: ͑a͒ step-like vorticity profile (n→ϱ), ͑b͒ steep vorticity profile (nϭ6), and ͑c͒ smooth vorticity profile (nϭ2). Hereafter the terms ''step-like,'' ''steep'' and ''smooth,'' when used to describe a vorticity profile, refer specifically to the definitions given above. We also make the following definition: The radius of the vortex is the radius where the maximum velocity is reached. Therefore the vortex radius is equal to the radius of the circular area of nonzero vorticity for vortices with steplike vorticity only ͑thus Rϭa͒; the vortex radius is smaller than a for vortices with steep and smooth vorticity profiles, RϷ0.91a,0.81a, respectively.
The initial intercentroid distance divided by the vortex radius, d 0 /R, is the single parameter that determines the outcome of the vortex interaction; the vorticity amplitude ( 0 ) only determines the evolution time scales. It has been determined, numerically and analytically, that vortices with steplike vorticity merge if they are located initially at a distance d 0 /RϽ3.3 ͑e.g., Ref. 1͒, and they rotate around each other if their initial distance is larger. Our numerical results show that this critical distance changes negligibly for vortices with steep and smooth vorticity profiles, provided that the radius is defined as above and not as the radius of the circular region of nonzero vorticity.
The evolution of two vortices with a smooth vorticity profile (nϭ2) which are located initially at a distance d/R Ϸ3 are shown in Fig. 3 . The vorticity contours are shown in gray, and the separatrices of the instantaneous co-rotating stream function are shown with black curves. The merger process starts immediately and it is completed in a short time; note that the middle hyperbolic point disappears before time tϭ1.02T ͑frame d͒, where T is the eddy turn-over time ͑i.e., the rotation period of a particle located at the radius of maximum velocity͒. Because of the smooth vorticity profile of the original vortices an axisymmetrization process takes place after the merger is completed, as described by Melander et al. 2 During this stage the geometry of the corotating stream function changes slowly; this leads eventually to the destruction of the two remaining hyperbolic points as the axisymmetrization is completed.
The hyperbolic regions of the Eulerian field will have an impact on the Lagrangian dynamics only if the time evolution, as measured by the velocity of the stagnation points and the deformation rate of the streamlines around them, is not too fast. 12 Figure 3 shows that the Eulerian hyperbolic stagnation points move slowly through the flow field, since they make only half a rotation in the time that the vorticity peaks make a complete rotation around the middle point ͑see frames a-e͒. The evolution of the eigenvalues and eigenvectors of the Jacobian matrix
where u ជ is the velocity and (x h ,y h ) are the coordinates of the hyperbolic fixed point, gives an indication of the rate of deformation of the streamlines around the fixed point. Figure  4͑a͒ shows the ͑squared͒ eigenvalue ͑thick lines͒ and its rate of change Ј ͑thin lines͒ as a function of time. The circles denote the values corresponding to the middle hyperbolic point of Fig. 3 , and the asterisks denote the values corresponding to the lateral hyperbolic points. The curves show that, for the outer hyperbolic fixed points, the time scale of the hyperbolicity (1/ 2 ) is faster than the time scale of changes in the hyperbolicity (1/Ј) during the whole evolution. As expected, the situation is different for the middle point: the time scale of changes in the hyperbolicity becomes faster than the time scale of the hyperbolicity when the vortex merger takes place. These results indicate that Lagrangian hyperbolic trajectories exist in the neighborhood of the lateral Eulerian hyperbolic regions for ͑at least͒ the time period considered in Fig. 3 . The Eulerian hyperbolic region in the middle gives rise to a transient Lagrangian trajectory of short life. Similar calculations for the regime of mutual rotation ͑not shown here͒ indicate the existence of three infinite-time Lagrangian hyperbolic trajectories. Figure 5 shows the same simulation of Fig. 3 but, instead of the co-rotating stream function, it shows the finite-time unstable and stable manifolds of the Lagrangian hyperbolic trajectories. There are notorious differences between the corotating stream function and the Lagrangian flow geometry. In the former the hyperbolic points on the outer sides of the vortices enter the regions of vorticity and the separatrices are not parallel to the spiral arms, whereas in the latter the hyperbolic trajectories never enter the regions of vorticity and the manifolds are parallel to the spiral arms. This shows that the manifolds form the template for expulsion of mass through filamentation; these filaments are referred to as ''lobes'' in the chaotic-advection literature ͑see, e.g., Ref. 9͒. Note also that the central line undergoes significant stretching initially, but this stops when the merger takes place. Af- ter this event the line starts to spiral around the newly formed elliptic point, making up a boundary between the masses of the original vortices. Figure 5 shows that the Lagrangian structures are essentially time dependent. Therefore, a single time-slice of the Lagrangian geometry is not enough for giving a full explanation of particle dynamics. In spite of this we can use the properties of the stable and unstable manifolds to draw conclusions on the basis of the flow geometry observed in a given time-slice. In particular, note that the stable and unstable manifolds of hyperbolic trajectories are invariant curves and that particle trajectories cannot cross them ͑see, e.g., Ref. 13͒. Then, for instance, a patch of fluid located on one side with respect to a given manifold will remain on that side during the whole evolution. This fact will be used at the end of this section to quantify mass and vorticity transport during vortex merger.
B. Lagrangian flow geometry and transport of mass and vorticity
The Lagrangian flow geometries for various initial conditions and vorticity profiles will be shown for the time slice tϭ0 only. This choice is convenient because it corresponds to the initial condition, but it has practical advantages, too. Note that the Euler equations ͑1͒ and ͑2͒ have the following symmetries: Making the change of variable t→Ϫt is equivalent to taking →Ϫ, and in turn this is equivalent to taking either x→Ϫx or y→Ϫy. Therefore, if the origin of the coordinate system is taken at the middle point between the vortex centers, the velocity field at time Ϫ⌬t is the mirror image ͑with respect to either coordinate axis͒ of that at time ⌬t. Thus only the stable manifolds were actually computed to construct the chaotic tangles in the time slice tϭ0, and the unstable manifolds were determined using symmetries. Figure 6 shows, for the three types of vortices studied in this article, the heteroclinic tangles formed by the stable and unstable manifolds of the outer hyperbolic points. Similarly, Fig. 7 shows the homoclinic tangles formed by the manifolds of the middle hyperbolic point. The initial conditions are well above the critical distance for merger in all cases (d 0 /RϷ4). The vortices with step-like vorticity profile ͑Rankine vortices, n→ϱ) preserve the largest unmixed area ͓note that the tangles are well separated from the vortices in frames ͑a͒ of both figures͔. In contrast, the vortices with smooth vorticity profile preserve the smallest unmixed area ͓note that the tangles get closer to the vortices in frames ͑c͒ of both figures͔. In fact, with values of d 0 /R only slightly above the corresponding critical distance the tangles ͑not shown here͒ hardly touch the vortices with step-like vorticity profile; therefore in this case the chaotic region is practically void of vorticity. In contrast, the tangle includes the outer regions of the vortex with smooth vorticity profile; therefore in this case the chaotic region contains a significant amount of fluid with vorticity. Figure 8 shows, for the three types of vortices, the heteroclinic tangle at the time-slice tϭ0 for initial conditions below the critical distance for merger (d 0 /RϷ2.9). The geometry of these tangles has one major difference with respect to those of the regime of mutual rotation ͑Fig. 6͒. This difference can be understood in the following way. Let four particles depart from symmetric positions in the neighborhood of the hyperbolic points and travel along the manifolds towards the vortices ͑see Fig. 8͒ . The ones traveling along unstable manifolds can encounter only those traveling along stable manifolds. In the regime of merger the first encounter occurs between particles traveling along manifolds that belong to the same hyperbolic point; in contrast, in the regime of mutual rotation the first encounter occurs between particles traveling along manifolds that belong to different hyperbolic points.
A detailed analysis of the intersecting manifolds using the lobe dynamics technique enables us to find the areas which are detrained from the vortices and to quantify them. A formal discussion of the technique for a time periodic flow can be found in, e.g., Ref. 9; the extension of the theory to time aperiodic flows can be found in Ref. 13 . Figure 9 shows with medium and dark gray the patches of fluid which will be expelled from the vortices and will form the filaments. All four patches are partially bounded by segments of the stable manifolds, and are located to the right-hand side when looking towards the corresponding fixed point in the particleflight direction. The diagram shown corresponds to vortices with smooth vorticity profile (nϭ2) located initially at a distance d 0 /Rϭ2.7. The actual process of detrainment of these regions is shown in Fig. 10 . Figure 11 shows the amount of mass ͑area͒ and circulation detrained from the vortices as a result of the merger process. The qualitative behavior is the same for the three types of vorticity profiles. The amount of area and circula- Step-like vorticity profile ͓n→ϱ in Eq. ͑4͔͒. ͑b͒ Steep vorticity profile (n ϭ6). ͑c͒ Smooth vorticity profile (nϭ2). The vortices are represented by gray circles; the stable and unstable manifolds are represented by thin and thick lines, respectively; and the hyperbolic points are indicated by filled circles. Fig. 6 , but now the homoclinic tangle is shown. tion detrained increases as d 0 /R decreases from the critical distance until it reaches a maximum, then it starts to decrease. The differences between the various vortex types are the magnitudes: The area expelled increases with increasing smoothness of the profile. Vortices with a smooth profile ͓nϭ2 in Eq. ͑4͔͒ lose as much as 50% of the area in filaments; in contrast, vortices with step-like vorticity (n→ϱ) lose only 20% of their area. Note that the regions expelled are close to the vortex edge; this means that they are the ones with the lowest vorticity in the case of vortices with smooth and steep vorticity profiles. Therefore, the detrainment of circulation is less affected by the vorticity profile. The maximum amount is 20% for vortices with step-like profile (n →ϱ); it decreases slightly to 18% for vortices with steep profile (nϭ6) and then increases to 25% for vortices with smooth profile (nϭ2). The robustness of these calculations was tested by quantifying the amount of expelled mass and circulation using an alternative method: The point vortices that ended up in the filaments were sorted out and the total area and the circulation represented by them was computed. The results differ from those shown in Fig. 11 by only 1% in the area and 2% in the circulation.
FIG. 7. Same as
If the efficiency of merger is defined as the ratio of the area of the final vortex to the sum of the areas of the initial vortices, then the efficiency decreases with the smoothness of the vorticity profile. If the circulation is used instead of the area, the efficiency initially experiences a small increase but then decreases as the smoothness of the vorticity profile increases. The efficiency of merger for Rankine vortices was computed previously by Waugh, 6 and our results are in agreement with his.
VI. LABORATORY OBSERVATIONS
A series of laboratory experiments was performed with the purpose of visualizing the phenomena described in the previous sections. The experiments were carried out in a square tank of 100 cm side and 50 cm depth mounted on a rotating table. The tank was filled up to a depth of 20 cm and the rotation period of the system () was set to 7.5 s ͑the Coriolis parameter is then f Ϸ1.68 s Ϫ1 ͒. Once the water inside reached a state of solid body rotation, each vortex was generated by withdrawing water during a short time ͑7.5 s, i.e., one rotation period of the table͒. This was done using thin tubes ͑1.0 cm in diameter͒ placed at distances varying from 12 to 18 cm. This is the initial distance between the vortices, and is equivalent to a dimensionless d 0 /R in the range 4-6 ͑considering that RϷ3 cm for the experimental parameters used here 20 ͒. The vortices were visualized by adding dye after the generation process was completed.
The experiment shown in Fig. 12 has a d 0 /RϷ5. Picture ͑a͒ was taken at time tϭ2/3 after the withdrawal of water was suspended. The vortices are clearly visible by the patches of yellow and bright green in the center of the picture. The larger areas of lighter green are remnants of previous experiments; one usually tries to avoid this when presenting results, but here these marked areas turn out to be useful in showing the advection of fluid in the surroundings of the vortices. At time tϭ4 ͑frame b͒ the vortices have started exchanging mass, as can be seen from the filament of yellow fluid surrounding the green vortex, and the filament of green fluid surrounding the yellow vortex. Another remarkable feature is the filament of yellow fluid that is being expelled through the hyperbolic fixed point adjacent to the green vortex ͑top of the figure͒. At time tϭ6 ͑frame c͒ this filament continues its growth, and a second one is emerging along the same direction; from the hyperbolic point adjacent to the yellow vortex emanates a green filament but this is less clearly visible. At time tϭ26/3 ͑frame d͒ the first yellow filament is moving along the stable manifold towards the hyperbolic point from which it emanated; a thin filament wrapped around the green vortex is also visible at this stage. At time tϭ34/3 ͑frame e͒ the merger process is starting, as can be seen by the large amounts of fluid that the vortices exchange. The merger is completed by time tϭ44/3 ͑frame f͒; a single vortex has been formed but it is clear that there is limited mixing between yellow and green fluids in the interior.
VII. A BRIEF DISCUSSION ON FLOW GEOMETRIES
The idea of Lagrangian dynamics being organized by the instantaneous Eulerian flow geometry has been previously used in connection with the axisymmetrization of a single elliptic vortex, 3 the merger of vortices, 2 and the vortex stripping of a circular vortex in a strain flow. 4 This has provided useful insights about the flow evolution, but also some inaccurate conclusions have been derived from it.
According to Mariotti et al. 4 filamentation occurs because the instantaneous Eulerian velocity field possesses stagnation points capable of penetrating the interior of the vortex. A simple counter-example is that of a Kirchhoff vortex, whose co-rotating stream function is shown in Fig. 1͑b͒.  ͑N. B. This stream function is uniquely defined because the Kirchhoff vortex rotates steadily as a solid body.͒ The vortex is entirely contained within the white oval region; it approaches the hyperbolic points as its aspect ratio increases but it never reaches them. Nevertheless, a vortex with an aspect ratio larger than three is unstable and a small perturbation leads to filamentation until the vortex core stabilizes at a smaller aspect ratio. Therefore, filamentation is not produced by the penetration of a stagnation point of the Eulerian field into the vortex, but by the penetration of a stable manifold of a Lagrangian hyperbolic trajectory.
According to Melander et al. 2 the evolution of two equal vortices depends on how the vorticity is distributed with respect to the ''exchange-band'' ͓the region shaded in dark gray in Fig. 1͑a͔͒: ͑a͒ If the vorticity is confined inside the individual oval regions the vortices rotate around each other without merging; ͑b͒ if some vorticity enters the exchange band, the vortices rotate around each other, they exchange some vorticity, but do not merge; and finally ͑c͒ if the vorticity extends beyond the exchange band, the vortices undergo filamentation and they merge. This classification might be correct for the particular vorticity distribution they used, but it does not apply to any of the three vorticity distributions used here. In fact, in all cases vortices just below the critical distance are entirely contained within the oval regions and yet they merge. The filamentation, therefore, is not the cause of merger but one of its effects.
The instantaneous Eulerian flow geometry is a useful tool in the interpretation of the flow, but it must be used with care when deriving consequences about particle motion. This requires the use of the Lagrangian flow geometry.
VIII. SUMMARY AND CONCLUSIONS
We have studied the advection of fluid particles in the velocity field of a pair of identical vortices of circular shape and various vorticity distributions ͑step-like, steep and smooth profiles͒. The velocity field is obtained by numerically solving the two-dimensional Euler equations with a vortex-in-cell method. In the neighborhood of the critical distance for merger all solutions are aperiodic, therefore we use recent developments from the theory of transport in dynamical systems to study the advection of fluid particles. 12, 13 Above the critical distance the flow geometry does not change qualitatively during the flow evolution; that is to say, all hyperbolic and elliptic trajectories are preserved and no new ones appear. The Lagrangian flow geometry shows that the strongest stirring occurs in this regime. In particular, fluid elements located between the vortices are subjected to intense stretching and folding. Most of this fluid has no vorticity, but some amounts of fluid from the vortices may enter the mixing region depending on the initial vorticity distribution inside the vortices. When the vorticity profile is step-like there is hardly any entrainment of vortical fluid into the mixing region, but when it is smooth large amounts of mass from the vortices are entrained into the mixing region.
Below the critical distance the flow geometry changes qualitatively during the evolution. The hyperbolic trajectory between the two vortices disappears, while the elliptic trajectories corresponding to each vortex merge in a single elliptic trajectory. In this regime moderate stirring takes place, especially during the time previous to merger. The flow geometry is used to quantify the efficiency of merger, which is defined as the ratio of the circulation of the resultant vortex to the total circulation of the original vortices. It is found that the efficiency is lowest for vortices with the smoothest vorticity profile.
Experimental visualizations of merging in a twodimensional rotating fluid confirm the intense stretching and folding of fluid elements produced by the interacting vortices. The main difference with the numerical results arises from viscous effects. These make the vortex radius grow in time by means of two mechanisms: horizontal diffusion of vorticity and vortex squeezing induced by the Ekman pumping ͑see, e.g., Ref. 21͒. Therefore all initial conditions slowly drift towards the merging regime, which acts as an attractor. 2 As a consequence, in a real fluid merger may occur in time scales much longer than those observed in inviscid simulations, thus allowing a more intense stretching and folding of fluid patches.
ACKNOWLEDGMENTS
I am grateful to Federico Velázquez Muñoz for his help during the laboratory experiments and José Luis Ochoa, Pedro Ripa, Julio Sheinbaum, and two anonymous reviewers for comments and criticisms on an earlier version of this paper.
This work was partially supported by CONACyT ͑México͒ under Grant No. 28137-T.
APPENDIX: FINDING FIXED POINTS IN THE VELOCITY FIELD
The velocity at grid points (u,v)ϭ(⌿ y ,Ϫ⌿ x ) is obtained by second-order differences of the stream function, and the velocity (U,V) at arbitrary position (x,y) is computed by the following four-point bilinear algorithm: The character of the fixed points is determined by the eigenvalues ϭ(⌿ xy 2 Ϫ⌿ xx ⌿ yy ) 1/2 where the subscript denotes the finite-difference approximation to the derivative at the fixed point.
