Komparasi metode SMOTE dan ADASYN dalam meningkatkan performa klasifikasi herregistrasi mahasiswa baru by Nurdian, Risky Agung
 
 
KOMPARASI METODE SMOTE DAN ADASYN DALAM 
MENINGKATKAN PERFORMA KLASIFIKASI  









Disusun Oleh : 





PROGRAM STUDI SISTEM INFORMASI 
FAKULTAS SAINS DAN TEKNOLOGI 






Saya yang bertanda tangan dibawah ini: 
Nama   : Risky Agung Nurdian 
NIM   : H06217020 
Program Studi  : Sistem Informasi 
Angkatan  : 2017 
 
Menyatakan bahwa saya tidak melakukan plagiasi dalam penulisan skripsi saya 
yang berjudul : “KOMPARASI METODE SMOTE DAN ADASYN DALAM 
MENINGKATKAN PERFORMA KLASIFIKASI HERREGISTRASI 
MAHASISWA BARU”. Apabila suatu saat nanti terbukti saya melakukan 
Tindakan plagiasi, maka saya bersedia menerima sanksi yang telah ditetapkan. 
 
Demikian pernyataan keaslian ini saya buat dengan sebenar-benarnya. 
 


























































KOMPARASI METODE SMOTE DAN ADASYN DALAM 
MENINGKATKAN PERFORMA KLASIFIKASI HERREGISTRASI 
MAHASISWA BARU 
Oleh: 
Risky Agung Nurdian 
Perguruan tinggi setiap tahunnya melakukan penerimaan mahasiswa baru pada 
awal tahun ajaran baru. Dalam penerimaan calon mahasiswa baru jalur SPAN 
PTKIN di UINSA banyak calon mahasiswa yang tidak melakukan daftar ulang akan 
berdampak kepada pendapatan lembaga UINSA. Jika, lembaga dapat mengetahui 
sejak dini dari kemungkinan calon mahasiswa yang akan mengundurkan diri, maka 
pihak dari manajemen dapat melakukan tindakan untuk mempertahankan calon 
mahasiswa tersebut. Untuk mengatasi hal tersebut maka dapat dilakukan klasifikasi 
data mining. Metode yang digunakan dalam klasifikasi ini adalah decision tree dan 
naïve bayes. Banyaknya siswa yang tidak daftar ulang dibandingkan daftar ulang 
mengakibatkan data menjadi tidak seimbang. Ketidak seimbangan data dapat 
mempengaruhi hasil keakuratan klasifikasi. Ketidak seimbangan data yang 
digunakan dapat menghasilkan model yang tidak cocok. Solusi untuk menangani 
ketidak seimbangan data adalah dengan menggunakan metode oversampling 
SMOTE dan ADASYN. Tujuan dari penelitian ini adalah untuk membandingkan 
performa metode SMOTE dan ADASYN. Hasil penelitian menunjukkan bahwa 
metode SMOTE dapat menyeimbangkan data dengan seimbang dibandingkan 
ADASYN. Dari 6 skenario dengan 24 pengujian yang dilakukan metode SMOTE 
lebih cocok digunakan dibandingkan metode ADASYN kerena nilai ROC_AUC 
SMOTE lebih tinggi dibandingkan ADASYN. 
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COMPARISON OF SMOTE AND ADASYN METHODS IN IMPROVING 




Risky Agung Nurdian 
Universities annually accept new students at the beginning of the new school year. 
In the acceptance of new prospective students on the PTKIN SPAN pathway at 
UINSA, many prospective students who do not re-register will have an impact on 
the income of the UINSA institution. If, the institution can find out early on the 
possibility of a prospective student who will resign, then the management can take 
action to retain the prospective student. To overcome this, data mining 
classification can be carried out. The methods used in this classification are 
decision tree and nave Bayes. The number of students who did not re-register 
compared to re-registration resulted in the data being unbalanced. Data 
imbalances can affect the accuracy of the classification results. The imbalance of 
the data used can result in an unsuitable model. The solution to handle the data 
imbalance is to use the SMOTE and ADASYN oversampling methods. The purpose 
of this study was to compare the performance of the SMOTE and ADASYN methods. 
The results showed that the SMOTE method could balance the data perfectly 
compared to ADASYN. The two oversampling methods reduce the accuracy 
compared to the model without oversampling. Of the 6 scenarios with 24 tests, the 
SMOTE method is more suitable to use than the ADASYN method because the 
ROC_AUC SMOTE value is higher than ADASYN. 
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1.1 Latar Belakang 
Institusi pendidikan merupakan kebutuhan bagi masyarakat, pendidikan 
merupakan sebuah fenomena kehidupan yang sudah tidak dapat dipisahkan dari 
kehidupan sosial (Mambang & Marleny, 2015). Universitas Islam Negeri Sunan 
Ampel Surabaya merupakan salah satu perguruan tinggi negeri yang berada di kota 
Surabaya, saat ini memiliki jumlah mahasiswa aktif 20184 yang tersebar pada 9 
fakultas dan 64 program studi (PDDikti - Pangkalan Data Pendidikan Tinggi, 
2021).  
Perguruan tinggi setiap tahunnya melakukan penerimaan mahasiswa baru pada 
awal tahun ajaran baru. Sistem penerimaan mahasiswa baru di Universitas Islam 
Negeri Sunan Ampel Surabaya saat ini memiliki beberapa jalur seleksi yaitu 
SPANPTKIN, SNMPTN, SBMPTN, UMPTKIN, MANDIRI, dan MANDIRI 
PRESTASI (UINSA - Seleksi Penerimaan Mahasiswa Baru - Jalur Seleksi, 2021). 
Dalam penerimaan calon mahasiswa baru jalur SPAN PTKIN di UINSA banyak 
calon mahasiswa yang tidak melakukan daftar ulang pada tahun 2020 sebanyak 
41,9% calon mahasiswa baru yang tidak melakukan daftar ulang (PUSTIPD, 2020). 
Banyaknya mahasiswa yang tidak melakukan daftar ulang akan berdampak 
kepada pendapatan lembaga UINSA (Rabbani et al., 2021). Jika, lembaga dapat 
mengetahui sejak dini dari kemungkinan calon mahasiswa yang akan 
mengundurkan diri, maka pihak dari manajemen dapat melakukan tindakan untuk 
mempertahankan calon mahasiswa tersebut. Pendekatan data mining dapat 
dilakukan untuk mengatasi hal tersebut (Aribowo & Setiadi, 2018). 
Klasifikasi merupakan salah satu dari metode data mining. Klasifikasi adalah 
tipe analisis data yang digunakan untuk membantu dalam menentukan kelas label 
yang ingin di klasifikasi. Klasifikasi merupakan metode data mining supervised 
learning yang mencoba menemukan hubungan antara attribut dan target (Hendrian, 
2018). Klasifikasi adalah cara pengelompokkan sebuah data berdasarkan dengan 
 

































karakteristik dan ciri-ciri dari data tersebut. Klasifikasi memiliki beberapa metode 
decision tree, naïve bayes, support vector machine, fuzzy, dan neural network 
(Wibawa et al., 2018). Algoritma klasifikasi menurut (Wu et al., 2007) diantaranya 
adalah naïve bayes dan decision tree. 
Penelitian yang dilakukan oleh (Aribowo & Setiadi, 2018), dalam penelitian ini 
menggunakan terdapat ketidakseimbangan data yang mana class majority lebih 
banyak dibandingkan dengan class minority. Hasil penelitian memaparkan bahwa 
algoritma decision tree C45 memiliki accuracy sebesar 80,72%, algoritma KNN 
memiliki accuracy 80,46%, dan algoritma naïve bayes memiliki accuracy sebesar 
74,49%.  Untuk nilai AUC algrotima naïve bayes memiliki nilai AUC sebesar 0,602, 
algoritma KNN memiliki nilai AUC sebesar 0,578, dan algoritma decision tree C45 
memiliki nilai AUC sebesar 0,500. 
Penelitian lain yang dilakukan oleh (Sugianti, 2012), penelitian ini memaparkan 
bahwa tingkat accuracy dari algoritma bayessian classification sebesar 78%. 
Penelitian dengan kasus yang serupa juga dilakukan oleh (Hartati et al., 2009), 
penelitian ini memaparkan bahwa metode k-NN memerlukan proses testing yang 
lama dibandingkan dengan algoritma C4.5. Hal ini disebabkan oleh penentuan 
bobot variabel dan penentuan dari perbandingan antar nilai di setiap variabel. 
Penelitian lain yang dilakukan oleh (Rabbani et al., 2021), penelitian ini 
memaparkan bahwa algoritma decision tree memiliki performa yang lebih baik 
daripada metode lainnya. Dari hasil pengujian yang dilakukan bahwa algoritma 
decision tree memiliki nilai f-Measure diatas 80% untuk setiap skenario yang 
dilakukan. Penelitian yang dilakukan oleh (Yahya & Jananto, 2019), dari hasil 
penelitian menunjukkan akurasi decision tree sebesar 88.74% dan algoritma naïve 
bayes sebesar 87.24%. 
Dari penelitian terdahulu mengenai klasifikasi untuk menganalisis heregistrasi 
mahasiswa yang mana penelitian tersebut menggunakan dataset yang memiliki 
ketidak seimbangan kelas. Hal tersebut dapat mengakibatkan pada kinerja 
klasifikasi tiap algoritma. Penelitian terdahulu memaparkan bahwa preprocessing 
 

































data memiliki dampak yang signifikan dalam performance metode klasifikasi data 
mining (Wicaksana, 2015), (Kotsiantis et al., 2006).  Seperti menghapus jarak yang 
terlalu menyimpang, memiliki terlalu banyak nilai nol (Kotsiantis et al., 2006).  
Preprocessing data mengacu pada pembersihan data, integrasi data, transisi data, 
dan reduksi data diproses sebelum implementasi algortima data mining (Xiang-wei 
& Yian-fang, 2012).  
Dalam penelitian ini data daftar ulang calon mahasiswa Universitas Islam 
Negeri Sunan Ampel Surabaya yang mana data tersebut memiliki class imbalanced. 
Dimana kelas majority lebih besar dibandingkan dengan kelas minority. Class 
imbalanced dapat mempengaruhi hasil keakuratan klasifikasi. Imbalanced data 
yang digunakan dapat menghasilkan model yang tidak cocok. Jika, imbalanced 
data digunakan dalam algoritma klasifikasi maka akan menghasilkan akurasi yang 
jauh lebih tinggi untuk kelas mayoritas daripada kelas minoritas (Ws & Nooraeni, 
2020). Solusi untuk mengatasi imbalanced data yaitu menggunakan metode 
oversampling SMOTE dan ADASYN. SMOTE adalah salah satu algoritma yang 
menangani imbalanced data. Metode oversampling pada kelas minoritas dapat 
membantu mencapai kinerja klasifikasi yang lebih baik (Cai, 2018). ADASYN 
(adaptive syntethic) merupakan metode pendeketan sampling pada pembelajaran 
imbalanced data (Dhitama & Bachtiar, 2020). 
Penelitian yang dilakukan oleh (Franseda et al., 2020), hasil dari penelitian 
memaparkan bahwa dari semua skenario yang dilakukan SMOTE + decision tree 
memiliki performa klasifikasi yang lebih baik dibandingkan algoritma decision tree 
tanpa adanya SMOTE nilai akurasi yang dihasilkan algoritma decision tree 65,97% 
dan nilai akurasi yang dihasilkan algoritma SMOTE + decision tree sebesar 71,12%. 
Penelitian lain yang dilakukan oleh (Catal, 2011), hasil penelitian memaparkan 
bahwa penggunaan algortima SMOTE dapat digunakan untuk menangani 
ketidakseimbangan data. Hasil dari pengujian menunjukkan bahwa nilai AUC naïve 
bayes sebesar 0,69 dan nilai AUC SMOTE + naïve bayes sebesar 0,75. Penelitian 
lain yang dilakukan oleh (Dhitama & Bachtiar, 2020), hasil pengujian nilai 
 

































confusion matrix didapatkan yang terbaik setelah dilakukan ADASYN oversampling 
dengan akurasi sebesar 0.9 
Penelitian ini mengenai klasifikasi data daftar ulang calon mahasiswa 
Universitas Islam Negeri Sunan Ampel Surabaya akan membandingkan metode 
SMOTE dan ADASYN pada algoritma naïve bayes dan decision tree. Tujuan dari 
penelitian ini membandingkan hasil klasifikasi performa metode SMOTE dan 
ADASYN dalam menangani imbalance data pada data daftar ulang calon 
mahasiswa Universitas Islam Negeri Sunan Ampel Surabaya. 
1.2 Perumusan Masalah 
Berdasarkan latar belakang yang telah dipaparkan, penelitian ini dapat 
dirumuskan permasalahan sebagai berikut: 
1. Bagaimana statistikal deskriptif data daftar ulang calon mahasiswa baru jalur 
SPAN PTKIN UINSA? 
2. Bagaimana penerapan metode SMOTE dan ADASYN pada klasifikasi daftar 
ulang calon mahasiswa baru? 
3. Bagaimana performa metode SMOTE dan ADASYN pada hasil klasifikasi 
daftar calon mahasiswa baru? 
1.3 Batasan Masalah 
Batasan masalah pada penelitian ini dibuat untuk memperoleh hasil yang 
maksimal, batasan masalah tersebut diantaranya adalah : 
1. Menggunakan data daftar ulang calon mahasiswa jalur SPAN PTKIN UINSA 
tahun 2019-2021. 
2. Menggunakan bahasa pemrograman python. 
3. Menggunakan algoritma decision tree C4.5 dan naïve bayes. 
4. Menggunakan algoritma SMOTE dan ADASYN untuk menangani 
ketidakseimbangan data. 
1.4 Tujuan Penelitian 
Dari pemaparan latar belakang dan rumusan masalah, dapat diperoleh tujuan 
penelitian sebagai berikut: 
 

































1. Dapat mengetahui statistikal deksriptif data daftar ulang calon mahasiswa 
SPAN PTKIN UINSA. 
2. Dapat mengetahui hasil klasifikasi algortima naïve bayes dan decision tree 
pada data daftar ulang calon mahasiswa SPAN PTKIN UINSA, dapat 
mengetahui performa metode SMOTE pada algoritma naïve bayes dan decision 
tree pada data daftar ulang calon mahasiswa SPAN PTKIN UINSA, dan dapat 
mengetahui performa metode ADASYN pada algoritma naïve bayes dan 
decision tree  pada data daftar ulang calon mahasiswa SPAN PTKIN UINSA. 
3. Dapat mengetahui model klasifikasi terbaik dengan melihat nilai accuracy dan 
nilai ROC_AUC pada setiap model yang telah dibuat.  
1.5 Manfaat Penelitian 
Manfaat penelitian yang akan dicapai pada penelitian ini diharapkan 
memberikan manfaat baik secara langsung maupun tidak langsung diantaranya 
adalah: 
1. Secara Akademis 
a. Menghasilkan penelitian ilmiah mengenai klasifikasi herregistrasi 
mahasiswa baru. 
b. Mengantisipasi adanya imbalance data pada data latih dengan 
menggunakan algoritma SMOTE dan ADASYN. 
c. Dapat digunakan sebagai referensi untuk penelitian selanjutnya yang 
berkaitan dengan klasifikasi calon mahasiswa baru. 
2. Secara Aplikatif 









































2.1  Tinjauan Penelitian Terdahulu 
Berisi pemaparan dari penelitian terdahulu yang relevan  digunakan sebagai 
rujukan dan landasan utama dalam melakukan penelitian ini. Beberapa penelitian 
tersebut adalah sebagai berikut: 
Tabel 2.1 Penelitian Terdahulu 
No. Judul Penelitian Hasil Korelasi 
1. Metode Klasifikasi 












tingkat akurasi yang tinggi 
yaitu sebesar 0,93%. 
Metode J48+SMOTE dapat 
mengatasi class imbalance. 











(Aribowo & Setiadi, 
2018) 
Berdasarkan hasil 
pengujian yang dilakukan 
menunjukkan accuracy 
dari algoritma decision tree 
C45 80,72%, algoritma k-
NN 80,46%, dan algoritma 
naïve bayes 74,49%. Nilai 
AUC untuk masing-masing 
algoritma adalah naïve 
bayes 0,602, k-NN 0,578, 
dan decision tree C45 
0,500. 
 
Metode decision tree 
dan naïve bayes 








































No. Judul Penelitian Hasil Korelasi 
3. Integrasi SMOTE 
dan Information 






menunjukkan bahwa model 
NB SMOTE+IG memiliki 
nilai AUC lebih tinggi 
dibandingkan dengan 
model NB sebesar 0,798 
sedangkan nilai AUC 
model NB sebesar 0,753.  











Tree, dan Artificial 
Neural Network 
(ANN) (Chamidah 
et al., 2020). 
Berdasarkan hasil 
pengujian metode ADASYN 
dapat digunakan untuk 
mengatasi ketidak 




untuk mengatasi class 
imbalance. 





(Syaputri et al., 
2020). 
Pengujian dilakukan 
dengan membagi data 
training dan data testing 
70%:30%. Hasil confusion 
matrix menunjukkan 











SMOTE untuk mengatasi 






































No. Judul Penelitian Hasil Korelasi 





bahwa nilai accuracy K-NN 
sebesar 98.20% dan naïve 














tingkat keakuratan untuk 
melakukan klasifikasi dari 














(Saputro & Jumasa, 
2018). 
Hasil dari penelitian ini 
memaparkan bahwa 
algoritma naïve bayes dapat 
digunakan untuk 
melakukan prediksi 
mengenai data calon 
mahasiswa yang akan 
melakukan daftar ulang dan 
data mahasiswa yang tidak 





daftar ulang calon 
mahasiswa baru. 






algoritma decision tree 
merupakan algoritma yang 
Algoritma decision 
tree cocon digunakan 
untuk melakukan 
 

































No. Judul Penelitian Hasil Korelasi 
Menggunakan 
Metode Decision 
Tree dan Adaboost 
(Rabbani et al., 
2021). 
memiliki performa lebih 


















(Yahya & Jananto, 
2019). 
Algoritma decision tree 
memiliki akurasi sebesar 
88.74% dan algoritma 
naïve bayes memiliki 
akurasi sebesar 87.24%. 
Algoritma decision 
tree dan algoritma 





11. Integrasi Metode 




Lintas (Franseda et 
al., 2020). 
Dari semua skenario 













































No. Judul Penelitian Hasil Korelasi 












Dari hasil pengujian 
didapatkan bahwa nilai 
confusion matrix 
didapatkan yang terbaik 
setelah dilakukannya 
oversampling dengan 
akurasi sebesar 0.9. 
Metode ADASYN 
dapat digunakan 
untuk mengatasi class 
imbalanced. 
Dari tabel 2.1 terdapat beberapa landasan yang mendasari penelitian ini seperti 
prediksi daftar ulang calon murid baru, metode ADASYN, metode SMOTE, 
algoritma naïve bayes, dan algoritma decision tree. Dari beberapa landasan teori 
yang telah dipaparkan dapat ditarik kesimpulan bahwa penggunaan algoritma naïve 
bayes dan decision tree cocok digunakan untuk klasifikasi, dan metode ADASYN 
dan SMOTE dapat digunakan untuk menangani class imbalance. Sehingga pada 
penelitian ini menggunakan kombinasi metode SMOTE dan ADASYN pada 
algoritma naïve bayes dan decision tree pada data daftar ulang calon mahasiswa 
baru UINSA jalur SPAN PTKIN.  
2.2 Dasar Teori 
2.2.1 Data Mining 
Data Mining merupakan kombinasi dari berbagai disiplin ilmu. Gambar 2.1 
merupakan beberapa contoh disiplin ilmu dalam data mining. 
 


































Gambar 2.1 Disiplin Ilmu Dalam Data Mining 
(Sumiran, 2018). 
Data mining merupakan proses mencari informasi berharga dalam sebuah data 
yang besar. Data mining dalam artian sederhana adalah untuk menemukan sebuah 
pengetahuan yang terdiri dari mencari, menganalisis, memilah-milah kumpulan 
data yang besar untuk menemukan pola, tren, dan hubungan baru yang ada di 
dalamnya (Sumiran, 2018). Definisi lain mengatakan, data mining merupakan suatu 
proses iteratif untuk menemukan sebuah pula atau model yang baru dan sempurna 
yang dapat dimengerti dalam sebuah data yang sangat besar (Eska, 2018). Definisi 
lain mengatakan bahwa data mining adalah proses yang menggunakan teknik 
matematika, kecerdasan buatan, machine learning dan teknik statistik untuk 
mengekstrasi informasi yang berguna dan bermanfaat dan menghasilkan 
pengetahuan yang terkait dari sebuah data yang besar (Mardi, n.d.). 
 
Gambar 2.2 Tahapan Data Mining 
(Sumiran, 2018) 
 

































Dari Gambar 2.1 dapat dijelaskan tahapan dalam data mining adalah sebagai 
berikut : 
1. Preprocessing 
Dalam tahapan preprocessing data terdapat beberapa proses yaitu : 
Cleaning 
Proses cleaning pada data tersebut, hal ini dilakukan untuk menentukan 
fokus KDD (Knowledge Discovery in Database). Dalam proses cleaning 
mencakup beberapa hal yaitu memeriksa data yang tidak konsisten, 
membuang duplikasi data, dan melakukan perbaikan pada kesalahan data. 
Data Integration 
Data integration sebuah proses penggabungan dari dua database atau lebih 
ke dalam satu database baru. 
Data Selection 
Proses untuk menyeleksi atribut dalam dataset yang akan digunakan dalam 
proses data mining. 
2. Data Transformation 
Data yang akan digunakan diubah atau digabung kedalam format yang 
sesuai untuk selanjutnya diproses kedalam data mining. 
3. Data Mining 
Merupakan proses implementasi dari teknik atau metode tertentu untuk 
mencari pola atau informasi pada data.  
4. Evaluation 
Dalam tahap ini mencakup pemeriksaan pola atau informasi hasil dari 
proses data mining apakah sesuai dengan fakta, dan hipotesis sebelumnya 
atau tidak. 
5. Knowledge 
Pengetahuan yang didapatkan dari proses data mining. 
Dalam proses pembelajaran model pada data mining terdapat dua macam yaitu : 
1. Supervised learning. 
 

































Pembelajaran ini menggunakan dataset yang sudah memiliki label atau 
class untuk melakukan pembelajaran dalam proses data mining, sehingga 
mampu untuk mengidentifikasi label yang di input dengan fitur yang 
dimilikinya untuk kemudian melakukan prediksi ataupun klasifikasi 
(Retnoningsih & Pramudita, 2020).  
2. Unsupervised learning. 
Pembelajaran ini tidak memerlukan label atau class. Pembelajaran ini dapat 
melakukan pencarian pola dari dataset  secara otomatis (Retnoningsih & 
Pramudita, 2020). 
2.2.2 Jenis-jenis Data Variabel 
Jenis variabel data dalam data mining menurut (Sugianto, 2016) yaitu : 
1. Variabel diskrit. 
Jenis variabel ini berupa data pengelompokkan atau pengkategorian. 
Contoh yang memiliki jenis variabel diskrit jenis kelamin. Jenis kelamin 
memiliki dua kategori yaitu laki-laki dan perempuan. 
2. Variabel kontinyu. 
Jenis variabel ini berupa angka, bisa dalam bentuk pecahan maupun 
bilangan bulat, sehingga variabel ini dapat digunakan dalam perhitungan. 
Contoh atribut untuk variabel kontinyu adalah tinggi badan. 
3. Variabel ordinal. 
jenis variabel ini berupa angka yang yang memiliki peringkat. Contoh 
atribut yang bervariabel ordinal adalah rangking 1, rangking 2, dan rangking 
3. 
4. Variabel interval. 
Jenis variabel ini memiliki rentang yang jelas. Contoh atribut yang 
bervariabel ordinal adalah rentang gaji 3jt-5jt, 7jt-10jt. 
5. Variabel rasio. 
Jenis variabel ini merupakan data pengkuran yang kompleks. Contoh atribut 
memiliki variabel rasio adalah masa badan X 50 kg, dan Y 100 kg. Jika 
 

































diukur dengan skala rasio maka masa badan X adalah setengah dari masa 
badan Y. 
2.2.3 Klasifikasi 
Klasifikasi merupakan bagian dari data mining terdapat sekitar 60 algoritma 
untuk klasifikasi. Namun, tidak semuanya cukup baik. Algoritma klasifikasi 
memiliki 3 kriteria seperti accuracy, error rate, dan execution time (Ahmed & 
Jesmin, 2014). Klasifikasi sebuah proses untuk menemukan fungsi atau model yang 
digunakan untuk menjelaskan mengenai konsep dan kelas data, dengan tujuan 
untuk memperkirakan dari kelas suatu objek yang kelasnya tidak diketahui 
(Budiman & Ramadina, 2015). Dalam metode klasifikasi algoritma yang biasanya 
digunakan secara luas yaitu decision tree, neural networks, k-NN, algoritma 
genetika, naïve bayes, rough sets, analisa statistik, dan support vector machines 
(Annur, 2018). 
2.2.4 Naïve Bayes 
Naïve bayes merupakan algoritma klasifikasi. Algoritma ini termasuk dalam 10 
algoritma terbaik dalam data mining. Algoritma naïve bayes merupakan algoritma 
probabilitas sederhana. Algoritma ini menghitung satu set probablitias dengan 
menghitung frekuensi dan kombinasi nilai dari kumpulan data (Wibawa et al., 
2019). Metode naïve bayes merupakan metode dnegan pendekatan statistik untuk 
melakukan inferensi induksi pada persoalan klasifikasi. Bayesian classification 
memiliki kecepatan dan akurasi yang sangat tinggi saat diaplikasikan kedalam data 
dalam jumlah yang besar (Annur, 2018). Persamaan dari teorema naïve bayes 
adalah : 
P(Y│X) =   (P(X│Y). P(Y))/P(X)                              (1) 
Keterangan : 
X = Dacta decnga.n clas.s ycang belucm diketachui 
Y = Hipoctes.is da.ta .X meru.pcakan .sucatu .cl.ass spe.sifiki 
P(Y|X) = Probcabi.litas. Y berd.ascarkan .konc.disi .pa.da hipo.tesis X 
P(Y) = Probabc.ilitas hipo.tesis .Y  
P(X|Y) = Prob.abilitas X berd.asarkan .kon.disi .pa.da .hip.otesis Y 
 

































P(X) = Probabcili.tas. X 
Nilai dari posterior akan dibandingkan dengan nilai posterior lainnya yang nantinya 
digunakan untuk menentukan ke kelas apa sampel tersebut diklasifikasikan. 
P(C|F1, … , Fn) = P(C)P(F1, … , Fn|C)             (2) 
2.2.5 Decision Tree 
Decision tree merupakan algoritma klasifikasi yang menggunakan struktur 
pohon. Konsep dari decision tree  dengan mebubah data menjadi aturan-aturan 
keputusan. Manfaatnya ialah memecah proses menjadi beberapa bagian sehingga 
yang kompleks menjadi lebih sederhana (Dhitama & Bachtiar, 2020). Metode 
decision tree memiliki beberapa algoritma untuk melakukan perhitungan dalam 
proses pembentukan pohon keputusan. Algoritma-algoritma tersebut membuat 
percabangan pada setiap atributnya kemujian menguji node untuk mengetahui 
pembagiannya sudah baik atau apakah kriteria pembagiannya sudah sesuai dengan 
identik pada kelasnya (Rabbani et al., 2021).  
2.2.6 Confusion Matrix 
Confusion matrix digunakan untuk melakukan perhitungan akurasi pada data 
mining. Confusion matrix digambarkan dengan tabel 2.2 Yang mana menyatakan 
jumlah data uji yang benar dan jumlah data yang salah diklasifikasikan (Rahman et 
al., 2017). Terdapat beberapa rumus dalam confusion matrix yang biasanya umum 
digunakan untuk menghitung performa klasifikasi. Hasil nilai dari recall, precision, 
dan accuracy bisa ditampilkan dalam bentuk presentase (Andika et al., 2019). 
Tabel 2.2 Confusion Matrix 
Class Positive Negative 
Positive TP FN 
Negative FN TN 
 
Accuracy digunakan untuk mengevaluasi kualitas klasifikasi model. Accuracy 
dapat dihitung dengan rumus. 
Accuracy = (TP + TN)/(TP + FP + TN + FN)     (3) 
 

































Precision merupakan rasio true positif dibagi dengan true positif dan false positif. 
Precision = TP/(TP + FP)            (4) 
Recall merupakan rasio true positif dibagi dengan true positif dan false negatif. 
Recall = TP/(TP + FN)                 (5) 
Specificity merupakan rasio true negatif dibagi dengan true negatif dan false 
positif. 
Specifity =   TN/(TN + FP)           (6) 
2.2.7 Python 
Python dikembangkan pada tahun 1990 oleh Guido Van Rossum di CWI, 
Amsterdam. Pada tahun 1995, Guido melanjutkan pengembangan bahasa python. 
Saat ini python masih dikembangkan oleh sekumpulan pemrograman yang di 
koordinir Guido dan Python Software Foundation. Python sendiri merupakan 
bahasa pemrograman yang berorientasi objek dinamis. Python menyediakan 
dukungan untuk integrasi dengan bahasa pemrograman lainnya. (Fitri et al., 2017). 
Python dirancang untuk dapat memberikan kemudahan kepada programer baik 
dari segi waktu dan kemudahan dalam mengembangkan sebuah program. Beberapa 
fitur yang dimiliki oleh python sebagai berikut (Qutsiah et al., 2016). 
1. Library yang dimiliki oleh python luas.  
2. Tata bahasa yang dimiliki python mudah dipahami. 
3. Python memiliki layout source code yang dapat memudahkan dalam 
pengecekan, pembacaan kembali, dan penulisan ulang source code tersebut. 
4. Python memiliki modular, mudah untuk mengembangkan dengan 
menciptakan modul-modul baru. 
5. Python memiliki fasilitas pengumpulan sampah secara auto, python 
memiliki pengaturan dalam penggunaan memory komputer. 
2.2.8 Area Under Curve (AUC) 
AUC (Area Under Curve) digunakan untuk mengukur kinerja diskriminatif 
dengan memperkirakan output dari sampel yang dipilih secara acak dari populasi 
 

































negatif atau positif, semakin besar nilai AUC maka semakin kuat klasifikasi yang 
digunakan (Hastuti, 2012). Perhitungan nilai AUC terdapat pada persamaan 7 dan 
8 : 
FPR =   FP/(FP + TN)                (7) 
TPR =   TP/(TP + FN)                (8) 
 Berdasarkan nilai AUC yang dihasilkan semakin nilai AUC mendekati 
angka 1 maka klasifikasi tersebut termasuk very good classification dan semakin 
nilai AUC mendekati angka 0 maka klasifikasi tersebut termasuk wrong 
classification. 
Tabel 2.3 Klasifikasi AUC  
Performance Klasifikasi 
0,90-1,00 Very good classification 
0,80-0,90 Good classification 
0,70-0,80 Normal classification 
0,60-0,70 Bad classification 
0,50-0,60 Wrong classification 
2.2.9 SMOTE Oversampling 
Synthetic Minority Oversampling Technique (SMOTE) diperkenalkan oleh 
Nithes V. Chawla sebagai salah satu teknik untuk menangani data yang tidak 
seimbang (Ws & Nooraeni, 2020). SMOTE merupakan teknik yang digunakan 
untuk menyeimbangkan jumlah distribusi data pada sampel kelas data minoritas 
dengan cara menyeleksi data sampel tersebut hingga jumlah sampel data menjadi 
seimbang dengan jumlah sampel data kelas mayoritas (Kasanah et al., 2021). 
Metode SMOTE bekerja dengan cara mengelompokkan data terdekat yang dipilih 
berdasarkan dari jarak euclidean antara kedua data.  
SMOTE adalah teknik oversampling tetapi SMOTE bekerja secara berbeda 
dengan oversampling pada biasanya. Dalam teknik oversampling klasik, data 
minoritas digandakan dari populasi data minoritas. Meskipun meningkatkan jumlah 
data, namun tidak memberikan informasi atau variasi baru apapun ke model 
pembelajaran mesin. SMOTE bekerja dengan memanfaatkan algoritma k-Neighbor 
untuk membuat data sintetis. SMOTE pertama dimulai dengan memilih data acak 
 

































dari kelas minoritas, kemudian ketetangga terdekat dari data tersebut ditetapkan. 
Data sintetik kemudian akan dibuat antara data acak dan k-nearest yang dipilih 
secara acak (Chawla et al., 2002). 
 
Gambar 2.3 Flowchart SMOTE 
2.2.10 ADASYN 
ADASYN merupakan sebuah metode yang digunakan untuk menyeimbangkan 
data pada data yang tidak seimbang. ADASYN menggunakan bobot distribusi pada 
data kelas minoritas berdasarkan pada tingkat kesulitan pembelajaran data oleh 
model, yang mana data sintesis dihasilkan dari kelas minoritas yang susah untuk 
belajar dibandingkan dengan data minoritas yang lebih mudah untuk melakukan 
belajar (Dhitama & Bachtiar, 2020).  
 


































Gambar 2.4 Flowchart ADASYN 
Prosedur dalam perhitungan ADASYN :  
1. Menghitung rasio minoritas dan mayoritas : 
d = m_s/m_l              (9) 
d = ratio minoritas dan mayoritas 
m_s = jumlah data minoritas 
m_l = jumlah data mayoritas 
2. Menghitung jumlah total data sintetis yang akan dibuat : 
G = (ml − ms)β          (10) 
G = banyaknya synthetic data yang akan dibuat 
 ms = jumlah data minoritas 
ml = jumlah data mayoritas 
β = level keseimbangan 
3. Menghitung rasio berdasarkan k-NN dengan menggunakan euclidean 
distance. 
 

































r = ∆/k               (11) 
r = rasio 
∆ = jumlah data yang tidak termasuk dari minority class 
k = jumlah ketetanggaan 
4. Menormalisasi nilai rasio. 
𝑟𝑥 = 𝑟 × ∑ 𝑟         (12) 
𝑟𝑥 = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 
𝑟 = 𝑟𝑎𝑠𝑖𝑜 
∑𝑟 = 𝑗𝑢𝑚𝑙𝑎ℎ 𝑟𝑎𝑠𝑖𝑜 
5. Menghitung banyaknya data sintetis yang akan dibuat. 
g = rx × G             (13) 
g =  banyaknya data sintesis yang akan dibuat 
rx = density distribution 
G = banyaknya data sintesis yang dapat dibuat 
6. Melakukan perulangan sebanyak g yang memilih satu xu (data minor) 
berdasarkan xi (ketetanggaan data). 
s =  xi(xu − xi)λ        (14) 
  s = data sintetis baru 
xi = data minority class yang masuk ke dalam perulangan 
xu = data dari data latih yang dipilih secara random 
λ = angka acak dari 0 sampai 1 
2.2.11 Pearson Correlation 
Pearson correlation digunakan untuk mengetahui nilai korelasi atau kekuatan 
hubungan antara kedua varibael. Nilai pearson terletak pada angka -1 sampai 1 
yang berarti untuk nilai negatif memiliki hubungan berlawanan dan untuk nilai 
positif memiliki hubungan searah (Romadloni & Pardede, 2017). Pearson 
correlation masih lebih optimal dibandingkan dengan seleksi fitur menggunakan 
information gain dan chi square (Rangkuti et al., 2018). Untuk menghitung nilai r 
atau nilai korelasi pearson correlation dapat menggunakan rumus. 
𝑟 =  
𝑛 ∑ 𝑥𝑦−(∑ 𝑥)(∑ 𝑦)
√(𝑛 ∑ 𝑥2−(∑ 𝑥)2)(𝑛 ∑ 𝑦2−(∑ 𝑦)2)
            (15) 
 


































2.3 Integrasi Keilmuan 
تْ  ما قادَّ ا  ما ٌس  ْف ن ا ْر  ُظ ْن ت ا ْل وا ا  َّللَّ ا وا  ُق ت َّ ا وا  ُن ما آ نا  ي لَِّذ ا ا  ها أاي ُّ وا َيا  ُق ت َّ ا وا  ۖ غاٍد  ِل  
ون  ُل ما ْع ت ا ِِباا  رٌي  ِب خا ا  َّللَّ ا نَّ  ِإ  ۚ ا  َّللَّ  ا
Artinya : “Hai orang-orang yang beriman, bertakwalah kepada Allah dan 
hendaklah setiap diri memperhatikan apa yang telah diperbuatnya untuk hari esok 
(akhirat); dan bertakwalah kepada Allah, sesungguhnya Allah Maha Mengetahui 
apa yang kamu kerjakan”. (QS Al-Hasyr :18) 
Berdasarkan wawancara dengan Ustad H. Syamsul Huda,  M.Pd.I pengasuh 
MBS Al-Amin Bojonegoro mengatakan bahwa dalam mengambil segala keputusan 
agar memperhatikan dan memikirkan tentang apa yang akan diperbuatnya. Dalam 
hal ini juga berkaitan dengan keputusan yang akan diambil oleh calon mahasiswa 
dalam mengambil keputusan untuk melaksanakan daftar ulang atau tidak. Ustad H. 
Syamsul Huda juga mengatakan bahwa setiap mahasiswa yang sudah mendaftar 
dan sudah dinyatakan lolos masih terbuka peluang untuk melakukan daftar ulang 
atau tidak. Pengambilan keputusan untuk melakukan daftar ulang atau tidak 
menjadi keputusan subjektif mahasiswa. 
ْنُهمْ  َطۤاىِٕفَة   بَيَّتَ  ِعْنِدكَ  ِمنْ  بََرُزْوا فَِاذَا ۖ   َطاَعة   َويَقُْولُْونَ  َما يَْكتُبُ  َوّللٰاُ  ۖ   تَقُْولُ  الَِّذيْ  َغْيرَ  ِمِّ  
َوِكْيًل  بِاّلٰلِ  َوَكٰفى ۖ   ّللٰاِ  َعلَى َوتََوكَّلْ  َعْنُهمْ  فَاَْعِرضْ  ۖ   يُبَيِِّتُْونَ   
Artinya : “Dan mereka (orang-orang munafik) mengatakan, “(kewajiban kami 
hanyalah) taat”. Tetapi, apabila mereka telah pergi dari sisimu (Muhammad), 
sebagian dari mereka mengatur siasat di malam hari (mengambil keputusan) lain 
dari yang telah mereka katakan tadi. Allah mencatat siasat yang mereka atur di 
malam hari itu, maka berpalinglah dari mereka dan bertawakallah kepada Allah. 
Cukuplah Allah yang menjadi pelindung”.(QS An-Nisa’ :81). 
 

































Dari  ayat diatas dapat diketahui bahwa sebelum mengambil keputusan 
alangkah baiknya mengatur rencana untuk mengetahui apa yang akan terjadi di 
masa yang akan datang akibat dari keputusan yang telah kita ambil. Banyaknya 
mahasiswa yang tidak melakukan pendaftaran ulang mengakibatkan banyaknya 
kursi kosong. Penelitian ini bertujuan untuk menemukan model terbaik dalam 
melakukan klasifikasi dan prediksi calon mahasiswa baru jalur SPAN PTKIN 
UINSA. Dengan dilakukannya klasifikasi dan prediksi terhadap calon mahasiswa 
baru jalur SPAN PTKIN maka dapat membantu pihak kampus atau universitas 
dalam mengambil keputusan. 
  
 



































3.1 Tahapan Penelitian 
Proses penelitian dan alur penelitian dipresentasikan melalui diagram alur. 
Dalam penelitian ini menggunakan metode kuantitatif. Diagram alur dibuat oleh 
peneliti untuk mempermudah dalam menyampaikan informasi mengenai langkah-
langkah yang dilakukan. Diagram alur penelitian disajikan pada Gambar 3.1. 
 
Gambar 3. 1 Tahapan Penelitian 
3.1.1 Perumusan Masalah 
Perumusan masalah akan menjadi landasan dalam penelitian ini. Masalah yang 
diangkat telah dijelaskan pada latar belakang yakni mengenai klasifikasi daftar 
ulang calon mahasiswa UINSA jalur SPAN PTKIN UINSA. Klasifikasi bertujuan 
untuk melakukan prediksi berdasarkan data terdahulu. Dengan adanya klasifikasi 
tentang data daftar ulang calon mahasiswa UINSA jalur SPAN PTKIN UINSA 
maka pihak lembaga/kampus dapat melakukan seleksi yang lebih baik dan untuk 
melakukan pencegahan terhadap calon mahasiswa yang akan mengundurkan diri. 
 

































3.1.2 Studi Literatur 
Pada tahap ini dilakukan pengumpulan data dan pembelajaran mengenai 
penelitian terdahulu yang terkait dengan prediksi daftar calon mahasiswa baru dan 
juga mengenai algoritma yang digunakan dalam penelitian ini yaitu naïve bayes, 
decision tree dan implementasi algoritma SMOTE dan ADASYN untuk mengatasi 
ketidakseimbangan data. Sumber yang digunakan dalam penelitian ini adalah jurnal, 
dokumen, buku, dan internet. 
3.1.3 Pengumpulan Data 
Pada penelitian ini data yang digunakan adalah data daftar ulang jalur 
SPANPTKIN calon mahasiswa UINSA tahun 2019,2020, dan 2021. Data berasal 
dari Pusat Teknologi Informasi dan Pangkalan Data (PUSTIPD) Universitas Islam 
Negeri Sunan Ampel Surabaya. 
Untuk melakukan proses klasifikasi hal pertama adalah menentukan atribut data 
yang hendak dijadikan class. Berdasarkan data yang telah dikumpulkan data 













































Tabel 3.1 Struktur Data 
Atribut Jenis Variabel Contoh 
Nama Prodi Nominal “Ekonomi 
Syariah”,”Hukum Ekonomi 
Syariah” 
Skor Peserta Numerik “550,612”,”396,964” 
Akreditasi Ordinal “A”,”B” 
Pekerjaan Ayah Nominal “Petani”,”Karyawan” 
Pekerjaan Ibu Nominal “Petani”,”Tidak Ada” 
Penghasilan Ayah Interval “1.000.000 s/d 2.000.000” 
Penghasilan Ibu Interval “1.000.000 s/d 2.000.000” 
Jenis Sekolah Nominal “SMA”,”MA” 
Kepemilikan Nominal “Negeri”,”Swasta” 




Provinsi Nominal “JAWA TIMUR”,”RIAU” 
Rumpun Prodi Nominal “Bahasa”, “Agama” 
Daftar Ulang Biner “1”,”0” 
 
3.1.4 Pengolahan Data 
Setelah data yang digunakan diperoleh, langkah selanjutnya adalah pengolahan 
data. Penelitian ini menggunakan 3 tahap pengolahan data yaitu pre-processing, 
klasifikasi, dan evaluating. 
1. Pre-processing  
Pada tahap ini atribut yang memiliki korelasi lemah dengan class atau label  
berdasarkan dari nilai korelasi yang dihitung dengan menggunakan pearson 
correlation akan dibuang atau tidak digunakan. Selanjutnya akan dilakukan 
pemilihan fitur dan class (label) hal ini dilakukan untuk mempersingkat dalam 
 

































proses eksekusi model. Pemilihan fitur dan class (label) terdapat pada Tabel 
3.2. pada Tabel 3.2 merupakan atribut dan label yang akan digunakan dalam 
proses klasifikasi dan belum dilakukan perhitungan nilai korelasi 
menggunakan pearson correlation sesuai dengan persamaan 15. Atribut 
dikatakan memiliki nilai korelasi jika memiliki nilai pearson correlation diatas 
0,2 (Romadloni & Pardede, 2017).  
Tabel 3.2 Pemilihan Fitur dan Class (label) 
Atribut Deskripsi 
Nama Prodi Fitur X1 
Skor Peserta Fitur X2 
Akreditasi Fitur X3 
Pekerjaan Ayah Fitur X4 
Pekerjaan Ibu Fitur X5 
Penghasilan Ayah Fitur X6 
Penghasilan Ibu Fitur X7 
Jenis Sekolah Fitur X8 
Kepemilikan Fitur X9 
Kabupaten Fitur X10 
Provinsi Fitur X11 
Rumpun Prodi Fitur X12 
Daftar Ulang Label Y 
Tahapan proses kedua yaitu oversampling dengan menggunakan dua metode 
SMOTE dan ADASYN. Dimana data akan diperbanyak dengan cara membuat 
sampel baru yang memiliki karakteristik sama dengan sampel yang lama/ 
sudah ada yang bertujuan untuk menyeimbangkan data tiap class label. 
2. Proses Klasifikasi 
Pada tahap ini akan menentukan keberhasilan dalam penelitian ini. Tujuan dari 
proses klasifikasi sendiri adalah melakukan perhitungan dataset daftar ulang 
calon mahasiswa UINSA jalur SPAN PTKIN yang sudah melalui tahap pre-
 

































processing dengan menggunakan algoritma naïve bayes dan decision tree. 
Dalam penelitian ini akan dibagi menjadi beberapa skenario yang dapat dilihat 
pada Tabel 3.3. 
Tabel 3.3 Skenario Klasifikasi 
No. Skenario Keterangan 
1. Naïve Bayes Pada skenario ini dataset daftar ulang 
calon mahasiswa baru jalur SPAN PTKIN 
tahun 2019, 2020, 2021, dan satu dataset 
2019-2021 akan diklasifikasikan 
menggunakan algoritma naïve bayes 
tanpa melakukan metode oversampling. 
2. Decision Tree Pada skenario ini dataset daftar ulang 
calon mahasiswa baru jalur SPAN PTKIN 
tahun 2019, 2020, 2021, dan satu dataset 
2019-2021 akan diklasifkasikan 
menggunakan algoritma decision tree 
tanpa dilakukan metode oversampling. 
3. SMOTE Naïve Bayes Pada skenario ini dataset daftar ulang 
calon mahasiswa baru jalur SPAN PTKIN 
tahun 2019, 2020, 2021, dan satu dataset 
2019-2021 akan dilakukan metode 
oversampling SMOTE sehingga jumlah 
class data akan seimbang untuk 
selanjutnya diklasifikasikan 
menggunakan algoritma naïve bayes. 
4. SMOTE Decision Tree Pada skenario ini dataset daftar ulang 
calon mahasiswa baru jalur SPAN PTKIN 
tahun 2019, 2020, 2021, dan satu dataset 
2019-2021 akan dilakukan metode 
oversampling SMOTE sehingga jumlah 
 

































No. Skenario Keterangan 
class data akan seimbang untuk 
selanjutnya diklasifikasikan 
menggunakan algoritma decision tree. 
5. ADASYN Naïve Bayes Pada skenario ini dataset daftar ulang 
calon mahasiswa baru jalur SPAN PTKIN 
tahun 2019, 2020, 2021, dan satu dataset 
2019-2021 akan dilakukan metode 
oversampling ADASYN sehingga jumlah 
class data akan seimbang untuk 
selanjutnya diklasifikasikan 
menggunakan algoritma naïve bayes. 
6. ADASYN Decision Tree Pada skenario ini dataset daftar ulang 
calon mahasiswa baru jalur SPAN PTKIN 
tahun 2019, 2020, 2021, dan satu dataset 
2019-2021 akan dilakukan metode 
oversampling ADASYN sehingga jumlah 
class data seimbang untuk selanjutnya 




Metode yang digunakan dalam proses ini adalah confusion matrix, dengan 
dilakukan 6 skenario untuk kebutuhan pengujian algoritma naïve bayes dan 
decision tree. Skenario pertama akan dilakukan evaluasi terhadap klasifikasi 
tanpa dilakukan metode oversampling menggunakan algoritma naïve bayes, 
skenario kedua akan dilakukan evaluasi terhadap klasifikasi tanpa dilakukan 
metode oversampling menggunakan algoritma decision tree, skenario ketiga 
akan dilakukan evaluasi terhadap klasifikasi  metode naïve bayes dengan 
dilakukan oversampling SMOTE, skenario keempat akan dilakukan evaluasi 
 

































terhadap klasifikasi metode decision tree dengan dilakukan oversampling 
SMOTE, skenario kelima akan dilakukan evaluasi terhadap klasifikasi metode 
naïve bayes dengan dilakukan oversampling ADASYN, dan skenario terakhir 
akan dilakukan evaluasi terhadap klasifikasi metode decision tree dengan 
dilakukan oversampling ADASYN. Dengan pembagian data menggunakan k-
fold cross validation dengan nilai k 3,5, dan 7 yang merujuk pada penelitian 
(Rhomadhona & Permadi, 2019). Untuk melakukan evaluasi dilakukan 
perhitungan yang terdapat pada persamaan 3, 4, 5, 7, dan 8. 
3.1.5 Analisis Data 
Pada tahap ini akan membandingkan hasil klasifikasi antara algoritma naïve 
bayes, decision tree, SMOTE naïve bayes, SMOTE decision tree, ADASYN naïve 
bayes, dan ADASYN decision tree dari dataset daftar ulang calon mahasiswa 
UINSA jalur SPANPTKIN berdasarkan nilai AUC dan accuracy berdasarkan 
persamaan 3, 7, dan 8. Dari perbandingan tersebut akan dapat diketahui diantara 
metode naïve bayes, decision tree, SMOTE naïve bayes, SMOTE decision tree, 






































HASIL DAN PEMBAHASAN 
4.1 Hasil 
Pada bagian ini memaparkan hasil penelitian yang dilakukan oleh peneliti 
berdasarkan tahapan yang telah di buat pada bab 3 metode penelitian. Tahapan 
tersebut dimulai dari proses pengolahan data dan pelatihan model yang dibuat 
dengan beberapa skenario yang telah ditentukan.  
4.1.1 Deskriptif Analisis 
Pada tahun 2019 sebanyak 631 calon mahasiswa UINSA jalur SPAN PTKIN 
tidak melakukan daftar ulang dari total 1762 calon mahasiswa yang diterima. Pada 
tahun 2020 sebanyak 350 calon mahasiswa UINSA jalur SPAN PTKIN tidak 
melakukan daftar ulang dari total 834 calon mahasiswa yang diterima. Pada tahun 
2021 sebanyak 340 calon mahasiswa UINSA jalur SPAN PTKIN yang tidak 
melakukan daftar ulang dari total 879 calon mahasiswa yang diterima. Dapat dilihat 
dari tahun 2019 – 2021 persentase calon mahasiswa yang tidak melakukan daftar 
tahun 2019 memiliki persentase paling rendah sebesar 35,8% dan tahun 2020 
memiliki persentase yang paling tinggi sebesar 41,9%. 
Tabel 4.1 Statistik Herregistrasi Berdasarkan Tahun 





1. 2019 1762 1131 631 35,8% 
2. 2020 834 484 350 41,9% 
3. 2021 879 539 340 38,6% 
Jumlah Total 3475 2518 1321 38,01% 
 


































Gambar 4.1 Presentase Tidak Daftar Ulang Tahun 2019-2021 
Dari Gambar 4.1 dapat kita lihat bahwa presentase tidak daftar ulang dari tahun 
2019 ke 2020 mengalami kenaikan dan dari tahun 2020 ke 2021 mengalami 
penurunan. Artinya dari tahun ke tahun presentase tidak daftar ulang mengalami 
perubahan. 
Tabel 4.2 merupakan statistik dari prodi yang melakukan daftar ulang dan tidak 
melakukan daftar ulang. Pada tahun 2019 prodi Ilmu Falak memiliki presentase 
terbesar calon mahasiswa yang tidak melakukan daftar ulang sebesar 87,5% atau 
42 calon mahasiswa tidak melakukan daftar ulang dari jumlah 58 calon mahasiswa 
yang diterima di prodi Ilmu Falak. Prodi Hukum Keluarga Islam memiliki 
persentase paling rendah sebesar 14,5% atau sebanyak 14 calon mahasiswa tidak 
melakukan daftar ulang dari 96 jumlah calon mahasiswa yang diterima. 
Pada data tahun 2020 prodi Studi Agama Agama memiliki persentase terbesar 
calon mahasiswa yang tidak melakukan daftar ulang yaitu 61,2% atau 19 calon 
mahasiswa tidak melakukan daftar ulang dari jumlah calon mahasiswa sebanyak 32. 
Prodi Ilmu Hadist dan Pendidikan Agama Islam memiliki persentase paling 
rendah sebesar 29%.  
Pada tahun 2021 prodi Ilmu Falak memiliki persentase terbesar calon 
mahasiswa yang tidak melakukan daftar ulang sebanyak 15 calon mahasiswa 
dari 24 calon mahasiswa atau sebesar 62,5%, prodi Tasawuf dan Psikoterapi 
 

































memiliki persentase sebesar 54,8% calon mahasiswa tidak melakukan daftar 
ulang, dan prodi Hukum Keluarga Islam memiliki persentase paling rendah 
sebesar 18,7% atau sebanyak 9 calon mahsiswa tidak melakukan daftar ulang 
dari total 48 calon mahasiswa. 
 Tabel 4.2 Statistik Herregistrasi Berdasarkan Nama Prodi  
No. Nama Prodi 2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. Ilmu Falak 6 42 87,5 12 12 50 9 15 62,5 
2. Pemikiran Politik 
Islam 
8 12 60 4 6 60 5 5 50 
3. Pendidikan Islam 
Anak Usia Dini 
22 26 54,1 10 11 52,3 17 10 37,0
3 
4. Studi Agama 
Agama 
30 32 51,6 12 19 61,2 16 15 48,3 
5. Tasawuf dan 
Psikoterapi 
30 32 51,6 14 17 54,8 14 17 54,8 
6. Manajemen Zakat 
Wakaf 
22 20 47,6 10 11 52,3 14 7 33,3 
7. Hukum Tata 
Negara 
40 32 44,4 19 17 47,2 20 16 44,4 
8. Bimbingan dan 
Konseling Islam 
48 36 42,8 16 15 48,3 28 24 46,1 
9. Pengembangan 
Masyarakat Islam 
48 35 42,1 19 12 38,7 20 11 35,4 
10. Komunikasi dan 
Penyiaran Islam 
50 34 40,4 27 15 35,7 21 21 50 
11. Manajemen 
Pendidikan Islam 
44 28 38,8 17 14 45,1 19 12 38,7 
12. Perbandingan 
Mazhab 
30 18 37,5 16 8 33,3 13 11 45,8 
13. Ilmu Hadist 39 22 36,1 22 9 29 24 7 22,5 
14. Hukum Ekonomi 
Syariah 
62 34 35,4 26 22 45,8 28 20 41,6 
15. Hukum Pidana 
Islam 
48 24 33,3 24 12 33,3 27 9 25 
16. Aqidah dan 
Filsafat Islam 
42 20 32,2 19 12 38,7 19 12 38,7 
17. Ekonomi Syariah 86 40 31,7 36 27 42,8 37 26 41,2 
18. Sejarah 
Peradaban Islam 
54 24 30,7 21 18 46,1 24 15 38,4 
 

































No. Nama Prodi 2019 2020 2021 
1 0 % 1 0 % 1 0 % 
19. Pendidikan Guru 
Madrasah 
Ibtidaiyah 
50 22 30,5 20 11 35,4 27 12 30,7 
20. Ilmu Al Quran 
dan Tafsir 
64 20 23,8 27 15 35,7 25 17 40,4 
21. Pendidikan 
Agama Islam 




48 14 22,5 16 15 48,3 19 12 38,7 
23. Pendidikan 
Bahasa Arab 
42 12 22,2 18 13 41,9 24 7  22,5 
24. Bahasa dan Sastra 
Arab 
62 16 20,5 27 12 30,7 25 14 35,8 
25. Hukum Keluarga 
Islam 
82 14 14,5 30 18 37,5 39 9 18,7 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.3 merupakan statistik dari akreditasi sekolah calon mahasiswa UINSA 
yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 
calon mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan akreditasi 
sekolah, sekolah yang tidak memiliki akreditasi memiliki presentase paling tinggi 
sebesar 57,8% atau 22 calon mahasiswa tidak melakukan daftar ulang dari 38 calon 
mahasiswa yang diterima. Tidak ada calon mahasiswa yang diterima di sekolah 
yang memiliki akreditasi C. 
Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan akreditasi sekolah, sekolah yang tidak memiliki akreditasi menempati 
persentase paling tinggi yaitu sebesar 60% kemudian akreditasi A sebanyak 42,9%, 
akreditasi C sebesar 33,3%, dan akreditasi B memiliki persentase paling sedikit 
sebesar 26%.  
Pada tahun 2021 sekolah yang tidak memiliki akreditasi menempati persentase 
tertinggi yaitu 100% atau calon mahasiswa yang diterima tidak melakukan daftar 
 

































ulang, sekolah yang memiliki akreditasi A memiliki jumlah calon mahasiswa yang 
lolos terbanyak sebanyak 852 namun, sebanyak 332 calon mahasiswa tidak 
melakukan daftar ulang. 
Tabel 4.3 Statistik Herregistrasi Berdasarkan Akreditasi Sekolah  
No. Akreditasi 2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. Tidak Ada 16 22 57,8 2 3 60 0 1 100 
2. A 1029 565 35,4 443 333 42,9 520 332 38,9 
3. B 86 44 33,8 37 13 26 17 7 29,16 
4. C    2 1 33,3 2 0 0 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.4 merupakan statistik dari pekerjaan ayah calon mahasiswa UINSA 
yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 
calon mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan pekerjaan 
ayah, pekerjaan Karyawan Swasta memiliki persentase paling tinggi sebesar 45,7% 
atau sebanyak 38 calon mahasiswa tidak melakukan daftar ulang dari jumlah 108 
calon mahasiswa yang diterima. Pekerjaan Wiraswasta memiliki persentase paling 
rendah sebesar 16,6% atau sebanyak 10 calon mahasiswa tidak melakukan daftar 
ulang dari jumlah 60 calon mahasiswa yang diterima. 
Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan pekerjaan ayah, pekerjaan buruh memiliki persentase paling tinggi 
sebesar 63,1%, pekerjaan nelayan memiliki persentase sebesar 57,1%, dan 
persentase paling rendah yaitu pekerjaan Guru/Dosen Non PNS sebesar 15,38%.  
Pada tahun 2021 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan dari pekerjaan ayah, pekerjaan Tim Ahli/Konsultan memiliki 
persentase paling tinggi sebesar 100% artinya calon mahasiswa yang dinyatakan 
diterima tidak melakukan daftar ulang,  presentase pekerjaan Pedagang sebesar 
45,09 dan peternak memiliki persentase paling rendah sebesar 0% artinya calon 
mahasiswa yang dinyatakan diterima melakukan daftar ulang di UINSA. 
 

































Tabel 4.4 Statistik Herregistrasi Berdasarkan Pekerjaan Ayah 
No. Pekerjaan 
Ayah 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. Karyawan 
Swasta 
70 38 45,7 139 79 36,2 110 62 36 
2. Buruh 124 103 45,3 21 36 63,1 22 18 45 
3. Pedagang 32 26 44,8 43 23 34,8 28 23 45,09 
4. Peternak 15 12 44,4    3 0 0 
5. Nelayan 89 54 37,7 7 4 57,1    
6. Petani 116 64 35,5 49 39 44,3 60 26 30,2 
7. Tidak Ada 182 100 35,4 42 26 38,2 19 15 44,1 
8. Wirausaha 276 136 33,1    24 14 36,8 
9. TNI/POLRI 148 72 32,7 8 3 27,2 46 37 44,5 
10. Pensiunan 60 22 26,8    15 10 33,3 
11. Wiraswasta 50 10 16,6    133 78 36,9 
12. Guru/Dosen 
Non PNS 
   11 2 15,3
8 
3 7 70 
13. Lainnya    52 57 52,2 42 30 41,6 
14. Pengusaha    59 44 40,3    
15. PNS 
Guru/Dosen 
   23 16 41,0
2 
   
16. PNS Non 
Guru 
   30 21 41,7    
17. Sudah 
Meninggal 
      39 23 37,09 
18. Tim Ahli/ 
Konsultan 
      0 2 100 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.5 merupakan statistik dari pekerjaan ibu calon mahasiswa UINSA yang 
melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 calon 
mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan pekerjaan ibu, 
pekerjaan Pedagang memiliki presentase paling tinggi sebesar 51,3% dan pekerjaan 
Petani memiliki presentase paling rendah sebesar 22,3%. 
Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan pekerjaan ibu, pekerjaan buruh memiliki persentase paling tinggi yaitu 
 

































sebesar 72%, pekerjaan PNS Non Guru memiliki persentase 63,15%,  dan pekerjaan 
Guru/Dosen Non PNS memiliki persentase paling rendah sebesar 27,2%.  
Pada tahun 2021 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan pekerjaan ibu, pekerjaan Nelayan dan Tim Ahli/Konsultan memiliki 
presentase paling tinggi sebesar 100% artinya calon mahasiswa yang lolos tidak 
melakukan daftar ulang, tidak memiliki pekerjaan memiliki jumlah paling banyak 
sebanyak 472 dan yang melakukan daftar ulang 298, yang tidak melakukan daftar 
ulang 176 atau sebesar 37,1% calon mahasiswa tidak melakukan daftar ulang, 
pekerjaan pensiunan memiliki persentase paling rendah sebesar 0% artinya calon 
mahasiswa yang dinyatakan diterima melakukan daftar ulang. 
Tabel 4.5 Statistik Herregistrasi Berdasarkan Pekerjaan Ibu 
No. Pekerjaan 
Ibu 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. Pedagang 26 28 51,8 41 19 31,6 34 23 40,3 
2. Wirausaha 66 44 40    14 11 44 
3. TNI/POLRI 44 28 38,8    17 25 59,5 
4. Pensiunan 384 242 38,6    0 1 100 
5. Buruh 275 151 35,4 7 18 72 11 7 38,8 
6. Tidak Ada 100 54 35,1 213 145 40,5    
7. Karyawan 
Swasta 
20 10 33,3 33 28 45,9 39 29 42,6 
8. Nelayan 32 14 30,4    1 0 0 
9. Wiraswasta 66 26 28,2    54 30 44,4 
10. Petani 118 34 22,3 17 18 51,4 25 7 21,8 
11. Lainnya    100 76 43,1
8 
47 25 34,7 
12. Guru/Dosen 
Non PNS 
   24 9 27,2 12 8 40 
13. Pengusaha    22 12 35,2    
14. PNS 
Guru/Dosen 
   20 13 39,3    
15. PNS Non 
Guru 
   7 12 63,1
5 
   
16. Sudah 
Meninggal 
      11 3 21,4 




      0 1 100 
Ket : 
 

































1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.6 merupakan statistik dari penghasilan ayah calon mahasiswa UINSA 
yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 
calon mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan 
penghasilan ayah, penghasilan 4.000.001 s/d 6.000.000 memiliki presentase paling 
tinggi yaitu sebesar 45,2% dan penghasilan >6.000.000 memiliki presentase paling 
rendah sebesar 31,2%. 
Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan penghasilan ayah, penghasilan >6.000.000 memiliki persentase paling 
tinggi yaitu sebesar 46,6%, penghasilan 1.000.000 s/d 2.000.000 memiliki 
persentase 44,5%, dan penghasilan 2.000.001 s/d 4.000.000 memiliki persentase 
paling rendah sebesar 38,9%.  
Pada tahun 2021 calon mahasiswa UINSA dengan penghasilan ayah 2.000.001 
s/d 4.000.000 memiliki persentase paling tinggi sebesar 42,3% tidak melakukan 
daftar ulang, penghasilan 1.000.000 s/d 2.000.000 memiliki persentase 39,3%, dan 
penghasilan <1.000.000 memiliki persentase paling rendah sebesar 35,4%. 
Tabel 4.6 Statistik Herregistrasi Berdasarkan Penghasilan Ayah 
No. Penghasilan 
Ayah 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. 4.000.001 s/d 
6.000.000 
58 48 45,2 55 39 41,4 191 112 36,9 
2. 1.000.000 s/d 
2.000.000 
326 186 36,3 117 94 44,5 91 59 39,3 
3. <1.000.000 383 216 36,1 116 88 43,1 40 22 35,4 
4. 2.000.001 s/d 
4.000.000 
268 135 33,4 135 86 38,9 125 92 42,3 
5. Tidak Ada 74 36 32,7 45 29 39,1 58 36 38,2 
6. >6.000.000 22 10 31,2 16 14 46,6 34 11 35,8 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
 

































% = Persentase tidak daftar ulang 
Tabel 4.7 merupakan statistik dari penghasilan ibu calon mahasiswa UINSA 
yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 
calon mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan 
penghasilan ibu, penghasilan 4.000.001 s/d 6.000.000 memiliki presentase paling 
tinggi yaitu sebesar 86,2% dan penghasilan >6.000.000 memiliki presentase paling 
rendah sebesar 0%. 
Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan penghasilan ibu, penghasilan 4.000.001 s/d 6.000.000 memiliki 
persentase paling tinggi yaitu sebesar 55,5%, penghasilan <1.000.000 memiliki 
persentase sebesar 41,7% dan penghasilan >6.000.000 memiliki persentase paling 
rendah.  
Pada tahun 2021 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan penghasilan ibu, penghasilan >6.000.000 memiliki persentase paling 
tinggi sebesar 50%, penghasilan 4.000.001 s/d 6.000.000 memiliki persentase 
47,9%, dan penghasilan <1.000.000 memiliki persentase paling rendah sebesar 
31,2%. 
Tabel 4.7 Statistik Herregistrasi Berdasarkan Penghasilan Ibu 
No. Penghasilan 
Ibu 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. 4.000.0001 s/d 
6.000.000 
4 25 86,2 12 15 55,5 51 47 47,9 
2. Tidak Ada 508 310 37,8 274 198 41,9 312 185 37,2 
3. 1.000.000 s/d 
2.000.000 
100 72 41,8 53 37 41,1 60 37 38,1 
4. <1.000.000 431 188 30,3 92 66 41,7 66 30 31,2 
5. 2.000.001 s/d 
4.000.000 
85 35 29,1 45 32 41,5 44 35 44,3 
6. >6.000.000 4 0 0 8 2 20 6 6 50 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
 

































Tabel 4.8 merupakan statistik dari jenis sekolah calon mahasiswa UINSA yang 
melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 calon 
mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan jenis sekolah, 
SMA memiliki presentase paling tinggi yaitu sebesar 71,2% dan MAS memiliki 
presentase paling rendah yaitu sebsar 31,7%. 
Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan jenis sekolah, SMK memiliki persentase paling tinggi yaitu sebesar 
69,2%, SMA memiliki persentase 49,2%, dan SMKS memiliki persentase paling 
rendah sebesar 25%.  
Pada tahun 2021 calon mahasiswa UINSA yang tidak melakukan daftar ulang, 
SMK memiliki persentase paling tinggi yaitu sebesar 47,6%, SMA memiliki 
persentasi 46,2%, dan SMKS memiliki persentase paling rendah sebesar 0% artinya 
semua calon mahasiswa yang diterima melakukan daftar ulang.  
Tabel 4.8 Statistik Herregistrasi Berdasarkan Jenis Sekolah 
No. Jenis Sekolah 2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. SMA 38 94 71,2 172 167 49,2 170 146 46,2 
2. SMK 16 12 42,8 4 9 69,2 11 10 47,6 
3. MA 315 180 36,3 105 71 40,3 174 95 35,3 
4. SMKS 86 44 33,8 3 1 25 2 0 0 
5. MAS 552 257 31,7 125 52 29,3 107 47 30,1 
6. SMAS 124 44 26,1 75 50 40 75 42 35,8 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.9 merupakan statistik dari kepemilikan sekolah calon mahasiswa 
UINSA yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 
2019 calon mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan 
kepemilikan sekolah, Negeri memiliki persentase paling tinggi dibandingkan 
dengan Swasta yaitu 43,1%:31,5%. 
 

































Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan kepemilikan sekolah, Negeri memeliki persentase paling tinggi 
dibandingkan dengan Swasta yaitu 46,7% :16,4%.  
Pada tahun 2021 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan dari kepemilikan sekolah, Negeri memiliki persentase paling tinggi 
dibandingkan dengan Swasta yaitu 41,8%:32,04%. 
Tabel 4.9 Statistik Herregistrasi Berdasarkan Kepemilikan Sekolah 
No. Kepemilikan 
Sekolah 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. Negeri 366 278 43,1 276 242 46,7 346 249 41,8 
2. Swasta 765 353 31,5 208 52 16,4 193 91 32,1 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.10 merupakan statistik dari provinsi sekolah calon mahasiswa UINSA 
yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 
calon mahasiswa UINSA yang tidak melakukan daftar ulang berdasarkan dari 
provinsi sekolah, provinsi Jawa Timur memiliki presentase 32,1% atau 511 calon 
mahasiswa tidak melakukan daftar ulang dari jumlah 1578 calon mahasiswa yang 
diterima. 
Pada tahun 2020 calon mahasiswa UINSA yang tidak melakukan daftar ulang 
berdasarkan provinsi sekolah, provinsi Bengkulu, Gorontalo, Kepulauan Riau, 
Lampung, Riau, Sulawesi tenggara, dan Sumatera Barat memiliki persentase 
sempurna yaitu 100% artinya calon mahasiswa yang diterima tidak melakukan 
daftar ulang untuk provinsi Aceh memiliki persentase yang rendah sebesar 0% 
artinya calon mahasiswa yang diterima melakukan daftar ulang.  
Pada tahun 2021 calon mahasiswa UINSA yang diterima berdasarkan dari 
provinsi sekolah, provinsi Jawa Timur menempati posisi paling tinggi dengan 786 
calon mahasiswa diterima, 509 melakukan daftar ulang dan 277 tidak melakukan 
 

































daftar ulang atau dengan persentase 35,2%, dan provinsi yang berada diluar pulau 
Jawa memiliki angka persentase paling tinggi tidak melakukan daftar ulang. 
Tabel 4.10 Statistik Herregistrasi Berdasarkan Provinsi Sekolah 
No. Provinsi 
Sekolah 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. Banten 0 4 100 2 2 50 0 1 100 
2. Bengkulu 0 2 100 0 2 100 0 1 100 
3. Gorontalo 0 2 100 0 1 100    
4. Jambi 0 2 100 3 1 25 0 2 100 
5. Kalimantan 
Selatan 
0 8 100 1 3 75 1 0 100 
6. Lampung  0 2 100 0 1 100 1 0 0 
7. Kalimantan 
Barat 
0 2 100    1 1 50 
8. Bali 0 2 100       
9. Nusa Tenggara 
Timur 
0 4 100       
10. Sulawesi Utara 0 2 100       
11. Aceh 2 12 85,7 1 0 0 4 9 69,2 
12. Jawa Tengah 2 10 83,3 5 7 58,3 0 7 100 
13. Sulawesi 
Selatan 
8 20 71,4 3 3 50 3 5 62,5 
14. Jawa Barat 3 6 66,6 4 7 63,6 5 5 50 
15. Sumatera 
Barat 
8 14 63,6 0 6 100 3 7 70 
16. Nusa Tenggara 
Barat 
6 10 62,5 1 3 75 3 9 75 
17. Sulawesi 
Tenggara 
2 2 50 0 1 100 2 1 33,3 
18. Sumatera 
Selatan 
2 2 50 3 4 57,1 1 0 0 
19. DI Yogyakarta 4 4 50    1 0 0 
20. Kalimantan 
Tengah 
2 2 50    0 3 100 
21. Sumatera 
Utara 
8 6 42,8 1 4 80 0 1 100 
22. Jawa Timur 1076 511 32,1 458 300 39,5 509 277 35,2 
23. Kalimantan 
Timur 
6 2 25    2 2 50 
24. Riau 2 0 0 0 1 100 0 1 100 
25. Kepulauan 
Riau 
   0 1 100 0 1 100 
26. Sulawesi 
Tengah 
   1 1 50 0 1 100 
27. DKI Jakarta       0 2 100 
28. Maluku Utara       0 2 100 
 



































2019 2020 2021 
1 0 % 1 0 % 1 0 % 
29. Papua       1 0 0 
30. Papua Barat       1 0 0 
31. Sulawesi Barat       0 1 100 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.11 merupakan statistik dari kabupaten sekolah calon mahasiswa 
UINSA yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 
2019 calon mahasiswa yang tidak melakukan daftar ulang berdasarkan kabupaten 
seklah, kabupaten Sidoarjo memiliki jumlah calon mahasiswa yang dinyatakan 
diterima terbanyak dengan total 317 calon mahasiswa, yang melakukan daftar ulang 
sebanyak 206 calon mahasiswa dan yang tidak melakukan daftar ulang  sebanyak 
111 dengan presentase tidak daftar ulang sebesar 35,3%. Kabupaten Lamongan 
memiliki jumlah calon mahasiswa yang diterima sebanyak 312 calon mahasiswa 
dan yang melakukan daftar ulang sebanyak 212 calon mahasiswa dan yang tidak 
melakukan daftar ulang sebanyak 100 calon mahasiswa dengan presentase tidak 
daftar ulang sebesar 32,1%. 
Pada tahun 2020 calon mahasiswa yang tidak melakukan daftar ulang 
berdasarkan dari kabupaten sekolah, kabupaten Sidoarjo memiliki jumlah calon 
mahasiswa yang dinyatakan diterima terbanyak dengan total 165 calon mahasiswa, 
yang melakukan daftar ulang sebanyak 107 calon mahasiswa dan yang tidak 
melakukan daftar ulang 58 calon mahasiswa atau dengan presentase sebesar 35,1%. 
Kota Surabaya total calon mahasiswa yang diterima sebanyak 133, yang melakukan 
daftar ulang 90 calon mahasiswa dan yang tidak melakukan daftar ulang sebanyak 
43 atau dengan presentase sebesar 30,07%. 
Pada tahun 2021 calon mahasiswa yang tidak melakukan daftar ulang 
berdasarkan dari kabupaten sekolah, kabupaten Sidoarjo memiliki jumlah calon 
mahasiswa yang diterima terbanyak dengan total 258 calon mahasiswa, 156 calon 
mahasiswa melakukan daftar ulang dan 99 calon mahasiswa tidak melakukan daftar 
 

































ulang atau dengan presentase sebesar 38,8%. Kota Surabaya total calon mahasiswa 
yang diterima sebanyak 108, yang melakukan daftar ulang sebanyak 78 dan yang 
tidak melakukan daftar ulang sebanyak 30 atau dengan presentase sebesar 27,7%. 
Tabel 4.11 Statistik Herregistrasi Berdasarkan Kabupaten Sekolah 
No. Kabupaten 
Sekolah 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. Kabupaten 
Sidoarjo 
212 100 32,1 35 31 46,9 64 33 34,1 
2. Kabupaten 
Sidoarjo 
206 111 35,1 107 58 35,1 156 99 38,8 
3. Kota Surabaya 132 34 20,4 93 40 30,1 78 30 27,7 
4. Kabupaten 
Jombang 
114 32 21,9 47 17 26,5 43 5 10,2 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
Tabel 4.12 merupakan statistik dari rumpun prodi calon mahasiswa UINSA 
yang melakukan daftar ulang dan tidak melakukan daftar ulang. Pada tahun 2019 
rumpun prodi IPA memiliki presentase paling tinggi calon mahasiswa yang tidak 
melakukan daftar ulang sebesar 87,5% atau 42 calon mahasiswa tidak melakukan 
daftar ulang dari total 48 calon mahasiswa yang diterima. Rumpun prodi Bahasa 
memiliki presentase paling rendah calon mahasiswa yang tidak melakukan daftar 
ulang sebesar 21,2% atau 28 calon mahasiswa tidak melakukan daftar ulang dari 
total 132 calon mahasiswa yang diterima. 
Pada tahun 2020 rumpun prodi Bahasa memiliki presentase paling tinggi calon 
mahasiswa yang tidak melakukan daftar ulang sebesar 58,5% atau 41 calon 
mahasiswa tidak melakukan daftar ulang dati total 70 calon mahasiswa yang 
diterima. Rumpun prodi IPA memiliki presentase paling rendah calon mahasiswa 
yang tidak melakukan daftar ulang sebesar 20,8% atau 5 calon mahasiswa tidak 
melakukan daftar ulang dari total 24 calon mahasiswa yang diterima. 
Pada tahun 2021 rumpun prodi Bahasa memiliki presentase paling tinggi calon 
mahasiswa yang tidak melakukan daftar ulang sebesar 78,% atau 56 calon 
 

































mahasiswa tidak melakukan daftar ulang dari total 71 calon mahasiswa yang 
diterima. Rumpun prodi agama memiliki presentase paling rendah calon mahasiswa 
yang tidak melakukan daftar ulang sebesar 36,6% atau 133 calon mahasiswa yang 
diterima tidak melakukan daftar ulang dari total 363 calon mahasiswa yang diterima.  
Tabel 4.12 Statistik Herregistrasi Berdasarkan Rumpun Prodi 
No. Rumpun 
Prodi 
2019 2020 2021 
1 0 % 1 0 % 1 0 % 
1. IPA 6 42 87,5 19 5 20,8 9 15 52,5 
2. IPS 520 323 38,3 215 172 44,4 251 171 40,5 
3. Agama 501 238 32,2 221 132 37,3 230 133 36,6 
4. Bahasa 104 28 21,2 29 41 58,5 15 56 78,8 
Ket : 
1 = Daftar ulang 
0 = Tidak daftar ulang 
% = Persentase tidak daftar ulang 
4.1.2 Preprocessing Data 
Data Cleaning, sebelum melakukan pelatihan model dengan beberapa skenario 
yang telah dibuat, diperlukan data yang bersih dari noise dan data yang valid. Data 
training yang digunakan dalam proses data mining harus sesuai dengan yang telah 
di rancang pada tabel. Untuk mendapatkan data yang sesuai dengan rancangan dan 
valid, maka dilakukan preprocessing data. Tabel 4.13 merupakan data cleaning.  
Tabel 4.13 Tabel Data Cleaning 
Atribut Perlakuan Ekspektasi Hasil 
Nama Prodi Menghapus data yang 
tidak sesuai dan tidak 
valid 
Pendidikan Agama 
Islam, Studi Agama 
Agama, ….. 
Skor Peserta Menghapus data yang 
tidak sesuai dan tidak 
valid 
366,244, 436,93,….. 
Akreditasi Menghapus data yang 
tidak sesuai dan tidak 
valid 
A, B, C, Tidak Ada 
 

































Atribut Perlakuan Ekspektasi Hasil 
Pekerjaan Ayah Menghapus data yang 
tidak sesuai dan tidak 
valid 
Tidak Ada, Petani, 
Pedagang,…… 
Pekerjaan Ibu Menghapus data yang 
tidak sesuai dan tidak 
valid 
Tidak Ada, Petani, 
Pedagang,…… 
Penghasilan Ayah Menghapus data yang 




Penghasilan Ibu Menghapus data yang 




Jenis Sekolah Menghapus data yang 
tidak sesuai dan tidak 
valid 
SMA, MA, MAS,…. 
Kepemilikan Sekolah Menghapus data yang 
tidak sesuai dan tidak 
valid 
Negeri, Swasta 
Provinsi Menghapus data yang 
tidak sesuai dan tidak 
valid 
ACEH, JAWA TIMUR, 
JAWA BARAT, …. 
Kabupaten Menghapus data yang 







Rumpun Prodi Menghapus data yang 
tidak sesuai dan tidak 
valid 
Bahasa, Agama, IPA,….. 
 

































Atribut Perlakuan Ekspektasi Hasil 
Daftar Ulang Menghapus data yang 
tidak sesuai dan tidak 
valid 
1,0 
Tabel 4.14 merupakan jumlah data dari hasil preprocessing data dataset dari 
tahun 2019-2021. Jika dibandingkan dengan sebelum dilakukannya preprocessing 
data pada tabel 4.1 jumlah datanya sama, artinya dataset tidak mengalami missing 
value dan noise. 
Tabel 4.14 Hasil Preprocessing Data 
No. Tahun Daftar Ulang Tidak Daftar Ulang 
1. 2019 1131 631 
1. 2020 484 350 
2. 2021 539 340 
Setelah dilakukan preprocessing data langkah selanjutnya yaitu mengubah 
bilangan nominal menjadi kategorikal untuk selanjutnya diubah menjadi numerikal 
dengan menggunakan labelencoder. Karena, sklearn tidak dapat bekerja dengan 
adanya variabel nominal. Disisi lain metode SMOTE dan ADASYN  bekerja dengan 
memanfaatkan algoritma k-Neighbor untuk membuat data sintetis (Chawla et al., 
2002). Dalam algoritma k-nn perhitungan dilakukan dengan tipe data numerik.  
Tabel 4.15 merupakan tahap mengubah nilai nominal menjadi numerik. 
Tabel 4.15  Mengubah Nilai Nominal Menjadi Numerik 
Atribut Nominal Numerik 
Nama Prodi Pendidikan Agama Islam, 
Hukum Ekonomi Syariah, Ilmu 
al-Quran dan Tafsir,…. 
16, 4, 10, …. 
Akreditasi A, B, C, Tidak Ada 0, 1, 2, 3 
Pekerjaan Ayah Petani, Buruh, …. 9, 0, …. 
 

































Pekerjaan Ibu Petani, Buruh, …. 8, 0, …. 
Penghasilan Ayah 1.000.000 s/d 2.000.000, Tidak 
Ada,….. 
0, 5, …. 
Penghasilan Ibu Tidak Ada, 1.000.000 s/d 
2.000.000, …… 
5, 0, …. 
Jenis Sekolah MA, MAS, SMA, SMAS, SMK, 
SMKS 
0, 1, 2, 4, 3, 5 
Kepemilikan Sekolah Negeri, Swasta 0, 1 
Provinsi JAWA TIMUR, ACEH, …. 7, 0, ….. 
Rumpun Prodi Agama, Bahasa,…..  0,1,….. 
Kabupaten KABUPATEN ACEH BESAR, 
KABUPATEN ACEH 
TENGAH, …… 
1, 2, …… 
Tabel 4.16 merupakan hasil pearson correlation dari atribut x dan atribut y data 
SPAN PTKIN 2019. Atribut dikatakan memiliki korelasi jika nilai pearson 
correlation diatas 0,2. Dari Tabel 4.16 semua atribut memiliki korelasi yang lemah 
karena nilai pearson correlation berada di bawah 0,2 oleh karena itu maka atribut 
yang digunakan berdasarkan nilai korelasi tertinggi. Atribut yang digunakan yaitu 
provinsi, nama prodi, rumpun prodi, skor peserta, pekerjaan ayah, dan kepemilikan. 
 

































Tabel 4.16 Nilai Pearson Correlation Data SPAN PTKIN 2019 
Atribut Pearson Correlation 
Penghasilan Ibu -0.000575 
Penghasilan Ayah 0.005908 
Jenis Sekolah -0.006240 




Nama Prodi -0.064926 
Rumpun Prodi -0.077607 
Skor Peserta 0.082852 
Pekerjaan Ayah 0.089711 
Kepemilikan 0.116448 
Tabel 4.17 merupakan hasil pearson correlation dari atribut x dan atribut y data 
SPAN PTKIN 2020. Atribut dikatakan memiliki korelasi jika nilai pearson 
correlation diatas 0,2. Dari Tabel 4.17 semua atribut memiliki korelasi yang lemah 
karena nilai pearson correlation berada di bawah 0,2 oleh karena itu maka atribut 
yang digunakan berdasarkan nilai korelasi tertinggi. Atribut yang digunakan yaitu 
kabupaten, skor peserta, kepemilikan, rumpun prodi, dan provinsi. 
 

































Tabel 4.17 Nilai Pearson Correlation Data SPAN PTKIN 2020 
Atribut Pearson Correlation 
Nama Prodi 0.000311 
Akreditasi 0.005560 
Pekerjaan Ibu -0.008311 
Penghasilan Ayah 0.012648 
Pekerjaan Ayah -0.024229 
Jenis Sekolah 0.028485 
Penghasilan Ibu -0.037413 
Kabupaten 0.045211 
Skor Peserta -0.046541 
Kepemilikan -0.047010 
Rumpun Prodi  -0.051667 
Provinsi -0.105589 
Tabel 4.18 merupakan hasil pearson correlation dari atribut x dan atribut y data 
SPAN PTKIN 2021. Atribut dikatakan memiliki korelasi jika nilai pearson 
correlation diatas 0,2. Dari Tabel 4.18 semua atribut memiliki korelasi yang lemah 
karena nilai pearson correlation berada di bawah 0,2 oleh karena itu maka atribut 
yang digunakan berdasarkan nilai korelasi tertinggi. Atribut yang digunakan yaitu 
provinsi, jenis sekolah, dan kepemilikan. 
 

































Tabel 4.18 Nilai Pearson Correlation Data SPAN PTKIN 2021 
Atribut Pearson Correlation 
Pekerjaan Ibu -0.009358 
Pekerjaan Ayah 0.015671 
Akreditasi 0.021827 
Nama Prodi -0.023474 
Kabupaten 0.025402 
Penghasilan Ayah 0.028485 
Rumpun Prodi -0.046989 
Penghasilan Ibu 0.047810 
Skor Peserta 0.049344 
Provinsi -0.058711 
Jenis Sekolah -0.059349 
Kepemilikan 0.094167 
Tabel 4.19 merupakan hasil pearson correlation dari atribut x dan atribut y data 
SPAN PTKIN 2019-2021. Atribut dikatakan memiliki korelasi jika nilai pearson 
correlation diatas 0,2. Dari Tabel 4.19 semua atribut memiliki korelasi yang lemah 
karena nilai pearson correlation berada di bawah 0,2 oleh karena itu maka atribut 
yang digunakan berdasarkan nilai korelasi tertinggi. Atribut yang digunakan yaitu 
rumpun prodi, pekerjaan ayah, provinsi, dan kepemilikan. 
 

































Tabel 4.19 Nilai Pearson Correlation Data SPAN PTKIN 2019-2021 
Atribut Pearson Correlation 
Pekerjaan Ibu -0.002675 
Penghasilan Ibu 0.007430 
Penghasilan Ayah 0.008899 
Jenis Sekolah -0.014997 
Akreditasi -0.025230 
Skor Peserta 0.030841 
Nama Prodi -0.037905 
Kabupaten 0.042291 
Rumpun Prodi -0.063014 
Pekerjaan Ayah 0.066581 
Provinsi -0.078428 
Kepemilikan 0.079547 
Berdasarkan Tabel 3.3 skenario klasifikasi terdapat 6 skenario yang mana tiap 
skenario terdapat 4 kali pengujian. Pengujian pertama dilakukan dengan 
menggunakan dataset daftar ulang tahun 2019, pengujian kedua dilakukan dengan 
menggunakan dataset daftar ulang tahun 2020, pengujian ketiga dilakukan dengan 
menggunakan dataset tahun 2021 dan pengujian keempat dilakukan dengan 
menggunakan dataset tahun 2019-2021. Jadi, total pengujian yang dilakukan ada 
24 kali pengujian. Pengujian ini dilakukan untuk menemukan model terbaik dalam 
melakukan klasifikasi. 
Pelatihan model menggunakan bahasa pemrograman python dengan 
menggunakan library scikit-learn. Dalam pelatihan ini menggunakan algoritma 
klasifikasi decision tree dan naïve bayes dan untuk menangani ketidakseimbangan 
data menggunakan algoritma ADASYN dan SMOTE oversampling. Untuk 
pembagian data menggunakan cross validation. Dari tiap model yang telah 
dilakukan pengujian akan dilakukan perhitungan accuracy dan roc_auc untuk 
mengetahui mana model terbaik. 
 


































 Dalam menangani ketidakseimbangan data pada dataset maka digunakan 
metode SMOTE dan ADASYN. Pada Gambar 4.2 dapat dilihat bahwa data normal 
memiliki ketidakseimbangan kelas yang signifikan 1131 daftar ulang dan 631 tidak 
daftar ulang. Metode SMOTE dapat melakukan oversampling daftar ulang sebanyak 
1131 dan tidak daftar ulang sebanyak 1131 yang artinya jumlah daftar ulang dan 
tidak daftar ulang sama dan metode ADASYN dapat melakukan oversampling daftar 
ulang sebanyak 1131 dan tidak daftar ulang sebanyak 1181. 
 
Gambar 4.2 Perbandingan Data Normal dan Oversampling SPAN PTKIN 2019 
Pada Tabel 4.20 dapat disimpulkan bahwa penggunaan metode ADASYN 
dan SMOTE untuk menangani ketidakseimbangan data pada dataset SPAN PTKIN 
tahun 2019 dapat menurunkan nilai accuracy, hal ini dikarenakan sebelum 
dilakukan oversampling maka banyak bias yang mengabaikan kelas minoritas hal 
ini dapat dilihat dari nilai precision dan recall sebelum dilakukan oversampling dan 
setelah dilakukan oversampling. Algoritma decision tree dengan nilai cross 
validation = 5 memiliki nilai accuracy tinggi dibandingkan dengan algoritma 
lainnya sebesar 67% dan algoritma ADASYN decision tree dan SMOTE decision 
tree dengan nilai cross validation 5 memiliki accuracy paling rendah sebesar 55%. 
Namun, penggunaan algoritma ADASYN dan SMOTE dapat meningkatkan nilai 
ROC_AUC pada algoritma naïve bayes dengan nilai cross validation 3, 5 dan 7 
 

































seperti terlihat pada Tabel 4.20. Algoritma SMOTE memiliki nilai accuracy dan 
nilai ROC_AUC lebih tinggi dibandingkan dengan algoritma ADASYN pada 
dataset SPAN PTKIN tahun 2019. Jadi, algoritma SMOTE memiliki kinerja yang 
lebih baik dibandingkan algoritma ADASYN.  
Tabel 4.20 Hasil Pelatihan Model Data SPAN PTKIN 2019 


















3 64% 54% 54% 66% 55% 54% 
5 67% 53% 53% 66% 57% 57% 
7 66% 554% 55% 66% 59% 57% 
Roc_Auc 
3 58% 55% 54% 62% 62% 61% 
5 58% 55% 54% 61% 63% 62% 
7 56% 56% 56% 60% 62% 61% 
Precision 
3 66% 60% 59% 67% 53% 50% 
5 67% 56% 54% 67% 54% 53% 
7 66% 58% 55% 67% 55% 54% 
Recall 
3 89% 53% 54% 91% 73% 68% 
5 96% 60% 66% 94% 79% 74% 
7 97% 54% 58% 95% 81% 77% 
Pada Gambar 4.3 dapat dilihat bahwa data normal memiliki ketidakseimbangan 
kelas yang signifikan 484 daftar ulang dan 350 tidak daftar ulang. Metode SMOTE 
dapat melakukan oversampling daftar ulang sebanyak 484 dan tidak daftar ulang 
sebanyak 484 yang artinya jumlah daftar ulang dan tidak daftar ulang sama dan 
 

































metode ADASYN dapat melakukan oversampling daftar ulang sebanyak 484 dan 
tidak daftar ulang sebanyak 463. 
  
Gambar 4.3 Perbandingan Data Normal dan Oversampling SPAN PTKIN 2020 
Pada Tabel 4.21 dapat disimpulkan bahwa penggunaan algoritma ADASYN 
dan SMOTE untuk menangani ketidakseimbangan data pada dataset SPAN PTKIN 
tahun 2020 dapat menurunkan nilai accuracy hal ini dikarenakan sebelum 
dilakukan oversampling maka banyak bias yang mengabaikan kelas minoritas, hal 
ini dapat dilihat dari nilai precision dan recall sebelum dilakukan oversampling dan 
setelah dilkaukan oversampling. Algoritma naïve bayes pada nilai cross validation 
3,5,7  dan algoritma decision tree dengan nilai cross validation 7 memiliki nilai 
accuracy paling tinggi diantara algoritma lainnya sebesar 60%. Algoritma ADASYN 
decision tree memiliki nilai accuracy paling rendah yaitu sebesar 50% pada nilai 
cross validation 3. Namun, algoritma SMOTE dan ADASYN  dapat meningkatkan 
nilai ROC_AUC pada algoritma decision tree seperti terlihat pada Tabel 4.21. Nilai 
ROC_AUC algoritma SMOTE lebih tinggi dibandingkan dengan algoritma 
ADASYN pada dataset SPAN PTKIN tahun 2020. Jadi, algoritma SMOTE memiliki 





































Tabel 4.21 Hasil Pelatihan Model Data SPAN PTKIN 2020 


















3 59% 55% 50% 60% 53% 52% 
5 58% 53% 52% 60% 54% 53% 
7 60% 54% 53% 60% 54% 53% 
Roc_Auc 
3 53% 56% 51% 57% 51% 49% 
5 52% 54% 54% 58% 54% 52% 
7 54% 55% 56% 58% 54% 52% 
Precision 
3 59% 54% 54% 60% 52% 52% 
5 60% 58% 53% 60% 51% 53% 
7 60% 58% 54% 59% 52% 52% 
Recall 
3 95% 62% 65% 95% 90% 90% 
5 87% 80% 89% 96% 90% 92% 
7 95% 73% 65% 96% 92% 93% 
Pada Gambar 4.4 dapat dilihat bahwa data normal memiliki ketidakseimbangan 
kelas yang signifikan 539 daftar ulang dan 340 tidak daftar ulang. Metode SMOTE 
dapat melakukan oversampling daftar ulang sebanyak 539 dan tidak daftar ulang 
sebanyak 539 yang artinya jumlah daftar ulang dan tidak daftar ulang sama dan 
metode ADASYN dapat melakukan oversampling daftar ulang sebanyak 539 dan 
tidak daftar ulang sebanyak 609. 
 


































Gambar 4.4 Perbandingan Data Normal dan Oversampling SPAN PTKIN 2021 
Pada Tabel 4.22 dapat disimpulkan bahwa penggunaan algoritma ADASYN 
dan SMOTE untuk menangani ketidakseimbangan data pada dataset SPAN PTKIN 
tahun 2021 dapat menurunkan nilai accuracy hal ini dikarenakan sebelum 
dilakukan oversampling maka banyak bias yang yang mengabaikan kelas minoritas 
hal tersbut dapat dilihat dari nilai precision dan recall. Algoritma decision tree pada 
nilai cross validation 3 dan 7 memiliki nilai accuracy paling tinggi diantara 
algoritma lainnya sebesar 65%. Algoritma SMOTE naïve bayes pada nilai cross 
validation 3 memiliki nilai accuracy paling rendah yaitu sebesar 49%. Algoritma 
ADASYN memiliki nilai accuracy lebih besar dibandingkan algoritma SMOTE di 
beberapa model dan nilai ROC_AUC SMOTE lebih tinggi dibandingkan dengan 
algoritma ADASYN di beberapa model pada dataset SPAN PTKIN tahun 2021. Jadi, 









































Tabel 4.22 Hasil Pelatihan Model Data SPAN PTKIN 2021 


















3 65% 57% 54% 64% 49% 52% 
5 64% 51% 53% 64% 50% 52% 
7 65% 55% 56% 64% 52% 52% 
Roc_Auc 
3 61% 56% 53% 62% 56% 56% 
5 61% 50% 51% 61% 57% 57% 
7 61% 55% 53% 60% 56% 54% 
Precision 
3 65% 55% 43% 64% 53% 50% 
5 64% 51% 39% 64% 53% 50% 
7 64% 49% 50% 64% 53% 49% 
Recall 
3 95% 43% 34% 96% 81% 51% 
5 95% 59% 40% 96% 86% 48% 
7 95% 59% 43% 96% 90% 51% 
Pada Gambar 4.5 dapat dilihat bahwa data normal memiliki 
ketidakseimbangan kelas yang signifikan 2154 daftar ulang dan 1321 tidak daftar 
ulang. Metode SMOTE dapat melakukan oversampling daftar ulang sebanyak 2154 
dan tidak daftar ulang sebanyak 2154 yang artinya jumlah daftar ulang dan tidak 
daftar ulang sama dan metode ADASYN dapat melakukan oversampling daftar 
ulang sebanyak 2154 dan tidak daftar ulang sebanyak 2183. 
 


































Gambar 4.5 Perbandingan Data Normal dan Oversampling SPAN PTKIN 2019-2021 
Pada Tabel 4.23 dapat disimpulkan bahwa penggunaan metode ADASYN 
dan SMOTE untuk menangani ketidakseimbangan data pada dataset SPAN PTKIN 
tahun 2019-2021 dapat menurunkan nilai accuracy hal ini dikarenakan sebelum 
dilakukan oversampling maka banyak bias yang yang mengabaikan kelas minoritas 
hal tersebut dapat dilihat dari nilai precision dan recall. Algoritma decision tree 
dengan nilai cross validation = 3,5, dan 7 memiliki nilai accuracy tinggi 
dibandingkan dengan algoritma lainnya sebesar 65% dan algoritma SMOTE 
decision tree dengan nilai cross validation 7 memiliki accuracy paling rendah 
sebesar 49%. Algoritma SMOTE memiliki nilai accuracy dan nilai ROC_AUC 
lebih tinggi dibandingkan dengan algoritma ADASYN pada dataset SPAN PTKIN 
tahun 2019-2021. Jadi, algoritma SMOTE memiliki kinerja yang lebih baik 









































Tabel 4.23 Hasil Pelatihan Model Data SPAN PTKIN 2019-2021 


















3 65% 53% 51% 64% 54% 53% 
5 65% 52% 50% 64% 54% 51% 
7 65% 49% 50% 64% 55% 52% 
Roc_Auc 
3 57% 55% 52% 60% 58% 55% 
5 57% 54% 50% 60% 57% 52% 
7 56% 53% 49% 60% 56% 50% 
Precison 
3 65% 52% 50% 64% 53% 52% 
5 65% 52% 50% 64% 52% 50% 
7 65% 48% 49% 64% 52% 51% 
Recall 
3 95% 47% 52% 97% 90% 84% 
5 95% 47% 53% 97% 90% 83% 
7 95% 41% 48% 97% 91% 85% 
Pada semua dataset berdasarkan statistikal deskriptif semua atribut memiliki 
pengaruh terhadap calon mahasiswa yang tidak daftar ulang. Hal tersebut dapat 
dilihat masih banyaknya presentase calon mahasiswa yang tidak daftar ulang di tiap 
atributnya. Namun, setelah dilakukan perhitungan korelasi dengan pearson 
correlation semua atribut memiliki korelasi yang lemah karena nilai dari pearson 
correlation berada di bawah 0,2. Hal tersebut akan berpengaruh pada hasil accuracy 
dan kinerja model klasifikasi. Dataset yang digunakan dalam penelitian ini 
memiliki class imbalanced hal tersebut akan berpengaruh pada keakuratan 
klasifikasi. 
 

































Dalam penelitian ini menggunakan tipe data nominal. Untuk melakukan 
oversampling dengan menggunakan metode SMOTE dan ADASYN yang mana data 
sintetis dibuat dengan menghitung jarak terdekat dengan menggunakan metode k-
nn maka tipe data harus dirubah atau di labeling ke numerik.  
Hasil pengujian menunjukkan bahwa nilai precision dan recall sebelum di 
lakukan oversampling dan setelah dilakukan oversampling mengalami perubahan. 
Nilai precision dan recall sebelum dilakukan oversampling terdapat ketidak 
seimbangan yang mana nilai recall lebih besar dibandingkan nilai precision. 
Namun, setelah dilakukan oversampling nilai recall dan precision di hampir semua 
pengujian memiliki nilai yang seimbang. Hal ini dapat disimpulkan bahwa proses 
klasifikasi tanpa dilakukan oversampling mengabaikan kelas minoritas. 
Dengan dilakukan oversampling dengan menggunakan metode SMOTE dan 
ADASYN pada dataset yang memiliki nilai korelasi rendah akan mengakibatkan 
kinerja yang dihasilkan dalam klasifikasi dapat menurun. Hal ini dikarenakan data 
sintetis yang dibuat dalam oversampling memiliki korelasi yang rendah. Merujuk 
pada penelitian yang dilakukan oleh (Hairani, 2019), penggunaan metode SMOTE 
pada penelitian ini memberikan dampak yang signifikan pada nilai akurasi. Nilai 
akurasi dari algoritma naïve bayes sebesar 89,24% dan SMOTE + naïve bayes 







































KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
 Dari serangkaian proses penelitian yang telah dilakukan dapat ditarik 
kesimpulan sebagai berikut : 
1. Berdasarkan data daftar ulang SPAN PTKIN tahun 2019 sampai tahun 2021. 
Pada tahun 2020 memiliki presentase tertinggi calon mahasiswa tidak 
melakukan daftar ulang sebesar 41,9% dan pada tahun 2019 memiliki 
presentase terendah sebesar 35,8%. Dari data SPAN PTKIN 2019-2021 nilai 
pearson correlation berada dibawah 0.2 yang artinya tiap atribut memiliki 
korelasi yang lemah. 
2. Dalam menangani ketidakseimbangan data pada keseluruhan dataset mulai 
dari tahun 2019, 2020, 2021, dan 2019-2021. Algoritma SMOTE dapat 
melakukan oversampling yang mana jumlah daftar ulang dan tidak daftar 
ulang seimbang dan metode ADASYN masih memiliki jarak antara jumlah 
daftar ulang dan tidak daftar ulang. Pada data tahun 2019 algoritma SMOTE 
melakukan dapat melakukan oversampling data daftar ulang sebanyak 1131 
dan tidak daftar ulang sebanyak 1131 dan algoritma ADASYN daftar ulang 
sebanyak 1131 dan tidak daftar ulang sebanyak 1181. Pada data tahun 2020 
algortima SMOTE dapat melakukan oversampling data daftar ulang sebanyak 
484 dan tidak daftar ulang sebanyak 484 dan algoritma ADASYN daftar ulang 
sebanyak 484 dan tidak daftar ulang sebanyak 463. Pada data tahun 2021 
algortima SMOTE dapat melakukan oversampling data daftar ulang sebanyak 
539 dan tidak daftar ulang sebanyak 539 dan algoritma ADASYN daftar ulang 
sebanyak 539 dan tidak daftar ulang sebanyak 609. Pada data tahun 2019-
2021 algortima SMOTE dapat melakukan oversampling data daftar ulang 
sebanyak 2154 dan tidak daftar ulang sebanyak 2154 dan algoritma ADASYN 
daftar ulang sebanyak 2154 dan tidak daftar ulang sebanyak 2183. 
 

































3. Algoritma SMOTE lebih cocok digunakan untuk mengatasi class imbalanced 
pada penelitian ini, dikarenakan algoritma SMOTE memiliki kinerja yang 
lebih baik dibandingkan algoritma ADASYN. Dari pengujian yang dilakukan 
dengan menggunakan dataset yang berbeda algoritma SMOTE memiliki 
ROC_AUC lebih tinggi dibandingkan algoritma ADASYN. Pada data tahun 
2019 algoritma SMOTE memiliki nilai ROC_AUC 63% pada algoritma naïve 
bayes dengan nilai k-fold 5 sedangkan algoritma ADASYN memiliki nilai 
ROC_AUC 61%. Pada tahun 2020 algoritma SMOTE memiliki nilai 
ROC_AUC sebesar 56% pada algoritma decision tree dengan nilai k-fold 3 
dan algoritma ADASYN memiliki nilai ROC_AUC sebesar 56% pada 
algoritma decision tree dengan nilai k-fold 7. Pada tahun 2021 algoritma 
SMOTE memiliki nilai ROC_AUC sebesar 57% pada algoritma naïve bayes 
dengan nilai k-fold 7 dan algoritma ADASYN memiliki nilai ROC_AUC 
sebesar 57% pada algoritma naive bayes dengan nilai k-fold 5. Pada data 
tahun 2019-2021 algoritma SMOTE memiliki nilai ROC_AUC 58% pada 
algoritma naïve bayes dengan nilai k-fold 3 sedangkan algoritma ADASYN 
memiliki nilai ROC_AUC 55%. 
5.2 Saran 
 Dalam penelitian klasifikasi data yang memiliki ketidakseimbangan data 
atau class imbalanced dapat menghasilkan nilai accuracy yang bias, yang mana 
klasifikasi lebih cenderung ke class mayoritas hal tersebut dapat dilihat dari nilai 
precision dan recall. Penggunaan metode SMOTE dan ADASYN dalam tipe data 
nominal kurang efektif hal tersebut dikarenakan dalam metode SMOTE dan 
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