This paper is devoted to Young measure solutions of a class of forward-backward diffusion equations. Inspired by the idea from a recent work of Demoulini, we first discuss the regular case by introducing the Young measure solutions and prove the existence for such solutions, and then approximate the extreme case by the approach of regularization and establish the existence of Young measure solutions in the class of functions with bounded variation.
Introduction
In this paper we consider the first initial-boundary value problem of the following forward-backward diffusion equation where Ω is a bounded domain in R N with smooth boundary ∂Ω, Q T = Ω × (0, T ), q = ∇ϕ, ϕ ∈ C 1 (R N ), and ϕ and q satisfy the structure conditions In the past years, the study of the equation is mostly devoted to classical solutions (see, e.g., [18] [19] [20] ). For this special equation, what we obtain will reveal another aspects for the existence, namely, the existence of discontinuous solutions. We note that the equation is strongly degenerate at the discontinuous points of such solutions. As usual, for the existence of solutions of Eq. (1.1), the natural way is to construct a suitable sequence of approximate solutions and complete the relative limit processes as in the study of other kind of singular diffusion equations. However, it is difficult to construct the required sequence of approximate solutions, because Eq. (1.1) may be degenerate, singular, and forward-backward. Firstly, we could not use the method of parabolic regularization which is used to study degenerate parabolic equations extensively, since Eq. (1.1) is forward-backward. Secondly, we could not use the theory of elliptic equations to study the existence of solutions of time difference equations either, because the time difference equations may also be forward-backward. On the other hand, even if we have constructed a sequence of approximate solutions, we can only obtain the weak convergence of the gradients of the approximate solutions which does not imply that the compositions of q with the gradients of the approximate solutions are weak convergent in the common sense. So we must define the composition of q with the gradients of solutions reasonably. It was Demoulini [2] who first investigated the case δ = 1. She used Young measures to define the compositions of q with the gradients of solutions reasonably and overcame the difficulties induced by the degeneracy, singularity and the forward-backward type of Eq. (1.1) and proved the existence of the Young measure solutions to problem (1.1)-(1.3). In addition, she proved the uniqueness of the Young measure solution to problem (1.1)-(1.3) and studied some properties of the Young measure solutions.
The purpose of the present paper is to discuss the existence of solutions to problem (1.1)-(1.3). The exact results have been presented in a short research announcement in [1] , and here we will present a detailed and much complicated proof of the results. To make the long paper readable, we would like to give the basic idea first. Since ϕ is not assumed to be convex, classical solutions to Eq. (1.1) do not exist in general. Similar to the case δ = 1, the key step is to define the composition of q with ∇u reasonably and complete the relative limit processes of approximate solutions. Inspired by the method used by Demoulini [2] , we consider Young measure solutions of Eq. (1.1). When 0 < δ < 1, we define a solution u in a suitable Sobolev space and a gradient Young measure ν = (ν x,t ) (x,t )∈Q T generated by the spatial gradients of a sequence in the same space to satisfy
where id is the unit mapping in R N ,
As for δ = 0, since the bounded sequence of functions in W 1,1 may not be weak precompact, we can only define a solution u in BV space and a biting Young measure ν = (ν x,t ) (x,t )∈Q T (so is a gradient Young measure) generated by the spatial gradients of a sequence in W 1,1 space such that (1.6) holds and (1.7) holds in the sense of measure.
(1.8) does not hold in general but it can be changed to
We say (1.8) and (1.9) are independence properties, namely that q and id are independent with respect to the gradient Young measure ν. In the case 0 < δ < 1, we use the approach similar to Demoulini [2] to establish the existence of Young measure solutions to problem (1.1)-(1.3). The difference lies in that the minimizing sequence is not in Hilbert space
(Ω) and the gradients of approximate solutions are in non-Hilbert space L 1+δ (Q T ). So it is difficult for us to complete the limit process of approximate solutions and the relative approximate gradient Young measures and prove the independence property (1.8). As for the case δ = 0, we should study a suitable sequence of minimizing functionals in W (Ω) yet, so we could not prove the existence of the minimum of the minimizing functionals by using the similar method as in the case 0 < δ < 1. For this reason, we use the "regularization" method, namely that we regard the solutions of time difference equations which we obtain in the case of 0 < δ < 1 as an approximate sequence and try to establish the uniform estimates in δ and complete the necessary limit processes. The limit processes are not only about the approximate solutions but also about the relative approximate Young measures, so we must overcome some technical difficulties. This paper is organized as follows. We first present the definition of Young measures, gradient Young measures, biting Young measures, and some auxiliary lemmas in Section 2. In Section 3 we introduce the definition of solutions of (1.1)-(1.3) for 0 < δ < 1 and prove the existence of solutions. Finally in Section 4, we discuss the extreme case δ = 0 and prove the existence of solutions and give an important application of the result. Of course, we are very interested in the investigation of properties of Young measure solutions. However, we have to leave the discoveries to our subsequence papers, owing to the limitation of the contents. 
Preliminaries
if and only if the sequence does not escape to infinity, namely, For p 1, define
As noted in [4] , the space E p 0 (R d ) is a separable Banach space with the norm
We define
which is an inseparable space in the above norm. 
We say that {z k } ∞ k=1 converges to z in the biting sense if there is a decreasing sequence of subsets
We also say ν the W 1,p (D)-biting Young measure generated by {z k } ∞ k=1 and {z k } ∞ k=1 the W 1,p (D)-biting generating sequence of ν. By Lemma 2.1(iii) we see that
Kinderlehrer and Pedregal showed in [4] a property which characterizes W 1,p -gradient Young measures as described in the following lemma.
(ii) Jensen's inequality
Remark 2.1. The authors also note that as a consequence the W 1,p -biting Young measures are the same as the W 1,p -gradient Young measures (but the sequences that will give rise to the measure as a gradient Young measure differ from the ones that generate it as a biting Young measure).
We give the following two lemmas. The proofs can be found in [2, 3] . 
(ii) If, in addition, 
We now state and prove a result on the sequences of gradient-generated Young measures. 
converges to ν, ψ in the biting sense.
We get that
Noticing that 1 q < p and that Now we produce a generating sequence of the
From the above discussion we see that for all n 1, {ψ n (∇u α i ,m )} ∞ m=1 converges weakly to
be a sequence of measurable subsets of D satisfying that for any measurable E ⊂ D and ε > 0, there is j 1 such that meas(E \ E j ) + meas(E j \ E) < ε. The existence of {E j } ∞ j =1 is obvious. For n = 1 and any i 1, we choose a positive integer τ 1 (i) such that
holds for all j i when m τ 1 (i). For n = 2 and any i 1, we choose a positive integer
holds for all j i when m τ n (i). Then for any i 1, we choose a positive integer
Now we show that the representation formula holds for all measurable E ⊂ D and all
For each term we see that
Therefore, 
< +∞ and Chacon's biting lemma (cf. [6] ), there is a subsequence converging in the biting sense
converges in the biting sense. We define this biting limit by ν, ψ . Noticing that for all
converges to ν, ψ in the biting sense, similar to the above discussion, we can extract a diagonal subsequence of
converges to ν, ψ in the biting sense. In particular,
and the proof is complete. ✷
The regular case 0 < δ < 1
In this section, we consider the regular case of problem (1.1)-(1.3), namely, 0 < δ < 1. Let ϕ * * denote the convexification of ϕ, namely,
We note that q = p on the set {A ∈ R N : ϕ(A) = ϕ * * (A)}, and that ϕ * * and p satisfy the same structure conditions as ϕ and q, respectively.
and 5) in the sense of trace.
3) admits at least one Young measure solution.
Proof. The following existence proof follows by the idea due to Kinderlehrer and Pedregal [3] .
Step 1. We consider the functionals defined on W
and
where 0 < h < 1, u h,0 = u 0 , j is an integer and 1 j T /h + 1. By relaxation theorem (cf. [7] ), we get that
(Ω) .
(Ω) be a minimizing sequence of Φ h and Φ * * h . Therefore,
and, as k sufficiently large,
By the growth condition we see that
where M 1 is a constant independent of δ, h, j , and k. Hence there exist u h,j ∈ W
converges to u h,j weakly in W 1,1+δ 0
(Ω) and strongly in L 1+δ (Ω), and
By Lemma 2.3, we get that
Thus u h,j is a minimum of Φ * * h (v; u h,j −1 ) and
Noticing that ϕ * * ϕ, we see that
Now we deduce the equilibrium equation. Let ξ ∈ C ∞ 0 (Ω), −1 < ε < 1. Then there exists C > 0 such that
By Lemma 2.3 and Definition 2.2, we see that
which implies the equilibrium equation
Taking Gâteaux derivative of Φ * * h (· ; u h,j −1 ) at u h,j , we get that
and we get the estimate
Let χ h,j be the indicator function of [hj, h(j + 1)) and
By (3.10) ,
which implies that
From the direct calculation we see that
∂u h /∂t can be chosen as test function in (3.11). Thus
Therefore,
Step 2. From the arguments of Step 1, we see that (R N )) ), and the bounds are independent of δ and h. Let M 2 be uniform bounds. By weak compactness there
we see that (3.5) holds, namely,
By Lemma 2.5 there exist a subsequence (not relabeled) of {ν h m } ∞ m=1 and a
0 (R N )) ) in the biting sense, namely, there is a decreasing sequence of subsets
By (3.8) we obtain (3.4), namely,
By Lemma 2.5 and the weak sequential precompactness of
Step 3. We first prove that
By definition,
Similar to the above arguments, we also get that
(Ω) as k tends to infinity, we get that
Thus (3.8) implies that
By the definition of ν h we see that
From the arguments of Step 2 we see that ν x,t , id converges weakly to ν x,t , id in L 1+δ (Q T ) as m tends to infinity. Thus for all η ∈ C ∞ 0 (Q T ), (3.11) and (3.12) imply that
x,t , q · id converges to ν x,t , q · id in the biting sense, we get that 
The singular case δ = 0
In this section, we consider the singular case of problem (1.1)-(1.3), namely, δ = 0. Moreover, we assume that there exist a sequence {ϕ δ } 0<δ<1 ⊂ C 1 (R N ) and C 0 > 0 such that { q δ = ∇ϕ δ } 0<δ<1 locally and uniformly converges to q in R N . For all δ ∈ (0, 1), ϕ δ and q δ satisfy the structure conditions
In addition,
where ϕ * * δ denotes the convexification of ϕ δ and ϕ * * denotes the convexification of ϕ.
in the sense of measure,
and 6) in the sense of trace. Proof. For all δ ∈ (0, 1), we choose
are uniformly bounded in δ, and {u δ 0 } 0<δ<1 converges to u 0 in L 1 (Ω). Let u δ be the Young measure solution of problem (1.1)-(1.3) with the initial data u δ 0 with respect to the W 1,1+δ (Q T )-gradient Young measures ν δ generated by the sequence {∇w δ,k } ∞ k=1 , which we obtained in the proof of Theorem 3.1. We see that
and there exists a constant M 0 depending only on u δ
, λ, Λ, and meas(Ω) but independent of δ such that
) and a subsequence of
in the biting sense, namely, there is a decreasing sequence of subsets E j +1 ⊂ E j of Q T with lim j →∞ meas(E j ) = 0 such that
which implies (4.4). By Lemma 2.5 there exist w ∈ L ∞ ((0, T ); BV (Ω)) and a subse-
and all j 1. To prove (4.1), we first prove that { ν δ m , q δ m } ∞ m=1 converges weakly to ν, q in
Noticing that
we see that I tends uniformly to 0 in δ as i → ∞. For II, we get that
. Thus (4.1) holds, namely,
Thus for all j 1, Thus for all j 1, ν x,t , q · id ν x,t , q · ν x,t , id a.e. (x, t) ∈ Q T \ E j .
Since ν x,t , q · id , ν x,t , q · ν x,t , id ∈ L 1 (Q T ), we see that Therefore, for problem (4.7)-(4.9), the result of Theorem 4.1 is also true.
Remark 4.2.
There are more applications about the above results, which will be investigated extensively in our subsequence papers.
