The following corollary to Proposition 1 holds for the general model of Section 4.
Then with probability approaching one as t → ∞, the tracking seller's predictive distribution of demandF t (·| s t , c r t ) first-order stochastically dominates the naive seller's predictive distribution of demandF t (·| s t , c n t ).
Corollary 4 is proven with the help of two lemmas.
Lemma 5. Under the assumptions of Corollary 4, Pr{C n τ = 1} − Pr{C r τ = 1} = E [C n τ − C r τ ] ≤ η where η < 0 is a constant with respect to j τ .
Proof. We consider two cases. First, suppose Pr{ < 0} = 0 so that Pr{j τ ≥ I τ } = 1 and case (C) of Table 1 occurs with probability zero. Under this assumption, Table 1 implies that we can write
where the first inequality relies on the independence of D τ and I τ given j τ .
Second, suppose Pr{ < 0} > 0. The first inequality below is in the proof of Proposition 1.
where m is the median of the distribution of | < 0.
Lemma 6. Under the assumptions of Corollary 4, lim t→∞ Pr
Proof. Consider the random variables
Note that X(τ ) is defined on {−1, 0, 1} and therefore its variance v(τ ) is upper bounded by 4. Because the X(τ )'s are independent of each other conditional on j 1 , . . . , j t , therefore
To complete the proof of Corollary 4, it remains to show that
(1 − c n τ ) < 0 implies that the tracking seller's predictive distribution stochastically dominates that of the naive seller. Because the naive and tracking sellers stock the same quantities and are subject to the same sequences of demands and errors, we have s r τ = s n τ for all τ and therefore B. Numerical Solutions to Equation (12) In this appendix we present data from a numerical investigation of equation (12) and associated simulations. Data from this appendix is plotted in Figures 2 and 3 and discussed in Section 5.4. Tables 3 and 4 show solutions to equation (12) for θ = 1/20 and θ = 1/2, respectively. Each row of the tables represents a separate instance. For each instance, we report the following values:
• Discrepancy distribution: We assume stationary distributions for the discrepancies t .
• γ: Critical fractile parameter to naive seller's stocking policy.
• Adjusted γ: The (type 1) service level obtained by the critical fractile policy if θ were known.
There can be a small difference between γ and Adjusted γ because discrepancies interfere with service even if θ is known.
• Actual SL: The actual (type 1) service level as seem by customers whenj is stocked. This is determined analytically by comparing the distribution of D t with the distribution of I t =j − .
• 1 − E[C n ]: The service level implied by the stockout indicators observed by the naive seller.
• 1/θ: The naive seller's estimate of mean demand at the fixed point.
• Simulated 95% CI: We simulated the estimate-order-estimate process for 100 replications begining from a gamma(3, θ/3) prior. We report 95% confidence intervals for the posterior means after 10000 periods. (We conservatively chose 10000 periods so that our estimates stabilize and are not impacted by initial conditions. We have found that fewer periods are often sufficient for this purpose.)
For five instances in Table 4 we found no solution to equation (12). For these instances, we calculate "Actual SL" and 1 − E[C n ] based on the stocking quantity implied by the simualated average posterior mean.
C. Numerical Results for Non-Stationary Model
In this appendix we present a set of numerical solutions to equation (8). We solve the equation for a set of instances with true exponential demand parameter θ = 1/20, cycle count frequency T = 10, and error processes roughly matched to those used in generating Figure 2 . Specifically, we use normal error distributions with variances 0.182 and 0.727, which correspond with average discrepancy variances of 1 and 4 over a 10-period cycle, respectively. We try a ZeroNormal error distribution in which no error occurs with probability 0.947 each period and a normal(0,4) error occurs otherwise; this yields an average Pr{ > 0} = 0.125 as in the ZeroNormal distribution used in Figure 2 . We try a ZeroExponential error distribution in which no error occurs with probability 0.869 each period and an exponential(1) error occurs otherwise; this yields an average Pr{ > 0} = 0.5 as in the ZeroExponential distribution used in Figure 2 . (12) and (8) and given that we have matched average error parameters to those used in Figure 2 .
The left pane also reports results of a simulation based on the model in Section 5.1, but in which we relax a modeling assumption. Specifically, we do not allow the seller to return articles to her supplier at inspection epochs. Here we assume that the naive seller can update her demand estimates each period and that she may not return articles to her supplier. We report demand estimates after 10000 periods, averaged over 100 simulation runs. We observe that the simulation results are hardly distinguishable from the equation solutions, suggesting that the impact of this assumption is negligible for these instances.
The right pane tests another assumption of our model, that inventory errors occur at the beginning of each period. If errors instead occurred at the end of each period, the analysis of Section 5.1 holds with only minor modifications. We would set discrepancies to zero immediately following a cycle count, and we would start accumulating errors in the period thereafter. The net impact would be T − 1 error accumulations per count cycle rather than T . In the right pane, we show fixed points for this modified model. We see, not surprisingly, that the bias is smaller. However, the differences are modest and the insights are the same. We expect the differences to be even smaller for longer cycles. Given that the errors-before-demand and the errors-after-demand models can be viewed as extremes of a model in which demand and errors are interleaved, we believe our model is a reasonable approximation to a model with interleaved demand and errors.
