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Despite much effort for over the two decades, the paring symmetry of a Sr2RuO4 superconductor
has been still unclear. In this Rapid Communication, motivated by the recent rapid progress in
fabrication techniques for Sr2RuO4 thin-films, we propose a promising strategy for identifying the
spin-triplet superconductivity in the thin-film geometry by employing an antisymmetric spin-orbit
coupling potential and a Zeeman potential due to an external magnetic field. We demonstrate
that a spin-triplet superconducting thin-film undergoes a phase transition from a helical state to
a chiral state by increasing the applied magnetic field. This phase transition is accompanied by a
drastic change in the property of surface Andreev bound states. As a consequence, the helical-chiral
phase transition, which is unique to the spin-triplet superconductors, can be detected through a
sudden change in a tunneling conductance spectrum of a normal-metal/superconductor junction.
Importantly, our proposal is constructed by combining fundamental and rigid concepts regarding
physics of spin-triplet superconductivity.
Introduction—Since 1994, a great attention has been
drawn to a Sr2RuO4 because it is a leading candidate
material for spin-triplet superconductors [1–3]. Actually,
on the basis of a number of experiments [4–10] and the-
ories [11–14], a Sr2RuO4 has been believed to exhibit
spin-triplet chiral p-wave superconductivity with broken
time-reversal symmetry [15, 16]. However, very recent
experiments of nuclear magnetic resonance Knight shift
at oxide sites [17, 18] seem to be inconsistent with this
scenario, and rather suggest the realization of spin-singlet
superconductivity in this compound [19]. Such stalemate
situation requires us to propose a refreshing experiment
for identifying the spin-triplet superconductivity. In this
Rapid Communication, we show that the recent rapid
development in fabrication techniques for Sr2RuO4 thin-
films enables us to shed some light on this issue.
An essential character of a spin-triplet superconductor
is that its order parameter is described by a three com-
ponents vector, d-vector, reflecting a spin-degree of free-
dom in spin-triplet Cooper pairs. Therefore, in essence,
evidences of spin-triplet superconductivity are provided
from observations of unique phenomena in the presence
of the d-vector. A primary factor interacting with the d-
vector is magnetic potentials, such as Zeeman potentials
and exchange potentials. Accordingly, previous stud-
ies so far have mainly focused on phenomena of spin-
triplet superconductors in the presence of magnetism,
such as the temperature-independent spin susceptibil-
ity [4–6] and the long-range proximity effect in ferro-
magnet/superconductor junctions [20–23]. However, at
present, the conclusive experimental evidence for the
spin-triplet superconductivity has not yet been observed.
A substantial progress in this research field arises from
the fabrication techniques for Sr2RuO4 thin-films [24–29].
This movement enables us to employ a refreshing factor
for the identification of the spin-triplet superconductiv-
ity: antisymmetric spin-orbit coupling (ASOC) poten-
tials due to broken inversion symmetry.
In this Rapid Communication, we study the gap func-
tion and transport property of a spin-triplet supercon-
ducting thin-film coexistence with both an ASOC poten-
tial and a Zeeman potential due to an external in-plane
magnetic field. We first demonstrate that the spin-triplet
superconducting thin-film can show a phase transition
from helical to chiral spin-triplet superconducting states
by increasing the magnetic field. This phase transition
is essentially due to the characteristic nature of the d-
vector, and is never expected in spin-singlet superconduc-
tors. Then, we show that this phase transition is detected
through a drastic change in the tunneling conductance
spectrum of normal-metal/superconductor junctions. As
we discuss later, our proposal is constructed by a com-
bination of general and rigid concepts regarding physics
of spin-triplet superconductivity. Consequently, we indi-
cate a promising strategy for identifying the spin-triplet
superconductivity in Sr2RuO4 thin-films.
Helical-Chiral phase transition—In this Rapid Com-
munication, for simplicity, we focus only on the γ-band
of Sr2RuO4 which is considered to play the dominant
role for the superconductivity [30, 31]. We describe the
superconducting states by the following two-dimensional
single-band mean-field Hamiltonian,
H =
∑
k
∑
α,β
(ξkσˆ0 + gk · σˆ + V · σˆ)αβ c
†
kαckβ
+
1
2
∑
k
∑
α,β
[
∆k,αβc
†
kαc
†
−kβ + h.c.
]
−
1
2
∑
k
∑
α,β
∆k,αβ〈c
†
kαc
†
−kβ〉, (1)
2where c†
kα (ckα) is creation (annihilation) operator of an
electron with momentum k and spin α, the Pauli matrices
in spin space are given by σˆ = (σˆx, σˆy, σˆz), and the 2× 2
unit matrix is denoted by σˆ0. The kinetic energy of an
electron measured from the chemical potential µ is given
by
ξk = −2t(coskx + cos ky)− 4t
′ cos kx cos ky − µ
with t and t′ representing the nearest-neighbor and next-
nearest-neighbor hopping integral, respectively. To re-
produce the Fermi surface of the γ-band, in what fol-
lows, we set t = 1.0, t′ = 0.395 and µ = 1.5 [12, 13]. The
ASOC potential is described by the g-vector, gk = −g−k.
Although the momentum dependence of the g-vector in
real systems may be more complicated, for simplicity,
we use the conventional Rashba type spin-orbit coupling
potential gk = λ(sin ky,− sinkx, 0). Even so, as we
discuss later, the validity of our proposal is insensitive
to the detailed structure of gk. The Zeeman potential
due to an externally applied in-plane magnetic field is
V = (Vx, Vy , 0). The pair potential is represented by
∆k,αβ . Within the weak-coupling mean-field theory, the
pair potential is determined by the gap equation
∆k,αβ =
∑
k′
∑
γ,δ
gαβγδ(k,k
′)〈c−k′γck′δ〉, (2)
where gαβγδ(k,k
′) is the effective attractive interaction.
To reproduce a spin-triplet odd-parity superconductiv-
ity, we employ a standard phenomenological attractive
interaction [34, 35]:
gαβγδ(k,k
′) = g0 [Φx(k)Φx(k
′) + Φy(k)Φy(k
′)] (3)
for |ξk|, |ξk′ | ≤ ǫc, and gαβγδ(k,k
′) = 0 for |ξk|, |ξk′ | > ǫc,
where we assume that the attractive interaction acts only
for the electrons having the kinetic energy in the range of
−ǫc ≤ ξk ≤ ǫc. The pairing functions, Φx(k) = −Φx(−k)
and Φy(k) = −Φy(−k), have the same rotation proper-
ties as kx and ky under the D4h point group symmetry
of Sr2RuO4. In the bulk with the D4h point group sym-
metry, the spin-triplet superconducting states are classi-
fied into the four helical states dk = (Φx(k),±Φy(k), 0)
and dk = (Φy(k),±Φx(k), 0), and the two chiral states,
dk = (0, 0,Φy(k) ± iΦx(k)). In a real Sr2RuO4, the
atomic spin-orbit coupling lifts the degeneracy of these
six spin-triplet superconducting states. In the single-
band model, such effect is effectively reproduced by a
spin-dependence of the attractive interaction [36]. How-
ever, the previous theoretical [14] and experimental [6, 7]
studies suggest that the lifting of degeneracy is very small
in the bulk, where the splitting in transition temperature
Tc is estimated to be less than 0.01Tc [36]. Therefore,
we here ignore the spin-dependence of the attractive in-
teraction. Although the substantial form of Φx(y)(k) is
still under discussion, on the basis of several microscopic
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FIG. 1. Phase diagram as a function of the magnitude of
ASOC potential λ and Zeeman potential. The magnetic field
is applied to the y-direction as V = (0, Vy , 0). In (a) and
(b), we consider the NN pairing dominant case (η = 0.5) and
NNN pairing dominant case (η = 2.0), respectively.
theories [12, 37–39], we consider an odd-parity supercon-
ductivity within the next-nearest-neighbor pairing as
Φx(y)(k) =
[
sin kx(y) − η cos ky(x) sin kx(y)
]
/Φ0, (4)
where the first term and second term represent the
nearest-neighbor (NN) pairing and next-nearest-neighbor
(NNN) pairing, respectively. We normalize Φx(y)(k) by
Φ0 so that the maximum value of Φx(y)(k) becomes unity.
Since several theories suggest that the NNN pairing be-
comes dominant [37–41], we consider both NN pairing
dominant case (η = 0.5) and NNN pairing dominant
case (η = 2.0). By substituting Eq. (17) into Eq. (2),
we find that the pair potential is given in the form of
∆k,αβ = [dk · σˆ(iσˆy)]αβ, where the ν (= x,y,z) compo-
nent of the d-vector is represented by
dν(k) = ∆0 [XνΦx(k) + YνΦy(k)] , (5)
with Xν and Yν being the numerical coefficients deter-
mined by the gap equation in Eq. (2). To obtain Xν
and Yν , we solve the gap equation by using an iter-
ative method. We show the detailed calculations for
solving the gap equation in Supplemental Materials [32].
In what follows, we focus on the gap function at zero-
temperature. The magnitude of attractive interaction g0
is determined so that the amplitude of pair potential at
gk = V = 0 becomes ∆0 = 0.001. The cutoff energy ǫc
is fixed to 10∆0.
In Figs. 1(a) and (b), we show the phase diagrams ob-
tained from the gap equation as a function of the magni-
tude of the ASOC potential λ and Zeeman potential |V |.
We consider the NN pairing dominant case (η = 0.5)
and NNN pairing dominant case (η = 2.0) in Fig. 1(a)
and (b), respectively. We apply the magnetic field to the
y-direction as V = (0, Vy, 0). In both cases, for small
Zeeman potentials, we obtain the helical state where the
3d-vector is approximately given as
dhk ∝ (Φy(k),−δΦx(k), 0), (6)
with δ being a real number in the range of 0 < δ < 1.
For small ASOC potentials and large Zeeman potentials,
in both Figs. 1(a) and (b), we find the chiral state ap-
proximately described by
dck ∝ (Φy(k)± iΦx(k), 0, 0), (7)
where the d-vector satisfies dc
k
⊥ V . In contrast to the
bulk chiral states, dc
k
is pinned in the basal plane. For
the large ASOC and Zeeman potentials, we obtain the
normal states with dk = 0. The detailed structure of
the d-vector is shown in Supplemental Materials [32]. At
the phase boundary from the helical phase to the chi-
ral phase, the d-vector suddenly changes from dh
k
to dc
k
(See also Supplemental Materials [32]). This suggests
that the helical-chiral phase transition is the first-order.
At the phase boundary from the helical phase to the
normal phase, the amplitude of dh
k
suddenly drops to
zero. This implies that the helical state undergoes a first-
order phase transition to the normal state. Even so, in
analogy with spin-singlet superconductors [42–44], there
is a possibility that a Fulde-Ferrell-Larkin-Ovchinnikov
(FFLO) state appears in the vicinity of the first-order
phase boundary between the superconducting state and
the normal state. However, in this Rapid Communi-
cation, we focus on the phase transition from the heli-
cal state to the chiral state, and the possibility for the
FFLO phase in the vicinity of the normal phase is beyond
the scope of this work. Importantly, the presence of the
helical-chiral phase transition is well understood by the
following two generic features of the d-vector:
(i) The pair-breaking effect of an ASOC potential g
damages the component of the d-vector perpendic-
ular to g [45]. Thus, helical states are energetically
favorable in the presence of the ASOC potential
because they can optimize the condensation energy
from the relation of d ‖ g [33, 37, 45, 46].
(ii) The paramagnetic pair-breaking effect of a Zeeman
potential V damages the component of the d-vector
parallel to V . Thus, the chiral states satisfying
d ⊥ V are energetically favorable in the presence of
the Zeeman potential because they are completely
free from the paramagnetic pair-breaking effect [40,
47, 48].
The realization of the helical state of dh
k
for small Zee-
man potentials are mainly explained by the feature (i).
Namely, the helical state appears for small Zeeman po-
tentials to minimize the dominant pair breaking effect
from the ASOC potential. The suppression in the x-
component of dh
k
characterized by δ is due to the param-
agnetic pair breaking effect discussed in the feature (ii).
The realization of the chiral states of dc
k
for large Zeeman
potentials are naturally understood from the feature (ii).
The features (i) and (ii) are the rigid concepts irrelevant
to the details of model. Actually, it has been confirmed
that the feature (i) [33, 37, 46] and feature (ii) [47, 48] are
valid even with the multi-band models for the Sr2RuO4.
We also confirm that the helical-chiral phase transition
occurs even when we employ a more realistic ASOC po-
tential discussed in Ref. [33]. Moreover, in principle, the
amplitude of ASOC potentials can be tuned by changing
the substrate, by fabricating capping layers, or by apply-
ing gate voltages. Therefore, we can highly expect that
spin-triplet superconducting thin-films show the helical-
chiral phase transition in experiments.
Signature in tunneling spectroscopy—Next, to ap-
proach the detection of the helical-chiral phase transition
in experiments, we study the differential conductance in a
two-dimensional normal-metal/spin-triplet superconduc-
tor (NS) junction. We assume that the NS junction con-
sists of the semi-infinite normal-metal segment located
for x < x0 and the semi-infinite spin-triplet supercon-
ducting segment located for x ≥ x0, where the periodic
boundary condition is applied to the direction parallel to
the junction interface (i.e., the y-direction). We describe
the normal segment by setting ∆0 = 0. To describe the
superconducting segment, we use the d-vector obtained
from the gap equation in Eq. (2). The hopping integrals
between the normal and superconducting segments are
chosen as t = 0.05 and t′ = 0.0 to describe a low trans-
parency junction. The Hamiltonian used for calculating
the differential conductance is explicitly shown in Sup-
plemental Materials [32]. We calculate the differential
conductance GNS based on the formula [49–51]
GNS(eV ) =
e2
h
∑
ζ,ζ′
[
δζ,ζ′ −
∣∣reeζ,ζ′ ∣∣2 + ∣∣rheζ,ζ′ ∣∣2
]
eV=E
, (8)
where reeζ,ζ′ and r
he
ζ,ζ′ denote the normal and Andreev re-
flection coefficients at the energy E, respectively. The
index ζ and ζ′ label the outgoing and incoming channel,
respectively. These reflection coefficients are calculated
by using the lattice Green’s function techniques [52, 53].
The results are normalized by the normal conductance
GN, which is calculated by setting V = dk = 0.
In Figs. 2(a) and (b), we show the differential conduc-
tance of the NS junction as a function of the bias voltage
eV with λ = 0.5∆0 and V = (0, Vy, 0). We consider the
NN pairing dominant case (η = 0.5) and NNN pairing
dominant case (η = 2.0) in Fig. 2(a) and (b), respec-
tively. With λ = 0.5∆0, the phase boundary between
the helical and chiral phase is located at Vy = 0.441∆0
(0.373∆0) for η = 0.5 (η = 2.0). We choose Vy very close
to the phase boundary: Vy = Vc±0.001∆0 for the helical
(chiral) state. As shown in Figs. 2(a) and (b), the con-
ductance spectra for the helical states (red line) show the
U-shaped structures [54]. Nevertheless, when the helical
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FIG. 2. Differential conductance as a function of the bias-
voltage with (a)η = 0.5 and (b)η = 2.0. We choose Vy very
close to the phase boundary: Vy = Vc±0.001∆0 for the helical
(chiral) state with Vc representing the critical magnitude of
Zeeman potential at λ = 0.5∆0.
states undergo the phase transition to the chiral states,
the conductance spectra show the sudden enhancement
in low bias voltages (blue line), whereas the steep zero-
bias dip is found for η = 0.5. The sudden change in
the tunneling conductance implies that the properties of
surface Andreev bound states (ABSs) are changed dras-
tically through the phase transition. To confirm this
statement, we also calculate the surface density of states
(DOS) for the semi-infinite superconductor by using the
formula ρky (E) = −Im[Tr Gky (x0, x0, E + iγ)]/π with
Gky (x, x
′, E) and γ representing the Green’s function
and small imaginary part added to the energy, respec-
tively. Tr means the trace for spin and Nambu space
of the Green’s function. To calculate the surface DOS,
we remove the semi-infinite normal segment located for
x < x0. The small imaginary part of the energy in the
Green’s function is chosen as γ = 10−3∆0. In Figs. 3(a)-
(d), we show the surface DOS as a function of the energy
and momentum parallel to the surface ky. The white
lines denote the lowest bulk energy for each ky , which
is obtained by diagonalizing the bulk Hamiltonian. Due
to the pair breaking effect of the ASOC and Zeeman po-
tentials, the bulk superconducting gap vanishes partially
in momentum space. For the helical phases, as shown in
Figs. 3(a) and (b), the ABSs are absent in low energies.
In contrast, as shown in Figs. 3(c) and (d), we can still
find the inner-gap ABSs in the chiral phases. This qual-
itative difference in the ABSs of the helical phase and
that of the chiral phase is related with a generic concept
regarding the topological classification [55]:
(iii) A helical (chiral) superconductor in two-dimensions
can exhibit the surface ABSs characterized by a
Z2 (Z) topological invariant. Thus, the ABSs of
the helical (chiral) superconductor are intrinsically
fragile (robust) against Zeeman potentials breaking
time-reversal symmetry.
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FIG. 3. Surface density of states for the semi-finite supercon-
ductor as a function of the energy and momentum parallel
to the surface ky. For the helical [chiral] phases, shown in
(a) and (b) [(c) and (d)], we use Vy = Vc ± 0.001∆0. The
white lines denote the lowest bulk-energy dispersion obtained
by diagonalizing the bulk Hamiltonian.
Strictly speaking, we can no longer employ the topologi-
cal invariant for the present junction because the bulk
superconducting gap is closed. Even so, the absence
(presence) of the ABSs in the helical (chiral) phase is
well understood by their intrinsic fragility (robustness)
against the Zeeman potential. The detailed structure of
the conductance spectra depends on the details of model
for the Sr2RuO4 superconductors [54, 56–59]. However,
according to the topological concepts (iii) irrelevant to
the details of model, the surface ABSs in the helical phase
and that in the chiral phase have the distinctively differ-
ent characters in the presence of the Zeeman potential.
Therefore, even in real experiments, we can highly expect
that the helical-chiral phase transition can be detected
through the drastic change in the tunneling conductance
spectrum.
Summary—In summary, we demonstrate that spin-
triplet superconducting thin-films show the helical-chiral
phase transition by applying in-plane magnetic fields (see
Fig. 1). This phase transition is unique in the presence of
the d-vector, and is intrinsically absent in spin-singlet su-
perconductors. The helical-chiral phase transition can be
detected by the sudden change in the conductance spec-
trum of the NS junction (see Fig. 2) reflecting the drastic
5change in the properties of the surface ABSs through the
phase transition (see Fig. 3). Our proposal is constructed
by the combination of the three fundamental and rigid
concepts (i)-(iii) irrelevant to the details of the model.
Consequently, we propose a promising strategy for iden-
tifying the realization of spin-triplet superconductivity in
Sr2RuO4 thin-films.
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DETAILED CALCULATIONS FOR SOLVING GAP EQUATION
In this section, we show the detailed calculations for solving the gap equation in Eq. (2) in the main text. We here
rewrite the mean-field Hamiltonian in Eq. (1) in the main text as follows,
H =
1
2
∑
k
C
†
k
HˇkCk +
1
2
∑
k,α
ξk −
1
2
∑
k
∑
α,β
∆k,αβ〈c
†
kαc
†
−kβ〉, (9)
Ck =
[
ck↑, ck↓, c
†
−k↑, c
†
−k↓
]T
, (10)
Hˇk =
[
hˆk ∆ˆk
∆ˆ∗
k
−hˆ∗−k
]
, (11)
hˆk = ξkσˆ0 + gk · σˆ + V · σˆ, (12)
∆ˆk =
[
∆k,↑↑ ∆k,↑↓
∆k,↓↑ ∆k,↓↓
]
=
[
−dx(k) + idy(k) dz(k)
dz(k) dx(k) + idy(k)
]
, (13)
dν(k) = ∆0 [XνΦx(k) + YνΦy(k)] , (14)
Φx(y)(k) =
[
sin kx(y) − η cos ky(x) sin kx(y)
]
/Φ0, (15)
where the numerical coefficient in d-vector, Xν and Yν for ν = x, y, z, are determined by the gap equation,
∆k,αβ =
∑
k′
∑
γ,δ
gαβγδ(k,k
′)〈c−k′γck′δ〉, (16)
gαβγδ(k,k
′) = g(k,k′) =
{
g0 [Φx(k)Φx(k
′) + Φy(k)Φy(k
′)] for − ǫc ≤ ξk, ξk′ ≤ ǫc,
0 otherwise.
(17)
From Eqs. (13), (16) and (17), we obtain the gap equations for each component of the d-vector as
dx(k) = −
∆k,↑↑ −∆k,↓↓
2
= −
1
2
∑
k′
g(k,k′) [〈c−k′↑ck′↑〉 − 〈c−k′↓ck′↓〉]
=
1
2
∑
k′
g(k,k′) [〈ck′↑c−k′↑〉 − 〈ck′↓c−k′↓〉] , (18)
dy(k) = −i
∆k,↑↑ +∆k,↓↓
2
= −i
1
2
∑
k′
gk,k′ [〈c−k′↑ck′↑〉+ 〈c−k′↓ck′↓〉]
= i
1
2
∑
k′
gk,k′ [〈ck′↑c−k′↑〉+ 〈ck′↓c−k′↓〉] , (19)
8dz(k) =
∆k,↑↓ +∆k,↓↑
2
=
1
2
∑
k′
gk,k′ [〈c−k′↑ck′↓〉+ 〈c−k′↓ck′↑〉]
= −
1
2
∑
k′
gk,k′ [〈ck′↑c−k′↓〉+ 〈ck′↓c−k′↑〉] , (20)
where we use gk,k′ = −gk,−k′ to obtain the third lines of Eqs. (18)-(20) for later convenience. By substituting the
explicit form of the attractive interaction in Eq. (17) into the Eqs. (18)-(20), we obtain the gap equations for each
coefficient in the d-vector (i.e., Xν and Yν) as
Xx =
g0
2
∑
k
′
Φx(k) [〈ck↑c−k↑〉 − 〈ck↓c−k↓〉] , (21)
Yx =
g0
2
∑
k
′
Φy(k) [〈ck↑c−k↑〉 − 〈ck↓c−k↓〉] , (22)
Xy = i
g0
2
∑
k
′
Φx(k) [〈ck↑c−k↑〉+ 〈ck↓c−k↓〉] , (23)
Yy = i
g0
2
∑
k
′
Φy(k) [〈ck↑c−k↑〉+ 〈ck↓c−k↓〉] , (24)
Xz = −
g0
2
∑
k
′
Φx(k) [〈ck↑c−k↓〉+ 〈ck↓c−k↑〉] , (25)
Yz = −
g0
2
∑
k
′
Φy(k) [〈ck↑c−k↓〉+ 〈ck↓c−k↑〉] , (26)
where
∑′
k
represent the summation over k satisfying −ǫc ≤ ξk ≤ ǫc. We now discuss how to calculate 〈ckαc−kβ〉 and
〈c†−kαc
†
kβ〉 numerically. By diagonalizing the Bogoliubov-de Gennes (BdG) Hamiltonian Hˇk numerically, we obtain
the matrix Uˇk satisfying
Uˇ †
k
HˇkUˇk = Eˇk, Eˇk = diag [Ek,1, Ek,2, Ek,3, Ek,4] . (27)
By using the Bogoliubov transformation defined by
Ck = UˇkΓk, Γk = [γk,1, γk,2, γk,3, γk,4]
T (28)
with γk,j for j = 1-4 being the annihilation operator of the Bogoliubov quasi-particle satisfying
{γk,j , γ
†
k′,j′} = δk,k′δj,j′ , {γk,j , γk′,j′} = 0, (29)
the mean-filed Hamiltonian H in Eq. (9) is deformed as
H =
1
2
∑
k
∑
j=1-4
Ek,jγ
†
k,jγk,j +
1
2
∑
k,α
ξk −
1
2
∑
k
∑
α,β
∆k,αβ〈c
†
kαc
†
−kβ〉. (30)
To obtain 〈ckαc−kβ〉 and 〈c
†
−kαc
†
kβ〉, we consider
〈CkC
†
k
〉 =
[
Aˆk Bˆk
Bˆ
k
Aˆ
k
]
, (31)
(
Aˆk
)
α,β
= 〈ckαc
†
kβ〉,
(
Aˆk
)
α,β
= 〈c†−kαc−kβ〉, (32)(
Bˆk
)
α,β
= 〈ckαc−kβ〉,
(
Bˆk
)
α,β
= 〈c†−kαc
†
kβ〉. (33)
9By using Eq. (28), we can deform Eq. (31) as
〈CkC
†
k
〉 = Uˇk〈ΓkΓk〉Uˇ
†
k
= Uˇk


〈γk,1γ
†
k,1〉 0 0 0
0 〈γk,2γ
†
k,2〉 0 0
0 0 〈γk,3γ
†
k,3〉 0
0 0 0 〈γk,4γ
†
k,4〉

 Uˇ †k
= Uˇk


1− f(Ek,1) 0 0 0
0 1− f(Ek,2) 0 0
0 0 1− f(Ek,3) 0
0 0 0 1− f(Ek,4)

 Uˇ †k, (34)
where we use 〈γk,jγ
†
k,j′ 〉 = δj,j′ [1− f(Ek,j)] with
f(Ek,j) =
1
2
[
1− tanh
(
Ek,j
2T
)]
(35)
being the Fermi distribution function and with T representing the temperature. Since Uˇk and Eˇk are obtained
numerically, from Eq. (34), we can compute Bˆk and Bˆk including 〈ckαc−kβ〉 and 〈c
†
−kαc
†
kβ〉, respectively. By using
the numerically obtained 〈ckαc−kβ〉, we can solve the gap equation in Eqs. (21)-(26) by means of an iterative method.
More specifically, we first prepare 30 sets of the initial d-vectors for the iteration, where the coefficients Xν and Yν
for each initial d-vector are determined randomly. From the iteration, we obtain the 30 solutions for the gap equation
corresponding to the 30 initial d-vectors. We finally chose the most energetically stable solution having the largest
condensation energy defined as
Econd = − [〈H〉 − 〈H〉∆0=0] , (36)
where the second term represents the expectation value of the Hamiltonian in the absence of the pair potential. The
expectation value of the normal Hamiltonian 〈H〉∆0=0 is explicitly given by
〈H〉∆0=0 =
∑
k
∑
s=±
εk,sf(εk,s), (37)
εk,± = ξk ±
√
(Vx + λ sin ky)2 + (Vy − λ sin kx)2, (38)
where we obtain εk,± by diagonalizing hˆk in Eq. (12). The expectation value of the mean-field Hamiltonian 〈H〉 is
explicitly given as
〈H〉 =
1
2
∑
k
∑
j=1-4
Ek,j〈γ
†
k,jγk,j〉+
1
2
∑
k,α
ξk −
1
2
∑
k
∑
α,β
∆k,αβ〈c
†
kαc
†
−kβ〉
=
1
2
∑
k
∑
j=1-4
Ek,jf(Ek,j) +
1
2
∑
k,α
ξk +
1
2
∑
k
∑
α,β
∆k,αβ〈c
†
−kαc
†
kβ〉, (39)
where we use ∆k,αβ = −∆−k,αβ to obtain the last line of Eq. (39) for convenience. By using the numerically obtained
〈c†−kαc
†
kβ〉, we can compute the condensation energy Econd = − [〈H〉 − 〈H〉∆0=0], as well as 〈H〉 in Eq. (39).
We note that the normal Hamiltonian hˆk satisfies the relation of
Rˆ hˆk Rˆ
† = hˆk, Rˆ = σˆxK, (40)
where K represents the complex conjugation operator. Thus, the superconducting state with the pair potential ∆ˆk
is always degenerate with the superconducting state with ∆ˆ′
k
= Rˆ ∆ˆk Rˆ
T. Moreover, the superconducting state with
∆ˆk is degenerate with the superconducting states with e
iφ∆ˆk, where φ represents the arbitrary U(1) gauge. In our
numerical calculation, we choose one from these degenerate solutions: we fix the U(1) gauge satisfying Im[Xx] = 0,
and find the solution satisfying Im[Yx] ≥ 0.
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DETAILED STRUCTURE OF THE d-VECTOR
In this section, we show the detailed structure of the d-vector obtained from the gap equation in Eq. (16). In Figs. 4
(a1)-(a6), (b1)-(b6), (c1)-(c6), and (d1)-(d6), we show the coefficients of the d-vector, Xν and Yν , as a function of
the Zeeman potential. The magnetic field is applied to the y-direction as V = (0, Vy, 0). In Figs. 4 (a1)-(a6), we
show the results for the nearest-neighbor (NN) pairing dominant case (η = 0.5) with the antisymmetric spin-orbit
coupling (ASOC) potential λ = 0.5∆0. For the Zeeman potentials smaller than a critical magnitude Vc = 0.441∆0,
we find that Xy (Yx) has the negative (positive) finite real value, while other coefficients is almost zero. Moreover,
the relation of Re[Xy] ≥ Re[Yx] holds. Thus, the d-vector for Vy < Vc is approximately given in the form of
dk ∝ (−Φy(k), δΦx(k), 0), (41)
with 0 < δ < 1, which is equivalent to the d-vector of the helical state discussed in the main text,
dh
k
∝ (Φy(k),−δΦx(k), 0). (42)
When the Zeeman potential across the critical value Vc = 0.441∆0, the structure of the d-vector is suddenly changed.
For Vy > Vc, we find that Xx (Xy) becomes finite real (pure imaginary) number, while other coefficients are almost
zero. Moreover, the relation of |Xx| ≈ |Xy| holds. Therefore, the d-vector for Vy > Vc is approximately given in the
form of
dck ∝ (Φy(k)± iΦx(k), 0, 0), (43)
which describes the chiral states of the spin-triplet superconductor discussed in the main text. In Figs. 4 (b1)-(b6),
we show the results for the NN pairing dominant case (η = 0.5) with λ = 1.5∆0. For small Zeeman potentials, we find
the helical states described by dh
k
. However, when the Zeeman potential exceeds the critical value of V ′c = 0.981∆0,
all coefficients of the d-vector suddenly drop to zero. Namely, we obtain the normal states for Vy > V
′
c . In Figs. 4
(c1)-(c6) and (d1)-(d6), we show the results for next-nearest-neighbor (NNN) pairing dominant case (η = 2.0) with
λ = 0.5∆0 and λ = 1.5∆0, respectively. Although the critical values for the phase transition are different, we obtain
the qualitatively the same results as in the NN pairing dominant case. Namely, even with the NNN pairing dominant
case, we find the phase transition from the helical state of dh
k
to the chiral state of dc
k
for the small ASOC potential
(λ = 0.5∆0), and find the phase transition from the helical state to the normal state of dk = 0 with the large ASOC
potential (λ = 1.5∆0). The phase diagrams in the main text is obtained by calculating the detailed structure of the
d-vector for various amplitudes of ASOC potentials λ.
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NN pairing dominant (η=0.5) with λ=0.5
FIG. 4. Coefficients of the d-vector, Xν and Yν , as a function of the Zeeman potential Vy. In (a1)-(a6) and (b1)-(b6), we
consider the NN pairing dominant case (η = 0.5) with λ = 0.5∆0 and λ = 1.5∆0, respectively. In (c1)-(c6) and (d1)-(d6), we
consider the NNN pairing dominant case (η = 1.5) with λ = 0.5∆0 and λ = 1.5∆0, respectively.
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HAMILTONIAN FOR NORMAL-METAL/SUPERCONDUCTOR JUNCTIONS
In this section, we show the Hamiltonian used for calculating the differential conductance in a normal-
metal/superconductor junction. We consider the junction interface perpendicular to the x-direction, where the
superconductor (normal-metal) segment located for x ≥ x0 (x < x0) as shown in Fig. 5. In the y-direction, the
periodic boundary condition is applied. We describe the present junction by the BdG Hamiltonian as
HNS =
1
2
∑
ky
∞∑
x=−∞
[
C
†
x+1TˇxCx +C
†
xTˇ
†
xCx+1 +C
†
xHˇxCx
]
, (44)
Cx =
[
cx,ky,↑, cx,ky,↓, c
†
x,−ky,↑
, c†x,−ky,↓
]T
, (45)
Tˇx =


TˇN for x < x0 − 1
Tˇint for x = x0 − 1
TˇS for x ≥ x0
, Hˇj =
{
HˇN for x < x0
HˇS for x ≥ x0
, (46)
TˇN =
[
tˆN (ky) 0
0 −tˆN (ky)
]
, TˇS =
[
tˆN (ky) tˆ∆
−tˆ∗∆ −tˆN(ky)
]
, Tˇint =
[
−tintσˆ0 0
0 tintσˆ0
]
, (47)
HˇN =
[
hˆN (ky) 0
0 −hˆ∗N (−ky)
]
, HˇS =
[
hˆN (ky) hˆ∆(ky)
−hˆ∗∆(−ky) −hˆ
∗
N (−ky)
]
, (48)
tˆN = (−t− 2t
′ cos ky)σˆ0 −
iλ
2
σˆy, (49)
hˆN (ky) = (−2t cosky − µ)σˆ0 + (λ sin ky + Vx)σˆx + Vy σˆy, (50)
tˆ∆ =
i∆0
2
[−Xxσˆz + iXyσˆ0 +Xzσˆx] (1− η cos ky)−
η∆0
2
[−Yxσˆz + iYyσˆ0 + Yz σˆx] sin ky, (51)
hˆ∆(ky) = [−Yxσˆz + iYyσˆ0 + Yz σˆx] sinky , (52)
where c†x,ky,α (cx,ky,α) is creation (annihilation) operator of an electron at x-th layer with momentum parallel to the
junction interface ky and spin α. The hopping integral at the junction interface is given by tint. In the main text, we
chose tint = 0.05 to describe the low-transparency junction. We determine the coefficients in the pair potential, Xν
and Yν for ν = x, y, z, by the gap equation in Eq. (16).
s tint
x
y
z
nfffiflffi !"#
x = x0
FIG. 5. Schematic image of the normal-metal/spin-triplet superconductor junction on the tight-binding model. The junction
interface is located at x = x0, where the hopping integral between the normal-metal and superconductor segment is given by
tint. In the y-direction, we apply the periodic boundary condition.
