Abstract. Let B = A X|dX = t be an extended DG algebra by the adjunction of variable of positive even degree n, and let N be a semi-free DG B-module that is assumed to be bounded below as a graded module. We prove in this paper that N is liftable to A if Ext 
introduction
Lifting problems of algebraic structures appear in various phases of algebra theory. In fact many authors have studied variants of liftings in their own fields such as modular representation theory, deformation theory and commutative ring theory etc. From the particular view point of ring theory, the lifting problem and their weak variant called weak lifting problem were systematically investigated firstly by M.Auslander, S.Ding and Ø.Solberg [1] . The second author of the present paper extended the lifting problems to chain complexes and developed a theory of weak liftings for complexes in [10] . On the other hand in the papers [7, 8] , the lifting or weak lifting problems were generalized into the corresponding problems for DG modules, however they only considered the cases of Koszul complexes that are DG algebra extensions by adding one variable of odd degree. In contrast, our main target in the present paper is the lifting problem for DG algebra extension obtained by adding a variable of positive even degree.
Let A be a commutative DG algebra over a commutative ring R, and X be a variable of degree n = |X|. Then we can consider the extended DG algebra A X|dX = t that is obtained by the adjunction of variable X with relation dX = t, where t is a cycle in A of degree n − 1. Note that if n is odd, then A X|dX = t = A ⊕ XA as a right A-module, which is somewhat similar to a Koszul complex. In contrast, if n is even, A X|dX = t = i≥0 X (i) A is a free algebra over A with divided variable X that resembles a polynomial ring. In each case there is a natural DG algebra homomorphism A → A X|dX = t . See §2 below for more detail.
In general, let A → B be a DG algebra homomorphism. Then a DG B-module N is said to be liftable to A if there is a DG A-module M with the property N ∼ = B ⊗ A M as DG B-modules. In such a case M is called a lifting of N. We are curious about the lifting problem for the particular case that B = A X|dX = t . The both papers 0 2010 Mathematics Subject Classification. Primary 13D07 ; Secondary 16E45 [7, 8] treated the lifting problem in such cases but with the assumption that |X| is odd. They actually showed that the vanishing of Ext |X|+1 B (N, N) implies the weak liftability of N.
We consider the lifting problem for A → B = A X|dX = t in the case that |X| is positive and even. Surprisingly enough we are able to show in this paper that the vanishing of Ext |X|+1 B (N, N) implies the liftablity (not a weak liftability) and moreover the vanishing of Ext |X| B (N, N) implies the uniqueness of such a lifting. To say more precisely, the following is our main theorem of this paper that answers the question raised in [8, Remark 3.8] .
Theorem. (Theorem 4.7 and Theorem 4.9) Let A be a DG R-algebra, where R is a commutative ring. Let B = A X|dX = t denote a DG R-algebra obtained from A by the adjunction of variable X of positive even degree. Further assume that N is a semi-free DG B-module.
(1) Under the assumption that N is bounded below as a graded R-module, if Ext In §2 we prepare the necessary definitions and notations for DG algebras and DG modules that will be used in this paper. In §3 we introduce the notion of j-operator and give several useful properties of j-operators. §4 is a main body of the present paper, where we prove the main theorem above.
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Preliminary on DG algebras and DG modules
We summarize some definitions and notations that will be used in this paper. Throughout the paper, R always denotes a commutative ring. Basically all modules considered in the paper are meant to be R-modules and all algebras are R-algebras.
Let A = n≥0 A n be a non-negatively graded R-algebra equipped with a graded R-
A is called a (commutative) differential graded R-algebra, or a DG R-algebra for short, if it satisfies the following conditions:
(1) For homogeneous elements a and b of A, ab = (−1) |a||b| ba where |a| denotes the degree of a. Moreover if |a| is odd, then a 2 = 0. (2) The graded R-algebra A has a differential structure, by which we mean that
|a| ad A (b) for homogeneous elements a and b of A.
Note that all DG algebras considered in this paper are non-negatively graded Ralgebras. We often denote by A ♮ the underlying graded R-algebra for a DG R-algebra A.
Let f : A → B be a graded R-algebra homomorphism between DG R-algebras. By definition f is a DG algebra homomorphism if it is a chain map, i.e., d B f = f d A . Let A be a DG R-algebra and M = n∈Z M n be a graded left A-module equipped with a graded R-linear map
is called a left differential graded A-module, or a DG A-module for short, if it satisfies the following conditions:
(1) The graded module M has a differential structure, i.e.,
Note that every left differential graded A-module M can be regarded as a right graded differential A-module by defining the right action as ma = (−1) |a||m| am for a ∈ A and m ∈ M. Similarly to the case of DG algebras, M ♮ denotes the underlying graded
To recall the definition of tensor products of DG modules, let M and N be DG A-modules. Then the graded tensor product M ♮ ⊗ A ♮ N ♮ of graded modules has the differential mapping defined by
The tensor product of DG A-modules is denoted by M ⊗ A N, by which we mean the Let A be a DG R-algebra and let M, N be DG A-modules. A graded R-module homomorphism f : M → N of degree r (r ∈ Z) is, by definition, an R-linear mapping from M to N with f (M n ) ⊆ N n+r for all n ∈ Z. In such a case we denote |f | = r. The set of all graded R-module homomorphisms of degree r is denoted by Hom R (M, N) r . Then Hom R (M, N) = r∈Z Hom R (M, N) r is naturally a graded R-module. A graded R-module homomorphism f ∈ Hom R (M, N) r is called A-linear if it satisfies f (am) = (−1) r|a| af (m) for a ∈ A and m ∈ M. We denote by Hom A (M, N) r the set of all A-linear homomorphisms of degree r. Then Hom A (M, N) = r∈Z Hom A (M, N) r has a structure of graded A-module, on which we can define the differential as follows:
In such a way we have defined the DG A-module Hom A (M, N) . By definition, a DG A-homomorphism f : M → N is an A-linear homomorphism of degree 0 that is a cycle as an element of Hom A (M, N). A DG A-homomorphism f : M → N gives a DG A-isomorphism if f is invertible as a graded A-linear homomorphism. On the other hand a DG A-homomorphism f : M → N is called a quasi-isomorphism if the homology mapping H(f ) :
A DG A-module F is said to be semi-free if F ♮ possesses a graded A ♮ -free basis E which decomposes as a disjoint union E = i≥0 E i of subsets indexed by natural numbers and satisfies
which is a quasi-isomorphism. It is known that any DG A-module has a semi-free resolution. See [3, Theorem 8.3.2 ] . Given a DG A-module M, and taking a semi-free resolution F M → M, one can define the ith extension module by
which is known to be independent of choice of a semi-free resolution of
There is a well-known way of construction of a DG algebra that kills a cycle by adjunction of a variable. See [2] , [6] and [9] for details. To make it more explicit, let A be a DG R-algebra and take a homogeneous cycle t in A. We are able to construct an extended DG R-algebra B of A by the adjunction of a variable X with |X| = |t| + 1 which kills the cycle t in the following way. In both cases, we denote B by A X|dX = t .
(1) If |X| is odd, then B = A ⊕ XA with algebra structure X 2 = 0 in which the differential is defined by
A which is an algebra with divided powers of variable X. Namely it has the multiplication structure
(Here we use the convention X (0) = 1, X (1) = X.) Adding to the derivation property, the differential on B is simply defined by the rule
hence it is given as follows for general elements:
In each case there is a natural DG R-algebra homomorphism A → B = A X|dX = t . As we have mentioned in the introduction, we are interested in DG B-modules N that are liftable to A, particularly in the case (2) above, that is |X| is even. In fact, S. Nasseh and Y. Yoshino have studied a liftable condition, or more generally a weak liftable condition, for DG B-modules in the case where |X| is odd. See [8, Theorem 3.6] for more detail.
the j-operator
As in the last of the previous section, A is a DG R-algebra in which we take a cycle t, that is, d
A t = 0. Our specific assumption here is that |t| is an odd non-negative integer. We denote by B = A X|dX = t the extended DG algebra of A by the adjunction of variable X that kills the cycle t. Since |X| is even, note that
where the right hand side is a direct sum of right A-modules. Let N be a DG B-module, and we assume the following conventional assumption:
Note that if N is a semi-free DG B-module, then, since N ♮ is a free B ♮ -module, it is always under such a circumstance. By virtue of the decomposition (3.0.1), we may write N ♮ as follows under the assumption (3.0.2):
Note that there are equalities of R-modules
for all n ∈ Z. Now let r be an integer and let f ∈ Hom R (N, N) r . Recall that f is R-linear with f (N n ) ⊆ N n+r for all n ∈ Z. Given such an f , we consider the restriction of f on M, i.e. f | M ∈ Hom R (M, N) r . Along the decomposition (3.0.3), one can decompose f | M into the following form:
Note that the decomposition (3.0.4) is unique as long as we work under the fixed setting (3.0.3). We call the equality (3.0.4) the expansion of f | M and often call f 0 the constant term of f | M .
Taking the expansion of f | M as in (3.0.4), we consider the graded R-linear homo-
which belongs to Hom R (M, N) r−|X| . This R-linear mapping ϕ can be extended to an
In such a way we obtain j(f ) ∈ Hom R (N, N) r−|X| .
Summing up the argument above we get the mapping j : Hom R (N, N) r → Hom R (N, N) r−|X| for all r ∈ Z, which we call the j-operator on Hom R (N, N) . For the later use we remark that the actual computation of j(f ) is carried out in the following way; (3.0.5)
for n ≥ 0 and m ∈ M.
Theorem and Definition 3.1. Under the assumption (3.0.2) we can define a graded R-linear mapping j :
Remark 3.2. The notion of j-operator was first introduced by J. Tate in the paper [9] and extensively used by T.H. Gulliksen and G. Levin [9] .
In the rest of the paper we always assume the condition (3.0.2) for a DG B-module N.
Definition 3.3. We denotes by E the set of all B-linear homomorphisms on N, i.e., E = Hom B (N, N) . Note that E ⊆ Hom R (N, N) and that a homogenous element f ∈ Hom R (N, N) belongs to E if and only if f (bn) = (−1) |b||f | bf (n) for b ∈ B and n ∈ N.
We say that a graded R-linear mapping δ ∈ Hom R (N, N) is a B-derivation if it satisfies |δ| = −1 (i.e., δ ∈ Hom R (N, N) −1 ) and δ(bn) = d B (b)n + (−1) |b||δ| bδ(n) for b ∈ B and n ∈ N. We denote by D the set of all B-derivations on N.
Remark 3.4.
(1) Assume that an R-linear mapping δ : N → N satisfies the derivation property
Since |d B (b)n| = |b| + |n| − 1 and |bδ(n)| = |b| + |n| + |δ|, if |δ| = −1 then δ is never a graded mapping. (2) If δ ∈ D then the actual computation for δ is carried out by the following rule:
Note that the both E and D are graded R-submodules of Hom R (N, N).
Lemma 3.5. Under the assumption (3.0.2), any A-linear homomorphism α : M → M is uniquely extended toα ∈ E such that the constant term of the expansion ofα| M equals α. Similarly any A-derivation β : M → M is uniquely extended toβ ∈ D such that the constant term of the expansion ofβ| M equals β.
In both cases, we have j(α) = 0 and j(β) = 0.
Proof. In each case the extension is obtained by making the tensor product with B over A:
More precisely, any element n ∈ N is written as n = i≥0 X (i) m i for m i ∈ M along (3.0.3), and taking into account the linearity ofα and the derivation property ofβ, we can define them by the following equalities:
Their uniqueness follows from the next lemma.
Lemma 3.6. Assume that f, g ∈ E and δ, δ ′ ∈ D. Then the following assertions hold.
Proof.
(1) Assume f | M = g| M . For each n ∈ N we decompose it into the form n = i≥0 X (i) m i along the decomposition (3.0.3). Since f and g are B-linear, we have
Noting from Remark 3.4(3) that δ − δ ′ is a B-linear homomorphism, we see that δ − δ ′ = 0 by virtue of (1).
Lemma 3.7. The following assertions hold.
Then the constant term δ 0 of the expansion of δ| M is an A-derivation on M.
As a consequence, the j-operator defines a mapping E ∪ D → E.
Since f is B-linear and noting that |f | ≡ |f i |(mod 2), we see that
for a ∈ A and m ∈ M. Thus by the uniqueness of expansion it is easy to see that
Namely each f i is A-linear, and therefore j(f )| M = i≥0 X (i) f i+1 is A-linear as well. Meanwhile, it follows from the definition of j(f ) or (3.0.5) that j(f ) commutes with the action of X on N. Thus j(f ) is B-linear, and j(f ) belongs to E.
(2), (3); Write δ| M = i≥0 X (i) δ i . Since δ is a B-derivation, we have equalities;
for a ∈ A and m ∈ M. On the other hand, δ(am) = i≥0 X (i) δ i (am). Comparing these equalities and noting that |δ| ≡ |δ i |(mod 2) for all i ≥ 0, we eventually have
which implies the required results in (2) and (3).
Proposition 3.8. The following equalities hold for f, g ∈ E and δ, δ ′ ∈ D.
(1) j(f g) = j(f )g + f j(g).
Before proving Proposition 3.8, we should remark that graded R-module homomorphisms f δ, δf and δδ ′ do not necessarily belong to E or D, and neither do j(f δ), j(δf ) and j(δδ ′ ). The equalities in (2)-(4) hold only when they are restricted on M.
(1) Note from Lemma 3.7 that j(f g), j(f )g and f j(g) are elements of E. By this reason, we have only to show that j(f g)| M = j(f )g| M +f j(g)| M by Lemma 3.6. Taking the expansions as f | M = i≥0 X (i) f i and g| M = i≥0 X (i) g i , we have the equalities:
Hence it follows from the definition of j-operator that
On the other hand, we have equalities;
.
Recall from the previous lemma that the constant term δ 0 in the expansion δ| M = i≥0 X (i) δ i is an A-derivation on M. Setδ 0 as the extended B-derivation of δ 0 on N defined by means of Lemma 3.5. Then as we noted in Remark 3.4 (3), δ −δ 0 is Blinear of degree |δ| = −1. Moreover we see that j(δ −δ 0 ) = j(δ), since j(δ 0 ) = 0. Thus it follows from the equality (1) of the present lemma that j(
Therefore we have that
Hence it is enough to prove the equality in the case where δ =δ 0 , that is,
To prove this, take the expansion as f | M = i≥0 X (i) f i , and we get
Then it follows that
This proves (3.8.1). (3) Similarly to (2), it is sufficient to prove the equality j(fδ
as desired.
(4) Let δ 0 be the constant term of the expansion δ| M = i≥0 X (i) δ i . As in the proof of (2) we take the extensionδ 0 of δ 0 , and hence it holds that δ −δ 0 is B-linear, and that j(δ −δ 0 ) = j(δ). Now applying the equality proved in (2), we have that
In contrast, we have
Combining these equalities, we obtain the equality:
Thus it is enough to prove the following equality:
To prove (3.8.
be the expansion, and we have that
On the other hand, we havẽ
It proves the equality (3.8.4).
Corollary 3.9. Let f ∈ E, and assume that f is invertible in E. Then we have equalities:
(1) It follows from Proposition 3.
. On the other hand, it holds j(f f −1 ) = j(id N ) = 0, hence the equality (1) follows. (2) First of all we note that both j(f )δf −1 + f δj(f −1 ) and f j(δ)f −1 are B-linear. To verify this fact we remark that the following equalities hold:
where the last equality holds because of (1). On the other hand, since f δf −1 belongs to D, j(f δf −1 ) is B-linear as well. Therefore it is enough to prove the equality:
Meanwhile, Proposition 3.8(3) implies that
Summarizing (3.9.1) and (3.9.2), we see that
where the last equality holds by virtue of (1) in the present corollary. This completes the proof.
main results
Now we are able to prove the main theorems of this paper. See Theorem 4.7 and Theorem 4.9 below.
In the rest of the paper, A always denotes a DG R-algebra and B = A X|dX = t is an extended DG algebra by the adjunction of variable X that kills the cycle t ∈ A, where |X| is a positive even integer. Let N be a DG B-module and we always assume here that N is semi-free. We are interested in the conditions that sufficiently imply the liftability of N to A. Since N ♮ is free as a B ♮ -module, the condition (3.0.2) is satisfied, that is, there is a graded
The differential mapping ∂ N on N belongs to D which, we recall, is the set of all Bderivations on N. It thus follows from Lemma 3.7 that j(∂ N ) is B-linear, equivalently j(∂ N ) ∈ E. This specific element of E will be a key object when we consider the lifting property of N in the following argument. This is the reason why we make the following definition of ∆ N as (4.0.1)
Recall again from Lemma 3.7 that ∆ N is a B-linear homomorphism on N such that |∆ N | = −|X| − 1 is an odd integer. As we see in the next lemma, ∆ N defines an element of Ext Proof. Noting that ∂ N 2 = 0, we have from Proposition 3.
On the other hand it is easily seen that j(
In the proof of our main theorems, we shall need some argument on automorphisms on the DG B-module N. The following lemma is a preliminary for that purpose.
Lemma 4.3. Let ϕ : N → N be a graded B-linear endomorphism of degree 0. As before we assume that the expansion is given as ϕ| M = i≥0 X (i) ϕ i . If ϕ is a B-linear automorphism on N, then the constant term ϕ 0 is an A-linear automorphism on M.
Proof. Take a graded B-linear endomorphism ψ such that ϕψ = id N = ψϕ. Writing ψ| M = n≥0 X (n) ψ n as well, we see that ϕψ| M = id M implies that the constant term
A DG module L, or more generally a graded module L = i∈Z L i , is said to be bounded below if L −i = 0 for all suffieceintly large integers i. A graded endomorphism f on a graded module L is said to be locally nilpotent if, for any x ∈ L, there is an integer n x ≥ 0 such that f nx (x) = 0, where f nx denotes the n x times iterated composition of f .
The converse of Lemma 4.3 holds in several cases. The following is one of such cases. Proof. Note that ϕ is an automorphism if and only if so is (B ⊗ A ϕ −1 0 )ϕ. Hence we may assume ϕ 0 = id M . Setting f = ϕ − id N , we are going to prove that f is locally nilpotent. For this we note that f (M) ⊆ i≥1 X (i) M. Then, since f is B-linear, we can show by induction on n > 0 that
Since f has degree 0 as well as ϕ, the graded piece M r of M of degree r is mapped by
Since M ⊆ N is a graded A-submodule, we remark that M is also bounded below. For a given integer r, we can take an integer n that is large enough so that M r−i|X| = 0 for all i ≥ n, since |X| > 0. We thus have from the above that f n (M r ) = 0. This shows that f is locally nilpotent as desired.
n f n +· · · is a well-defined B-linear homomorphism on N, and in fact it is an inverse of ϕ = id N + f .
The following is a key to prove one of the main theorems.
Proposition 4.5. Let f be a graded B-linear endomorphism of degree −|X| on N and g 0 be a graded A-linear homomorphism of degree 0 on M. Then there is a graded B-linear endomorphism g of degree 0 on N satisfying that j(g) = gf and g 0 is the constant term of g.
Proof. Take the expansion of f as f | M = n≥0 X (n) f n . Note here that each f n is a graded A-linear endomorphism on M of degree −|X|(n + 1) for n ≥ 0. Setting g| M = n≥0 X (n) g n , we want to determine each g n so that g satisfies the desired conditions.
Recall that
n i g i f n−i . Comparing these equalities, we obtain the following equations for g n (n ≥ 0) to satisfy the required conditions;
Starting from g 0 and using these equalities, we can determine the graded A-linear homomorphism g n by the induction on n ≥ 0. Thus define g as a linear extension of g| M to N, that is, g = B ⊗ A g| M . This is a B-linear endomorphism on N of degree −|X|, and satisfies all the desired conditions. Proof. In the expansion In the rest of the paper we consider the uniqueness of liftings. The following lemma will be necessary for this purpose. 
