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Abstract
We give a rigorous construction of analytically regularized Feynman integrals in D-
dimensional Minkowski space as meromorphic distributions in the external momenta,
both in the momentum and parametric representation. We show that their pole struc-
ture is given by the usual power-counting formula and that their singular support is
contained in a microlocal generalization of the (+α)-Landau surfaces. As further appli-
cations, we give a construction of dimensionally regularized integrals in Minkowski space
and prove discontinuity formula for parametric amplitudes.
Zusammenfassung
Wir geben eine rigourose Konstruktion von analytisch-regularisierten Feynman-Integralen
im D-dimensionalen Minkowski-Raum als meromorphe Distributionen in den externen
Impulsen, sowohl in der Impuls- als auch in der parametrischen Darstellung. Wir zeigen,
dass ihre Pole durch die üblichen Power-counting Formeln gegeben sind, und dass ihr
singulärer Träger in mikrolokalen Verallgemeinerungen der (+α)-Landauflächen enthal-
ten ist. Als weitere Anwendungen geben wir eine Konstruktion von dimensional reg-
ularisierten Integralen im Minkowski-Raum und beweisen Diskontinuitätsformeln für
parametrische Amplituden.
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1 Introduction
1.1 Perturbative quantum field theory
Quantum field theory is the hugely successful symbiosis of quantum mechanics and special
relativity. It provides some of the most accurately verified theoretical prediction in all
of physics and distills the myriad particle phenomena into an elegant and consistent
framework. Yet, for a mathematician, the derivations and calculations in QFT often
seem wondrous and sometimes even scandalous. Certain things like the Feynman path
integral are, mathematically speaking, still indistinguishable from magic. This thesis
tries to shed some light on some of the mathematical structures appearing in perturbative
quantum field theory.
A main concern of perturbative QFT is the predictions of particle scattering experi-
ments. These predictions are given by summing amplitudes of certain graphs naturally
associated to the theory. For a graph G in a D-dimensional scalar theory, such an am-
plitude takes the form
IG(p) =
∫
RD|EG|
∏
v∈VG
δD(pv + kv)
∏
j∈EG
∆(kj ,mj)d
Dkj .
Here EG is the set of edges of G, VG its set of vertices and
∆(k,m) =
1
k2 −m2 + iϵ
is the Feynman propagator, expressed in terms of the Minkowski metric
k2 = k20 −
D−1∑
i=1
k2i .
Remark 1.1.1. We have somewhat simplified the usual Feynman rules, ignoring factors
of i, pi and the coupling constants, since these will be irrelevant for our purposes. We
also deleted the external half-edges which are usual attached to a Feynman graph and
combined the corresponding external momenta into the associated vertex.
Two issues are immediately apparent when looking at the amplitude IG. First, it is
not clear that the integrand falls off sufficiently rapidly at infinity to ensure convergence.
In fact this is often false and to obtain mathematically and physically meaningful results,
one employs an intricate subtraction procedure called a renormalization scheme (See e.g.
[Col84]). We will not consider renormalized amplitudes here, but will stop at the half-way
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mark and consider regularized integrals. Most of the time, we will consider analytically
regularized integrals, which consist of the replacement
(k2j −m2j + iϵ)−1 ↦→ (k2j −m2j + iϵ)−λj .
where λj ∈ C is a complex parameter. The expectation is then that a judicious choice
of λj dampens the growth of the integrand enough to yield convergent integrals. This
becomes subtle when some of the masses mj are vanishing. Improving the convergence
at infinity then worsens the singularity at kj = 0 and vice versa. We will see in Chapter
7, when this balancing act is successful.
A more intricate issue is the singularity of the propagator at k2 = m2. The usual ploy
to avoid the singular locus consist of giving the denominator a small imaginary part iϵ
as we did above. But what is usually meant by this expression in the QFT literature, is
in fact the limit
1
k2j −m2j + i0
= lim
ϵ→0+
1
k2j −m2j + iϵ
.
This limit does not exist in the space of smooth functions and must be understood as
a distribution. Understanding these boundary value distributions will make up a large
part of this thesis.
Having now a clear view of the problems before us, it is time to look for solutions.
We advocate in favour of two mathematical frameworks: Toric geometry and algebraic
analysis.
1.2 Toric geometry
To understand the possible divergences describe above, we will usually try to construct
explicit algebraic compactification of the integration domains. In fact, we will only need
to consider rather special compactifications, which are constructed as iterated blow-ups
of projective space or products of projective spaces along coordinate linear subspaces.
These are examples of smooth toric varieties and we can use the powerful combinatorial
machinery of toric geometry to understand their structure.
We will review the theory of toric varieties in chapter 3. Our exposition stresses the role
of Cox’s homogeneous coordinate ring [Cox95] and the associated quotient construction,
which expresses any smooth, toric variety without torus factors as the geometric quotient
XΣ = CΣ(1)\ZΣ//GΣ.
This allows us to express many constructions on the variety XΣ in terms of the global
affine coordinates of CΣ(1). In chapter 5, we will give a construction of distributional
densities on the real locus XΣ(R) in terms of appropriate distributions on RΣ(1), which
might be of independent interest.
The varieties we are interested in actually turn out to be toric versions of the wonderful
model compactifications of De Concini and Processi [DCP95]. We will give a convenient
description of these varieties in terms of building and nested sets, based on the combi-
natorial results of Feichtner and Kozlov [FK04].
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Remark 1.2.1. A special case of toric wonderful models associated to Feynman graphs
were introduced by Bloch, Esnault and Kreimer in the seminal paper [BEK06], to study
motives and periods of scaleless graphs. Their construction was later extended by Brown
[Bro17] to graphs with nontrivial kinematics. The toric structure of these varieties was
used in [BK08] to relate the process of renormalization to mixed Hodge structures.
Wonderful models were also used by Berghoff in [Ber15], to describe position-space
amplitudes.
1.3 Algebraic and microlocal analysis
A general setting to study boundary values of holomorphic functions is the following: Let
M be a real analytic manifold. A complexification of M is an embedding M ↪→ X into a
complex manifold X which is locally isomorphic to the inclusion Rn ↪→ Cn. Let Ω ⊆ X
be an open subset which contains M in its closure. We then want to obtain distributions
on M from appropriate holomorphic functions on Ω.
These kind of questions are intensely studied by Sato’s school of algebraic analysis.
Sato introduced the more general space of hyperfunctions BM , which admit a very general
(but quite formal) notion of boundary values.
A key point of Sato’s theory is to keep track of the direction of the boundary values
by associating to every distribution or hyperfunction u on the manifold M a subset in
its conormal bundle SS(u) ⊆ T ∗MX. Operations which are usually ill-defined for distri-
butions, like restrictions or taking products, are then possible if their singular support
SS(u) is sufficiently non-characteristic. These kinds of arguments now go under the name
of microlocal analysis.
Remark 1.3.1. Feynman integrals have been intensively studied with the techniques of
algebraic and microlocal analysis in the seventies (see e.g. [SMJO76], [KK76], [KK77],
[KK]). The present work can be seen as a natural continuation of their efforts with
modern and hopefully more accessible methods.
An introduction to the classical theory of hyperfunctions can be found in [KKK86]
and [SKK72]. We will in fact go a slightly different route and base our presentation
on the moderate cohomology functor of Kashiwara and Schapira [KS96] as well as the
microlocal sheaf theory developed by the same authors in [KS94]. This will allow us to
give a modern and flexible account of boundary value distributions and their microlocal
structure, and relate it more naturally to the classical theory of distributions developed
in e.g. [Hör98].
Our exposition centers on the boundary values from admissible open subset Ω ⊆ X,
which are defined by a mild regularity condition on their boundary ∂Ω. The non-
characteristic conditions above can then be expressed in terms of the geometry of these
open subsets using the microlocal sheaf theory of [KS94].
Example 1.3.2. Suppose f : X → C is a holomorphic function, which is real-valued on
M and such that 0 is not a critical value. Then Ωf = {z ∈ X | Im(f(z)) > 0} is an
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admissible subset in a neighbourhood of f−1(0) and
1
(f(x) + i0)−λ
:= bΩf (f(z)
−λ),
extends to a globally defined distribution.
Applying this with f(k) = k2 −m2 for m > 0 gives the interpretation of the (analyti-
cally regularized) Feynman propagator
∆(k,m, λ) =
1
(k2 −m2 + i0)λ ,
we will use throughout this thesis. Note that the same argument gives a construction of
the massless propagator ∆(k, 0, λ) as a distribution on RD\{0}, but we can not imme-
diately define ∆(k, 0, λ) at the singular point k = 0. We will construct an extension of
∆(k, 0, λ) to RD in chapter 6.
1.4 Regularized amplitudes
Coming back to Feynman graphs, we will give a rigorous construction of the analytically
regularized Feynman integral IG(λ), by extending it to suitable toric compactification of
the integration domain. This approach is based on the work of Sato et. al.[SMJO76],
and we give an alternative proof of the following result of loc.cit.
Theorem 1.4.1. The regularized amplitude IG(λ) is a well-defined, meromorphic distri-
bution on V extG (RD), the space of D-dimensional external momenta. Its singular support
satisfies
SS(IG(λ)) ⊆
⋃
γ⊆G,η⊆G0
Eγ∩Eη=∅
L+G\η/γ ,
where G0 ⊆ G is the subgraph consisting of all massless edges and L+G\η/γ are microlocal
versions of the classical (+α) Landau surfaces.
In the last chapter, we also consider Feynman integrals in the parametric representa-
tion. We will prove that the parametric integral
IparG (λ,D) =
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)
(
ψG(x)
ΦG(p, x) + i0
)ωG
ψG(x)
−D
2 |Ω|XB ,
is a well-defined meromorphic distribution outside a small set LsG ⊆ V extG (RD) of special
momenta. Here ψG and ΦG are the first and second Symanzik polynomials and XB is a
convenient toric wonderful model, constructed as an iterated blow-up of PEG , e.g. the
motic blow-up constructed in [Bro17].
A version of the Feynman trick then gives the following.
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Theorem 1.4.2. Outside LsG, the regularized amplitude can be expressed as
IG(λ) = δ
D(
∑
a∈V extG
pa)(−i)h1(G)(D−1)piD2 h1(G) Γ(ωG)∏
i∈G Γ(λi)
IparG (λ,D).
This gives an immediate construction of dimensionally regularized amplitudes. For a
fixed choice of parameters λ0i ∈ N, we can simply define the dimensionally regularized
amplitude outside LsG as
IDRG (D) = δ
D(
∑
a∈V extG
pa)(−i)h1(G)(D−1)piD2 h1(G) Γ(ωG)∏
i∈G Γ(λi)
IparG (λ
0, D).
Remark 1.4.3. For scalar graphs, we would set λ0i = 1, but other propagator structures
naturally appear in the tensor reduction of higher spin theories, see e.g. [Tar96].
1.5 Parametric discontinuity formula
Discontinuity formula and dispersion relations have a long history in quantum field the-
ory and are still an important calculational tool. We refer to [Zwi16] for a recent review.
Especially Cutkosky’s cutting rules [Cut60] give a physically intuitive formula for calcu-
lating discontinuities in momentum space, based on the simple replacement
1
k2j −m2j + i0
↦→ (−2pii)Θ(kj0)δ(k2j −m2j ),
for the edges j of the cut. Surprisingly, these rules have only recently been given a math-
ematically rigorous footing by Bloch and Kreimer [BK15], using the geometric methods
of Pham [Pha].
We will not consider Cutkosky rules in this thesis, but will instead supplement the
above formula by proving a (apparently new) discontinuity formula in the parametric
representation. We will restrict to massive 2-point graphs, i.e. graphs with 2 external
vertices. Then the parametric amplitude Ipar(λ,D, p) = Ipar(λ,D, s) can be expressed
in terms of the channel variable s = p2a, where pa is one of the two external vertices. It
is easy to show that Ipar(λ,D, s) is the boundary value
Ipar(λ,D, s) = I˜(λ,D, s+ i0),
where I˜(λ,D, s) is a multivalued function in s ∈ C, which has a single-valued branch on
C\R≥0. We define the discontinuity of IparG (λ,D, s) as
Disc IparG = I˜(λ,D, s+ i0)− I˜(λ,D, s− i0).
The following discontinuity formula then follows easy from the formalism developed in
this thesis.
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Theorem 1.5.1. The discontinuity
Disc IparG = I˜(λ,D, s+ i0)− I˜(λ,D, s− i0).
can be expressed as the integral
Disc IparG = (1− e−2piiωG)
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)
(
χ−ωG+ (ΦG(s, x))
)
ψG(x)
ωG−D2 |Ω|XB .
For overall convergent, scalar graphs in D0 ∈ N dimensions, the above formula simplifies
to
Disc IparG = −2pii
∫
XB(R)
(
δ(ωG−1)(ΦG(s, x))
)
ψG(x)
ωG−D2 |Ω|XB .
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2 Microlocal sheaf theory
In this chapter, we briefly review the theory of sheaves on topological spaces and the
microlocal techniques developed in [KS94], which will serve as the basis of our discussion
of microlocal analyticity. We refer to op.cit. for further details and most proofs.
2.1 Sheaves on locally compact spaces
Suppose X is a suitable nice topological space. For now, we assume that X is a locally
compact Hausdorff space. Let
OpX = {U ⊆ X | U open}
be the partially ordered set of open subsets of X. We can regard OpX as a category in
the usual way.
Definition 2.1.1. A presheaf on X is a contravariant functor F : OpopX → Set.
Hence a presheaf is given by a set F (U) for every open set U ⊆ X and a restriction
map
F (U)→ F (V ), s ↦→ s|V
for every inclusion V ↪→ U . If U ∈ OpX and U =
⋃
i∈I Ui is an open cover, we have the
diagram
F (U)
∏
i∈I F (Ui)
∏
i,j∈I F (Ui ∩ Uj).
The left arrow is the product of the restriction maps s ↦→ s|Ui The first arrow of the pair
on the right is the product over all i ∈ I of the maps F (Ui) →
∏
j∈I F (Ui ∩ Uj), while
the second is the product over all j ∈ I of ∏i∈I F (Ui)→∏i∈I F (Ui ∩ Uj).
Definition 2.1.2. A presheaf F is a sheaf if, for every open U ∈ OpX and open cover
U =
⋃
i∈I Ui, the sequence
F (U)
∏
i∈I F (Ui)
∏
i,j∈I F (Ui ∩ Uj),
is an equalizer diagram.
More prosaically, a presheaf F is a sheaf if for U =
⋃
i∈I Ui as above:
1. If s, t ∈ F (U) satisfy s|Ui = t|Ui for all i ∈ I, then s = t.
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2. If there are elements si ∈ F (Ui) such that si|Ui∩Uj = sj |Ui∩Uj for all i, j ∈ I, then
there is s ∈ F (U) with s|Ui = si.
Example 2.1.3. For U ∈ OpX , let C0(U) be the set of continuous functions on U .
Restriction of functions gives the presheaf morphisms C0X(U)→ C0(V ) and it is easy to
see that C0 is a sheaf. If X is a smooth (resp. analytic) manifold, then we can similarly
define the sheaves C∞X and AX of smooth (resp. analytic) functions.
On the other hand, the presheaf U ↦→ L1X(U) of absolutely integral functions is not a
sheaf, since a locally integrable function need not be integrable.
Let PSh(X) = Func(OpopX , Set) be the category of presheaves on X and Sh(X) the full
subcategory of sheaves.
Proposition 2.1.4 ([KS94, Prop. 2.2.3]). The inclusion i : Sh(X) → PSh(X) has a
natural left-adjoint, the sheafification functor a : PSh(X) → Sh(X). Hence for every
presheaf F ∈ PSh(X), there is a sheaf a(P ), such that
HomSh(X)(a(F ), G) ∼= HomPSh(X)(F, i(G))
for every sheaf G ∈ Sh(X).
Example 2.1.5. Let A be a set and define the presheaf ApsX by AX(U) = A. The
sheafification AX := a(A
ps
X ) is the sheaf of locally constant functions with values in A.
A sheaf F is called constant if there is a set A, such that F ∼= AX .
Example 2.1.6. The sheafification a(L1X) is the sheaf of locally integrable functions
L1,locX .
Now suppose A is a ring. For simplicity, we will either assume that A = Z or A is
field of zero characteristic. Let ModA be the abelian category of A-modules. We denote
the category of sheaves with values in ModA by Mod(AX), i.e. Mod(AX) is the full
subcategory of functors OpopX → A satisfying the sheaf conditions.
This is naturally an abelian category: If φ : F → G is a morphism in Mod(AX), then
kerφ(U) = ker (φ(U) : F (U)→ G(U)) ,
and cokerφ is the sheaf associated to the presheaf U ↦→ G(U)/φ(F (U)).
We also have internal morphism and tensor product functors
HomAX (−,−) : Mod(AX)op ×Mod(AX)→ Mod(AX),
−⊗AX − : Mod(AX)×Mod(AX)→ Mod(AX).
The first is the sheaf U ↦→ HomA(F (U), G(U)) and the second is the sheaf associated to
the presheaf U ↦→ F (U)⊗A G(U). They satisfy the usual adjunction, i.e.
HomAX (F ⊗AX G,H) ∼= HomAX (F,HomAX (G,H)),
HomMod(AX)(F ⊗AX G,H) ∼= HomMod(AX)(F,HomAX (G,H)).
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Let
Γ : Mod(AX)→ Mod(A), F ↦→ F (X)
be the global sections functor. We can express the morphism spaces in Mod(AX) as
HomAX (F,G) = Γ(X,HomAX (F,G)).
In the sequel, we will omit the subscript AX if it is clear from the context.
Remark 2.1.7. Note that F ∈ Mod(AX) if and only if it is a sheaf of abelian groups, i.e.
F ∈ Mod(ZX), and there is a natural map
AX ⊗ZX F → F.
More generally, let RX be a sheaf of rings, i.e. a sheaf with values in the category of
rings. An RX -module is a sheaf of abelian groups M ∈ Mod(ZX), with a natural map
RX ⊗ZX M → M satisfying the usual associativity and unitality constrains. If RX is
abelian, we again have internal tensor product and morphism functors
−⊗RX − : Mod(RX)×Mod(RX)→ Mod(RX),
HomRX (−,−) : Mod(RX)op ×Mod(RX)→ Mod(RX),
where Mod(RX) denotes the category of RX -modules. In the later sections, we will
consider the sheaves of rings OX and DX of holomorphic functions and holomorphic
differential operators on a complex manifold X.
For a continuous map f : X → Y , we have natural pullback and pushforward functors
f∗ : Mod(AX)→ Mod(AY ) : f−1,
which are adjoint to each other. f∗ is given by
f∗F (V ) = F (f−1(V ))
and f−1 is the sheaf associated to the presheaf
V ↦→ lim−→
f(V )⊆U
F (U),
where the colimit ranges over all open neighbourhoods U of f(V ). If f : {x} ↪→ X is
the inclusion of a point, we obtain the stalk Fx = lim−→x∈U F (U) of F at x. The support
supp(s) of a section s ∈ F (U) is the closure of the set {x ∈ X|sx = 0}, where sx is
the image of s under the restriction map F (U) → Fx. In other words, the complement
V = U\ supp(s) is the largest open set, such that s|V = 0.
A useful variation of f∗ is the proper pushforward
f! : Mod(AX)→ Mod(AY )
f!F (V ) := {s ∈ F (f−1(V )) | f : supp(s)→ V is proper}.
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To a locally closed subset Z ⊆ X we can associate two new functors as follows. Let
i : Z ↪→ X be the inclusion. We set
(−)Z : Mod(AX)→ Mod(AX), FZ = i!i−1F,
ΓZ : Mod(AX)→ Mod(AX), ΓZ(F ) = Hom(AZ , F ).
We will also write
ΓZ(X,F ) := Γ(X,ΓZ(F )), Γ(Z,F ) := Γ(X, i
∗F ),
for the corresponding global sections.
Example 2.1.8. Suppose Z is closed. Then i is proper and FZ = i∗i−1F is given by
the sections defined in a neighbourhood of Z. The sheaf ΓZ(F ) consists of sections with
support in Z.
Example 2.1.9. Let j : U → X be the inclusion of an open subset. Then FU = j!j−1(F )
consists of sections which have support contained in U . We also have an isomorphism
ΓU (F ) = j∗j−1F , i.e. ΓUF is the sheaf whose sections over V ⊆ X are given by
ΓU (F )(V ) = F (V ∩ U).
A key point of the formalism developed in [KS94] is working consistently in the derived
category. We refer to ([KS94], [Wei94], [KS06], [GM03]) for background on triangulated
and derived categories.
Let D∗(AX) (for ∗ ∈ {+,−, b}) be the (bounded above, bounded below, bounded)
derived category of AX -modules. The category Mod(AX) has enough injectives so that
we can derive all left exact functors. In particular we get functors
RΓ : D+(AX) −→ D+(A)
RΓc : D
+(AX) −→ D+(A)
RΓZ : D
+(AX) −→ D+(AX)
RHom(·, ·) : D−(AX)op ×D+(AX) −→ D+(AX)
RHom(·, ·) : D−(AX)op ×D+(AX) −→ D+(A)
Rf∗ : D+(AX) −→ D+(AY )
Rf! : D
+(AX) −→ D+(AY )
The functors f−1 and (·)Z are exact, so they extend immediately to functors
f−1 : D∗(AY ) −→ D∗(AX)
(·)Z : D∗(AX) −→ D∗(AX).
Our hypothesis on the coefficient ring A also imply that every AX -module has a finite
flat resolution. Therefore we also have a functor
−⊗LAX − : D∗(AX)×D∗(AX)→ D∗(AX).
For the spaces we are considering, these functors usually have finite cohomological
dimension. Hence we can safely work in the bounded derived category Db(AX), which
we will do from now own without further mention.
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Example 2.1.10. If Z ⊆ X is a closed set, U = X\Z and F an AX -module, then there
is an exact sequence
0 FU F FZ 0.
For F = AX and G ∈ Db(AX), applying RHom(·, G) gives the distinguished triangle
RΓZG G RΓUG .
+1
Example 2.1.11. In the situation above, suppose X and thus Z are compact. Applying
RΓc to the above exact sequence gives the triangle
RΓc(U,A) RΓ(X,A) RΓ(Z,A) .
+1
Hence we can identify RΓc(U,AX)[1] with the cone of RΓ(X,AX) → RΓ(Z,AX) and
obtain isomorphisms
Hkc (U,A)
∼= Hk(X,Z,A).
The later can be identified with relative singular cohomology groups for sufficiently nice
subsets U and Z.
We can compute derived functors by using appropriate acyclic resolutions.
Definition 2.1.12. An AX -module F is
• flabby, if for all U ⊆ X open, the natural map Γ(X,F )→ Γ(U,F ) is surjective.
• c-soft, if for all K ⊆ X compact, the natural map Γ(X,F )→ Γ(K,F ) is surjective.
These properties are related as follows:
injective⇒ flabby ⇒ c-soft
Example 2.1.13. The sheaf C∞X on a manifold X is c-soft: Let φ ∈ Γ(K,C∞X ), i.e.
φ ∈ Γ(U,C∞X ) for some neighbourhood U of K. By using a partition of unity, we can
construct a bump function ρ ∈ Γ(X,C∞X ) with ρ|U˜ = 1 for a smaller neighbourhood
U˜ ⊆ U of K and such that suppφ ⊆ U . Then ρφ ∈ Γ(X,C∞X ) is global section of C∞X ,
whose image in Γ(K,C∞X ) agrees with φ. This shows that C
∞
X is c-soft.
More generally, every fine sheaf, i.e. a sheaf with appropriate partitions of unity is
c-soft.
Example 2.1.14. We will later see that BM , the sheaf of hyperfunctions on a real
analytic manifold M , is flabby.
Proposition 2.1.15 ([KS94, Cor. 2.4.8, Prop. 2.5.8 and Prop. 2.5.10]). Let Z ⊆ X be
a locally closed set and f : X → Y a continuous map.
1. Flabby sheaves are acyclic for ΓZ .
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2. c-soft sheaves are acyclic for Γ(X, ·),Γc(X, ·) and f!.
The usual adjunctions between sheaves extend naturally to the derived category. For
instance, we have natural isomorphisms
RHom(F ;G) ∼= RΓ(X,RHom(F,G))
RHom(F ⊗L G,H) ∼= RHom(F,RHom(G,H)).
We will freely use these and similar identifications and refer to [KS94, Section 2.6] for a
detailed discussion.
The following properties of the push-forward and inverse image functors will be espe-
cially important in the sequel.
Proposition 2.1.16 ([KS94, Prop 2.6.4 and Prop. 2.6.6]). Let f : Y → X be a contin-
uous map, F ∈ Db(AY ) and G ∈ Db(AX).
1. There is a natural adjunction
Hom(f−1G,F ) ∼= Hom(G,Rf∗F )
induced by an isomorphism
RHom(G,Rf∗F ) ∼= Rf∗RHom(f−1G,F ).
2. There is a natural morphism
Rf∗(F ⊗L f−1G)→ Rf∗F ⊗L G
inducing an isomorphism
Rf!(F ⊗L f−1G)→ Rf!F ⊗L G.
Proposition 2.1.17 ([KS94, Prop. 2.6.7]). Suppose
Y ′ X ′
Y X
f ′
g′ g
f
is a cartesian square of continuous maps, i.e. Y ′ = X ×X X ′. Then there is a natural
isomorphism of functors
g−1 ◦Rf! ∼= Rf ′! ◦ g′−1.
Example 2.1.18. Let i : S ↪→ X be the inclusion of a locally closed subset and f : Y →
X a continuous map. Let i′ : f−1(S) ↪→ Y be the pullback of i under f and fS = f
∣∣
f−1(S)
the restriction. Then the above proposition gives for F ∈ Mod(AX):
f−1(FS) = f−1i!i−1F ∼= i′!f−1S i−1CS ∼= i′!i′−1(f−1F ) ∼= (f−1F )f−1(S).
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2.2 Verdier duality
Let f : Y → X be continuous. We have seen that f∗ and f−1 are naturally adjoint
functors, inducing the corresponding adjoint functors Rf∗ and f−1 in the derived cate-
gories. The proper push-forward f! generally does not have a (right or left) adjoint in
the category of sheaves, but there is a right adjoint in the derived category.
Theorem 2.2.1 ([KS94, Section 3.1]). Suppose Rf! : D+(AY ) → D+(AX) has finite
cohomological dimension, i.e. there is r ≥ 0 such that Rjf!G = 0 for j > r and G ∈
D+(AY ). Then there is a functor
f ! : D+(AX)→ D+(AY )
with the following properties:
1. There are natural isomorphism for F ∈ Db(AX) and G ∈ Db(AY ):
RHom(Rf!G,F ) ∼= RHom(G, f !F )
RHom(Rf!G,F ) ∼= Rf∗RHom(G, f !F )
In particular we have the natural adjunction
Hom(Rf!G,F ) ∼= Hom(G, f !F ).
2. If g : X → Z is another map of locally compact spaces such that g! has finite
cohomological dimension, then there is a natural isomorphism
(g ◦ f)! ∼= f ! ◦ g!.
Definition 2.2.2. For a map f : Y → X as above, we call
ωY/X := f
!AX
the relative dualizing complex. For X = {pt} we also write ωY = ωY/{pt}.
Theorem 2.2.3 ([KS94, Prop. 3.1.9-13]). Let F, F1, F2 ∈ Db(AX) and f : Y → X as
above.
1. There is a natural map
f−1F ⊗ ωY/X −→ f !F.
2. There is a natural isomorphism
f !RHom(F1, F2) ∼= RHom(f−1F1, f !F2).
3. Suppose f : Y → X is the inclusion of locally closed subset Y ⊆ X. Then
f !F = f−1RΓY (F ).
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4. Suppose f fits in a cartesian diagram
Y ′ X ′
Y X
f ′
g′ g
f
Then there is a natural isomorphism of functors
f ! ◦Rg∗ ∼= Rg′∗ ◦ f ′!.
Now let us specialize the above to the case of manifolds.
Proposition 2.2.4 ([KS94, Prop. 3.3.2]). Suppose Y and X are manifolds and f : Y →
X is a submersion of relative dimension d = dimY − dimX.
i) The complex ωY/X is concentrated in degree −d, i.e. ωY/X ≃ H−d(ωY/X)[d] and is
locally isomorphic to AY [d].
ii) The natural morphism for F ∈ Db(AX),
ωY/X ⊗ f−1(F ) −→ f !(F )
is an isomorphism.
Definition 2.2.5. For a submersion f : Y → X of relative dimension d, we let
orY/X = H
−d(ωY/X)
be the relative orientation sheaf. If X = {pt}, we call orY = orY/{pt} the orientation
sheaf.
Proposition 2.2.6. Let X be a manifold of dimension n.
1. The orientation sheaf orX is the sheaf associated to the presheaf
V ↦→ Hom(Hnc (V,AX), A).
2. There is a natural isomorphism
orX ⊗ orX ∼= AX .
An orientation of X defines a global isomorphism
orX ∼= AX .
3. Let Y be another manifold and f : Y → X be a continuous map of relative dimen-
sion d. Then there is a natural isomorphism
ωY/X ∼= (f−1ωX)−1 ⊗ ωY ∼= (f−1orX)⊗ orY [d],
where we set F−1 = RHom(F,AY ) for F ∈ Db(AY ).
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We sketch the proof to give some idea of how the above definition relates to the usual
notion of orientation.
Proof sketch. 1. For U ∼= Rn an open subset in X and aX : X → {pt} we have
R0Γ(U, ωX [−n]) ∼= R0Hom(AU , ωX)
∼= R0Hom(AU , a!XA)
∼= R0Hom(RΓc(U,AX), A)
∼= Hom(Hnc (U,AX), A)[n].
In the last line we have used that RΓc(U,AX) ∼= A[−n], which can be seen as
follows: Let U ∼= Rn ↪→ Sn be the one-point compactification. Example 2.1.11
then gives the isomorphism
Hkc (U,AX)
∼= H˜k(Sn, A),
where the left hand side is the reduced cohomology of Sn, which is only nonzero in
degree n. In particular, an orientation of U in the conventional sense picks out an
isomorphism
Hnc (U,AX)
∼= Hn(Sn, A) ∼= A,
which is defined over Z ⊆ A.
2. Let X =
⋃
Ui be an open cover with Ui ∼= Rn. We have seen above that choosing
orientations on the Ui gives isomorphisms orX
∣∣
Ui
∼= AX
∣∣
Ui
.
On the overlaps Ui ∩ Uj we have two different identification which might differ
by an automorphism of AX
∣∣
Ui∩Uj . It is shown in [KS94, Lemma 3.3.7], that this
automorphism is the identity if the orientations are compatible, i.e. if the Ui are
part of an oriented atlas. Hence if X is oriented, these isomorphisms glue to a
global identification orX ∼= AX . The induced maps on the tensor product
orX
∣∣
Ui
⊗ orX
∣∣
Ui
∼= AX
∣∣
Ui
⊗AX
∣∣
Ui
= AX
∣∣
Ui
always glue, since we can assume they are defined over Z and the sign differences
cancel.
3. Since ωY is locally isomorphic to AY [dimY ] and
RHom(ωX , ωX) ∼= orX ⊗ orX ∼= AX ,
we obtain from Thm. 2.2.3, that
ωY/X = f
!RHom(ωX , ωX) ∼= RHom(f−1ωX , ωY )
∼= RHom(f−1ωX , AY )⊗ ωY = (f−1ωX)−1 ⊗ ωY
∼= (f−1orX)−1 ⊗ orY [d].
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Remark 2.2.7. To ease notation, we will often abbreviate f−1ωX (resp. f−1orX) to ωX
(resp. orX) if the map f is clear from context. The previous proposition also makes it
natural to set
orY/X = H
−d(ωY/X) ∼= (f−1orX)−1 ⊗ orY ,
even if f is not a submersion.
2.3 Distributions and resolutions
Let us use our result on the orientation sheaf to introduce some more examples of sheaves,
which will play a major role in the sequel. We refer to [KS94, Section 2.9] for more
detailed discussion.
Suppose X is a smooth manifold of dimension n. For 0 ≤ k ≤ n we denote by C∞,kX
the sheaf of k-forms on X and by
C∞,∨X = C
∞,n
X ⊗ orX
the sheaf of smooth densities.
For U ∈ OpX we let DbX(U) be the space of distributions on U , the topological dual
of the space of Γc(U,C
∞,∨
X ) smooth densities on U with compact support.
If V ⊆ U is another open subset and φ ∈ C∞X (V ) has compact support on V , then
we can extend it by zero to a compactly supported smooth function φU ∈ C∞X (U). The
restriction map DbX(U)→ DbX(V ) is then defined by duality:
〈u|V , u〉 = 〈u, φU 〉,
where u ∈ DbX(U) and 〈−,−〉 denotes the pairing between distributions and smooth
densities. Thus we obtain a presheaf DbX .
Proposition 2.3.1. The presheaf DbX is a sheaf.
Proof. Let U =
⋃
i∈I Ui be an open cover of U and ui ∈ DbX(ui) distributions, with
ui|Ui∩Uj = uj |Ui∩Uj . Let (ρi)i∈I be a partition of unity subordinate to (Ui)i∈I . Then we
can define u ∈ DbX(U) by
〈u, φ〉 =
∑
i∈I
〈ui, ρiφ〉.
It is straightforward to check that this gives the unique section of DbX(U) with u|Ui =
ui.
More generally, we define the space of degree k currents DbkX(U) on U ⊆ X as the
topological dual of Γc(U,C
∞,n−k
X ⊗orX) and the space of distributional densities Db∨X(U)
as the dual of Γc(U,C∞X ). These give sheaves Db
k
X , Db
∨
X as above.
Example 2.3.2. For u ∈ C∞,kX (U) we have a natural pairing
〈u, φ〉 =
∫
X
u ∧ φ,
for φ ∈ Γc(U,C∞,n−kX ⊗ orX). This gives an inclusion C∞,kX → DbkX .
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Example 2.3.3. Suppose X is oriented and Y ⊆ X is an oriented submanifold of
codimension k. Then the pairing
〈χY , φ〉 =
∫
Y
φ,
for φ ∈ Γc(X,C∞,n−kX ) defines a current χY ∈ DbkX(X).
We have a natural resolution CX ∼= (C∞,•X , d), where the complex on the left hand side
is the de Rham complex of smooth differential forms. We can extend this to a resolution
CX ∼= (Db•X , d).
Proposition 2.3.4. There are natural isomorphism
RΓ(X,C) ∼= (Γ(X,C∞,•X ), d) ∼= (Γ(X,Db•X), d)
RΓc(X,C) ∼= (Γc(X,C∞,•X ), d) ∼= (Γc(X,Db•X), d)
In particular we have isomorphisms Hk(X,CX) ∼= HkdR(X,C) where HkdR(X,C) are the
de Rahm-cohomology groups.
Proof. The sheaves C∞,•X and Db
•
X are c-soft so the assertion follows from Prop. 2.1.15.
Let f : Y → X be morphism of manifolds. We can define a sheaf morphism
f!Db
∨
Y → Db∨X
as follows: For u ∈ f!Db∨Y (U) and φ ∈ Γc(U,C∞X ), the set supp(u) ∩ f−1(supp(u)) is
compact. Then the pairing
〈f!u, φ〉 = 〈u, f∗φ〉
is well-defined and gives the element f!u ∈ Db∨X(U).
Now suppose X is a complex manifolds with dimCX = n. On X we have the sheaves
OX and ΩkX of holomorphic functions and k-forms. The Dolbeault resolution gives a
quasi-isomorphism
ΩkX
∼= (C∞,(k,•)X , ∂),
where C∞,(k,l)X is the sheaf of smooth differential forms of bidegree (k, l) and
∂ : C
∞,(k,l)
X → C∞,(k,l+1)X ,
is the Dolbeault differential. Using differential forms with distributional sections gives
the alternative resolution
ΩkX
∼= (Db(k,•)X , ∂),
where Db(k,l)X (U) is the topological dual of Γc(U,C
∞,(n−k,n−l)
X ).
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Proposition 2.3.5. Let f : X → X be a morphism of complex manifolds. There is a
natural morphism
Rf!ΩY [dimC Y ]→ ΩX [dimCX].
Proof. Set m = dimC Y and n = dimCX. We have the isomorphism
Rf!ΩY ∼= f!Dbm,•Y .
As above, we have a sheaf morphism
f! : f!D
m,q
Y → Dn,q+m−nX
The Dolbeault differential commutes with the pullback f∗ (and then also with f!) since
f is holomorphic. Shifting degrees gives the map
Rf!ΩY [m] ∼= f!Dm,•−mY → Dn,•−nX ∼= ΩX [n].
2.4 The Fourier-Sato transform
Suppose τ : E → X is a vector bundle of rank n over a manifold X and pi : E∗ → X
its dual bundle. We will identify X with the zero section of the respective bundles when
appropriate. There is a natural action of R+ = (0,∞) on the fibres of E and E∗.
Definition 2.4.1. A sheaf F ∈ Mod(AE) is called conic if it is constant along any
R+-orbit. We let DbR+(AE) ⊆ Db(AE) be the full triangulated subcategory consisting of
complexes with conic cohomology sheaves.
Set
P = {(x, y) ∈ E ×X E∗ | 〈x, y〉 ≥ 0}
P ′ = {(x, y) ∈ E ×X E∗ | 〈x, y〉 ≤ 0}
and let p1, p2 be the natural projections in the following diagram:
E ×X E∗
E E∗
X
p1 p2
τ pi
For F ∈ D+R+(AE) and G ∈ D+R+(AE∗), let us define the four functors
Φ˜P ′(F ) = Rp2!(p
−1
1 F )P ′
Ψ˜P (F ) = Rp2∗RΓP (p−11 F )
Φ˜P (G) = Rp1!(p
!
2F )P
Ψ˜P ′(G) = Rp1∗RΓP ′(p!2F )
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Proposition 2.4.2 ([KS94, Prop. 3.6.2, 3.7.4 and 3.7.7]). The above definition give
well-defined functors
Φ˜P ′ , Ψ˜P :D
+
R+(AE)→ D+R+(AE∗)
Φ˜P , Ψ˜P ′ :D
+
R+(AE∗)→ D+R+(AE),
such that the pairs (Φ˜P , Ψ˜P ) and (Φ˜P ′ , Ψ˜P ′) are adjoint functors and there are natural
isomorphisms Φ˜P ′ ∼= Ψ˜P and Φ˜P ∼= Ψ˜P ′ .
Definition 2.4.3. Let F ∈ D+R+(E) and G ∈ D+R+(E∗).
i) The Fourier-Sato transform of F is
F̂ = Φ˜P ′(F ) ∼= Ψ˜P (F ) ∈ D+R+(E∗).
ii) The inverse Fourier-Sato transform is
qG = Φ˜P (G) ∼= Ψ˜P ′(G) ∈ D+R+(E).
Proposition 2.4.4 ([KS94, Thm. 3.7.9]). Let F, F ∈ D+R+(E) and G,G′ ∈ D+R+(E∗).
There are natural isomorphisms
RHom(F, F ′) ∼= RHom(F̂ , F̂ ′)
RHom(G,G′) ∼= RHom( qG, qG′)
Hence the functors
|(·) : D+R+(E)→ D+R+(E∗) and (̂·) : D+R+(E∗)→ D+R+(E)
are equivalences of categories inverse to each other.
A cone in E is a subset γ ⊆ E which is closed under the action of R+. We will call a
cone convex (resp. proper) if all nonempty fibres γ ∩ τ−1(x) are convex (resp. proper).
Definition 2.4.5. For a subset A ⊆ E, its polar set A◦ ⊆ E∗ is defined by
A◦ = {y ∈ E∗ | pi(y) ∈ τ(A) and 〈x, y〉 ≥ 0 for all x ∈ A ∩ τ−1(pi(y))}
The antipodal set Aa is the image of A under the antipodal mapping
a : E → E, x ↦→ −x
Remark 2.4.6. For A′ ⊆ A with τ(A) = τ(A′), it is obvious that A◦ ⊆ A′◦. One can
also easily check that A◦ is always convex and that A◦◦ is the (fibre-wise) closure of the
convex hull of A.
Proposition 2.4.7 ([KS94, Lemma 3.7.10 and Prop. 3.7.12]). Let F ∈ D+R+(E).
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1. ̂̂F ∼= F a ⊗ orE/Z [−n].
2. Let V ⊆ E∗ be a convex open subset. Then:
RΓ(V, F̂ ) ∼= RΓV ◦(τ−1(pi(V )), F ) ∼= RΓV ◦(E,F )
3. Let η ⊆ E∗ be a closed convex cone containing the zero section. Then:
RΓη(E
∗, F̂ ) ∼= RΓ(Int η◦, F )⊗ orE/Z [−n],
where Int η◦ denotes the interior of η◦.
4. For F = Aγ, where γ ∈ E is a proper closed convex cone, we have
Âγ = AInt γ◦ .
5. For F = AU , where U ⊆ E is a convex open cone U ⊆ E, we get
ÂU = AU◦a ⊗ orE∗/Z [−n].
6. There are isomorphisms
Rτ!F ∼= RΓX(F )
∣∣
X
∼= Rpi∗(F̂ ) ∼= (F )
∣∣
X
Rτ∗F ∼= F
∣∣
X
∼= Rpi!(F̂ )⊗ orE∗/X
∣∣
X
[n] ∼= (RΓX(F )⊗ orE∗/X)
∣∣
X
The Fourier-Sato transform behaves naturally with respect to pullbacks and vector
bundle morphisms. It commutes with base change:
Proposition 2.4.8 ([KS94, Prop. 3.7.13]). Let f : Z ′ → Z be a continuous map and
E′ := E ×Z Z ′ (resp. E′∗ := E∗ ×Z Z ′) the pullback vector bundles. Denote by fτ (resp
fpi) the natural projection E′ → Z ′ of E → Z (resp E′∗ → Z ′). Then there are natural
isomorphisms for F ∈ D+R+(AE) and G ∈ D+R+(AE′):
f̂ !τF
∼= f !pi(F̂ )
f̂−1τ F ∼= f−1pi (F̂ )­Rfτ∗G ∼= Rfpi∗( qG)­Rfτ !G ∼= Rfpi!( qG)
Under a vector bundle morphism, it behaves as follows:
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Proposition 2.4.9 ([KS94, Prop. 3.7.14-15]). Let f : E1 → E2 be a morphism of vector
bundles over Z and let fd : E∗2 → E∗1 be the dual morphism. For Fi ∈ D+R+(AEi), i = 1, 2
there are natural isomorphisms
f−1d (F̂1) ∼= R̂f!F1
f !d(F̂1)
∼= R̂f∗F1 ⊗ ωE∗2/E∗1
̂(ωE1/E2 ⊗ f−1F2) ∼= Rfd!(F̂2)
f̂ !F2 ∼= Rfd∗(F̂2)
F̂1 ⊠L F̂2 ∼= ̂(F1 ⊠L F2)
2.5 Microlocalization
Let X be an n-manifold andM ⊆ X a submanifold of codimension l. The normal bundle
of TMX of M in X is the quotient bundle of rank l defined by the exact sequence
0→ TM →M ×X TX → TMX → 0.
We want to construct a new manifold X˜M , the normal deformation ofM in X, together
with maps p : X˜M → X and t : X˜M → R with the following properties:
1. p−1(X\M) is isomorphic to (X\M)× (R\{0}).
2. t−1(R\{0}) is isomorphic to X × (R\{0}).
3. t−1(0) is isomorphic to TMX.
Suppose φi : Ui ⊆ X → Rn is a local coordinate system with
M ∩ Ui = φ−1({0}l × Rn−l).
For x = (x′, x′′) ∈ Rl × Rn−l let
Vi = {(x, t) ∈ Rn × R|(tx′, x′′) ∈ φi(Ui)}.
There are obvious projection maps ti : Vi → R and pi : Vi → Ui.
If φj : Ui ⊆ X → Rn is another such coordinate system, we define the gluing map
ψji : Vi ×Ui (Ui ∩ Uj)→ Rn
as follows: ψji(x, t) = (ψ′ji(x, t), ψ
′′
ji(x, t)) is the tuple satisfying
(tψ′ji(x, t), ψ
′′
ji(x, t)) = φj(φ
−1
i (tx
′, x′′)).
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This makes sense for t = 0, since φj◦φ−1i maps {0}l×Rn−l into itself. Taking a coordinate
cover (Ui, φi) adapted to M as above, we define the normal deformation by
X˜M :=
(∐
i
Vi
)
/ ∼,
where we identify (ti, xi) ∈ Vi with (tj , xj) ∈ Vj if ti = tj and xj = ψji(xi, ti).
X˜M is a manifold which is independent of the chosen atlas up to isomorphism. The
maps ti and pi glue in an evident way to give maps t and p satisfying the properties one
and two above. Let us show the third. On local patches we have
Vi ∩ t−1(0) = Rl × (φi(Uj ∩M)),
identifying {0}l×Rn−l with Rn−l. Letting ψji(x, t) = (ψ′ji, ψ′′ji) and φj ◦φ−1i = (φ′ji, φ′′ji),
the gluing maps look like
ψ′ji(X, 0) =
l∑
k=1
xk
∂
∂xk
φ′ji(0, x
′′)
ψ′′ji(X, 0) = φ
′′
ji(0, x
′′),
which are just the transition maps for the normal bundle TMX.
Remark 2.5.1. There is a natural R∗ = R\{0} action on X˜M , given in local coordinates
by
c · (x′, x′′, t) = (cx′, x′′, c−1t).
This action restricts to the scaling action on TMX = t−1(0).
Let Ω = t−1(R+). The various maps fit into the diagram:
TMX X˜M Ω
M X
s
τ p
j
p˜
i
Definition 2.5.2. Let S ⊆ X. The normal cone to S alongM is the closed, conic subset
of TMX defined by
CM (S) := TMX ∩ p˜−1(S).
Definition 2.5.3. Let F ∈ Db(AX). The specialization νM (F ) of F is defined as
νM (F ) = s
−1Rj∗p˜−1F
The (derived) sections of νM (F ) over an open set V ⊆ TMX are given by sections of
F over U ⊆ X such that CM (U) asymptotically approaches V . More precisely, we have
the following:
Theorem 2.5.4 ([KS94, Thm 4.2.3]). Let F ∈ Db(AX).
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1. νM (F ) ∈ DbR+(TMX) and supp(νM (F )) ⊆ CM (suppF ).
2. Let V ⊆ TMX be open and conic. Then
Hj(V, νM (F )) = lim−→
U
Hj(U,F ),
where the colimit runs over open sets U ⊆ X, such that CM (X\U) ∩ V = ∅.
3. Let A ⊆ TMX be closed and conic. Then
HjA(TMX, νM (F )) = lim−→
Z,U
HjZ∩U (U,F ),
where the colimit ranges through open neighbourhoods U ⊆ X of M and closed sets
Z ⊆ X such that CM (Z) ⊆ A.
4. There are isomorphisms
νM (F )
∣∣
M
∼= Rτ∗(νM (F )) ∼= F
∣∣
M
RΓM (νM (F ))
∣∣
M
∼= Rτ!(νM (F )) ∼= RΓM (F )
∣∣
M
5. Let ◦τ : TMX\M →M . Then
R
◦
τM (νM (F )) ∼= RΓX\M (F )
∣∣
M
.
Now let f : Y → X be a smooth map of manifolds and N ⊆ Y a closed submanifold
with f(N) ⊆M . The differential of f descends to a map
TNf : TNY → TMX.
Proposition 2.5.5 ([KS94, Prop. 4.2.4-6]). Let G ∈ Db(AY ) and F ∈ Db(AX).
1. There is a diagram of canonical morphism
R(TNf)!νN (G) νM (G)(Rf!G)
R(TNf)∗νN (G) νM (G)(Rf∗G)
These maps are isomorphism if the maps f |supp(G) and TNf |CN (supp(G)) are proper
and supp(G) ∩ f−1(M) ⊆ N .
2. There are canonical morphisms
α : (TNf)
−1νM (F )→ νN (f−1F )
β : νN (f
!F )→ (TNf)!νM (F )
These maps are isomorphisms if f : Y → X and f ∣∣
N
: N →M are smooth.
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3. There is a natural morphism in Db(TM×NX × Y )
νM (F )⊠L νN (G)→ νM×N (F ⊠L G).
Remark 2.5.6. We have a canonical isomorphism
ωTNY/N×TMX ∼= ωY/X ⊗ ω−1N/M .
Then the morphism α and β fit into the commutative diagram
ωTNY/TMX ⊗ (TNf)−1νM (F ) νN (ωY/X ⊗ f−1F )
(TNf)
!νM (F ) νN (f
!F )
ωN/M⊗α
β
where the vertical morphisms are deduced from Thm. 2.2.3. See [KS94, Section 4.2].
Now let T ∗MX be the conormal bundle of M in X, i.e. the kernel of the restriction
map M ×X T ∗X → T ∗M . We identify M and the zero section i : M → T ∗MX of T ∗MX.
Denote by pi : TMX → M the projection and by ◦pi : TMX\M → M the restriction to
the complement of the zero section.
Definition 2.5.7. Let F ∈ Db(AX). The microlocalization of F along M is the Fourier-
Sato transform of its specialization:
µM (F ) := ν̂M (F ).
Theorem 2.5.8. Let F ∈ Db(AX).
1. µM (F ) ∈ DbR+(AT ∗MX)
2. For a convex open V ⊆ T ∗MX, the sheaf cohomology groups are given by
Hj(V, µM (F )) = lim−→
U,Z
HjZ∩U (U,F ),
where U ranges through the open neighbourhoods of pi(V ) ⊆ M and Z through the
closed subsets such that CM (Z) ⊆ V ◦.
3. For Z ⊆ T ∗MX a proper closed convex cone containing the zero section, we get:
HjZ(T
∗
MX,µM (F )⊗ orM/X) = lim−→
U
Hj−l(U,F ),
where U ranges through the family of open subsets of X such that
CM (X\U) ∩ IntZ◦a = ∅.
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4. There are natural isomorphisms
µM (F )
∣∣
M
∼= Rpi∗µM (F ) ∼= RΓM (F )
∣∣
M
∼= i!F
Rpi!µM (F ) ∼= RΓM (µM (F )) ∼= i−1F ⊗ ωM/X .
Proof. This follows directly from Theorem 2.5.4 and Proposition 2.4.7.
Let again f : Y → X a morphism of manifolds and N ⊆ Y a submanifold with
f(N) ⊆M . The pullback f∗ : T ∗MX → T ∗NY factors as
T ∗NY
fd←− N ×M T ∗X fpi−→ T ∗MX,
i.e. we have fd = f∗ ◦ fpi. The microlocalization behaves functorially as follows:
Proposition 2.5.9. Let G ∈ Db(AY ) and F ∈ Db(AX).
1. There exists a canonical commutative diagram
Rfpi!f
−1
d µN (G) µM (Rf!G)
Rfpi∗(f !dµN (G)⊗ ωY/X ⊗ ω−1N/M ) µM (Rf∗G)
If supp(G)→ X and CN (supp(G))→ TMX are proper and f−1(M) ∩ supp(G) ⊆
N , then these maps are isomorphisms.
2. There exists a canonical commutative diagram
Rfd!(ωN/M ⊗ f−1pi µM (F )) µN (ωY/X ⊗ f−1F )
Rfd∗f !piµM (F ) µN (f !F )
These maps are isomorphisms if f : Y → Y and f ∣∣
N
: N →M are submersions.
3. There is a natural morphism in DbR+(AT ∗M×NX×Y ):
µM (F )⊠L µN (G)→ µM×N (F ⊠L G).
Proof. The maps are deduced from Prop. 2.5.5 by using the functoriality of the Fourier-
Sato transform (Prop. 2.4.8 and 2.4.9). We refer to [KS94, Prop.4.3.4-6] for further
details.
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The functor µN (·) can be viewed as a microlocal refinement of the functor RΓM (·) ∼=
RHom(AM , ·). We can generalize this to a microlocal version of RHom(·, ·).
Let ∆X ⊆ X×X be the diagonal. The projection T ∗(X×X)→ T ∗X onto the second
factor induces an isomorphism T ∗∆X (X × X) ∼= T ∗X. Let q1, q2 : X × X → X be the
projections to the first (resp. second) factor.
Definition 2.5.10. Let F,G ∈ Db(AX). The relative microlocalization functor is given
by:
µhom(G,F ) = µ∆X (Rhom(q
−1
2 G, q
!
1F )).
Remark 2.5.11. Our definition is actually a special case of the µhom-functors defined in
[KS94], which will be enough for our purposes.
Note that µhom(G,F ) is a complex of sheaves on T ∗∆X (X × X) ∼= T ∗X. We denote
by pi the projection
pi : T ∗∆X (X ×X)→ ∆X ∼= X
The next proposition shows that the µhom functor is indeed a microlocal refinement
of the usual morphism functor.
Proposition 2.5.12. There is a canonical isomorphism
Rpi∗µhom(G,F ) ∼= RHom(G,F ).
Proof. Thm. 2.2.3 and Thm. 2.5.8 give the isomorphisms
Rpi∗µhom(G,F ) ∼= Rq2∗RΓ∆XRHom(q−12 G, q!1F )
∼= δ!RHom(q−12 G, q!1F )
∼= RHom(δ−1q−12 G, δ!q!1F )
∼= RHom(G,F ),
where δ : X ∼= ∆X → X ×X is the inclusion.
We recover the usual microlocalization by setting G = AM .
Proposition 2.5.13 ([KS94, Prop. 4.4.3]). Let f :M → X be the inclusion of a closed
submanifold and j : T ∗MX ↪→ T ∗X the induced embedding. Then one has a canonical
identification
µhom(AM , F ) ∼= j∗µM (F ).
The following functoriality property will play a major part in out treatment of bound-
ary value distributions.
Proposition 2.5.14 ([KS94, Prop. 4.4.7]). Let f : Y → X a morphism of manifolds
and F1, F2 ∈ Db(AX). There is a natural morphism
Rfd!f
−1
pi µhom(F1, F2)→ µhom(f !F1, f−1F2 ⊗ ωY/X).
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2.6 Micro-support of sheaves
The microlocalization functor gives us a microlocal refinement of the support of sections
of a fixed sheaf. One category level higher, Kashiwara and Schapira also gave a microlocal
refinement of the support of sheaves.
Let F ∈ Db(AX) and consider the following condition for a point (x0, ξ0) ∈ T ∗X:
There is an open neighbourhood U ⊆ T ∗X of (x0, ξ0) such that for every x1 ∈ pi(U) and
every C1-function φ : V → R defined in a neighbourhood V ⊆ pi(U) of x1 such that
1. φ(x1) = 0
2. dφ(x1) ∈ U ,
we have
(RΓ{φ(x)≥0}(F ))x1 = 0.
Definition 2.6.1. The micro-support SS(F ) ⊆ T ∗X of F is the complement of all points
(x0, ξ0) ∈ T ∗X satisfying the above condition.
To develop an intuition for the above definition, consider the case that X ⊆ V is an
open set in a real vector space V and (x, ξ) ∈ T ∗X ∼= X × V ∗. If (x0, ξ0) /∈ SS(F ), then
we can choose φ(x) = 〈ξ0, x− x0〉. We have the distinguished triangle
0 ∼= (RΓ{〈ξ0,x−x0〉≥0}F )x0 Fx0 (RΓ{〈ξ0,x−x0〉<0}F )x0 +1
i.e. the restriction map F → RΓ{〈ξ0,x−x0〉<0}F is an isomorphism in a neighbourhood of
x0. Hence we can think of points (x0, ξ0) ∈ SS(F ) as directions where interesting things
are happening.
The following basic properties of the micro-support follow easily from the definition.
Proposition 2.6.2 ([KS94, Prop. 5.1.3]). The micro-support SS(F ) is a closed conic
subset of T ∗X with the following properties:
1. SS(F ) ∩ T ∗X = supp(F )
2. SS(F ) = SS(F [1])
3. For a distinguished triangle
F1 F2 F3 ,
+1
we have the inclusions
SS(Fi) ⊆ SS(Fj) ∪ SS(Fk)
(SS(Fi)\SS(Fj)) ∪ (SS(Fi)\SS(Fj)) ⊆ SS(Fk),
where {i, j, k} = {1, 2, 3}.
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Most calculations of the micro-support are based on the following:
Proposition 2.6.3 ([KS94, Prop. 5.3.1]). Let γ ⊆ V be a closed convex cone in a
finite-dimensional real vector space V . The micro-support of Aγ over the point 0 ∈ γ is
SS(Aγ) ∩ pi−1(0) = γ◦.
Example 2.6.4. Let M ⊆ X a closed submanifold and F = AM . Since Fx = 0 for
x /∈ M it suffices to consider the case x ∈ M . The micro-support can be calculated
locally, so we can choose coordinates and assume that M =W ↪→ V is the inclusion of a
linear subspace and x = 0. Then the above proposition applies with γ =W and we get
SS(AW ) ∩ pi−1(0) =W⊥.
under the identification T ∗V = V × V ∗. Varying x ∈M , we obtain
SS(AM ) = T
∗
MX.
Example 2.6.5. Let φ : X → R be a C1-function, such that 0 ∈ R is a regular value
of φ and F = A{φ(x)≥0}. As above, we can assume that X is a vector space, φ(x) = x1
and x0 = 0. Set γ = {φ(x) ≥ 0}. The dual cone can then be identified with the ray
R≥0dφ(x0) and we obtain
SS(A{φ(x)≥0}) = {(x, λdφ(x)) | λφ(x) = 0, λ ≥ 0, φ(x) ≥ 0}.
From the exact sequence
0 A{φ(x)<0} AX A{φ(x)≥0} 0
and SS(AX) = T ∗XX we obtain
SS(A{φ(x)<0}) = {(x, λdφ(x)) | λφ(x) = 0, λ ≥ 0, φ(x) ≤ 0}.
It will rarely be possible to compute the micro-support exactly, but upper bounds will
often be enough.
Proposition 2.6.6 ([KS94, Prop. 5.4.1 and 5.4.2]). Let X1, X2 be two manifolds and
qi : X1 × X2 → Xi, i = 1, 2 the natural projections. For Fi ∈ Db(AXi), there are
inclusions
SS(F1 ⊠ F2) ⊆ SS(F1)× SS(F2)
SS(RHom(q−11 F1, q−12 F2)) ⊆ SS(F1)× SS(F2)a
Let f : Y → X a morphism of manifolds. Recall that we have the decomposition
T ∗Y Y ×X T ∗X T ∗Xfd fpi
of the pullback map f∗ : T ∗X → T ∗Y .
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Proposition 2.6.7 ([KS94, Prop. 5.4.4]). Suppose G ∈ Db(AY ) such that f : Y → X is
proper on supp(G). Then
SS(Rf∗G) ⊆ fpi(f−1d (SS(G))).
For inverse images the following relative smoothness hypothesis will play an important
role:
Definition 2.6.8. Let A ⊆ T ∗X be a closed conic subset. The map f is called non-
characteristic for A if fd : f−1pi (A) → T ∗Y is proper. If A is the micro-support of a
complex of sheaves F ∈ Db(AX), then we say that f is non-characteristic for F .
A more intuitive way to phrase this condition is the following:
Proposition 2.6.9. f is non-characteristic for a closed conic subset A ⊆ T ∗X if and
only if
ker fd ∩ f−1pi (A) ⊆ Y ×X T ∗XX.
Proof. The condition is local on Y so we can reduce it to the following statement about
bundle maps: Let K be a compact Hausdorff space,
L : V ×K →W ×K
a map of finite-dimensional real vector vector bundles over K and A ⊆ V ×K a closed
set with conic fibres. Then L
∣∣
A
is proper if and only if
kerL ∩A ⊆ {0} ×K := 0K .
The only if direction is clear: The set kerL ∩ A = L−1(0K) ∩ A has conic fibres and
therefore can only be compact if it is contained in 0K . Now suppose kerL∩A is contained
in the image of the zero section. Choose continuously varying norms | · ∣∣
V
(resp. | · ∣∣
W
)
on V ×K (resp. W ×K). Let SV be the unit sphere bundle corresponding to | ·
∣∣
V
. The
hypothesis imply that
δ := min
v∈A∩SV
|L(v)∣∣
W
> 0.
Since A is conic, we get
|Lv∣∣
W
≥ δ|v∣∣
V
for all v ∈ A. Hence the preimage L−1(B) ∩ A of a bounded set B ⊆ W × K stays
bounded and LA is proper.
Example 2.6.10. If f : Y → X is smooth, then f is non-characteristic for all conic
subsets A ⊆ T ∗X.
Example 2.6.11. If A = SS(AM ) = T ∗MX for a closed submanifold M ⊆ X, then f is
non-characteristic for A if and only if f is transverse to M . Recall that the later means
that df(TyY ) + Tf(y)M = Tf(y)X for y ∈ f−1(M). Taking duals, this is equivalent to
the injectivity of
T ∗f(y)X → T ∗y Y ⊕ T ∗f(y)M,
which means that f is non-characteristic for SS(AM ) by Example 2.6.4 and Prop. 2.6.9.
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Example 2.6.12. Suppose F,G ∈ Db(AX) and let ∆ : X → X × X be the diagonal
embedding. Then ∆ is non-characteristic for F ⊠G if SS(F ) ∩ SS(G)a ⊆ T ∗XX.
Recall that the natural map f−1F ⊗ ωY/X → f !F is an isomorphism if f is smooth.
We can now state the following important generalization.
Proposition 2.6.13 ([KS94, Prop. 5.4.13]). Suppose f : Y → X is non-characteristic
for F ∈ Db(AX). Then
SS(f−1F ) ⊆ fd(f−1pi (SS(F )))
and the natural map
f−1F ⊗ ωY/X → f !F
is an isomorphism.
Applying the above result with f = ∆ : X → X ×X and using Example 2.6.12 gives
the following.
Proposition 2.6.14 ([KS94, Prop. 5.4.14]). Let F,G ∈ Db(AX).
1. Suppose SS(F ) ∩ SS(G)a ⊆ T ∗XX. Then
SS(F ⊗L G) ⊆ SS(F ) + SS(G).
2. Suppose SS(F ) ∩ SS(G) ⊆ T ∗XX. Then
SS(RHom(F,G)) ⊆ SS(G) + SS(F )a.
Example 2.6.15. For D′(F ) := RHom(F,AX), we get
SS(D′(F )) ⊆ SS(F )a.
The micro-support is naturally related to the microlocalization µhom as follows:
Proposition 2.6.16 ([KS94, Cor. 5.4.10]). Let F,G ∈ Db(AX). Then
supp(µhom(F,G)) ⊆ SS(G) ∩ SS(F ).
In particular, if F = CM for M ⊆ X a closed submanifold, then
supp(µM (G)) ⊆ T ∗MX ∩ SS(G).
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2.7 Subanalytic sheaves and stratifications
For a real analytic manifold X, we can define an especially nice class of locally closed
subsets, which are stable under most natural operations, while their topology is relatively
tame.
Definition 2.7.1. A subset Z ⊆ X is subanalytic at x ∈ Z if there is an open neigh-
bourhood U of x and morphisms fj : Yj → X, gj : Y˜j → X, j = 1, . . . , N of real analytic
manifolds, such that
U ∩ Z = U ∩
N⋃
j=1
(fj(Yj)\g(Y˜j)).
Z is called subanalytic if it is subanalytic at every point of X.
The main properties of subanalytic subsets are summarized in the following.
Proposition 2.7.2 ([BM88]). Let Z,Z1, Z2 ⊆ X be subanalytic subsets of X, f : Y → X
a morphisms of real analytic manifolds and W ⊆ Y a subanalytic subset of Y .
1. The closure Z and interior Int(Z) are subanalytic. The connected components of
Z are subanalytic and locally finite.
2. The subsets Z1 ∪ Z2, Z1 ∩ Z2 and Z1\Z2 are subanalytic.
3. The inverse image f−1(Z) ⊆ Y is subanalytic. If f |W is proper, then f(W ) is
subanalytic.
4. If Z is closed in X, then there exists a proper map g : Y˜ → X of real analytic
manifolds with g(Y˜ ) = Z.
5. Every subanalytic subset Z ⊆ X has a dense open subset Zreg ⊆ Z, such that
Zreg ⊆ X is an analytic submanifold.
If Z ⊆ X is subanalytic, then Zsing = Z\Zreg has strictly lower dimension. By
induction, we can express Z as a disjoint union of subanalytic submanifolds.
Definition 2.7.3. Let Z ⊆ X be a subanalytic subset. A locally finite decomposition
U =
⊔
α∈I Xα is called a subanalytic stratification if the Xα are subanalytic submanifolds
of X and for every (α, β) ∈ I2, Xα ∩Xβ ̸= ∅ implies Xα ⊆ Xβ .
Definition 2.7.4. A sheaf F ∈ Mod(AX) is called R-constructible, if there is a suban-
alytic stratification X =
⊔
α∈AXα, such that the restrictions F
∣∣
Xα
are locally constant
sheaves of finite rank.
Example 2.7.5. If Z ⊆ X is subanalytic, then AZ is constructible. In fact, one can
always construct a subanalytic triangulation of Z ([KS94, Prop. 8.2.5]).
We denote by R − Cons(X) ⊆ Mod(AX) the subcategory of R-constructible sheaves
and by DbR−c(AX) ⊆ Db(AX) the subcategory of sheaf complexes with R-constructible
cohomologies.
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Theorem 2.7.6 ([KS94, Thm. 8.4.5]). The natural map Db(R−Cons(X))→ DbR−c(AX)
is an equivalence of categories.
The category DbR−c(AX) is essentially stable under Grothendiecks six functor formal-
ism:
Theorem 2.7.7 ([KS94, Prop. 8.4.6]). Let f : Y → X be an analytic map and
F, F1, F2 ∈ DbR−c(AY ), G ∈ DbR−c(AX).
1. The complexes RHom(F1, F2) and F1 ⊗L F2 belong to DbR−c(AY ).
2. f−1G and f !G belong to DbR−c(AX).
3. If f is proper on supp(F ), then Rf∗F ∼= Rf!F belongs to DbR−c(AX).
The subcategory DbR−c(AX) ⊆ Db(AX) can be characterized by the micro-support.
Theorem 2.7.8 ([KS94, Prop. 8.4.1]). Let F ∈ Db(AX). The following are equivalent:
1. F ∈ DbR−c(AX).
2. There exists a subanalytic stratification X =
⊔
α∈I Xα, such that
SS(F ) ⊆
⊔
α∈I
T ∗XαX.
and the cohomology sheaves Hj(F )x for j ∈ Z and x ∈ X are finitely generated.
The following microlocal refinement of the classical Sard theorem will be useful in the
sequel.
Proposition 2.7.9 ([KS94, 8.3.12]). Let F ∈ DbR−c(AX) and ϕ : X → R be an analytic
map, which is proper on supp(F ). Then the image ϕ(S) ⊆ R of the set
S = {x ∈ X | dϕ(x) ∈ SS(F )}
is discrete.
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3 Toric varieties
We will give a very brief review of the theory of toric varieties. Our presentation is based
on [CLS11] and in part adapted from the article [Sch18]. At the end, we also give a toric
approach to wonderful model compactifications based on [FK04] and review the theory
of generalized permutahedra ([AA17], [Pos09], [PRW06]), which will give provide us with
a convenient framework to investigate the momentum and parametric representations of
Feynman amplitudes.
3.1 Polyhedra and polytopes
Let us first review some basic concepts of polyhedral geometry. We refer the reader to
[Zie95] for details and proofs.
Let V be a finite-dimensional real vector space and V ∗ its dual. A polyhedron is a
subset of V , which is given as an intersection of finitely many affine half-spaces, i.e. it is
a subset of the form
P = {p ∈ V | 〈p, ui〉 ≥ di, i = 1, . . . , s},
where ui ∈ V ∗ and di ∈ R. The affine span HP of a polyhedron P is the smallest affine
subspace of V containing P . Any weight vector u ∈ V ∗ defines the face
FuP = {p ∈ P | 〈p, u〉 = min
p˜∈P
〈p˜, u〉}
We denote the set of dimension k faces of P by P (k). A face F = FuP of codimension
one is called a facet and a face of dimension 0 is called a vertex. Any polyhedron of
dimension n then has an irredundant presentation
P = {p ∈ HP | 〈p, uF 〉 ≥ dF , F ∈ P (n− 1)},
where uF is the weight vector defining the facet F .
A polyhedral cone is a polyhedron of the form
σ = {p ∈ V | 〈p, ui〉 ≥ 0, i = 1, . . . , s}.
Alternatively, we can describe σ as the positive hull of finitely many vectors v1, . . . , vr ∈
V :
σ = pos(v1, . . . , vr) := {p ∈ V | p =
r∑
i=1
λivi, λi ≥ 0}.
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A polyhedral cone is called strongly convex or proper, if it does not contain a subspace
of positive dimension, i.e. if 0 ∈ σ is a vertex. Every polyhedral cone σ ⊆ V defines a
dual cone
σ∨ = {u ∈ V ∗ | 〈v, u〉 ≥ 0 for all v ∈ σ}.
A bounded polyhedron P ⊆ V is called a polytope. Every polytope can be described
as the convex hull of its vertices v ∈ P (0), i.e.
P = Conv(v | v ∈ P (0))
:= {p ∈ V | p =
∑
v∈P (0)
λvv, λv ≥ 0,
∑
v∈P (0)
λv = 1}.
For two polytopes P,Q ⊆ V , their Minkowski sum is defined as
P +Q = {p ∈ V | p = p1 + p2 for p1 ∈ P, p2 ∈ Q}.
For r ∈ (0,∞), we also define the scaled polytope
rP = {rp ∈ V | p ∈ P}.
3.2 Cones and fans.
Let N be a lattice, i.e. a free abelian group of finite rank n = rkN . Its dual lattice is
M = HomZ(N,Z). The algebraic torus associated to N is TN = N ⊗Z C∗ ∼= Gnm(C).
Elements m ∈ M define characters tm ∈ HomZ(TN ,C∗). Under this identification, the
coordinate ring of TN is the ring of Laurent polynomials
O(TN ) = C[M ].
Similarly, elements u ∈ N define one-parameter subgroups
C∗ → TN , λ ↦→ u⊗ λ.
Definition 3.2.1. A complex variety X is toric if it has an action of a torus TN with a
dense torus orbit.
We will only consider normal toric varieties. They can be completely described by
certain polyhedral data. Let σ ⊆ NR := N ⊗Z R be a strongly convex polyhedral cone.
σ is rational if there are lattice elements u1, . . . , us ∈ N , such that
σ = pos(u1, . . . , us).
Its dual cone
σ∨ := {m ∈MR | 〈m,u〉 ≥ 0 for all u ∈ σ}
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is again a rational polyhedral cone and the set Sσ = M ∩ σ∨ is a finitely generated
semigroup. The toric variety associated to σ is Uσ = Spec(C[Sσ]). The torus action is
given in terms of the coordinate rings by
∆ : C[Sσ]→ C[M ]⊗ C[Sσ], tm ↦→ tm ⊗ tm.
The inclusion TN ↪→ Xσ of the dense torus orbit is dually given by the map C[Sσ] ↪→
C[M ].
We can construct all normal toric varieties by gluing such affine varieties along open
subsets, as long as the corresponding cones intersect nicely.
Definition 3.2.2. A fan Σ in NR is a collection of rational, strongly convex polyhedral
cones σ ⊆ NR such that:
1. If σ ∈ Σ and τ ⊆ σ is a face of σ then τ ∈ Σ.
2. Two cones σ1, σ2 ∈ Σ are either disjoint or intersect in a common face τ ∈ Σ.
We call Σ a generalized fan if it consists of rational polyhedral cones which are not
necessarily strongly convex.
The set of cones of dimension k is denoted by Σ(k). A one-dimensional cone ρ ∈ Σ(1)
is called a ray. The union |Σ| = ⋃σ∈Σ σ ⊆ NR is the support of Σ. Each (generalized)
fan naturally has the structure of a partially ordered set, where τ ⪯ σ if and only if τ is
a face of σ.
If σ1, σ2 are two rational, strongly convex cones intersecting in the common face τ =
σ1 ∩ σ2, then the dual inclusions σ∨1 ⊆ τ∨ ⊇ σ∨2 define the inclusions
C[Sσ1 ] ↪→ C[Sτ ]←↩ C[Sσ2 ].
One can show that C[Sτ ] is a common localization of C[Sσi ], such that Uτ ⊆ Uσi . Gluing
Uσ1 and Uσ2 along the dense open subset Uτ gives a new toric variety. This can be done
coherently for all cones in a fan and we obtain the following:
Proposition 3.2.3 ([CLS11, Thm. 3.1.5]). If Σ is a fan in NR, then the Uσ for σ ∈ Σ
glue together to give a normal toric variety XΣ and every normal toric variety is of this
form up to isomorphism.
Example 3.2.4. If σ ⊆ NR is a rational, strongly convex polyhedral cone, then the
collection of faces τ ⊆ σ form fan which we also denote by σ. The corresponding toric
variety is just Uσ.
Properties of XΣ are reflected in properties of the fan:
Proposition 3.2.5 ([CLS11, Thm. 3.4.1 and 3.1.19]). Let XΣ be a toric variety with
fan Σ.
1. XΣ is complete if |Σ| =
⋃
σ∈Σ σ = NR.
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2. XΣ is smooth if and only if every cone σ ∈ Σ can be generated by part of a Z-basis
of N . In this case the fan Σ and its cones σ ∈ Σ are called smooth.
Definition 3.2.6. Let XΣ1 , XΣ2 be toric varieties with fans Σi in (Ni)R. A morphism
ϕ : XΣ1 → XΣ2 is toric if ϕ|TN1 induces a group morphism TN1 → TN2 .
Being toric automatically implies that ϕ is TNi-equivariant. We can identify Ni with
the one-parameter subgroups of TNi and since ϕ is a group morphism, we get a homo-
morphism
ϕ : N1 → N2
of lattices. We say that such a morphism is compatible with the fans Σi if for every
σ1 ∈ Σ1 there is σ2 ∈ Σ2 with ϕ(σ1) ⊆ σ2.
Proposition 3.2.7 ([CLS11, Thm 3.3.4]). If ϕ : XΣ1 → XΣ2 is toric, then the induced
map ϕ : N1 → N2 is compatible with the fans Σ1,Σ2.
Conversely, every morphism ϕ : N1 → N2 compatible with the fans uniquely determines
a toric morphism ϕ : XΣ1 → XΣ2 which extends
ϕ⊗ 1 : N1 ⊗ C∗ = TN1 → N2 ⊗ C∗ = TN2 .
Remark 3.2.8. One can show that ϕ : XΣ1 → XΣ2 is proper if and only if ϕ−1(|Σ2|) =
|Σ1|. See [CLS11, Thm 3.4.11].
Example 3.2.9. Suppose ϕ is the identity and Σ1 is a refinement of Σ2, i.e. |Σ1| = |Σ2|
and every cone σ1 ∈ Σ1 is contained in some cone σ2 ∈ Σ2. Then the corresponding map
XΣ1 → XΣ2 is proper and birational.
3.3 The orbit-cone correspondence.
A cone σ ∈ Σ defines a distinguished point γσ ∈ Uσ ⊆ XΣ: γσ is given by the semigroup
morphism:
m ∈ Sσ ↦→
{
1, m ∈ σ⊥ ∩M
0, otherwise
This is a fixed point for the TN action if and only if dimσ = dimNR.
Theorem 3.3.1 ([CLS11, Theorem 3.2.6 and Prop. 3.2.7]). There is a bijective corre-
spondence
{σ ∈ Σ} ←→ {TN -orbits ⊆ XΣ}
σ ←→ O(σ) := TN · γσ
having the following properties:
1. dimR σ + dimCO(σ) = dimRNR
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2. The affine open set Uσ decomposes into orbits as
Uσ =
⋃
τ⪯σ
O(τ)
3. τ ⪯ σ if and only if O(σ) ⊆ O(τ), and
V (τ) := O(τ) =
⋃
τ⪯σ
O(σ).
3.4 Divisors and the homogeneous coordinate ring.
Let XΣ be a toric variety associated to the fan Σ. A one-dimensional cone ρ ∈ Σ(1)
gives a torus-invariant divisor Dρ = V (ρ) under the orbit-cone correspondence and every
torus-invariant divisor is a sum of these. Denoting the latter group by DivT (XΣ), we
have an identification
ZΣ(1) ∼= DivT (XΣ).
Since ρ is a one-dimensional rational cone, there is a unique smallest lattice generator of
ρ, i.e. an element uρ ∈ N such that ρ = R≥0uρ.
Proposition 3.4.1 ([CLS11, Thm 4.1.3]). There is an exact sequence
M ZΣ(1) Cl(XΣ) 0
where Cl(XΣ) denotes the class group. The first morphism maps m ∈M to the divisor
div(tm) =
∑
ρ∈Σ(1)
〈m,uρ〉Dρ
of the rational function tm. The second is the natural quotient map ZΣ(1) ∼= DivT (XΣ)→
Cl(XΣ). If XΣ has no torus factors, i.e. it is not of the form XΣ ∼= XΣ′ ×T k, then there
is a short exact sequence
0 M ZΣ(1) Cl(XΣ) 0.
The global sections of torus-invariant divisors are described by polyhedra as follows
([CLS11, Prop. 4.3.3]): If D =
∑
ρ aρDρ is a torus-invariant divisor on XΣ, then
Γ(XΣ,OXΣ(D)) =
⊕
m∈PD∩M
C · tm,
where
PD := {m ∈MR | 〈m,uρ〉 ≥ −aρ}.
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Now suppose XΣ is a smooth toric variety without torus factors. We want to describe
XΣ by a graded ring SΣ, generalizing the homogeneous coordinate description of projec-
tive space. Tensoring the exact sequence of the class group with HomZ(−,C∗) gives the
exact sequence
1 GΣ (C∗)Σ(1) TN 1
where GΣ = HomZ(Cl(XΣ),C∗) is the character group of Cl(XΣ). This is a reductive
group isomorphic to the product of a torus and a finite group. We can describe GΣ
concretely as
GΣ = {(tρ) ∈ (C∗)Σ(1) |
∏
ρ∈Σ(1)
t
〈m,uρ〉
ρ = 1 for all m ∈M}.
Definition 3.4.2. The homogeneous coordinate ring of XΣ is
SΣ = C[xρ | ρ ∈ Σ(1)] = O(CΣ(1)).
The ring SΣ is graded by Cl(X):
deg(xρ) = [Dρ]
This gives an action of GΣ by duality, which is just the restriction of the natural scaling
action of (C∗)Σ(1). The corresponding eigenspaces are the graded components of SΣ:
SΣ =
⊕
β∈Cl(X)
Sβ .
We want to describe XΣ as a suitable quotient of Spec(SΣ) = CΣ(1) by GΣ. For this to
work, we first have to throw out some badly behaved GΣ-orbits.
Definition 3.4.3. For σ ∈ Σ let xσˆ =∏ρ/∈σ(1) xρ ∈ SΣ. The irrelevant ideal is
BΣ = 〈xσˆ | σ ∈ Σ〉.
The corresponding zero set ZΣ = V (BΣ) is the irrelevant locus.
The variety CΣ(1)\ZΣ is again toric. Its fan can be described as follows: For σ ∈ Σ let
σ˜ = pos(eρ | ρ ∈ σ(1)) ⊆ RΣ(1).
The collection of all σ˜ constitute the fan Σ˜ of CΣ(1)\ZΣ. The lattice morphism
pi : ZΣ(1) → N, eρ ↦→ uρ
is obviously compatible with the fans. Hence we get a toric morphism
pi : CΣ(1)\ZΣ → XΣ.
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Theorem 3.4.4 ([CLS11, Thm. 5.1.11]). Let XΣ be a smooth toric variety without torus
factors. The map pi describes XΣ as the geometric quotient
XΣ = CΣ(1)\ZΣ//GΣ
Remark 3.4.5. We refer to [CLS11, Section 5.0] for background on geometric invariant
theory and geometric quotients. Let us point out some consequences of this result:
1. The GΣ-orbits on CΣ(1)\ZΣ are closed and the set of closed points of XΣ is the
orbit space.
2. For an affine open subset U = Spec(R) ⊆ XΣ we have pi−1(U) = Spec(S˜), where S˜
is a localization of SΣ with an induced GΣ-action. That pi is a geometric quotient
implies that R = S˜GΣ , i.e. R is the subring of GΣ-invariants.
Let us specialize the above remark to an affine open Uσ ⊆ XΣ given by a cone σ ∈ Σ.
For the inverse image we have
pi−1(Uσ) = Uσ˜ = Spec(C[σ˜∨ ∩ ZΣ(1)]),
where σ˜ = pos(eρ | ρ ∈ σ(1)). The coordinate ring is then
C[σ˜∨ ∩M ] = C
[∏
ρ
x
aρ
ρ | aρ ≥ 0 for ρ ∈ σ(1)
]
:= Sxσˆ ,
i.e. we invert every variable xρ for ρ /∈ σ(1). Hence we get
pi−1(Uσ) = Spec(Sxσˆ).
The map on coordinate rings is given by homogenization:
pi∗ : C[σ∨ ∩M ] −→ Sxσˆ
pi∗(tm) =
∏
ρ
x
〈m,uρ〉
ρ
Its image is the space of GΣ-invariants SGΣxσˆ . This gives the isomorphism
Uσ = Spec(C[σ∨ ∩M ]) ∼= Spec(SGΣxσˆ ).
For top-dimensional cones σ ∈ Σ(dimN), we can describe the above isomorphism by
dehomogenization, i.e. setting some of the variables xρ to 1:
Proposition 3.4.6. Let σ ∈ Σ(dimN) be a top-dimensional cone and
Yσ = {xρ ∈ CΣ(1) | xρ = 1 for ρ /∈ σ(1)}.
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There is a GΣ-equivariant isomorphism p−1(Uσ) ∼= Yσ×GΣ, fitting into the commutative
diagram
{1} × Yσ Yσ
GΣ × Yσ p−1(Uσ) Uσ
and inducing an isomorphism Yσ ∼= Uσ.
Proof. From the above discussion, it follows that
pi−1Σ (Uσ) = {x ∈ CΣ(1) | xρ ̸= 0 for ρ /∈ σ(1)} ⊆ CΣ(1)\ZΣ,
and the middle vertical arrow is well-defined. The natural map
φ : GΣ × Yσ → pi−1Σ (Uσ), φ(t, x) = t · x,
is clearly GΣ-equivariant. Its inverse is constructed as follows: Since σ is smooth, the
ray generators (uρ | ρ ∈ σ(1)) constitute a Z-basis of N . Let (mρ | ρ ∈ σ(1)) be the dual
basis of M = HomZ(N,Z).
For x ∈ pi−1Σ (Uσ), let
t(x)ρ =
{∏
ρ˜/∈σ(1) x
−〈mρ,uρ˜〉
ρ˜ , ρ ∈ σ(1)
xρ, ρ /∈ σ(1)
Then t(x)−1x ∈ Yσ by construction. For m = mρ, we have∏
ρ˜∈Σ(1)
t(x)
〈mρ,uρ˜〉
ρ˜ = t(x)ρ
∏
ρ˜/∈σ(1)
x
〈mρ,uρ〉
ρ = 1
and since the mρ form a basis of M , we get t(x) ∈ GΣ. Hence the map
ψ : pi−1Σ (Uσ)→ GΣ × Yσ, ψ(x) = (t(x), t(x)−1x).
is well-defined and clearly inverse to φ.
Example 3.4.7. The classical example is the homogeneous coordinate description of
projective space Pn. Let ei ∈ Zn be the standard basis vectors and e0 = −
∑
i ei. The
fan Σ of Pn then consists of the cones
σI = pos(ei | i ∈ I),
where I ⊊ {0, 1, . . . , n} varies over the proper subsets of {0, 1, . . . , n}. Then CΣ(1) ∼= Cn+1
with coordinates (x0, . . . , xn) and ZΣ = {0}. The map u =
∑n
i=0 uiei ↦→
∑n
i=0 ui induces
an isomorphism Cl(Pn) ∼= Z, such that deg(xi) = 1 for i = 0, . . . , n. The corresponding
character group is
GΣ = {t ∈ (C∗)Σ(1) | t−10 ti = 1 for i = 1, . . . , n} ∼= C∗(1, . . . , 1).
Then we recover the usual isomorphism Pn ∼= Cn+1\{0}//C∗.
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Example 3.4.8. Let Bn = Bl0Pn be the blowup of Pn in x = 0. We will see below that
Bn is a smooth toric variety and its fan can be described as follows: Let ez =
∑n
i=1 ei
and
Σ(1) = {R≥0ez} ∪ {R≥0ei | i = 0, . . . , n}.
Then σI = pos(ei | i ∈ I) is a cone of Σ iff I ⊆ {z, 0, . . . , n} satisfies {1, . . . , n} ⊈ I and
{z, 0} ⊈ I. We can identify Cl(Bn) ∼= Z2 through the map
Zn+2 → Z2, u ↦→ (
n∑
i=1
ui − uz,
n∑
i=0
ui).
The corresponding variables (xz, x0, . . . , xn) have degrees deg(xi) = (1, 1), deg(x0) =
(0, 1) and deg(xz) = (−1, 0). Similarly we get
GΣ = {(tz, t0, t0
tz
, . . . ,
t0
tz
) ∈ (C∗)n+2 | tz, t0 ∈ C∗} ∼= (C∗)2
and
ZΣ =
n⋂
i=1
V (xixz) ∩ V (xix0).
Thus the blowup variety has the quotient description Bn = Cn+2\ZΣ//(C∗)2.
There is a general correspondence between graded SΣ-modules and quasi-coherent
sheaves on XΣ. We want to explain this in the case of the canonical sheaf ωΣ, the sheaf
of top-degree differential forms. Let (e1, . . . , en) be a basis of M and I = {ρ1, . . . , ρn} ⊆
Σ(1) an n-element subset. Let ϵI = det(〈ei, uρj 〉ij ) and set
ΩΣ =
∑
I
ϵI
∏
ρ/∈I
xρ
 dxρ1 ∧ . . . ∧ dxρn .
This is an element of the SΣ-module
n∧
Ω1SΣ
∼= Γ(CΣ(1), ωnCΣ(1)),
where Ω1SΣ is the module of Kähler differentials over SΣ. Note that ΩXΣ is independent
of the above choices up to a sign, which can be fixed by choosing an orientation of M
and requiring that (e1, . . . , en) is an oriented basis
The group GΣ acts on
∧
Ω1SΣ by pullback. The action of t
m ∈ GΣ ⊆ (C∗)Σ(1) is given
by
tm · ΩΣ = t〈m,
∑
ρ uρ〉ΩΣ.
Hence ΩΣ has degree
β =
[∑
ρ
Dρ
]
∈ Cl(XΣ).
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If F,H ∈ SΣ are polynomials, such that degF − degH = −β, then the meromorphic
n-form
F (x)
H(x)
ΩΣ
is GΣ-invariant and descends to a global meromorphic section of ωΣ. Conversely, let
f, h ∈ O(TN ) be Laurent polynomials and consider the section
α =
f(t)
h(t)
dt1
t1
∧ . . . ∧ dtn
tn
∈ Γ(TN , ωTN ),
where t1, . . . , tn are generators of O(TN ). Pulling back along the quotient map pi :
CΣ(1)\ZΣ → XΣ gives a meromorphic form pi∗α on CΣ(1), which we can describe as
follows.
Proposition 3.4.9. Let F = pi∗f and H = pi∗h
∏
ρ xρ. Then the pullback pi
∗α is given
by
pi∗α =
F (x)
H(x)
ΩΣ.
Proof. From pi∗(tm) =
∏
ρ x
〈m,uρ〉
ρ it follows that
pi∗
(
dt1
t1
)
=
∑
ρ
〈ei, uρ〉dxρ
xρ
.
Taking the wedge product and multiplying by
∏
ρ xρ gives(∏
ρ
xρ
)
pi∗
(
dt1
t1
∧ . . . ∧ dtn
tn
)
= ΩΣ
and the above formula follows.
Over the maximal cone σ = pos(ui | i ∈ I0) = pos(ui1 . . . , uin), we formally set xρ = 1
for ρ /∈ σ(1) and get the section
α
∣∣
Uσ
= ϵσ
f˜(x)
g˜(x)
dxi1 ∧ . . . ∧ dxin ∈ Γ(Uσ, ωΣ),
where ϵσ = ϵI0 and f˜ = F |Yσ and h˜ = H|Yσ are the dehomogenizations of F and H.
3.5 Lattice polytopes.
Now let P ⊆ MR be a lattice polytope, i.e. it is the convex hull of finitely many lattice
points. Suppose also that P is of full dimension n = dimM . Then it can be described
by the facet presentation
P = {m ∈M | 〈m,uF 〉 ≥ −aF , F ∈ P (n− 1)},
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where aF ∈ Z and uF is the minimal lattice generator of the cone ρF consisting of inward
pointing normal vectors of F .
We can construct the normal fan of P as follows: Let v ∈ P be a vertex and Cv the
cone generated by P ∩M − v. Its dual cone σv = C∨v is again rational and strongly
convex. In terms of the facet presentation above, we have
σv = pos(uF | F ∈ P (n− 1), v ∈ F ).
More generally, we can define for any face Q ∈ P (k) the cone
σQ = pos(uF | F ∈ P (n− 1), Q ⊆ F ).
Proposition 3.5.1 ([CLS11, Prop. 2.3.7 and Prop. 3.1.6].). The cones σQ constitute
a complete fan ΣP in NR and define a complete toric variety XP := XΣP . A vector
u ∈ NR defines the face FuP = Q if and only if u ∈ relint(σQ). This defines an inclusion
reversing bijection between ΣP and the set of faces of P . If P is not full-dimensional,
then the same construction will give a generalized fan.
Remark 3.5.2. The orbit-cone correspondence takes the following form: The cones σ ∈
ΣP correspond to faces Q ⊆ P , hence every Q gives a torus orbit O(Q) ⊆ ΣP and its
closure V (Q). The latter is a closed toric subvariety and hence again given by a complete
fan, which we can describe as follows: By translating Q by one of its vertices we can
assume that 0 ∈ Q. Let then MQ be the linear span of Q such that Q ⊆MQ becomes a
full-dimensional lattice polytope which has a normal fan ΣQ. Then we have V (Q) ∼= XQ.
See [CLS11, Prop 3.2.9].
Remark 3.5.3. Identifying rays ρ ∈ ΣP (1) with facets F of P , we get the divisor DP =∑
F aFDF canonically attached to XP . One can show that DP is ample and there is a
bijective correspondence
P ←→ (XΣ, D)
between full dimensional lattice polytopes P ⊆MR and complete toric varieties XΣ with
fan Σ ⊆ NR together with a distinguished torus-invariant ample divisor D. See [CLS11,
Thm. 6.2.1].
The following proposition will be needed later.
Proposition 3.5.4. Suppose P ⊆ M is a (not necessarily full-dimensional) lattice
polytope. An n-dimensional cone σ = pos(u1, . . . , un) is contained in a maximal cone
σ˜ ∈ ΣP (n) if and only if there is a unique vertex mσ ∈ P (f), such that
〈mσ, ui〉 = min
m∈P
〈m,ui〉
for all i = 1, . . . , n.
Proof. Let σ˜ ∈ ΣP (n), correspond to the vertex m0 ∈ P (0). The cone
σ = pos(u1, . . . , un)
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is contained in σ˜ if and only if every weight vector w =
∑n
i=1 λiui ∈ Int(σ) defines the
face FwP = {m0}. This means that
〈m0, w〉 < 〈m,w〉, for all m ∈ P\{m0}.
Varying λi, it is easy to see that this is only possible if
〈m0, ui〉 = min
m∈P
〈m,ui〉,
for all i = 1, . . . , n. Conversely, supposem0 minimizes 〈m,ui〉 for all i and thus for all w ∈
σ. Suppose there is another m˜ ∈ P , such that 〈m˜, w〉 is minimal. Then 〈m˜−m0, w〉 = 0
for all w ∈ σ, which implies m˜ = m0 since σ is full-dimensional.
For two lattice polytopes P1, P2 ⊆MR, let
Q = P1 + P2 = {m1 +m2 | m1 ∈ P1,m2 ∈ P2}
be their Minkowski sum. This is clearly a lattice polytope again.
Proposition 3.5.5 ([Zie95, Prop. 7.12]). The normal fan ΣQ of Q is the coarsest
common refinement of the normal fans ΣP1 ,ΣP2 .
Note that the normal fan of a polytope P is well-defined even if P is not a lattice
polytope. This gives a convenient notion of equivalence.
Definition 3.5.6. Two polytopes P1, P2 ⊆ MR are called normally equivalent, if they
have the same normal fan.
Example 3.5.7. For a polytope P ⊆MR and r > 0 the scaled polytopes rP are clearly
all normally equivalent to each other. More generally let P1, . . . , Pk ⊆MR be polytopes
and r ∈ (0,∞)k. Then the normal fan of
P (r) =
k∑
i=1
riPi
is the least common refinements of the normal fans ΣPi by Prop. 3.5.5. Hence the normal
equivalence class of P (r) is independent of r.
3.6 Real and real-positive locus.
Let σ ∈ Σ be a cone in the fan defining XΣ. The complex points of the corresponding
affine toric variety are given by
Uσ(C) = Hom(σ∨ ∩M,C).
Restricting the image to R gives the locus Uσ(R). These glue together to give the real
locus XΣ(R). Similarly, restricting to R≥0 gives the real-positive locus XΣ(R≥0). A toric
morphism XΣ → XΣ˜ induces maps XΣ(R)→ XΣ˜(R) and XΣ(R≥0)→ XΣ˜(R≥0).
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Example 3.6.1. Suppose XΣ is a projective toric variety associated to the polytope P ,
such that the divisor DP is very ample. Its sections
tmi ∈ Γ(XΣ,OXP (DP )), mi ∈ P ∩M
furnish a projective embedding
XΣ → Ps, x ↦→ [tm0(x) : . . . : tms(x)].
The (algebraic) moment is defined as
f : XΣ →MR
f(x) =
∑
m∈P∩M |tm(x)|m∑
m∈P∩M |tm(x)|
.
By [CLS11, Thm. 12.2.5], this induces a homeomorphism
f : XΣ(R≥0)−˜→P,
which identifies a facet Q ⊆ P with V (Q) ∩XΣ(R≥0).
3.7 Star subdivision of fans.
There is a standard construction to refine a given fan Σ. Let ν ∈ Σ ∩N be a primitive
element, i.e. such that ν is the lattice generator of pos(ν). For σ ∈ Σ with ν ∈ σ let
Σσ(ν) = {pos(τ, ν) | {ν} ∪ τ ⊆ σ, ν /∈ τ}.
The star subdivision of Σ with respect to ν is the fan
Σ∗(ν) = {σ ∈ Σ | ν /∈ σ} ∪
⋃
ν∈σ
Σσ(ν).
The identity map N → N is compatible with the fans (Σ∗(ν),Σ) and induces a toric
morphism
pi : XΣ∗(ν) → XΣ,
which is proper and birational.
We are interested in the following special case of this construction. Let XΣ be a smooth
toric variety associated to the fan Σ. From Prop. 3.2.5 we know that every cone σ ∈ Σ
is smooth, i.e. can be generated by part of a Z-basis of N . For a cone τ ∈ Σ, the closure
V (τ) = O(τ) is a smooth toric subvariety. Let Στ be the star subdivision of Σ with
respect to the vector
ντ =
∑
ρ∈τ(1)
uρ
Proposition 3.7.1 ([Oda88, Prop. 1.26]). The map pi : XΣτ → XΣ is the blowup of XΣ
with center V (τ).
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3.8 Toric wonderful models.
In this section, we want to describe certain compactifications of the torus Tn−1 given by
iteratively blowing up coordinate subspaces in the projective compactification Tn−1 ↪→
Pn−1. These are special cases of the wonderful model compactifications of [DCP95].
Let us first give a more symmetric description of the fan in Example 3.4.7. Suppose
E is a finite set with n elements and let PE be the projective space of dimension n− 1,
where we label the homogeneous coordinates by elements of E. Let
NE = ZE/Z
(∑
i∈E
ei
)
∼= Zn−1
and
ME =
{
m ∈ ZE |
∑
i∈E
mi = 0
}
the dual lattice. The fan ΣE of PE is given by the cones
τI := pos([e
i] | i ∈ I)
for all I ⊊ E. Every such proper subset I ⊊ E then gives the linear subspace
LI = {[αj ] | αi = 0 for i ∈ I} ∼= P Ic ,
which is the orbit closure associated to the cone τI .
Consider a set of subsets B ⊆ 2E satisfying the following conditions.
1. E /∈ B
2. {i} /∈ B for all i ∈ E.
3. I1, I2 ∈ B, I1 ∩ I2 ̸= ∅ ⇒ I1 ∪ I2 ∈ B or I1 ∪ I2 = E.
The iterated blowup
piB : P
B → PE
is defined by inductively blowing up the elements of
LB = {LI | I ∈ B},
in order of increasing dimension. More precisely, let B = {I1 < . . . < Im} be linearly
ordered such that j ≥ k implies that Ij ⊆ Ik. We then define the sequence of blowups
by P0 = PE and Pk = BlL˜Ik
Pk−1, where L˜k is the strict transform of Lk in Pk−1. The
results of the last section show that this is again a smooth projective toric variety. Let
Σk be the fan of Pk. Then we have that Σk = StτkΣk−1 is the star subdivision with
respect to the cone
τk = pos{[ei] | i ∈ Ik}.
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Blowing up in order of increasing dimension ensures that this is well-defined, i.e. that
τk is indeed a cone of Σk−1. The strict transform of LIk in Pk−1 is just the orbit closure
V (τk) of τk ∈ Σk−1. Let PB = Pm be the last blowup and ΣB = Σm its fan.
To fully describe the fan, we will use the combinatorial approach to wonderful models
developed in [FK04]. Note that any fan (Σ,⪯) with its face relation is a meet semi-lattice,
i.e. every collection σ1, . . . , σk ∈ Σ has the greatest lower bound∧
i
σi =
⋂
i
σi ∈ Σ.
The minimal element of Σ is the trivial cone {0}. For Σ = ΣE , there is an obvious poset
isomorphism
(ΣE ,⪯) ∼= (2E\{E},⊆),
identifying a subset I ⊊ E with the cone τI .
Now let (L,⪯) be any finite meet-semilattice with least element 0ˆ. For a subset G ⊆ L,
and X ∈ L, let
G⪯X := {G ∈ G | G ⪯ X}
and
[0ˆ, X] = {Y ∈ L | 0ˆ ⪯ Y ⪯ X}.
Definition 3.8.1. Let (L,⪯) be a finite meet-semilattice. A subset G ⊆ L\{0ˆ} is called
a building set, if the following holds for all X ∈ L: Let
maxG⪯X = {G1, . . . , Gk}
be the maximal elements of G⪯X . Then there is an order isomorphism
[0ˆ, X] ∼=
k∏
i=1
[0ˆ, Gi].
Remark 3.8.2. Note that every building set must contain all product-irreducible elements,
i.e. all elements X ∈ L, such that [0ˆ, X] can not be expressed as a non-trivial product.
This includes in particular all atoms of L, i.e. all elements a ∈ L\0ˆ, such that [0ˆ, a] =
{0ˆ, a}.
Example 3.8.3. Suppose L = 2E\{E} with the subset relation. Then a subset G ⊆ L\∅
is a building set if for all I ⊊ E, the maximal elements
maxG⊆I = {G1, . . . , Gk}
form a partition I =
∐k
i=1Gi. It is easy to check that this is equivalent to the condition
that G contains all singleton subsets and for all I1, I2 ∈ G:
I1 ∩ I2 ̸= ∅ ⇒ I1 ∪ I2 ∈ G or I1 ∪ I2 = E.
The set G˜ = G ∪ {E} is then a building set in 2E .
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To describe the face structure of ΣB, we will also need the notion of nested sets.
Definition 3.8.4. Let G ⊆ L\0ˆ be a building set in a finite meet-semilattice. A subset
N ⊆ G is called nested if for all pairwise non-comparable elements N1, . . . , Nk ∈ N with
k ≥ 2, the join ∨ki=1Ni ∈ L exists in L but is not in G.
Example 3.8.5. Suppose G ⊆ 2E\{E} is a building set. Then I ⊆ G is a nested set if
and only if:
1. For all I1, I2, either I1 ∩ I2 = ∅ or I1 ⊆ I2 or I2 ⊆ I1.
2. If I1, . . . , Ik ∈ I are pairwise disjoint and k ≥ 2, then
k⋃
j=1
Ij /∈ G ∪ {E}.
It follows from [FK04, Prop. 2.8] that all maximal nested sets are generated by the
following construction: Let E = {i1 < . . . < in} be a total ordering of E. Set Jk =
{i1, . . . , ik} and Ik = maxG⊆Jk . The union I =
⋃n
k=1 Ik is then a maximal nested set.
The nested sets of a building set G are partially ordered by inclusion. We denote the
corresponding poset by N (G). We can now state the results of [FK04, Theorem 4.10].
Theorem 3.8.6. Let Σ be the fan of a toric variety XΣ and G ⊆ (Σ,⪯) be a building set
in its face semilattice. Suppose G = {τ1 < . . . < τk} is linearly ordered, such that τi < τj
implies τj ⪯ τi. Let ΣG be the fan obtained by subdividing Σ along the Gi in increasing
order. Then there is an isomorphism of semilattices
(ΣG ,⪯) ∼= (N (G),⊆),
identifying a nested set N = {τi1 , . . . , τis} ⊆ G with the cone
τN = pos(ντ | τ ∈ N),
where ντ =
∑
ρ∈τ(1) uρ.
Remark 3.8.7. The rays of ΣG are the one-element nested sets, which correspond to the
elements of G. This gives a natural bijection ΣG(1) ∼= G.
IfXΣ is smooth, then so is its iterated blow-up XG = XΣG . Its homogeneous coordinate
description takes the following form.
Proposition 3.8.8. Suppose XΣ is a smooth toric variety without torus factors and
G ⊆ Σ a building set in its fan. Denote by G∗ ⊆ G the subset of cones which are not rays
and let piG : XG → XΣ be the toric map obtained by iteratively blowing up elements of G∗
as above.
1. There is a natural isomorphisms Cl(XG) ∼= Cl(XΣ)⊕ZG∗ The corresponding char-
acter group is GG := GΣG ∼= GΣ × (C∗)G
∗ .
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2. The exceptional locus ZG := ZΣG ⊆ CG is given by
ZG =
⋂
N⊆G nested
V (
∏
τ /∈N
xτ ).
3. The variety XG can be described as the geometric quotient
XG ∼= (CG\ZG)//GG .
Proof. The class groups fit into the following diagram with exact rows and columns:
0 0 0
0 0 ZG∗ ZG∗ 0
0 M ZΣ(1)
⊕
ZG∗ Cl(XG) 0
0 M ZΣ(1) Cl(XΣ) 0
0 0 0
The pullback pi∗G : Cl(XΣ)→ Cl(XG) induces a splitting
Cl(XG) ∼= Cl(XΣ)⊕ ZG∗ .
Applying Hom(−,C∗) gives the isomorphism GG ∼= GΣ × (C∗)G∗ .
The description of the exceptional locus and the geometric quotient is now immediate
from Thm. 3.4.4 and Thm. 3.8.6.
To our original set B ⊆ 2E , we associate the set
GB = B ∪ {{i} | i ∈ E}.
This is a building set by Exam. 3.8.3. To I ⊆ E, we associate the vector
eI =
∑
i∈I
ei.
Applying the above theorem to GB then gives:
Corollary 3.8.9. PB is a smooth, projective variety, independent of the chosen blowup-
order. Its fan ΣB consists of the cones
σI = pos([eI ] | I ∈ I),
where I ⊆ GB ranges over the nested sets with respect to GB.
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In particular we have ΣB(1) ∼= B ∪ E. The map piB : PB → PE fits into the commu-
tative diagram
CΣB(1)\ZΣB PB
CE\{0} PE
The left vertical map is given on coordinates as
αi = xi
∏
I∈B
i∈I
xI .
For a homogeneous polynomial ψ ∈ C[αi | i ∈ E], we write pi∗Bψ for the corresponding
pullback.
Proposition 3.8.10. Suppose ψ ∈ C[αi | i ∈ E] is homogeneous of degree d. Then the
pullback pi∗Bα has degree
deg(pi∗Bψ) = d
[∑
i∈E
ei +
∑
i∈I∈B
eI
]
∈ Cl(PB)
for a fixed i ∈ E.
Proof. Note that ψ/αdi has degree zero, which means
deg(pi∗B(ψ/α
d
i )) = deg(pi
∗
B(ψ))− deg(pi∗B(αdi )) = 0.
Thus we can reduce to the case ψ = αdi , in which case the assertion is clear from the
above coordinate change.
3.9 Generalized permutahedra
The toric varieties we will consider later on turn out to be associated to very special
polytopes, called generalized permutahedra in ([Pos09],[AA17]).
Consider first the building set Gmax = 2E\{E}. Its fan ΣGmax is spanned by cones
σ = pos(eI1 , . . . , eIn−1) such that
I0 = ∅ ⊊ I1 ⊊ . . . ⊊ In−1 ⊊ In = E
is a complete flag of subsets. On the other hand, let piE be the convex hull of all points
aσ =
n∑
k=1
kaσ(k),
where σ runs over the bijections {1, . . . , n} ∼= E. The polytope piE is the (regular)
permutahedron of the finite set E. The following proposition is then well-known, see e.g.
[Pos09].
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Proposition 3.9.1. The normal fan ΣpiE of piE coincides with ΣGmax .
The facet structure of piE is very well understood. It is advocated in [AA17] to exploit
this fact by expressing many questions in algebraic combinatorics in terms of deformations
of piE :
Definition 3.9.2. ([AA17]) A lattice polytope Q ⊆ RE contained in an affine hyperplane
Q ⊆ {m ∈ RE | 〈m, eE〉 = dQ}
is a generalized permutahedron if its normal fan is a coarsening of the fan ΣpiE .
It will be convenient to have alternative characterizations of generalized permutahedra.
Suppose z : 2E → Z ∪ {∞} is a set function with z(∅) = 0. To z we associate the base
polyhedron
Q(z) = {m ∈ RE | 〈m, eE〉 = z(E), 〈m, eI〉 ≥ z(I) for I ⊊ E}.
We will call z supermodular, if
z(I) + z(J) ≤ z(I ∩ J) + z(I ∪ J),
for all I, J ∈ 2E .
Remark 3.9.3. It is more common in the literature to consider submodular functions
z˜ : 2E → R ∪ {∞}, which satisfy the opposite inequality:
z˜(I) + z˜(J) ≥ z˜(I ∩ J) + z˜(I ∪ J)
It is easy to show that z˜ is submodular if and only if its dual z˜#, defined as z˜#(I) =
z˜(E)− z˜(E\I), is supermodular. The translation between the two convention is usually
straightforward.
Proposition 3.9.4. Let Q ⊆ RE be a lattice polytope. Then the following are equivalent:
1. Q is a generalized permutahedron.
2. Every edge of Q is parallel to an edge of the form ei − ej for i, j ∈ E.
3. There is a supermodular function z : 2E → R, such that Q = Q(z).
Proof. See [AA17, Thm. 12.3] and references therein.
Example 3.9.5. Let M be a matroid on the set E and B(M) ⊆ 2E its set of bases. We
refer to [Oxl06] for the theory of matroids. The matroid polytope of M is
QM = Conv(e
I | I ∈ B(M)).
It is proven in [GGMS87] that every edge of QM is of the form ei − ej , hence QM is a
generalized permutahedron. The corresponding supermodular function is given by
z(I) = rM (E)− rM (E\I) = r#(I),
where rM is the rank function of the matroid.
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Example 3.9.6. Let G ⊆ 2E\{E} be a building set and G˜ = G ∪ {E}. For I ∈ G˜, let
∆I = Conv(e
i | i ∈ I) be the simplex on I and let QG be the Minkowski sum
QG =
∑
I∈G˜
∆I .
It is shown in [Pos09], that its normal fan is ΣG and that QG is the base polyhedron of
the supermodular function
zG(J) = |{I ∈ G˜ | I ⊆ J}|.
Hence QG is a generalized permutahedron and ΣG is a coarsening of ΣpiE .
Suppose G1 ⊆ G2 are two building sets in 2E\{E}. It follows from the above description
and Prop. 3.5.5 that ΣG2 is a refinement of ΣG1 .
For I ⊊ E define the restriction z|I and contraction z/I by
z|I(J) = z(J), J ⊆ I,
z/I(J) = z(J ∪ I)− z(I), J ⊆ E\I.
It is easy to check that if z is supermodular, then so are its restrictions and contraction.
The face FeIQ(z) can then be described as follows.
Proposition 3.9.7 ([Fuj91, Lemma 3.1]). Let Q(z) be the generalized permutahedron
defined by the supermodular function z : 2E → R. The natural isomorphism RI ⊕ RIc ∼=
RE induces a bijection
Q(z|I)×Q(z/I) ∼= FeIQ(z).
Example 3.9.8. If z = r# is the dual of the rank function of a matroid M on E, then
z|I and z/I correspond to the contraction M/Ic and restriction M |I .
Let
I : I0 = ∅ ⊊ I1 ⊊ . . . ⊊ In−1 ⊊ In = E
be a maximal flag of 2E . The corresponding cone σI = pos(eI | I ∈ I) is a maximal
cone of ΣpiE . Since ΣpiE is a refinement of ΣQ(z), any vector w ∈ Int(σ) defines a unique
vertex mI = FwQ(z) by Prop. 3.5.4.
Proposition 3.9.9 ([Fuj91, Corollary 3.17]). The coordinates of the vertex mI are given
by
(mI)k = z(Ik)− z(Ik−1).
Let us call a generalized permutahedron Q(z) irreducible, if there is no nontrivial
decomposition E = I ⊔ J , such that z = z|I + z|J .
Proposition 3.9.10 ([Fuj91, Thm. 3.38]). For each generalized permutahedron Q(z),
there is a unique decomposition E =
∐r
k=1 Ik such that the Q(z|Ik) are irreducible and
z =
r∑
k=1
z|Ik .
The polytope Q(z) is irreducible if and only if it has maximal dimension |E| − 1.
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Corollary 3.9.11. Suppose Q(z) is irreducible. A subset I ⊊ E defines a facet FeIQ(z)
of Q(z) if and only if Q(z|I) and Q(z/I) are both irreducible.
Let us use the preceding results to construct a smooth refinement of the normal fan of
Q(z). Consider the subset system
G˜z = {I ⊆ E | Q(z|I) is irreducible } ⊆ 2E .
Proposition 3.9.12. G˜z is a building set in 2E. If Q(z) is irreducible, then the fan ΣGz
associated to the reduced building set Gz = G\{E} is a smooth refinement of ΣQ(z).
Proof. The building set property is immediate from the unique decomposition of Prop.
3.9.10. To prove that ΣGz is a refinement of ΣQ(z), we must prove that for each maximal
nested set I ⊆ Gz, there is m ∈ Q(z) such that 〈m, eI〉 = z(I) for all I ∈ I. By Example
3.8.5 we can find a maximal chain
J0 = ∅ ⊊ J1 ⊊ . . . ⊊ Jn−1 ⊊ Jn = E
such that I = ⋃ Ik, where Ik = maxG⊆Jkz . Let m be the vertex of Q(z), defined by
mk = z(Jk)− z(Jk−1). Since Ik is the decomposition of Jk into irreducible components,
we have ∑
I∈Ik
z(I) = z(Jk) = 〈m, eJk〉 =
∑
I∈Ik
〈m, eI〉.
Since m ∈ Q(z), this equality is only possible if 〈m, eI〉 = z(I) for all I ∈ Ik.
54
4 D-modules
In this chapter, we collect some results from the theory of D-modules on analytic man-
ifolds, which will be needed for our discussion of the moderate cohomological functor.
We refer to [HTT08],[Kas03] and [Bjö93] for detailed expositions.
4.1 Basic notions
Let X be a complex analytic manifold. The sheaf DX of holomorphic differential opera-
tors is defined as a subsheaf of HomCX (OX ,OX) as follows: Let
F0DX = OX ⊆ HomCX (OX ,OX),
where the action is given by multiplication, and define FkDX for k > 0 as
FkDX = {P ∈ HomCX (OX ,OX) | [P, f ] ∈ Fk−1DX for all f ∈ OX}.
We then have DX =
⋃
k≥0 FkDX . This gives DX a natural structure as a filtered sheaf
of rings, where the multiplication FkDX ⊗ FlDX → Fk+1DX is given by composition of
differential operators.
Remark 4.1.1. To ease notation, we will often write P ∈ DX for a differential operator
P ∈ DX(U) defined over some open subset U ⊆ X.
A DX -module is an OX -module M ∈ Mod(OX) together with a module morphism
DX ⊗OX M →M,
satisfying the usual associativity conditions. We denote the category of DX -modules by
Mod(DX).
Example 4.1.2. The sheaves C∞X ,AX ,OX and BX of smooth, analytic, holomorphic and
hyperfunctions all have a natural DX -module structure, given by differentiating sections.
Example 4.1.3. Let (M,∇) be a locally free OX -module with an integrable connection
∇. Then M is a DX -module such that θ ·m = ∇θm for θ ∈ ΘX . A DX -module is of this
form if and only if it is coherent as an OX -module ([HTT08, Thm. 1.4.10.]).
Example 4.1.4. If P1, . . . , Pm are analytic differential operators then the corresponding
system of differential equations is encoded by the DX -module M := DX/JP where
JP = DX〈P1, . . . , Pm〉
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is the left ideal generated by the Pi. The solutions to
Piu = 0, for i = 1, . . . ,m
in the DX -module L are given by SolP (L) = HomDX (M,L).
A DX -moduleM is called coherent if it is locally finitely generated and any submodule
N of M |U for an open U ⊆ X is locally finitely presented. The algebraic approach to
partial differential equations essentially works because of the following
Theorem 4.1.5 ([Kas03, Prop. A.34]). DX is coherent over itself.
The above theorem implies that a DX -module M is coherent if it is locally finitely
presented.
Remark 4.1.6. We can always find holomorphic coordinates (U, x) inducing an isomor-
phism of U ⊆ X with an open neighbourhood V ⊆ Cn. The associated canonical vector
fields ∂i commute and every differential operator P ∈ DX(U) of order k can be written
in multi-index notation as
P =
∑
|α|≤k
aα∂
α
for aα ∈ OX(U) and ∂α =
∏
i
(
∂
∂xi
)αi
.
The ring DX is not commutative, so we must distinguish between left and right DX -
modules. Note that right DX -modules are the same thing as left modules of DopX , the
opposite ring of DX .
The rings DX and DopX are generated by OX ⊕ ΘX , where ΘX is the OX -module of
holomorphic vector fields on X. A (left or right) DX -module is then characterized by its
OX -module structure and the action of ΘX .
Proposition 4.1.7. An OX-module M is a left DX-module if and only if there is an
action
ΘX ⊗M →M,
satisfying the following conditions for all f ∈ OX , s ∈M and θ, θ˜ ∈ ΘX :
1. (fθ) · s = f(θ · s)
2. θ · (fs) = θ(f)s+ f(θ · s)
3. [θ, θ˜] · s = θ · (θ˜ · s)− θ˜ · (θ · s)
Similarly, a right DX-module N is given by an action
N ⊗ΘX → N,
satisfying for all f ∈ OX , s ∈ N and θ, θ˜ ∈ ΘX :
1. s · (fθ) = (fs) · θ
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2. (fs) · θ = θ(f)s+ f(s · θ)
3. s · [θ, θ˜] = (s · θ) · θ˜ − (s · θ˜) · θ
We can then use the Leibniz rule to endow tensor products and morphism spaces with
DX -module structures:
Proposition 4.1.8. Let M1,M2 be left DX-modules and N1, N2 right DX-modules.
1. The sheaves M1⊗OX M2,HomOX (M1,M2) and HomOX (N1, N2) are naturally left
DX-modules, where the action of ΘX is given by
θ · (s1 ⊗ s2) = θs1 ⊗ s2 + s1 ⊗ θs2
(θϕ)(s) = −ϕ(θs) + θ(ϕ(s))
(θϕ)(s) = ϕ(sθ)− (ϕ(s))θ
2. The sheaves N1 ⊗OX M1 and HomOX (M1, N1) are right DX-modules, where the
action of ΘX is given by
(s1 ⊗ s2) · θ = s1θ ⊗ s2 − s1 ⊗ s2θ
(ϕθ)(s) = ϕ(sθ) + (ϕ(s))θ
Proof. Checking the compatibility relations is straightforward, albeit a bit tedious.
Remark 4.1.9. The OX -module adjunction
HomOX (M1 ⊗OX M2,M3) ∼= HomOX (M1,HomOX (M2,M3))
is an isomorphism of DX -modules if M1,M2,M3 are (say) left DX -modules.
Proposition 4.1.10 ([Bjö93, Prop. 2.1.3 and Lemma 2.2.5]). For left DX-modules
M1,M2,M3 and a right DX-module N , there are isomorphisms of sheaves
HomDX (M1,HomOX (M2,M3)) ∼= HomDX (M1,⊗OXM2,M3)
N ⊗DX (M1 ⊗OX M2) ∼= (N ⊗DX M1)⊗OX M2.
We will later need a way to switch between left and right modules. Let ωX = ΩdimXX
be the canonical sheaf of X, i.e. the sheaf of holomorphic differential forms of highest
degree.
Proposition 4.1.11. The canonical sheaf ωX has a DopX structure given by
η · θ = −Lθη, θ ∈ ΘX , η ∈ ωX
Proof. Follows from the standard properties of the Lie derivative.
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Proposition 4.1.12 ([Kas03, Cor 1.11].). There is an exact equivalence of categories
−⊗OX ωX : Mod(DX)→ Mod(DopX ).
Its quasi-inverse is given by − ⊗OX ω−1X . These functors are called the side-changing
operations.
Remark 4.1.13. Choosing local coordinates (xi) on an open U ⊆ X defines a nowhere
vanishing section dx ∈ ωX(U) and thus an isomorphism ωX |U ∼= OU . Then the right
action on M ⊗OX ωX is given by
(m⊗ dx) · P = P tm⊗ dx,
where P t is the formal adjoint of P (with respect to the volume form dx).
Similarly, let N be a right DX module and let dx−1 be the section of ω−1X dual to dx.
Then the left action on N ⊗OX ω−1X = Hom(ωX , N) is given by
P (n⊗ dx−1) = nP t ⊗ dx−1.
Remark 4.1.14. We will usually only state result for left modules. The corresponding
version for right modules will then follow by the above equivalence.
4.2 Inverse and direct images
Let f : X → Y be a morphism. The sheaf
DX→Y := OX ⊗f−1OY f−1DY
has a natural (DX , f−1DY )-bimodule structure. The right f−1DY structure is the obvious
one. The left DX structure is defined by the pushforward map f∗ : ΘX → f−1ΘY : For
θ ∈ ΘX and g ⊗ P ∈ OX ⊗f−1OY f−1DY the action is given by
θ · (g ⊗ P ) = (θ · g)⊗ P + g ⊗ f∗θP.
Example 4.2.1. Let f : Ck ∼= {0}n−k ×Ck ↪→ Cn be the local model for an immersion.
Then
DCk→Cn = DCk [∂i | 1 ≤ i ≤ n− k]
Example 4.2.2. Let f : Cm → Cn for m > n be the local model for a submersion. Then
DCm→Cn = DCn/DCm〈∂i | n < i ≤ m〉
For a DY -module M the pullback under f is defined by
f∗(M) = DX→Y ⊗f−1DY f−1M.
This gives a right exact functor
f∗ : Mod(DY )→ Mod(DX)
which commutes with the forgetful functor Mod(DX)→ Mod(OX).
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Example 4.2.3. For M ∈ Mod(DY ) we have f∗M = OX ⊗f−1OY f−1M as an OX -
module. For a local coordinate system (yi, ∂i) on Y , we can describe the action of
θ ∈ ΘX on f∗M as
θ · (φ⊗ s) = θ(φ)⊗ s+ φ
n∑
i=1
θ(yi ◦ f)⊗ ∂is.
For a right DX -module N , we can use the above transfer bimodule to define the direct
image
f∗(N ⊗DX DX→Y ) ∈ Mod(DopY ).
For direct images of left modules, we need a side switched version of DX→Y . Define
the (f−1DY ,DX)-bimodule DY←X by
DY←X := ωX ⊗OX DX→Y ⊗f−1OY f−1ω−1Y
= ωX ⊗f−1OY f−1(DY ⊗OY ω−1Y )
The direct image of a DX -module M is then
f∗(DY←X ⊗DX M).
This is not very well behaved in general since it involves a mixture of left and right
exact functors. A satisfactory theory of these functors requires working in the derived
category.
Remark 4.2.4. The two model cases of embeddings and smooth maps are often enough
to understand the formal properties of the direct and inverse image functors, since we
can decompose every map f : X → Y into the the graph embedding Γf : X → X × Y
and the projection pi : X × Y → Y .
4.3 Derived category of D-modules
Let Mod(DX) be the category of DX -modules on X and Modc(DX) its subcategory of
coherent modules. Denote by Db(DX) and Dbc(DX) the corresponding bounded derived
categories.
Every (left or right) DX -module has a flat resolution of length at most dimCX ([Bjö93,
Prop. 2.21]). Hence we can construct derived tensor products
−⊗LDX − : Db(DX)×Db(DopX )→ Db(CX).
Since DX has finite cohomological dimension, we also get derived morphism spaces
RHomDX (−,−) : Db(DX)op ×Db(DX)→ Db(CX),
as well as an analogous version for right modules. We can us the same (flat or injective)
resolutions to construct the derived functors − ⊗LOX − and RHomOX (−,−). Derived
versions of the adjunctions in Remark 4.1.9 and Prop. 4.1.10 can then be constructed
using appropriate resolutions.
59
Proposition 4.3.1. There are locally free resolutions of DX- resp. DopX -modules:
OX ∼= DX ⊗OX
∗∧
ΘX
ωX ∼= Ω∗X ⊗OX DX [dimX]
Proof sketch. In local coordinates, the differential are described as
d : DX ⊗OX
k∧
ΘX → DX ⊗OX
k+1∧
ΘX ,
d(P ⊗ θ1 ∧ . . . ∧ θk) =
∑
i
(−1)i−1(Pθi)⊗ θ1 ∧ . . . ∧ θ̂i ∧ . . . ∧ θk
+
∑
i<j
(−1)i+jP ⊗ [θi, θj ]θ1 ∧ . . . ∧ θ̂i ∧ . . . ∧ θ̂j ∧ . . . ∧ . . . ∧ θk
and
d : ΩkX ⊗OX DX → Ωk+1X ⊗OX DX
d(η ⊗ P ) = dη ⊗ P +
∑
i
dzi ∧ η ⊗ ∂iP.
The natural maps
DX → OX = DX/DX ·Θx
and
ωX → ωX ⊗OX DX
furnish the required morphism of complex. Note that the second is deduced from the
first by side-changing, so it is enough to prove that the first complex is quasi-isomorphic
to OX . This is shown in [HTT08, Lemma 1.5.27] and in [Bjö93, Section 1.5.4].
Example 4.3.2. Let (M,∇) ∈ Mod(DX) be an integral connection. Then
ωX ⊗LDX M [dimX] ∼= (Ω∗X ⊗OX M,d∇)
is the de Rahm complex associated to (M,∇). Here d∇ is the extension of ∇ as a graded
derivation:
d∇(η ⊗m) = dη ⊗m+ (−1)deg(η)η ∧∇m.
Its cohomology is concentrated in degree 0 and
H0(ωX ⊗LDX M [dimX]) = ker∇
is the locally constant sheaf of horizontal sections.
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4.4 Derived pullback
Now let f : X → Y be a morphism of varieties or complex manifolds. We can define a
derived pullback as
f∗ : Db(DY )→ Db(DY )
f∗M ↦→ DX→Y ⊗Lf−1DY f−1M.
The derived pullback does not preserve coherency in general. This can already be seen
in Example 4.2.1.
Example 4.4.1. Let f : X → Y be a smooth morphism. Then OX is a flat f−1OY -
module. It follows that Hjf∗ vanishes for j ̸= 0 and f∗ is an exact functor, since this is
true for the underlying OX -modules. In this case, f also preserves coherency.
Example 4.4.2. Let f = i : X → Y be a closed embedding of complex codimension
dY/X . The associated Koszul-complex K∗ ∼= i−1OY gives a resolution of OX by locally
free i−1OY -modules. Tensoring with i−1DY gives the resolution
K∗ ⊗i−1OY i−1DY ∼= DX→Y ,
where the left hand side is a complex of locally free i−1DY -modules.
For M ∈ Mod(DY ) we then get
i∗(M) = K∗ ⊗i−1OY M.
It follows that Hji∗(M) = 0 unless −dY/X ≤ j ≤ 0.
Example 4.4.3. Let pi : X ×X → X, i = 1, 2 be the natural projections and ∆ : X →
X ×X the diagonal embedding. We have the natural isomorphism in Db(DX)
M ⊗LOX N ∼= ∆∗(M ⊠N),
where
M ⊠N := p−1M ⊗p−11 OX OX×X ⊗p−12 OX p
−1
2 N
is the external tensor product of DX -modules.
4.5 Derived direct images
Let again f : X → Y be a morphism of complex manifolds. The derived version of the
direct image functor is
f∗ : D
b(DX)→ Db(DY )
f∗M = Rf∗(DY←X ⊗LDX M).
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Example 4.5.1. For an open embedding j : U → Y we have DY→U = DU and hence
j∗M = j∗M .
Example 4.5.2. Let i : X → Y be a closed embedding and M ∈ Mod(DX). For a local
coordinate system (yi, ∂i) such that X = {yr+1 = . . . = yn = 0}, we have
i∗M = C[∂r+1, . . . , ∂n]⊗C i∗M.
See [HTT08, Prop. 1.5.24].
Example 4.5.3. Let p : X = Y × Z → Y be the projection. We have
DY←Y×Z = DY ⊠ ωZ
Using the resolution ωZ ∼= Ω∗Z ⊗OZ DZ [dimZ] from Prop. 4.3.1 gives
DY←X ⊗LDX M = Ω∗X/Y ⊗OX M [dimX/Y ]
=: DRX/Y (M),
where
ΩkX/Y = Ω
k
X/p
∗ΩkY ∼= OX ⊗p−1Z OZ Ω
k
Z
are the relative differential forms. The pushforward is then
p∗M = Rp∗(DRX/YM).
4.6 Characteristic varieties
We have seen above, that the ring DX has a natural exhaustive filtration FkDX such
that F0DX = OX and F1DX = ΘX
⊕OX .
The associated graded is
grFDX =
∞⊕
k=0
pi∗OT ∗X(k),
where pi∗OT ∗X(k) ⊆ pi∗OT ∗X denotes the subsheaf of holomorphic functions which are
polynomial of degree k in the fiber variables.
A good filtration of a coherent DX -moduleM consists of an increasing, locally bounded
below sequence FkM ⊆M of OX -submodules such that grFM is coherent over grFDX .
We can then define the coherent OT ∗X -module
g˜rFM := pi−1grFM ⊗Opi−1X OT ∗X
Proposition 4.6.1 ([Bjö93, Section 1.6.18]). Every coherent DX-module locally has a
good filtration. The support of g˜rFM does not depend on the chosen filtration. It is a
closed C∗-conic, and involutive subvariety of T ∗X of dimension at least dimX.
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Definition 4.6.2. The support of g˜rFM is called the characteristic variety of M and
denoted Ch(M).
The characteristic variety of a DX -module is naturally related to the microsupport of
sheaves defined in Section 2.6.
Theorem 4.6.3 ([KS94, Thm. 11.3.3]). Let M be a coherent DX-module and
SolX(M) = RHomDX (M,OX)
its holomorphic solution complex. Then
SS(SolX(M)) = Ch(M).
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5 Distributions and hyperfunctions
In this chapter, we apply the results of chapters 2 and 4 to the study of distributions.
First we review the moderate cohomology functor of Kashiwara and Schapira ([KS96]),
as well as Sato’s theory of hyperfunctions. and apply it to the study of boundary value
representations of distributions. The last sections provide numerous constructions of
distributions, which will be needed for our construction of the analytically regularized
amplitudes.
5.1 Moderate and formal cohomology
Let X be a real analytic manifold and denote by SX the partially ordered set of sub-
analytic, relatively compact open subsets. Let R − Cons(X) be the category of R-
constructible sheaves and R − Consc(X) be the subcategory of sheaves with compact
support. There is a natural inclusion
i : SX → R− Consc(X)
U ↦→ CU .
Let A be some abelian category and suppose we are given a map ψ : SX → A, such
that
1. ψ(∅) = 0
2. If U, V ∈ SX then the sequence
0 ψ(U ∩ V ) ψ(U)⊕ ψ(V ) ψ(U ∪ V ) 0
is exact.
3. If U ⊆ V is an inclusions of open sets in SX , then ψ(U) ↪→ ψ(V ) is a monomor-
phism.
Theorem 5.1.1 ([KS96, Thm. 1.1]). Let ψ : SX → A be a functor satisfying the above
conditions.
1. There is an exact functor Ψ : R−Cons(X)→ A, unique up to isomorphism, such
that Ψ(CU ) ∼= ψ(U) for all U ∈ SX .
2. If ψ˜ : SX → A is also satisfying the above conditions, and θ : ψ → ψ˜ is a natural
transformation, then there is a unique extension of θ to a natural transformation
Θ : Ψ→ Ψ˜.
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3. If A ⊆ Mod(CX) is a subcategory of the category of sheaves on X, then Ψ is local
in the sense that Ψ(F )|U ∼= Ψ(FU )|U for all U ∈ SX .
By exactness of Ψ, we obtain a functor of triangulated categories Ψ : DbR−c(CX) →
Db(A), which will be our main object of study. The following technical results is then
often useful to reduce to the case Ψ(CU ) or Ψ(CZ), where U (resp. Z) is subanalytic
open (resp. closed) subset of X.
Proposition 5.1.2 ([KS96, Prop. 1.5]). Let Ψ1,Ψ2 : DbR−c(CX)→ Db(A) be morphisms
of triangulated categories and Θ : Ψ1 → Ψ2 a natural transformation. Assume the
following conditions:
1. If F ∈ DbR−c(CX), then Θ(F ) is an isomorphism if Θ(FZ) is an isomorphism for
any subanalytic, compact subset Z ⊆ X.
2. For any open (resp. closed) subset U (resp. Z), Θ(CU ) (resp. Θ(CZ)) is an
isomorphism.
Then Θ : Ψ1 → Ψ2 is an isomorphism of functors.
Let DbX be the sheaf of distributions on X. For a subanalytic open subset U ⊆ X
and Z = X\U let
T hom(CU , DbX) := DbX/ΓZDbX .
This gives a functor
T hom(−, DbX) : SopX → Mod(DX)
It was shown by Lojaciewicz, that this functor satisfy the Mayor-Vietoris property:
For U, V two subanalytic open subsets, we have an exact sequence
0 T hom(CU∩V , DbX) T hom(CU , DbX)⊕ T hom(CV , DbX)
T hom(CU∪V , DbX) 0
The other two conditions in Theorem 5.1.1 are immediate from the constructions. We
then obtain:
Theorem 5.1.3. The above definition extends to an exact functor
T hom(−, DbX) : R− Cons(X)op → Mod(DX),
where DX denotes the sheaf of differential operators with real analytic coefficients.
Example 5.1.4. Let Z ⊆ X be a subanalytic closed subset. Essentially by definition
we have
T hom(CZ , DbX) = ΓZDbX .
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Example 5.1.5. Let U ⊆ X be a subanalytic open subset. A section
u ∈ Γ(U,DbX) ∼= Γ(X,Hom(CU , DbX))
lies in Γ(X, T hom(CU , DbX)) if and only if it extends to a global section u˜ ∈ Γ(X,DbX).
If U ⊆ Rn is relatively compact, then this is equivalent to u having moderate growth in
the following sense: There exists C > 0 and m, r ∈ N such that
〈u, φ〉 ≤ C
∑
|α|≤m
sup
x∈U
(
d(x, ∂U)−r|Dαφ(x)|)
for all φ ∈ Γc(U,C∞Cn). See e.g. [Kas84, Lemma 3.3].
Example 5.1.6. Let j : Rn → Sn be the one-point compactification of Rn and denote
by ∞ ∈ Sn the point at infinity. Then
Γ(Sn, T hom(j!CRn , DbSn)) = Γ(Sn, DbSn/Γ{∞}DbX)
are the tempered distributions.
For a locally free AX -modules L and F a constructible sheaf we set
T hom(F,DbX ⊗AX L) = T hom(F,DbX)⊗AX L
For L = AdimRXX ⊗ orX the sheaf of analytic densities, we abbreviate
T hom(F,Db∨X) := T hom(F,DbX)⊗AX AdimRXX ⊗ orX
By exactness, we obtain a triangulated functor
T hom(−, DbX) : DbR−c(CX)→ Db(DX).
Remark 5.1.7. The above examples show that for F = CS the sheaf corresponding to an
open or closed subanalytic set, the functor T hom(F,DbX) is an object of classical anal-
ysis. But for general F ∈ DbR−c(CX), it is not clear how to think about T hom(F,DbX).
Using Prop. 5.1.2 it is often enough to consider the case F = CU .
Now let f : Y → X be a morphism of real analytic manifolds. Analogous to the
complex case, we can define transfer bimodules by
DY→X = AY ⊗f−1AX f−1DX
DX←Y = A∨Y ⊗AY DY→X ⊗f−1AX (f−1A∨X)−1
For M ∈ Db(DX) we define the derived inverse image as
f−1M = DY→X ⊗Lf−1DX f−1M.
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Similarly, for a N ∈ Db(DY ) let
f∗N = Rf∗(DX←Y ⊗LDY N)
f
!
N = Rf!(DX←Y ⊗LDY N)
be the derived (proper) direct images.
Recall that there is a natural pushforward map of distributions
f!Db
∨
X → Db∨Y
given by
〈f!u, φ〉 = 〈u, f∗φ〉,
for φ ∈ Γc(U,C∞Y ). This construction extends in our current setting as follows:
Proposition 5.1.8 ([KS96, Prop. 4.3]). For F ∈ DbR−c(CX) there is a natural morphism
in Db(DopX ):
f
!
T hom(f−1F,Db∨Y )→ T hom(F,Db∨X)
Proof Sketch. Let us first consider the case F = CZ , where Z is a subanalytic closed
subset. An analog of Prop. 4.3.1 gives the Spencer resolution Sp∗(DY→X) ∼= DY→X ,
where
Sp∗(DY→X) = DY ⊗AY
•∧
ΘY ⊗AY DY→X
We then have the isomorphism
f
!
T hom(f−1CZ , Db∨Y ) ∼= f!K∗,
where
Km = Γf−1(Z)Db∨Y ⊗AY
∗∧
ΘY ⊗f−1AX f−1DX
and we have used that Γf−1(Z)Db∨Y is c-soft. A small computation (see loc. cit) shows
that the integration map
f!Γf−1(Z)Db
∨
Y → ΓZDb∨X
gives a morphism of complexes
f!K∗ → ΓZDb∨X .
Since the functor F ↦→ f!(T hom(F,Db∨Y ) ⊗AY
∧∗ΘY ⊗f−1AX f−1DX) is exact for F ∈
R− ConsX , we can extend the construction to all F ∈ DbR−c(CX).
Remark 5.1.9. The above proof constructs in particular an integration morphism
f!T hom(f−1F,Db∨Y )→ T hom(F,Db∨X)
which factors as
f!T hom(f−1F,Db∨Y )→ f!
(T hom(f−1F,Db∨Y )⊗LDY DY→X)
= f!T hom(f−1F,Db∨Y )
→ T hom(F,Db∨X).
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Proposition 5.1.10 ([KS96, Thm. 4.4]). Let G ∈ DbR−c(CY ) such that f is proper on
supp(G). Then the composition
f
!
T hom(G,DbY )→ f !T hom(f−1Rf∗G,Db∨Y )→ T hom(Rf∗G,Db∨X)
is an isomorphism.
Example 5.1.11. Suppose f : Y ↪→ X is the inclusion of a submanifold of codimension
d and F = CY . Let DY |X be the subbundle of f−1DX , generated by vector fields normal
to Y . Then the above map takes the form
f
!
Db∨Y = f∗Db
∨
Y ⊗AY DY |X → ΓYDb∨X
u⊗ P ↦→ f!uP.
Especially for both Y and X oriented and P = 1, we get
u ↦→ u ∧ χY ,
where χY ∈ DbdX is the current of the submanifold Y (cf. Prop. 5.5.10).
The morphism
f
!
T hom(f−1F,Db∨Y ) ∼= Rf!DY→X ⊗DY T hom(f−1F,Db∨Y )
→ T hom(F,Db∨X)
defines by side-changing and adjunctions the morphisms
DX←Y ⊗LDY T hom(f−1F,DbY )→ f !T hom(F,DbX)
T hom(f−1F,DbY )→ RHomf−1DX (DX←Y , f !T hom(F,DbX))
The above constructions are also compatible with external products.
Proposition 5.1.12. Let F ∈ DbR−c(CX) and G ∈ DbR−c(CY ). Then there is a natural
product morphism
(T hom(G,DbX))⊠ (T hom(G,DbX))→ (T hom(F ⊠G,DbX))
Proof. We can reduce to the case F = CU , G = CV for subanalytic open subsets U and
V . In this case the construction is obvious.
Now let X be a complex manifold. We write XR if we want to consider X as real a
analytic manifold. The complex conjugate X is a complex manifold which has XR as
underlying real manifold and structure sheaf OX , the sheaf of anti-holomorphic functions
on X. The diagonal embedding
XR ↪→ X ×X
is a complexification of X.
We now write DXR for the sheaf of real-analytic differential operators on XR, i.e. we
have
DXR = (DX ⊠DX)|XR
and the two subrings DX ,DX ⊆ DXR commute.
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Definition 5.1.13. Let F ∈ DbR−c(CX). The functors of moderate cohomology with
respect to F is defined as
T hom(F,OX) = RHomDX (OX , T hom(F,DbX)).
It is a natural object of Db(DX).
Recall from Prop. 4.3.1 the resolutionOX ∼= DX⊗OX
∧∗ΘX . Applying T hom(−, DbX)
gives the isomorphism
T hom(F,OX) ∼= (Ω•X ⊗OX T hom(F,DbX), ∂),
Hence for F , a constructible sheaf, we can compute T hom(F,OX) as the Dolbeault
complexes with values in T hom(F,DbX).
Remark 5.1.14. For F ∈ DbR−c(CX), there is a natural map
T hom(F,DbX)→ RHom(F,DbX)
by [KS96, Prop. 28]. Applying RHomDX (OX ,−) gives the natural map
T hom(F,OX)→ RHom(F,OX).
Let f : Y → X be a morphism of complex manifolds. By [KS96, Lemma 5.5], we have
an isomorphism
f
!
RHomDY (OY , N)[dimC Y ] ∼= RHomDX (OX , fR!N)[dimCX]
Applying this for N = T hom(f−1F,DbY ) together with a side-changed version of Prop.
5.1.8 gives the following.
Theorem 5.1.15 ([KS96, Thm 5.6]). For F ∈ DbR−c(CX) there is a natural morphism
in Db(DX):
f
!
T hom(f−1F, ωY )[dimC Y ]→ T hom(F, ωX)[dimCX]
Remark 5.1.16. As in remark 5.1.9, this morphism factors as
f!T hom(f−1F, ωY )[dimC Y ]→ f !T hom(f−1F, ωY )[dimC Y ]→ T hom(F, ωX)[dimCX].
We also have similar results for external products and pullbacks.
Theorem 5.1.17 ([KS96]). Let X,Y be two complex manifolds, F ∈ DbR−c(CX) and
G ∈ DbR−c(CX). There is a natural product map
T hom(F,OX)⊠ T hom(G,OY )→ T hom(F ⊠G,OX×Y )
Proof. The map is obtained by applying RHomDX×DY (OX×Y ,−) to the morphism in
Prop. 5.1.12.
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Theorem 5.1.18 ([KS96, Prop. 5.9]). For F ∈ DbR−c(CX) there is a natural morphism
f−1T hom(F,OX)→ T hom(f−1F,OY ).
Let DFN be the category of topological vector spaces of type DFN (duals of Frechet
nuclear spaces) and let Db(DFN) be its derived category.
Theorem 5.1.19 ([KS96, Thm. 5.2 and Thm. 6.1]). Let F ∈ DR−c(CX). The space
RΓc(X, T hom(F,OX)) is naturally an object of Db(DFN), functorially with respect to
F .
Remark 5.1.20. The category DFN is not abelian, but only quasi-abelian. The structure
of the derived category Db(DFN) is studied in detail in [Sch99].
5.2 Hyperfunctions
Let M be an m-dimensional real analytic manifold. A complexification of M is given by
an analytic embedding
i :M ↪→ X
into a complex manifold X, which is locally isomorphic to the embedding
Rm ↪→ Cm.
The “germ” of such a complexification is unique in the following sense: If X ′ is another
complexification, then there are neighbourhoods W ⊆ X and W ′ ⊆ X ′ of M , and a
unique biholomorphism W ∼=W ′ extending the identity on M .
Denote by OX the sheaf of holomorphic functions on X, by AM ∼= OX |M the sheaf of
analytic functions on M , by pi : T ∗MX →M the conormal bundle and by ◦pi :
◦
T ∗MX →M
the restriction to
◦
T ∗MX = T
∗
M\T ∗XX, the set of nonvanishing covectors.
Definition 5.2.1. 1. The sheaf of hyperfunctions BM ∈ Db(CM ) is defined as
BM = HmM (OX)⊗ orM .
2. The sheaf of microfunctions CM ∈ Db(CT ∗MX) is
CM = Hm(µM (OX))⊗ orM/X .
Proposition 5.2.2 ([KS94, Prop. 11.5.2]). Let M a real analytic manifold with com-
plexification X.
1. The complexes µM (OX) and RΓM (OX) are concentrated in degree m, i.e. we have
natural isomorphisms
BM ∼= RΓM (OX)⊗ orM/X [m] ∼= RHom(ωM/X ,OX),
CM ∼= µM (OX)⊗ orM/X [m] ∼= µhom(ωM/X ,OX).
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2. There is a natural isomorphism sp : pi∗CM → BM .
3. The sheaf BM is flabby.
4. The sheaf CM | ◦
T ∗MX
is conically flabby, i.e. its direct image on
◦
T ∗MX/R+ is flabby.
5. There is a long exact sequence
0 AM BM ◦pi∗CM 0
Remark 5.2.3. Let V ⊆ T ∗MX be a conic open set. Thm. 2.5.8 gives the isomorphism
CM (V ) = lim−→
U,Z
HmZ (U ;OX ⊗ orM/X)
where the colimit runs over open neighbourhoods U ⊆ X of pi(V ) and closed subsets
Z ⊆ X such that CM (Z) ⊆ V ◦.
Let u ∈ BM (M) be a hyperfunction on M . The corresponding microfunction sp(u) is
a section of CM and its support supp(sp(u)) ⊆ T ∗MX is a closed conic subset.
Definition 5.2.4. The set supp(sp(u)) ⊆ T ∗MX is called the singular support of u and
denoted by SS(u).
Remark 5.2.5. The above exact sequence shows that SS(u) ⊆ T ∗XX if and only if u is
analytic and ◦pi(SS(u)) is the locus where u fails to be an analytic function. Hence we
can think of SS(u) as the set of directions in which u is not analytic.
There is a natural way to create hyperfunctions by taking boundary values of holo-
morphic functions defined on sufficiently nice open sets.
Definition 5.2.6. An an open subset Ω ⊆ X is called M -admissible if the following two
conditions are satisfied:
1. M ⊆ Ω.
2. Ω is locally cohomological trivial (l.c.t.), i.e. there are natural isomorphisms
D′(CΩ) = RHom(CΩ,CX) ∼= CΩ
D′(CΩ) = RHom(CΩ,CX) ∼= CΩ.
The first condition is clearly necessary for defining a “boundary” value, while the second
ensures that the boundary is not too wild.
Proposition 5.2.7. Ω ⊆ X is l.c.t. if the boundary ∂Ω is a C0 submanifold of X.
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Proof. The required isomorphisms always hold for x ∈ Ω or x /∈ Ω. For x ∈ ∂Ω = Ω\Ω
we can find a cofinal system of contractible coordinate neighbourhoods (U,ϕ) of class C0
such that
U\Ω = {x ∈ U | ϕ1(x) < 0}.
For these sets, the map Γ(U,C)→ Γ(U\Ω) is an isomorphism and the higher cohomology
groups vanish. From the distinguished triangle of Exam. 2.1.10, we obtain RΓΩ(U,C) =
0. Taking the colimit over all U as above shows (RΓΩCX)x = 0. The same argument
applied to the complement Ωc shows that (RΓΩcCX)x = 0 and thus the natural map
CX,x → (RΓΩCX)x is an isomorphism.
Example 5.2.8. Suppose Ω ⊆ Cn is a convex subset. Then so is its closure Ω and the
boundary ∂Ω is a C0-submanifold. Hence Ω is l.c.t.
The l.c.t.-property is also stable under non-characteristic inverse images.
Proposition 5.2.9. Let f : Y → X be a holomorphic map and Ω ⊆ X an l.c.t. subset.
If f is non-characteristic for SS(CΩ), then f−1(Ω) = f−1(Ω) and the inverse image
f−1(Ω) ⊆ Y is also an l.c.t. subset.
Proof. From Prop. 2.6.13 and Thm. 2.2.3 we get the isomorphisms
Cf−1(Ω) ⊗ ωY/X ∼= f−1CΩ ⊗ ωY/X ∼= f !CΩ
∼= f !RHom(CΩ,CX) ∼= RHom(Cf−1(Ω), ωY/X)
Tensoring with ω−1Y/X gives
RHom(Cf−1(Ω),CY ) ∼= Cf−1(Ω).
From Example 2.6.15 we also know that
SS(CΩ) = SS(RHom(CΩ,CX)) ⊆ SS(CΩ)a.
Hence SS(CΩ) is non-characteristic for f as well and the same argument shows
RHom(Cf−1(Ω),CY ) ∼= Cf−1(Ω).
Since
supp(RHom(Cf−1(Ω),CY )) ⊆ f−1(Ω) ⊆ f−1(Ω) = supp(Cf−1(Ω)),
this implies f−1(Ω) = f−1(Ω) and f−1(Ω) is an l.c.t. subset.
Example 5.2.10. Let Ω1,Ω2 ⊆ X be two open subsets, such that
SS(CΩ1) ∩ SS(CΩ2)a ⊆ T ∗XX.
Then the diagonal map ∆ : X → X ×X is non-characteristic for
SS(CΩ1×Ω2) ⊆ SS(CΩ1)× SS(CΩ2)
and the intersection Ω1 ∩ Ω2 = ∆−1(Ω1 × Ω2) is again l.c.t..
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Now suppose j : Ω ↪→ X is the inclusion of an M -admissible subset. The map CΩ →
CM gives by duality a map
ωM/X = RHom(CM ,CX)→ RHom(CΩ,CX) ∼= CΩ
and applying R0Hom(−,OX) yields the boundary value map
bΩ : j∗j−1OX
∣∣
M
∼= RHom(CΩ,OX)
∣∣
M
→ RHom(ωM/X ,OX) ∼= BM .
We can also consider bΩ as a map µhom(CΩ,OX)→ µhom(ωM/X ,OX).
Proposition 5.2.11. If u = bΩ(g) for g ∈ OX(Ω), then SS(u) ⊆ SS(CΩ) ∩ T ∗MX.
Proof. Let sp(g) ∈ Γ(T ∗X,µhom(CΩ,OX)) be the image of g under the isomorphism
R0Hom(CΩ,OX) ∼= RΓ0(T ∗X,µhom(CΩ,OX)).
Then
supp(sp(g)) ⊆ supp(µhom(CΩ,OX)) ⊆ SS(CΩ),
where the last estimate follows from Prop. 2.6.16. Then sp(bΩ(g)) = bΩ(sp(g)) and its
support satisfies
supp(bΩ(sp(g))) ⊆ supp(sp(g)) ∩ suppµhom(ωM/X ,OX) ⊆ SS(CΩ) ∩ T ∗MX.
Note that BM is naturally a DM = DX
∣∣
M
-module. If a hyperfunctions u ∈ BM
satisfies a large system of differential equations, then this gives another way to constrain
its singular support.
Proposition 5.2.12. Suppose N is a coherent DX-module and u ∈ HomDX (N,BM ) is a
hyperfunction solution to the system of differential equations corresponding to N . Then
SS(u) ⊆ Ch(N) ∩ T ∗MX.
Proof. We can regard u has a global section of
R0HomDX (N,RHom(ωM/X ,OX)) ∼= R0Hom(ωM/X , RHomDX (N,OX))
∼= R0Hom(ωM/X , Sol(N)).
We have SS(Sol(N)) = Ch(N) by Thm. 4.6.3 and thus the assertion follows from Prop.
2.6.16.
The following construction will be our main source of hyperfunctions and distributions:
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Proposition 5.2.13. Let f : X → C be a non-constant holomorphic map, such that
f(M) ⊆ R and
g : Ω+ = {z ∈ C | Im(z) > 0} → C
a holomorphic function in the upper half plane. Let
Ωf = {x ∈ X | Im(f(x)) > 0}
and denote by Crit(f |M ) the critical points of f |M . Suppose g extends to a holomorphic
function in a neighbourhood W ⊆ C of f(Crit(f |M )). Then there is a unique hyperfunc-
tion
u := g(f(x) + i0) ∈ BM (M),
which is given by the boundary value u = bΩf (f ◦ g) outside Crit(f) and its singular
support satisfies
SS(u) ⊆ T ∗XX ∩ {(x, ξ) ∈ T ∗MX | f(x) /∈W and ξ = −λ Im(dfx) for some λ ≥ 0}.
Proof. Let U =M\Crit(f). In a complex neighbourhood of U we can locally find holo-
morphic coordinates, such that f(z) = z1. Hence Ωf is admissible for U and the boundary
value bΩ(f) is well-defined there. It follows from the Cauchy-Riemann equations, that
d Im f = Im(df). Hence Example 2.6.5 gives
SS(CΩ) = {(z,−λ Im(dfz)) ∈ T ∗X | λ Im f(z) = 0, λ ≥ 0, Im(f(z)) ≥ 0}.
in a complex neighbourhood of U . Restricting to T ∗UX gives
SS(bΩf (g ◦ f)|U ) ⊆ {(x,−λd Im(dx)) ∈ T ∗UX | λ Im f(z) = 0, λ ≥ 0, Im(f(z)) ≥ 0}
By hypothesis the function g ◦ f extends to a holomorphic function on the complex
neighbourhood f−1(W ) of Crit(f |M ) and its boundary value agrees with bΩf (g ◦ f)
on the overlap U ∩ V . Hence we can glue the two sections to obtain a well-defined
hyperfunction u ∈ BM (M), with
SS(u) ⊆ T ∗XX ∪ {(x, ξ) ∈ T ∗UX | f(x) /∈W, ξ = −λ Im(dfx) for some λ ≥ 0}.
If u˜ ∈ BM (M) is another hyperfunction with the above properties then u − u˜ is an
analytic function with support Crit(f). Hence u− u˜ = 0 by analytic continuation.
From now on, we will identify T ∗MX with iT
∗M by the map idx ↦→ dy. Hence we can
write the singular support of the previous example as
SS(g(f(x) + i0)) ⊆ iT ∗MM ∪ {(x, iξ) ∈ iT ∗M | f(x) /∈W, ξ = λdf(x) for some λ ≥ 0}.
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5.3 Distributions from boundary values
Let M be a real analytic manifold of dimension m and i : M ↪→ X a complexification.
From Prop. 5.1.10, we obtain a homomorphism
Db∨M → T hom(CM , Dbm,mX )
→ (T hom(CM , Dbm,•X ), ∂)[m]
∼= T hom(CM ,ΩmX)[m].
By side-changing, we get the map
DbM → T hom(ωM/X ,OX).
This is in fact an isomorphism. More generally, we have the following.
Theorem 5.3.1 ([KS96, Thm 5.10][And94, Prop. 1.2.5]). For F ∈ DbR−c(CM ) there is
a natural isomorphism
T hom(i∗F,ΩX [dimCX]) ∼= i∗T hom(F,Db∨M )
For F = D′(CM ) this induces an isomorphism
T hom(D′(CM ),OX) ∼= DbM .
By Remark 5.1.14, we have a a natural map
DbM ∼= T hom(ωM/X ,OX)→ RHom(ωM/X ,OX) ∼= BM
Theorem 5.3.2 ([Sch70, Thm. 122]). The map DbM → BM is injective.
Let Ω ⊆ X be a subanalytic open subset, which is admissible for M ↪→ X. Then we
have the commutative diagram
T hom(CΩ,OX) DbM
RHom(CΩ,OX) BM .
bΩ
bΩ
We denote by T OX(Ω) the sections of H0(X, T hom(CΩ,OX)). These are given by
holomorphic functions f ∈ Γ(Ω,OX), which have moderate growth at the boundary of
Ω or, equivalently, have a (non-unique) distributional extension to X. The boundary
value map gives a distribution bΩ(f) ∈ DbM . In this case, the boundary value has the
following more concrete representation:
Theorem 5.3.3. Let Ω ⊆ X be an M -admissible open subset and f ∈ T OX(Ω). Suppose
γ : [0, T )×X → X, (t, x) ↦→ γt(x)
is a continuous map, such that:
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1. γt is holomorphic for all fixed t ∈ [0, T ).
2. limt→0+ γt = idX .
3. γt(M) ⊆ Ω for t ∈ (0, T ).
Then the boundary value map is given by
bΩ(f) = lim
t→0+
(f ◦ γt)|M ,
where the limit on the RHS is in the sense of distributions.
For the proof, we need a lemma. First let x0 ∈ Ω and, in a coordinate neighbourhood
U ⊆ X of x0, consider the open ball
Dr(x0) = {z ∈ U | ‖z − x0‖ < r}.
Lemma 5.3.4. There is r0 > 0 such that the subset Ω∩Dr(x0) is l.c.t. for all 0 < r < r0.
Proof. Let
ϕ : U → R, ϕ(z) = ‖z − x0‖2.
Then ϕ is proper and analytic. Prop. 2.7.9 applied with F = C∂Ω shows that the image
ϕ(S) of the set
S = {z ∈ U | − dϕ(z) ∈ SS(C∂Ω)}
is discrete. We can then find r0 > 0 such that ϕ−1((0, r0)) ∩ S = ∅. Since
SS(CDr(x0)) = {(z, λdϕ(z)) ∈ T ∗U | ϕ(z) ≤ r, λ ≥ 0, λ(φ(z)− r) = 0},
by Exam. 2.6.5 and
SS(CΩ) = T ∗XX ∩ pi−1(Ω) ∪ SS(C∂Ω),
we have SS(CΩ)∩SS(CDr(x0))a ⊆ T ∗XX for 0 < r < r0. Then the assertion follows from
Exam. 5.2.10.
Fix r > 0 such that Ω0 = Ω∩Dr(x0) is l.c.t. Let B = Dr(x0)∩M be the corresponding
ball in M and B ⊆M its closure. Note that we have isomorphisms
D′(CB) ∼= RHom(CB,CX) ∼= RHom(CB ⊗ CM ,CX)
∼= RHom(CB, RHom(CM ,CX)) ∼= RHom(CB, orM )[−m]
∼= orB[−m],
where the last equality follows from Prop. 5.2.7.
As above, we have the maps orB[−m] ∼= D′(CB) → D′(CΩ0) ∼= CΩ0 and thus the
boundary value map
bΩ0 : T OX(Ω0)→ H0(X, T hom(D′(CB),OX)) ∼= Γ(M, T hom(CB, DbM )).
The space on the right consists of distributions u ∈ DbM (B), which have moderate
growth at the boundary of B (cf. Exam. 5.1.5).
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Remark 5.3.5. It follows from Thm. 5.1.19, that the boundary value map1
bΩ0 : T OX(Ω0)→ Γ(M, T hom(CB, DbM ))
is continuous with respect to the topologies constructed there.
Proof of Thm. 5.3.3. The claim is local in the following sense: Let φ ∈ Γc(M,C∞,∨M ) be
a compactly supported smooth density. Then we must show the equality
〈bΩ(f), φ〉 = lim
t→0+
∫
M
f(γt(x))φ(x),
where 〈−,−〉 denotes the pairing between distributions and compactly supported densi-
ties. By using a partition of unity, we can even assume that the support of φ is arbitrarily
small.
Working locally around a point x0 ∈ Ω, we can choose B and Ω0 as above and assume
that supp(φ) is contained in B.
Shrinking B further if necessary, we can also assume that γt(B) ⊆ Ω0 for t > 0 small
enough.
The natural map CΩ0 → CΩ induces T hom(CΩ,OX) → T hom(CΩ0 ,OX) and by
functoriality of T hom(−,OX), we have 〈bΩ(f), φ〉 = 〈bΩ0(f), φ〉. On the other hand, the
functions ft(z) = f(γt(z)) are holomorphic in a neighbourhood of B and converge to f
in the topology of T OX(Ω0). We then have the commutative diagram
T hom(X,OX)|B T hom(Ω0,OX)|B
AM |B T hom(CB, DbM ),
bΩ0
By continuity of bΩ0 , we can conclude that
〈bΩ(f), φ〉 = 〈bΩ0( lim
t→0+
ft), φ〉 = lim
t→0+
〈bΩ0(ft), φ〉 = lim
t→0+
∫
M
f(γt(x))φ(x).
Example 5.3.6. The classical version of this construction, which can be found in e.g.
[Hör98, Thm. 3.1.15], is the following: Let Γ ⊆ Rn be an open, proper convex cone and
consider the open subset
Ω = Rn × iΓ ⊆ Cn.
Convexity implies that Ω has a C0-boundary and is thus l.c.t. Let us also assume that
Γ and thus Ω is subanalytic. If f ∈ OX(Ω) has moderate growth on the boundary of
Ω, then the boundary value bΩ(f) ∈ Γ(Rn, DbRn) is well-defined. Choose y ∈ Γ and let
γt(z) = z + ity. Then the hypothesis of the above proposition are satisfied and we get
bΩ(f) = lim
t→0+
f ◦ γt,
1The author thanks Pierre Schapira for pointing this out.
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in the sense of distributions. In other words, if φ ∈ Γc(Rn, C∞Rn) is a compactly supported
test function, then
〈bΩ(f), φdx〉 = lim
t→0+
∫
Rn
f(x+ ity)φ(x)dx.
Example 5.3.7. Suppose f : (X,M) → (C,R) and g : Ω+ → C satisfy the hypothesis
of Prop. 5.2.13 and assume additionally, that g has moderate growth on R. Then the
corresponding hyperfunction
u(x) = g(f(x) + i0)
is a distribution. We can alternatively describe u as the limit
u(x) = lim
t→0+
g(f(γt(x))),
where γ : [0, T ) ×X → X is a a continuous map as above, such that γt is holomorphic
and Im f(γt(x)) > 0 for t > 0.
Since the map i : DbM → BM is injective, it is sensible to use SS(i(u)) as a measure
of non-analyticity of a distribution u.
Definition 5.3.8. The singular support of a distribution u ∈ DbM (M) is the singular
support of u as a hyperfunction:
SS(u) := SS(i(u)) ⊆ iT ∗M
Remark 5.3.9. It is shown in [Bon77], that SS(u)\iT ∗MM agrees with Hörmander’s ana-
lytic wave front set WFA(u) defined in e.g. [Hör98]. In particular, we have
WF (u) ⊆ SS(u)\iT ∗MM,
where WF (u) is the smooth wave front set.
5.4 Pullback and pushforward
Let f : N →M be an analytic map. We can extend f to a holomorphic map f : Y → X
of suitable complexifications. The associated conormal bundle map
f∗ : T ∗MX ∼= iT ∗M → T ∗NY ∼= iT ∗N
decomposes as
iT ∗N N ×M iT ∗M iT ∗M.fd fpi
It is not always possible to define the pullback of a hyperfunction along f . Microlocal-
ization gives a way to extend the usual pullback of analytic functions if “the problems
come from different directions”, i.e. when the singular support is non-characteristic for
f .
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Proposition 5.4.1. Let f : (Y,N)→ (X,M) be a morphism of pairs as above.
1. There is a natural morphism
Rfd!f
−1
pi CM → CN .
2. If u is a hyperfunction on M and SS(u) is non-characteristic for f , then the pull-
back f∗(u) ∈ BN (N) is a well-defined hyperfunction on N with
SS(f∗u) ⊆ fd(f−1pi (SS(u))).
3. Suppose Ω ⊆ X is admissible for M and f is non-characteristic for SS(CΩ). Then
f−1(Ω) is admissible for N ⊆ Y . If u = bΩ(g) is the boundary value of g ∈
RHom(CΩ,OX) then the pullback f∗(u) is the boundary value:
f∗(u) = bf−1(Ω)(f∗g).
If additionally Ω is subanalytic and g ∈ T OX(Ω), then f∗g ∈ T OY (f−1(Ω)) and
f∗(u) = bf−1(Ω)(f∗g) ∈ DbN .
Proof. For F1, F2 ∈ Db(CX), Prop. 2.5.14 gives a natural map
Rfd!f
−1
pi µhom(F1, F2)→ µhom(f !F1, f−1F2 ⊗ ωY/X).
1. For F1 = ωM/X and F2 = OX we get
Rfd!f
−1
pi CN = Rfd!f−1pi µhom(ωM/X ,OX)
→ µhom(f !ωM/X , f−1OX ⊗ ωY/X)
= µhom(f !ωM/X ⊗ ω−1Y/X ⊗ ωY/X , f−1OX ⊗ ωY/X)
Using the isomorphism ωN/Y ∼= f !ωM/X ⊗ ω−1Y/X and the structure morphism
f−1OX → OY gives the maps
µhom(ωN/Y ⊗ ωX/Y , f−1OX ⊗ ωY/X) ∼= µhom(ωN/Y , f−1OX)
→ µhom(ωN/Y ,OY ) = CN
2. That f is non-characteristic for u means that f−1sp(u) is a section of R0fd!f−1CM .
The above map then gives a section f∗u ∈ Γ(T ∗NY, CN ) ∼= Γ(N,BN ) with support
contained in fdf−1pi (SS(u)).
3. By Prop. 5.2.7, f−1(Ω) is l.c.t. and f−1(Ω) = f−1(Ω). It follows that N ⊆ f−1(Ω)
and f−1(Ω) is admissible for N . We have a morphism
Rfd!f
−1
pi µhom(CΩ,OX)→ µhom(f !CΩ, f−1OX ⊗ ωY/X)
∼= µhom(Cf−1(Ω), f−1OX).
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Again combining with f−1OX → OY gives the map
Rfd!f
−1
pi µhom(CΩ,OX)→ µhom(Cf−1(Ω),OY ),
fitting into the commutative diagram
Rfd!f
−1
pi µhom(CΩ,OX) µhom(Cf−1(Ω),OY )
Rfd!f
−1
pi CM CN
Rfd!f
−1
pi bΩ bf−1(Ω)
This shows f∗(u) = bf−1(Ω)(f∗g). If g ∈ T OX(Ω) = T hom(CΩ,OX) then
f∗g ∈ T hom(f−1CΩ,OY ) ∼= T hom(Cf−1(Ω),OY ) = T OY (f−1(Ω))
by Thm. 5.1.18. Hence the boundary value f∗(u) = bf−1(Ω)(f∗g) is a distribution.
In the C∞-setting, Hörmander [Hör98] defines an alternative pullback map. If u ∈
DbM (M) is a distribution, such that the f is non-characteristic for the C∞ wavefront
set WF (u), then the pullback f∗Hu ∈ DbN (N) is well-defined. Moreover this map is
continuous in the following sense ([Hör98, Thm. 8.2.4]): If u = limn→∞ un is expressed
as the limit of smooth functions un ∈ C∞M (M), then
f∗H(u) = limn→∞ f
∗un.
Since the singular support agrees with the analytic wavefront set, we have in par-
ticular WF (u) ⊆ SS(u). Hence both pullback constructions are well-defined if f is
non-characteristic for SS(u).
Proposition 5.4.2 ([Bon77]). If u ∈ DbM (M) and f is non-characteristic for SS(u),
then the pullback f∗H(u) ∈ DbN agrees with the pullback f∗(u) constructed above.
Example 5.4.3. Suppose f : N → M is an analytic diffeomorphism. Then f∗(u) is
always well-defined since f is submersive. The map on distributions f∗ : DbM (M) →
DbN (N) is dual to the pullback map (f−1)∗ : Γc(M,C
∞,∨
M )→ Γc(N,C∞,∨N ). For smooth
functions g ∈ C∞M this follows directly from the usual coordinate change formula: If
φ ∈ Γc(M,C∞,∨M ), then
〈f∗g, φ〉 =
∫
N
f∗g · φ =
∫
f(N)
g · (f−1)∗φ = 〈g, (f−1)∗φ〉.
The general case follows by continuity of the pullback, since smooth functions are dense
in DbM (M).
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As an application of the preceding results, we can define the product of hyperfunctions
and distributions under suitable non-characteristic hypothesis. First let us show that
there is an external product map
Proposition 5.4.4. Let M1,M2 be real analytic manifolds and X1, X2 corresponding
complexifications. There are natural maps
⊠ : CM1 ⊠ CM2 → CM1×M2
⊠ : BM1 ⊠ BM2 → BM1×M2 .
If u1(x) ∈ BM1(M1) and u2(y) ∈ BM2(M2) then their external product u1(x) · u2(y) :=
u1 ⊠ u2 satisfies
SS(u1(x) · u2(y)) ⊆ SS(u1(x))× SS(u2(y)).
Proof. Applying Prop. 2.5.9 to CMi ∼= µM1(OXi) ⊗ ωMi/Xi and using the natural map
OX1 ⊠OX2 → OX1×X2 gives the map
CM1 ⊠ CM2 ∼= µM1(OX1)⊗ ωM1/X1 ⊠ µM2(OX2)⊗ ωM2/X2
→ µM1×M2(OX1 ⊠OX2)⊗ ωM1×M2/X1×X2
→ µM1×M2(OX1×X2)⊗ ωM1×M2/X1×X2
∼= CM1×M2 .
The map on hyperfunctions is obtained by the functor Rpi12∗, where
pi12 : T
∗
M1 × T ∗M2X1 ∼= T ∗M1×M2X1 ×X2 →M1 ×M2,
is the natural projection. By constructions we have supp(µ1⊠µ2) ⊆ supp(µ1)×supp(µ2)
for two microfunctions µi ∈ CMi . For two hyperfunctions ui ∈ BMi , we then have
SS(u1 ⊠ u2) = supp(sp(u1)⊠ sp(u2)) ⊆ SS(u1)× SS(u2).
Remark 5.4.5. We have a commutative diagram
DbM1 ×DbM2 DbM1×M2
BM1 × BM2 BM1×M2
where the first horizontal map is a special case of Thm. 5.1.17 under the identification
DbM ∼= T hom(ωM/X ,OX).
Now let M1 =M2 =M and ∆ :M →M ×M be the diagonal. The above proposition
gives a pullback map of microfunctions
R∆d!∆
−1
pi CM ⊠ CM → R∆d!∆−1pi CM×M → CM
81
Corollary 5.4.6. Let u1, u2 ∈ BM be hyperfunctions, such that
SS(u1) ∩ SS(u2)a ⊆ T ∗XX.
Then the product u1 · u2 is well-defined and given as the pullback
u1 · u2 = ∆∗(u1 ⊠ u2).
Its singular support satisfies
SS(u1 · u2) ⊆ {ξ1 + ξ2 | ξ1 ∈ SS(u1), ξ2 ∈ SS(u2), pi(ξ1) = pi(ξ2)}
:= SS(u1) + SS(u2).
Proof. The pullback map
∆d :M ×M×M T ∗M×MX ×X → T ∗MX
is given on covectors (ξx, νx) ∈ (T ∗M×MX ×X)x by
∆d(ξx, νx) = ξx + νx.
Hence the hypothesis imply that
ker∆d ∩∆−1pi (SS(u1)× SS(u2)) ⊆ T ∗XX,
i.e. ∆ is non-characteristic for u1⊠u2 and the above product is well-defined. From Prop.
5.4.1 and 5.4.4 we have
SS(u1 · u2) ⊆ ∆d(∆−1pi (SS(u1)× SS(u2))) = SS(u1) + SS(u2).
Example 5.4.7. Suppose Ω1,Ω2 are admissible subsets such that
SS(CΩ1) ∩ SS(CΩ2)a ⊆ T ∗XX.
Exam. 5.2.10 shows that the intersection
Ω1 ∩ Ω2 = ∆−1(Ω1 × Ω2)
is again admissible and the product of gi ∈ Γ(Ωi,OX) can be defined as
bΩ1(g1) · bΩ2(g2) = bΩ1∩Ω2(g1 · g2)
Remark 5.4.8. Suppose u1, u2 ∈ DbM are distributions and u1 = bΩ(g) is a boundary
value of an admissible open subset, such that SS(CΩ) ∩ SS(u2)a ⊆ T ∗XX. Assume that
γ : [0, T ) × X → X satisfies the conditions of Thm. 5.3.3 for Ω. Since the pullback is
continuous by Prop. 5.4.2 we can compute the product as the limit
u1(x) · u2(x) = lim
t→0+
g(γt(x)) · u2(x).
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Now let us try to define the pushforward of hyperfunction. In case f is a submersion,
this is essentially integration along the fibers.
Let ωY = ΩnY be the sheaf of holomorphic forms of highest degree on Y and
VN = ΩnY
∣∣
N
⊗ orN
be the sheaf of analytic densities on N .
Proposition 5.4.9. There is a pushforward morphism of microfunctions
Rfpi!f
−1
d (CN ⊗AN VN )→ CM ⊗AM VM .
Proof. We have the isomorphism
CN ⊗AN VN = µN (OY )⊗AN ΩnY |N ⊗ orN/Y ⊗ orN [n]
∼= µN (ΩnY )[n]
Combining the morphism
Rfpi!f
−1
d (µN (Ω
n
Y [n]))→ µM (Rf!ΩnY [n])
from Prop. 2.5.9 with the integration morphism Rf!ΩnY [n]→ ΩmX [m] gives the map
Rfpi!f
−1
d (CN ⊗AN VN ) ∼= Rfpi!f−1d (µN (ΩnY [n]))
→ µM (ΩmX [m]) ∼= CM ⊗AM VM .
Let
B∨N = BN ⊗AN VN ,
be the sheaf of hyperfunction densities.
Corollary 5.4.10. There is a natural morphism
f!(B∨N )→ B∨M
u ↦→
∫
f
u,
such that
SS
(∫
f
u
)
⊆ fpi(f−1d (SS(u))).
Proof. Let u ∈ f!B∨N . The image of sp(u) ∈ C∨N under the map
Γ(iT ∗N, C∨N )→ Γ(N ×M iT ∗M, f−1d C∨N )
has fpi proper support, so its image under the map R0fpi!f−1d C∨N → C∨M is well-defined
and gives a section ∫
f
u ∈ Γ(iT ∗M, C∨M ) ∼= Γ(M,B∨M ).
By construction, its support is contained in fpif−1d (supp(sp(u))) = fpif
−1
d (SS(u)).
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Remark 5.4.11. As in Remark 5.1.9, one can show that the above map factors through
the natural map f!(BN ⊗AN VN )→ f !(BN ⊗AN VN ). We have a commutative diagram
f!(Db
∨
N ) f !(Db
∨
N ) Db
∨
M
f!(B∨N ) f !(B∨N ) B∨M .
Example 5.4.12. Let f : N =M × P →M be a projection and
VN/M := VN ⊗AN f∗VM
be the sheaf of relative densities. Tensoring the above morphism with V−1M gives the
morphism
f!(BN ⊗AN VN/M )→ BN ,
u ↦→
∫
P
u.
If (x, ξ) and (y, ν) are local coordinates of T ∗P and T ∗M , then N ×M T ∗M can be
described as
N ×M T ∗M = {(x, y, ξ, ν) ∈ T ∗N | ξ = 0}.
It follows that
SS
(∫
P
u
)
⊆ fpi(f−1d (SS(u))) = {(y, iν) ∈ iT ∗M | ∃x ∈ P : (x, y, 0, iν) ∈ SS(u)}.
5.5 Examples
Let us collect some examples of distributions by boundary values. We refer to [KKK86]
and [Hör98] for similar arguments and further details.
LetM = R ⊆ X = C and Ω± ⊆ C be the upper/lower half planes. For f ∈ T OX(Ω±),
we denote the corresponding distributions by
bΩ±(f) = f(x± i0) ∈ DbM (M).
Example 5.5.1. For λ ∈ C, consider the hyperfunction (x + i0)λ = bΩ+(zλ), where
zλ = eλ log(z) denotes the branch which is real-valued on (0,∞). This is a distribution,
since the function zλ is tempered at the boundary of Ω+. For λ /∈ N, we have
SS((x+ i0)λ) = {(x, iαdx) ∈ iT ∗R | α ≥ 0, αx = 0}.
The inclusion ⊆ follows directly from Prop. 5.2.13. If the inclusion were strict, then
(x+ i0)λ would be a real analytic function on R, which is only possible if λ ∈ N.
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Example 5.5.2. The same argument shows that log(x+i0) is a distribution with singular
support
SS(log(x+ i0)) = {(x, iαdx) ∈ iT ∗R | α ≥ 0, αx = 0}.
Example 5.5.3. For λ ∈ C,Re(λ) > −1, the function |x|λ : R\{0} → C is locally inte-
grable near 0 ∈ R and thus defines a distribution. We can extend |x|λ to a distribution-
valued meromorphic function with simple poles at λ ∈ Z≤−1 = {−1,−2, . . .}. Since
d
dx
|x|λ = sgn(x)λ|x|λ−1,
we have the equality
|x|λ−m =
(
m−1∏
k=0
sgn(x)
λ− k
)(
d
dx
)m
|x|λ.
This is an equality of distributions for Re(λ) > m− 1 and by analytic continuation, we
can define the left hand side by the right hand side for Re(λ) < −1 −m. Since |x|λ is
analytic on R\{0}, we have the estimate
SS(|x|λ) ⊆ {(x, iαdx) ∈ iT ∗R | α ∈ R, xα = 0}.
Example 5.5.4. Let
χ+(x) =
{
x, x ≥ 0
0, x < 0.
For λ ∈ C with Re(λ) > −1, χλ+ is locally integrable and thus defines a distribution. As
in the previous example, we can construct a meromorphic extension with simple poles
along λ ∈ Z≤−1, which we still denote by χλ+. Following [KKK86, Example 2.4.2], we
can show that it coincides with the boundary value distribution
χ˜λ+ =
1
e−piiλ − epiiλ (e
−piiλ(x+ i0)λ − epiiλ(x− i0)λ),
for λ /∈ Z. By Thm. 5.3.3, we can write
χ˜λ+(x) = lim
ϵ→0+
1
e−piiλ − epiiλ (e
−piiλ(x+ iϵ)λ − epiiλ(x− iϵ)λ).
For the principal branch of z ↦→ zλ, we have
lim
ϵ→0+
(x+ iϵ)λ = xλ = lim
ϵ→0+
(x− iϵ)λ
for x > 0 and
lim
ϵ→0+
(x+ iϵ)λ = eipiλ|x|λ
lim
ϵ→0+
(x− iϵ)λ = e−ipiλ|x|λ
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for x < 0. This shows that χ˜λ+ agrees with the locally integrable function χλ+ for Re(λ) >
−1, λ /∈ N. Since it is also clearly meromorphic in λ, we must have χλ+ = χ˜λ+.
Since it vanishes on (−∞, 0) and is analytic in (0,∞), its singular support satisfies
SS(χλ+) ⊆ {(x, iαdx) ∈ iT ∗R | α ∈ R, x ∈ R≥0, αx = 0}.
Example 5.5.5. For λ = 0, we get χ0+ = Θ(x), the classical Heaviside step function.
An analogous argument gives the boundary value representation
Θ(x) =
log(−x+ i0)− log(−x− i0)
2pii
,
and the singular support still satisfies the estimate
SS(Θ(x)) ⊆ {(x, iαdx) ∈ iT ∗R | α ∈ R, x ∈ R≥0, αx = 0}.
Example 5.5.6. The derivative of Θ(x) is the Dirac delta δ(x) = ddxΘ(x). Its support
is concentrated at 0 ∈ R, since Θ(x) is locally constant in R\{0}. Since d log(z)dz = 1z , we
get
δ(x) =
1
−2pii
(
1
x+ i0
− 1
x− i0
)
It has support in {0} ⊆ R, so we get
SS(δ(x)) ⊆ {(x, iαdx) ∈ iT ∗R | α ∈ R, x = 0} = iT ∗0R.
Let us return to the general case of a real-analytic manifold M , and suppose M ⊆ X
is a complexification.
Example 5.5.7. Suppose f : X → C is a holomorphic function, which is real-valued
on M and has 0 as a regular value. Applying Prop. 5.2.13 and Prop. 5.4.1 gives the
following distributions:
(f + i0)λ := f∗((x+ i0)λ)
χλ+(f) := f
∗(χλ+(x))
Θ(f) := f∗(Θ(x))
δ(f) := f∗(δ(x)).
Their singular support can be estimated as
SS((f + i0)λ) ⊆ {(x, iαdf(x)) ∈ iT ∗M | α ∈ R≥0, αf(x) = 0}
SS(χλ+(f)) ⊆ {(x, iαdf(x)) ∈ iT ∗M | α ∈ R, f(x) ≥ 0, αf(x) = 0}
SS(Θ(f)) ⊆ {(x, iαdf(x)) ∈ iT ∗M | α ∈ R, f(x) ≥ 0, αf(x) = 0}
SS(δ(f)) ⊆ {(x, iαdf(x)) ∈ iT ∗M | α ∈ R, f(x) = 0}.
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Proposition 5.5.8. Suppose G = (g1, . . . , gr) : M → Rr is an analytic functions, such
that the divisor D =
⋃r
i=1 V (gi) has simple normal crossings. Then the distribution
u(λ) =
r∏
i=1
|gi|λi = G∗(
r∏
i=1
|xi|λi)
is well-defined and meromorphic in λ, and satisfies
SS(u(λ)) ⊆
⋃
I⊆{1,...,r}
iT ∗DIM,
where
DI =
⋃
i∈I
V (gi).
Proof. The external product
∏
i |xi|λi ∈ DbRr(Rr) is well-defined and satisfies
SS
(
r∏
i=1
|xi|λi
)
⊆ {(x, i
r∑
i=1
ξidxi) ∈ iT ∗Rr | ξi ∈ Rr, ξixi = 0}
=
⋃
I⊆{1,...,r}
iT ∗
D˜I
Rr,
where D˜I =
⋃
i∈I V (xi). Then the pullback G
∗(
∏ |xi|λi) is well-defined if the functions
GI = (gi)i∈I : M → R|I| have 0 as regular value for all I ⊆ {1, . . . , r}, i.e. if D is a
simple normal crossing divisor. The estimate of its singular support is then immediate
from Prop. 5.4.1.
Proposition 5.5.9. Let F = (f1, . . . , fd) : M → Rd be an analytic function, such
that 0 ∈ RD is not a critical value, i.e. the intersection N = ⋂i V (fi) is an analytic
submanifold of codimension d. Then the product
δd(F (x)) :=
d∏
i=1
δ(fi(x))
is well-defined and
SS(δd(F (x))) ⊆ {(x, i
d∑
i=1
αidfi(x)) ∈ iT ∗M | αi ∈ R, F (x) = 0}.
Proof. The external product
∏d
i=1 δ(xi) ∈ DbRD(RD) is well-defined and its singular
support satisfies
SS(
d∏
i=1
δ(xi)) ⊆ {(0, i
d∑
j=1
ξjdxj) ∈ iT ∗Rd | ξj ∈ R} = iT ∗0RD.
Then F ∗(ξ) = 0 for ξ ∈ T ∗0RD implies ξ = 0, since dF is surjective, and the result follows
from Prop. 5.4.1.
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Let us give a more concrete interpretation of the distribution δd(F ).
Proposition 5.5.10. Let F : M → Rd be as above and suppose ω ∈ C∞,nM (U) is a
smooth n-form. Then we can find find an (n− d)-form ω˜ ∈ C∞,n−dM (U), such that
ω = dF ∧ ω˜ := df1 ∧ . . . ∧ dfd ∧ ω˜.
The restriction ω/dF := ω˜|N is independent of the choice of ω˜. The map ω ↦→ ω/dF
induces a map C∞,∨M |N → C∞,∨N , such that for φ ∈ Γc(M,C∞,∨M ):
〈δd(F (x)), φ〉 =
∫
N
φ/dF
If M is oriented, then /dF induces an orientation of N and the product
δd(F )dF =
∏
i=1
δ(fi)df1 ∧ . . . ∧ dfd
agrees with the current χN of the oriented submanifold N (see Exam. 2.3.3).
Proof. Locally, we can choose coordinates (x1, . . . , xn) such that fi(x) = xi. Then ω can
be written as ω = wdx1 ∧ . . . ∧ dxn, with w ∈ C∞(M). Hence we can set
ω˜ = wdxd+1 ∧ . . . ∧ . . . dxn.
If ω is another differential form satisfying dF ∧ ω = ω, then
ω|N = w|Ndxd+1 ∧ . . . ∧ dxn = ω˜|N .
Hence ω/dF is well-defined and we obtain the map
C∞,nM |N → C∞,n−dN , ω ↦→ ω/dF.
If ω is a volume form on U , defining an orientation of U , then ω/dN is a volume form on
N . Thus an orientation on U induces an orientation on N through /dF and we obtain
the isomorphism orM |N ∼= orN . This gives the map
/dF : C∞,∨M |N = C∞,nM |N ⊗ orM |N → C∞,n−dN ⊗ orN = C∞,∨N .
Let φ ∈ Γc(M,C∞,∨M ). By using a partition of unity, we can assume that the support
of φ is contained in a coordinate neighbourhood (V, x) as above. Then we can write
φ = φ0|dx| for some smooth function φ0 ∈ C∞M (U) and the value of δd(F ) is given by
〈δd(F ), φ〉 = 〈
d∏
i=1
δ(xi), φ〉 =
∫
N
φ0|Ndxd+1 . . . dxn. =
∫
N
φ/dF.
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Now supposeM is oriented and N is given the orientation induced by the isomorphism
orM |N ∼= orN . For φ ∈ Γc(M,C∞,n−dM ) we can again assume that the support of φ is
contained in V and we get
〈δd(F )dF, φ〉 = 〈δd(F ), df1 ∧ . . . dfd ∧ φ〉
=
∫
N
(df1 ∧ . . . dfd ∧ φ)/dF
=
∫
N
φ|N = 〈δN , φ〉.
Corollary 5.5.11. If G : U → U is a diffeomorphism of a neighbourhood of 0 ∈ Rd such
that G(0) = 0, then
δd(G ◦ F ) = | det(dG(0))|−1δd(F ).
Proof. The composition G ◦ F defines the same submanifold as F . Suppose first, that
G is an oriented diffeomorphism. Then the orientations of N induced by /d(G ◦ F ) and
/dF are the same and we have
δN =
d∏
i=1
δ(fi)df1 ∧ . . . ∧ dfd =
d∏
i=1
δ((G ◦ F )i)d(G ◦ F )1 ∧ . . . ∧ d(G ◦ F )d
=
d∏
i=1
δ((G ◦ F )i) det(dG(0))df1 ∧ . . . ∧ dfd
i.e.
δd(G ◦ F ) = det(dG(0))−1δd(F ).
On the other hand, if G reverses orientation, i.e. det(dG) < 0, then N acquires the
opposite orientation and we have
d∏
i=1
δ(fi)df1 ∧ . . . ∧ dfd = −
d∏
i=1
δ((G ◦ F )i) det(dG(0))df1 ∧ . . . ∧ dfd.
Hence
δd(G ◦ F ) = | det(dG(0))|−1δd(F ).
Example 5.5.12. Suppose G = diag(t1, . . . , td). Then
δd(G ◦ F ) =
d∏
i=1
δ(tifi) =
d∏
i=1
|ti|−1δ(fi) =
(
d∏
i=1
|ti|
)−1
δd(F ).
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Example 5.5.13. Let F (x) = g(x)f(x), where f, g : M → R are analytic functions,
such that 0 is a regular value of f and g does not vanish on f−1(0). Then arguing as
above, we get
δ(f)df = sgn(g(x))δ(f · g)d(f · g) = |g|δ(g · f)df + sgn(g)fδ(g · f)dg
= |g|δ(g · f)df.
Hence
δ(g · f) = |g|−1δ(f).
Proposition 5.5.14. Suppose F :M → RD is as above and let j : N = ⋂di=1 V (fi)→M
be the inclusion. If u ∈ DbM (M) is a distribution on M such that j is non-characteristic
for SS(u), then the product δD(F ) · u is well-defined and given on φ ∈ Γc(M,C∞,∨M ) by
〈δD(F ) · u, φ〉 = 〈u|N , φ/dF 〉.
Proof. That j is non-characteristic for SS(u) means that SS(u) ∩ iT ∗NM is contained
in the zero section. Prop. 5.4.1 and Prop. 5.5.9 show that the distributions u|Y and
δD(F ) · u are well-defined. If u ∈ C∞M (M), then
〈δD(F ) · u, φ〉 = 〈δD(F ), u · φ〉 =
∫
N
(uφ)/dF = 〈u|N , φ/dF 〉.
The general case now follows by continuity of the restriction map by Prop. 5.4.2.
Example 5.5.15. Let G = (g1, . . . , gr) : M → Rr be as in Exam. 5.5.8 and suppose
additionally that D∪N is a simple normal crossing divisor, i.e. the intersections DI ∩N
are transverse. Then the product
δd(F )u(λ) =
d∏
i=1
δ(fi)
r∏
j=1
|gj |λj
is well-defined. If Re(λj) > −1 for all j ∈ {1, . . . , r} then u(λ) is locally integral and the
above distribution is given by
〈δd(F )u(λ), φ〉 =
∫
N\D∩N
r∏
j=1
|gj |λjφ/dF,
where the right hand side is a absolutely convergent integral.
Proposition 5.5.16. Let F = (f1, . . . , fm) : X → Cm be a holomorphic function which
is real-valued on M . Set
LF = {(x, iξ) ∈ iT ∗M | ξ =
m∑
i=1
αidfi(x), αi ≥ 0, αifi = 0, i = 1, . . . ,m},
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and let SF be the subset of points x ∈M , such that the system of equations
m∑
i=1
αidfi(x) = 0,
αifi(x) = 0,
has a solution α ∈ Rm+\{0}. Then the distribution
uF (x, λ) =
m∏
i=1
(fi(x) + i0)
−λi
is well-defined on M\SF , holomorphic in λ ∈ Cm and its singular support satisfies
SS(u(x, λ)|M\SF ) ⊆ LF ∩ pi−1(M\SF ).
Proof. The singular support of the external product
∏m
i=1(xi + i0)
−λi satisfies
SS
(
m∏
i=1
(xi + i0)
−λi
)
⊆ {(x, i
m∑
i=1
αidxi) ∈ iT ∗Rm | αi ∈ R≥0, αixi = 0}.
The pullback
uF (x, λ) := F
∗
(
m∏
i=1
(xi + i0)
−λi
)
is well-defined if there is no (x, iξ) ∈ SS(∏mi=1(xi+ i0)−λi), such that ξ ̸= 0 and F ∗ξ = 0.
The above description of the singular support shows that this is satisfied if x /∈ SF . The
description of SS(uF (x, λ)) is then immediate from Prop. 5.4.1.
5.6 Distributions on toric varieties
We will also need a way to describe distributional densities on the real locus of a toric
variety in terms of homogeneous coordinates. Let XΣ be a smooth, n-dimensional, toric
variety without torus factors, associated to the fan Σ and torus TN . Recall that we have
a toric map
piΣ : CΣ(1)\ZΣ → XΣ,
exhibiting XΣ as the geometric quotient XΣ = CΣ(1)\ZΣ//GΣ, where
GΣ = {(tρ) ∈ (C∗)Σ(1) |
∏
ρ
t
〈m,uρ〉
ρ = 1 for all m ∈M}.
The corresponding real locus can then be expressed as
XΣ(R) = RΣ(1)\ZΣ(R)//GΣ(R).
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An element t ∈ GΣ(R), acts on distributions µ ∈ DbRΣ(1)(U) by duality:
〈t · µ, φ〉 = 〈µ, (t−1)∗φ〉, for φ ∈ Γc(U,C∞,nRΣ(1)).
Suppose χ ∈ GˆΣ ∼= Cl(XΣ) is a character and U ⊆ RΣ(1) is GΣ(R)-invariant. Let us call
a distribution µ ∈ DbRΣ(1)(U) |χ|-homogeneous, if t · µ = |χ(t)|µ for all t ∈ GΣ(R). Note
that for t = (tρ) ∈ G and χ = [
∑
χρeρ], we have
|χ(t)| =
∏
ρ∈Σ(1)
|tρ|χρ .
Let σ ∈ Σ(n) and Uσ ⊆ XΣ the corresponding affine open subset. Recall from Prop.
3.4.6 that we have isomorphisms Uσ ∼= Yσ and pi−1Σ (Uσ) ∼= GΣ × Yσ, where
Yσ = {xρ ∈ CΣ(1) | xρ = 1 for ρ /∈ σ(1)} ⊆ CΣ(1).
Theorem 5.6.1. Let χ0 = [−
∑
ρ∈Σ(1) eρ] ∈ Cl(XΣ). Suppose U ⊆ RΣ(1)\ZΣ(R) is
a GΣ(R)-invariant open subset and µ ∈ DbRΣ(1)(U) is a χ0-homogeneous distribution.
Then there is a unique distributional density µ˜|Ω|XΣ ∈ Db∨XΣ(R)(piΣ(U)), such that in the
local coordinates of each maximal cone σ ∈ Σ(n):
µ˜|Ω|XΣ
∣∣
piΣ(U)∩Uσ(R) = µ
∣∣
Yσ(R)
∣∣∣∣∣∣
∧
ρ∈σ(1)
dxρ
∣∣∣∣∣∣ .
Under the identification Yσ(R) ∼= Uσ(R), its singular support is given by
SS(µ˜|Ω|XΣ) =
⋃
σ∈Σ(n)
SS(µ
∣∣
pi−1Σ (U)∩Yσ(R)
).
Lemma 5.6.2. The restriction µ
∣∣
Yσ(R) is well-defined for σ ∈ Σ(n).
Proof. Define LΣ by the exact sequence
0 LΣ ZΣ(1) N 0.
For l ∈ LΣ, set θl =
∑
ρ∈Σ(1) lρxρ
∂
∂xρ
. Differentiating the χ0-homogeneity condition at
t0 = 1 ∈ GΣ(R) gives
(θl − 〈χ0, l〉)µ = 0, for all l ∈ LΣ.
Hence µ is a solution to the system
MLΣ = DCΣ(1)/DCΣ(1)〈θl − 〈χ0, l〉 | l ∈ LΣ〉.
It follows from Prop. 5.2.12, that
SS(µ) ⊆ {(x, i
∑
ρ
ξρdxρ) ∈ iT ∗(RΣ(1)\ZΣ(R)) |
∑
ρ
lρxρξρ = 0 for l ∈ LΣ}.
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Let (x, iξ) ∈ SS(µ) with ξ = ∑ρ ξρdxρ. In order to show that the restriction µ∣∣Yσ is
well-defined, we must show that ξρ = 0 for ρ ∈ σ(1) and xρ = 1 for ρ /∈ σ(1) implies
ξ = 0. Let ρ ∈ Σ(1)\σ(1). Since the ray generators uρi for ρi ∈ σ(1) furnish a Z-basis of
N , we can find a relation
lρuρ +
∑
ρi∈σ(1)
lρiuρi = 0,
with lρ ̸= 0. Set l = lρeρ +
∑
ρi∈σ(1) lρieρi . Then l ∈ LΣ by definition of LΣ and thus
lρxρξρ +
∑
ρi∈σ(1)
lρixρiξρi = lρξρ = 0.
Thus ξ = 0 and the restriction is well-defined.
Proof of Thm. 5.6.1. The uniqueness is clear since the open sets Uσ(R) cover XΣ(R).
The previous lemma shows that the local expressions are well-defined, so we are left
to show that they glue in the right way. Let σ, σ˜ ∈ Σ(n) be two maximal cones with
corresponding local coordinates (xρ)ρ∈σ(1) and (x˜ρ˜)ρ˜∈σ(1). We can lift these coordinates
to RΣ(1) by setting xρ = 1 for ρ /∈ σ(1) and similarly for x˜ρ˜.
Since the Haar measure on TN (R) is invariant under torus automorphisms, we have
the equality ∣∣∣∣dxρ1xρ1 ∧ . . . ∧ dxρnxρn
∣∣∣∣ = ∣∣∣∣dx˜ρ˜1x˜ρ˜1 ∧ . . . ∧ dx˜ρ˜nx˜ρ˜n
∣∣∣∣
and therefore
|dxρ1 ∧ . . . ∧ dxρn | =
∏
ρ∈σ(1) |xρ|∏
ρ˜∈σ˜(1) |x˜ρ˜|
|dx˜ρ˜1 ∧ . . . ∧ dx˜ρ˜n |
Now let µ˜σ = µ
∣∣
Yσ
(xρ) and µ˜σ˜ = µ
∣∣
Yσ˜
(x˜ρ˜). Define t = (tρ) ∈ (R\{0})Σ(1) by tρ = xρx˜ρ ,
where we use the above convention to regard xρ and x˜ρ˜ as coordinates on RΣ(1). If these
coordinates correspond to the point x ∈ Uσ(R) ∩ Uσ˜(R), then t ∈ GΣ(R) and we have
µσ(xρ) = µ(t · x˜ρ˜) = µσ˜(x˜ρ˜)|χ0(t)|,
where
|χ0(t)| =
∏
ρ∈Σ(1)
|tρ|〈χ0,eρ〉 =
∏
ρ∈Σ(1)
∣∣∣∣xρx˜ρ
∣∣∣∣−1
=
∏
ρ˜∈σ˜(1) |x˜ρ˜|∏
ρ∈σ(1) |xρ|
.
This means that
µσ(xρ) |dxρ1 ∧ . . . ∧ dxρn | = µσ˜(x˜ρ˜) |dx˜ρ˜1 ∧ . . . ∧ dx˜ρ˜n |
and the local expressions glue to a well-defined distributional density µ˜|Ω|XΣ on piΣ(U).
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Example 5.6.3. Let F = (f1, . . . , fd) : U ⊆ CΣ(1)\ZΣ → Cm be an algebraic map,
which is real-valued on U(R). Suppose fi is χi-homogeneous for the action of GΣ, i.e.
fi(t · x) = χi(t)fi(x) =
∏
ρ t
χiρ
ρ fi(x) for t ∈ GΣ, and assume the zero set Y =
⋂d
i=1 V (fi)
is smooth of codimension d. Then the distribution δd(F ) ∈ DbRΣ(1)(U(R)) is well-defined.
Note that
t∗δ(fi(x)) = δ(fi(t · x)) = δ(χi(t)fi(x)) = |χi(t−1)|δ(fi(x)),
by Example 5.5.12. Hence δd(F ) is a |χF |-homogeneous distribution, where χF =
−∑i χi.
If u ∈ DbRΣ(1)(U(R)) is another distribution, such that the inclusion Y (R) ∩ U(R) ↪→
U(R) is non-characteristic for SS(u), and u is |χ|-homogeneous with
χ =
d∑
i=1
χi −
 ∑
ρ∈Σ(1)
eρ
 ,
then the distribution µ = δd(F (x))u(x) is well-defined and |χ0|-homogeneous. Hence
µ0|Ω|XΣ = δd(F (x))u(x)|Ω|XΣ is a distributional density on piΣ(U) with support in V =
piΣ(Y ).
Remark 5.6.4. Note that on the open subset U ∩ pi−1Σ (Uσ) ∼= U ∩ (GΣ × Yσ), we have
fi(x) = fi(t · x˜) = χi(t)f(x˜).
Since χi(t) is non-vanishing, we get the isomorphism
Y ∩ p−1(Uσ) =
d⋂
i=1
V (f
∣∣
Uσ
(x)) = GΣ ×
d⋂
i=1
V (f |Yσ(x˜)) = GΣ × (V ∩ Uσ).
It follows that V = piΣ(Y ) is smooth of codimension d if and only if Y is.
Proposition 5.6.5. Suppose XΣ is compact and Z is another real analytic manifold. If
µ ∈ DbRΣ(G)×Z(RΣ(1) × Z) satisfies the homogeneity condition in Thm. 5.6.1, then the
singular support of the integral I(µ) =
∫
XΣ(R) µ˜|Ω|XΣ satisfies
SS(I(µ)) ⊆ {(z, iζ) ∈ iT ∗Z | (x, z, 0, iζ) ∈ SS(µ) for some x ∈ RΣ(1)\Zσ(R)}
Proof. By Cor. 5.4.10, we have the containment
SS(I(µ)) ⊆ {(z, iζ) ∈ iT ∗Y | (x, z, 0, iζ) ∈ SS(µ˜|Ω|XΣ) for some x˜ ∈ XΣ(R)}.
Suppose x˜ above is contained in the affine open Uσ ∼= Yσ and consider the lift x = (1, x˜) ∈
GΣ(R) × Yσ(R) = p−1Σ (Uσ)(R) ⊆ RΣ(1)\ZΣ(R). The proof of Lemma 5.6.2 then shows
that
(x˜, z, 0, iζ) ∈ SS(µ˜|Ω|XΣ)|pi−1(Uσ×Z) = SS(µ|Yσ×Z )
if and only if (x, z, 0, iζ) ∈ SS(µ).
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Let us also note the following variant of Thm. 5.6.1.
Proposition 5.6.6. Suppose µ ∈ DbRΣ(1)(RΣ(1)\ZΣ(R)) is a distribution with support
contained in RΣ(1)≥0 \ZΣ(R≥0) and such that
t∗µ = χ0(t)µ,
for all t ∈ GΣ(R≥0). Then there is a unique distributional density µ˜|Ω|XΣ on XΣ(R),
with support in XΣ(R≥0) and such that in the local coordinates of each maximal cone
σ ∈ Σ(n):
µ˜|Ω|XΣ
∣∣
piΣ(U)∩Uσ(R) = µ
∣∣
Yσ(R)
∣∣∣∣∣∣
∧
ρ∈σ(1)
dxρ
∣∣∣∣∣∣ .
Proof. The proof of Lem. 5.6.2 applies without change, so the above local expression is
well-defined. To show that they agree on the overlap, it is enough to consider a point
x ∈ Uσ(R≥0) ∩ Uσ˜(R≥0), since µ vanishes outside the real-positive locus. Then defining
t ∈ (R\{0})Σ(1) by tρ = xρxρ˜ gives a point t ∈ GΣ(R≥0) and we can argue exactly as in
the proof of Thm. 5.6.1.
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6 Graphs and amplitudes
In this chapter, we consider analytically regularized Feynman amplitudes in momentum
space. We construct an explicit compactification of the integration domain, and express
them in terms of suitable boundary values. This allows us to derive precise results on
their meromorphic structure and singular support.
6.1 Feynman propagator
In D = 1 + (D − 1) dimensions we consider the Minkoswki inner product
p · q = p0q0 −
D−1∑
i=1
piqi.
For p = q, we will also write p2 = p · p. The scalar propagator is defined as
∆(p,m) =
1
p2 −m2 + i0 = b{Im(p2)>0}
(
1
p2 −m2
)
where m ≥ 0, is the (possibly vanishing) mass of the particle. For the purposes of
regularization, let us also define the analytically regularized propagator
∆(p,m, λ) =
1
p2 −m2 + i0 = b{Im(p2)>0}
(
1
p2 −m2
)λ
for λ ∈ C.
The following Proposition is then a special case of Prop. 5.5.16
Proposition 6.1.1. If m > 0, then ∆(p,m, λ) is a well-defined distribution on RD. Its
singular support satisfies
SS(∆(p,m, λ)) ⊆ {(p, iαp · dp) ∈ iT ∗RD | α ∈ R≥0, α(p2 −m2) = 0}.
In the massless case m = 0, ∆(p, 0, λ) is still well-defined on RD\{0} and its singular
support satisfies
SS(∆(p, 0, λ)) ⊆ {(p, iαp · dp) ∈ iT ∗(RD\{0}) | α ∈ R≥0, αp2 = 0}.
We will need to extend ∆(p,m, λ) to suitable compactification. Let us first consider
the massive case m > 0. Let PD(R) be the projective compactification of RD. Recall
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from Example 3.4.7, that we have the quotient description PD = CD+1\{0}//C∗. We
denote its homogeneous coordinates by (u, P0, . . . , PD−1).
By homogenization, it is natural to consider
∆(u, P,m, λ) = |u|2λ−D−1(P 2 − u2m2 + i0)−λ
Proposition 6.1.2. Applying the construction of Thm. 5.6.1 gives a well-defined mero-
morphic density ∆(u, p,m, λ)|Ω|PD ∈ Γ(PD(R), Db∨PD(R)) with simple poles at
λ =
D
2
− 1
2
N.
On RD ⊆ PD(R), it agrees with ∆(p,m, λ)dDp.
Proof. It follows as above, that the boundary value (P 2 − u2m2 + i0)−λ is well-defined
on RD+1\{0} and its singular support is contained in the set
{(u, P, i(−2m2)αudu, iαP · dP ) ∈ iT ∗RD+1 | α ∈ R≥0, α(P 2 − u2m2) = 0}.
We also have
SS(|u|2λ−D) ⊆ {(u, P, iαdu, 0) ∈ iT ∗RD+1 | α ∈ R≥0, αu = 0}.
Then (u, P, iγ, iΞ) ∈ SS((P 2 − u2m2 + i0)−λ) ∩ SS(|u|2λ−D)a implies that Ξ = 0 and
γ = −2m2α1udu = α2du
for some (α1, α2) ∈ R2≥0 satisfying α2u = 0 and α1(P 2 −m2u2) = 0. Thus either u = 0
or α2 = 0. Both cases imply γ = 0 and the product |u|2λ−D(P 2 − u2m2 + i0)−λ is
well-defined.
Now let t ∈ R\{0}. Since
Im(P 2 − u2m2) > 0⇔ Im((tP )2 − u2t2m2) > 0,
we have
t∗((P 2 − u2m2 + i0)−λ) = b{Im((tP )2−u2t2m2)>0}(t2P 2 − u2t2m2)−λ
= b{Im((P )2−u2m2)>0}(t2P 2 − u2t2m2)−λ
= |t|−2λ(P 2 − u2m2 + i0)−λ.
Then ∆ scales as
t∗∆(u, P,m, λ) = |t|−D−1∆(u, P,m, λ).
It follows from Thm. 5.6.1 that ∆|Ω|PD descends to a meromorphic distributional density
on PD.
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In the massless case, we must also account for the cone point p = 0. Let BD = Bl0PD
be the blow-up of PD in p = 0. Recall from Example 3.4.8, that
BD ∼= CD+2\ZBD//(C∗)2,
with homogeneous coordinates (s, u, P0, . . . , PD−1) and
ZBD =
D−1⋂
i=0
V (uxi) ∩ V (sxi).
Then Es = V (s) defines the exceptional divisor and Eu = V (u) the hyperplane at infinity.
We have Cl(BD) ∼= Z2 and the variables have scaling degrees
deg(s) = (0,−1), deg(u) = (1, 0), deg(Pi) = (1, 1).
We then let
∆0(s, u, P, λ) = |u|2λ−D−1|s|D−1−2λ(P 2 + i0)−λ
Proposition 6.1.3. ∆0|Ω|BD defines a meromorphic density on BD(R), with simple
poles on
λ ∈ D
2
+
1
2
Z.
The restriction to RD\{0} ∼= BD(R)\(Eu(R) ∪ Es(R)) is well-defined for arbitrarily λ
and agrees with ∆(p, 0, λ)dDp there.
Proof. Note that the cone point P = 0 lies in ZBD , so the factor (P 2 + i0)−λ is well-
defined on BD(R)\ZBD(R). The external product
∆0(s, u, P, λ) = |u|2λ−D−1|s|D−1−2λ(P 2 + i0)−λ
is thus well-defined there. The factor |u|2λ−D−1 produces simple poles for λ ∈ D2 − 1/2N
and |s|D−1−2λ produces simple poles for λ ∈ D2 +1/2N. Note that for λ = D2 both factors
are singular, but this still produces only a simple pole, since u and s can not vanish
simultaneously on BD(R)\ZBD(R).
An element t = (t1, t2) ∈ (R\{0})2 acts as
t · Pi = t2
t1
Pi, t · u = t2u, t · s = t1s.
As above we find
t∗(P 2 + i0)−λ =
∣∣∣∣ t2t1
∣∣∣∣−2λ (P 2 + i0)−λ
and thus
t∗∆0(s, u, P ) = |t1|D−1|t2|−D−1∆0(s, u, P ),
i.e. ∆0|Ω|BD has the right scaling properties and descends to a meromorphic distribu-
tional density on BD(R).
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Remark 6.1.4. Let f : BD\Eu(R)→ RD be the blow-up map. Then the pushforward
f!(∆0|Ω|BD) ∈ Γ(RD, Db∨RD)
is a meromorphic extension of (p2 + i0)−λdDp ∈ Γ(RD\{0}, Db∨RD) with poles for λ ∈
D
2 + 1/2N.
6.2 Feynman graphs
We will consider a graph G to consist of a triple
G = (EG, VG, ∂)
of finite sets of edges EG and vertices VG, together with a map
∂ = ∂G : EG → Sym2 VG = VG × VG/Z2,
mapping an edge to its endpoints. This definition allows multiple edges and loops, but
our graphs will not have external half-edges. We will often write i ∈ G for i ∈ EG and
denote by |G| = |EG| the number of edges of G.
An edge i ∈ G is called a selfloop if ∂(e) = (v, v). A subgraph γ ⊆ G is given by
subsets Eγ ⊆ EG, Vγ ⊆ VG, such that ∂(Eγ) ⊆ Sym2 Vγ .
Every graph has an obvious geometric realization as a one-dimensional CW-complex,
so we can speak about topological notions like connectedness. In particular, we denote
by h0(G) and h1(G) the first and second Betti numbers of (the geometric realization of)
G. For a connected graph G, we call a connected subgraph T ⊆ G a spanning tree if
VT = VG and h1(T ) = 0. Note that these are precisely the maximal simply-connected
subgraphs of G.
A spanning 2-tree is a simply-connected subgraph F ⊆ G, with VF = VG and exactly
two connected components F = T1 ∪ T2. Every spanning 2-tree is obtained from a
spanning tree by deleting an edge.
Every subset I ⊆ EG gives the edge subgraph γ ⊆ G, where Eγ = I and Vγ consists of
all vertices incident to an edge in I. We call two edge subgraphs γ1, γ2 ⊆ G edge-disjoint
if their edge sets Eγi are disjoint. We almost exclusively deal with edge subgraphs, so
we will often identify an edge subgraph with its set of edges. Notable exceptions are
spanning 2-trees, where it is important to allow isolated vertices.
If γ ⊆ G is an edge subgraph with connected components γ1, . . . , γk, we define the
the quotient graph by contracting edge connected component γi ⊆ G to a point. More
precisely, we set
EG/γ = EG\Eγ , VG/γ = VG ∪ Vγ ∪ {vγi | i = 1, . . . , k}
and ∂G/γ(j) = ∂G(j) if j does not end in a vertex of γ, and ∂G/γ(j) = {vγa , vγb} if j
connects the two subgraphs γa and γb (permitting the case γa = γb).
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Similarly, we define the deletion G\γ of G by γ by deleting the edges of γ, i.e.
EG\γ = EG\Eγ , VG\γ = VG, ∂G\γ = ∂G|EG\Eγ
A Feynman graph is a graph G together with distinguished sets of external vertices
V extG ⊆ V and massive edges EMG ⊆ EG. We will assume that |V ext| ≥ 2.
To every external vertex v ∈ V extG we associate an inflowing external momentum pv ∈
RD and to every massive edge i ∈ EmG , a mass mi ∈ (0,∞). Let us also define E0G =
EmG \EG, the set of massless edges and V intG = VG\V extG , the set of internal vertices. It
will be convenient to set pv = 0 for v ∈ V intG and me = 0 for i ∈ E0G.
A Feynman graph is called massive if EMG = EG, i.e. every edge carries a non-vanishing
mass. Similarly, we call G massless if E0G = EG. A subgraph γ ⊆ G is called massless if it
consists solely of massless edges. We denote by G0 ⊆ G the maximal massless subgraph
G, i.e. the (possibly empty) edge-subgraph consisting of all massless edges.
If γ ⊆ G is an edge subgraph, then the masses of G/γ and G\γ are inherited from
G through the inclusion EG/γ = EG\γ ⊆ EG. The external momenta of G\γ are the
same as those of G. The quotient graph inherits the external momenta of G through the
obvious surjection VG → VG/γ .
Let us introduce the following notation: For a finite set A and another set M , we set
A(M) := MA. If M is an abelian group, then A(M) = ZA ⊗Z M . We apply this in
particular for A = EG and A = VG, the set of edges resp. vertices of a graph G.
Choosing an orientation for each edge gives G the structure of a one-dimensional cell
complex. We can then refine the edge boundary map ∂ : EG → Sym2(VG) to a map
(∂+, ∂−) : EG → V 2G, where ∂+(e) (resp. ∂−(e)) is the target (resp. source) vertex of the
oriented edge e.
The cellular chain complex gives the exact sequence
0 H1(G,Z) EG(Z) VG(Z) H0(G,Z) 0i ∂
The following then follows by a simple diagram chase.
Proposition 6.2.1. For a subgraph γ ⊆ G we have the following diagram with exact
rows and columns.
0 0 0 0
0 H1(γ,Z) Eγ(Z) Vγ(Z) H0(γ,Z) 0
0 H1(G,Z) EG(Z) VG(Z) H0(G,Z) 0
0 H1(G/γ,Z) EG/γ(Z) VG/γ(Z) H0(G/γ,Z) 0
0 0 0 0
∂γ
∂G
∂G/γ
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Let V˜ 0G(Z) = ker(VG(Z)→ H0(G,Z)) and V 0G(Z) = V˜ 0G(Z)∩V extG (Z). The space V 0G(Z)
is the subspace of external momenta satisfying momentum conservation∑
v∈V extG0
pv = 0
in each connected component G0 ⊆ G.
A simple consequence of the above exact sequences is the following behaviour of the
first Betti number h1(−).
Proposition 6.2.2. Let γ, η ⊆ G be two subgraphs. The first Betti numbers satisfies
h1(γ) + h1(G/γ) = h1(G)
h1(γ ∪ η) + h1(γ ∩ η) ≥ h1(γ) + h1(η).
Proof. The first equation is obtained by taking the ranks in the leftmost exact column
above. For two subgraphs γ, η ⊆ G, we have the truncated Mayer-Vietoris sequence:
0 H1(γ ∩ η,Z) H1(γ,Z)⊕H1(η,Z) H1(γ ∪ η,Z) H˜ 0
where
H˜ = H1(γ ∪ η,Z)/(H1(γ,Z)⊕H1(η,Z)).
Taking ranks gives
h1(γ ∪ η) + h1(γ ∩ η) = h1(γ) + h1(η) + rk H˜ ≥ h1(γ) + h1(η).
Let us recall Kruskal’s algorithm, which gives a convenient way to construct spanning
trees. Suppose G is a connected graph and EG = {j1, . . . , j|G|} an enumeration of its
edges. Set T0 = ∅ and let Tk = Tk−1∪{jk} if h1(Tk−1∪ jk) = 0 and Tk = Tk−1 otherwise.
Proposition 6.2.3. The edge subgraph T|G| ⊆ G is a spanning tree of G.
Proof. By construction we have h1(T|G|) = 0. Suppose T|G| is not a spanning tree, i.e. it
is not a maximal edge-subgraph with the property h1(T|G|) = 0. Then there would be an
edge i = ik ∈ EG not contained in T|G| such that h1(Ti ∪ ik) = 0. But ik /∈ T|G| implies
h1(Tk−1 ∪ ik) > 0, a contradiction.
A spanning tree T ⊆ G induces a basis of H1(G,Z):
Proposition 6.2.4. Let T ⊆ G be a spanning tree. There is a natural isomorphism
H1(G,Z) ∼= EG\T (Z). For each j ∈ EG\ET , there is unique generator Cj of H1(G,Z) of
the form
Cj = ej +
∑
i∈T
Cjiei.
If T is constructed by Kruskal’s algorithm through an enumeration EG = {j1, . . . , j|G|},
then Cjkjl = 0 unless jk > jl.
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Proof. We have the following diagram with exact rows and columns
0 0 0
0 ET (Z) VT (Z) Z 0
0 H1(G,Z) EG(Z) VG(Z) Z 0
0 H1(G/T,Z) EG\T (Z) 0 0
0 0
In particular we have isomorphisms H1(G,Z) ∼= H1(G/T,Z) ∼= EG\T (Z). For every
edge j ∈ EG\T we have H1(T ∪ ej ,Z) ∼= Z with a generator of the form
Cj = ej +
∑
i∈T
Cjiei.
Since H1(T ∪{j},Z)→ H1(G,Z) is injective, its image in H1(G,Z) is again a generator.
The isomorphism EG\T (Z) ∼= H1(G,Z) is then given by ej ↦→ Cj .
Now if j = jk in the above enumeration, then H1(Tk−1 ∪ jk) ∼= Z, which means the
circuit Cjk is supported by the edges in ETk−1 ∪ {jk}, i.e Cjkjl = 0 for l > k.
Suppose γ ⊆ G is an edge subgraph with connected components γ1, . . . , γk. We call
a spanning tree T ⊆ G adapted to γ if T ∩ γi is a spanning tree for each connected
component γi ⊆ γ. This is again equivalent to T ∩ γ being a maximal subgraph with
h1(T ∩ γ) = 0.
Proposition 6.2.5. Let T ⊆ G be a spanning tree and γ ⊆ G an edge subgraph. Then
|γ ∩ T | ≤ |γ| − h1(γ),
|T/T ∩ γ| ≥ |G/γ| − h1(G/γ),
with equality if and only if T is adapted to γ.
Proof. The number of edges |γ| as well as h1(γ) is additive over the connected compo-
nents. The first inequality then follows from the previous proposition, with equality if
and only if |γi ∩ T | is a maximal tree for all i, which means that T is adapted to γ. For
the contracted graph, we get
|T/T ∩ γ| = |T | − |T ∩ γ| ≤ |G| − h1(G)− (|γ| − h1(γ))
= |G/γ| − (h1(G)− h1(γ)) = |G/γ| − h1(G/γ),
with equality if and only if |T ∩ γ| = |γ| − h1(γ), i.e. iff T is adapted to γ.
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Remark 6.2.6. Note that T/T ∩ γ contains all vertices of G/γ and for every spanning
tree T˜ ⊆ T/γ ∩ T of G/γ, we have |T˜ | = |T/T ∩ γ| = |G/γ| − h1(G/γ) if and only if T
is adapted to γ.
Corollary 6.2.7. Suppose γ ⊆ Γ ⊆ G is a flag of subgraphs and T ⊆ G a spanning tree
which is adapted to γ and Γ. Then the cycles
C˜j = ej +
∑
i∈T∩(Γ\γ)
Cjiei, j ∈ Γ\(T ∩ Γ ∪ γ)
are a basis for H1(Γ/γ,Z).
Proof. They are clearly linear independent elements of EΓ/γ(Z) and are obtained from
the cycles Cj of Prop. 6.2.4 by applying the projection EΓ(Z) → EΓ/γ(Z). Since the
boundary map ∂ commutes with contraction, they are cycles in H1(Γ/γ,Z). By the
above proposition, we also have
|Γ\(T ∩ Γ ∪ γ)| = |Γ/γ| − |T ∩ Γ/T ∩ γ| = h1(Γ/γ),
which means that the above cycles generate H1(Γ/γ,Z).
For a Feynman graph G, we define the completion G∞ of G by adding a vertex v∞
and an edge ea ∈ EG∞ for each external vertex va ∈ V extG , such that ea joins v∞ and va.
More formally, we let VG∞ = VG ∪ {∞} and EG∞ = EG ∪ V extG . The boundary map is
given by ∂G on EG ⊆ EG∞ and by ∂(ea) = {v∞, va} on the new edges. By convention,
we regard the edge ea as oriented away from v∞.
6.3 Feynman integrals
To a connected Feynman graph G, we associate the formal integral
IG(λ, p) =
∫
EG(RD)
∏
v∈VG
δD(pv + kv)
∏
j∈G
(k2j −m2j + i0)−λjdDkj ,
where p ∈ VG(RD),m ∈ EG(R≥0) and λ ∈ CEG . Here kv is the projection of ∂k ∈ VG(RD)
on to the factor corresponding to v ∈ VG, i.e.
kv =
∑
i∈G
ϵivki,
where
ϵiv =

+1, ∂+(i) = v
−1, ∂−(i) = v
0, i /∈ ∂−1+ (v) ∪ ∂−1− (v).
Let us then write IG(λ, p) =
∫
EG(RD) JG(λ, p, k)
∏
i∈G d
Dki.
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Proposition 6.3.1. The integrand JG is well-defined as a distribution on V extG (RD) ×
EmG (RD)× E0G(RD\{0}).
Let us fix some notation before embarking on the proof. We identify RD with its dual
through the Minkowski inner product. Then we have canonical isomorphism T ∗RD ∼=
RD×RD. For p = (pv) ∈ VG(RD) we write the covector coordinate as x = (xv) ∈ V (RD),
since momentum space is dual to position space. Note that we have the dual exact
sequence
0 H1(G,RD) EG(RD) VG(RD) H0(G,RD) 0.i
∗ δ δ
Recall that we will identify V extG (RD) with a subspace of VG(RD) by setting pv = 0 for
v /∈ V extG . We will also need the following lemma.
Lemma 6.3.2. Let α ∈ EG(R≥0), k ∈ EG(R) and define α ·k ∈ EG(R) by (α ·k)i = αiki.
Suppose there is x ∈ VG(R) such that δx = α · k and 〈x, ∂k〉 = 0. Then α · k = 0.
Proof. Since ∂ and δ are adjoint to each other, we have
0 = 〈x, ∂k〉 = 〈δx, k〉 = 〈α · k, k〉 =
∑
j∈G
αjk
2
j .
For αj ≥ 0, this is only possible if α · k = 0.
Proof of Prop. 6.3.1. Section 6.1 shows that the external product
∏
j(k
2
j −m2j + i0)−λj
is well-defined on EmG (RD)× E0G(RD\{0}) for fixed λ ∈ EG(C) and its singular support
is contained in the set of points
(k, p, iξ, iζ) ∈ iT ∗(EmG (RD)× E0G(RD\{0})× V extG (RD))
satisfying ζ =
∑
j αjkj · dkj for α ∈ EG(R≥0) with αj(k2j −m2j ) = 0.
Similarly the product
∏
v δ
D
v (pv + kv) defines the subspace
Y =
⋂
v
V (pv − kv) = ∂−1(V 0G(RD))
∼= H1(G,RD)⊕ V 0G(RD),
which is of codimension D|VG| by Euler’s formula. This product is then well-defined by
Prop. 5.5.9.
Since the map x ↦→ δx is dual to k ↦→ ∂k, the singular support SS(∏v∈VG δDv (pv+kv))
is contained in the set of points
(k, p, iζ) ∈ iT ∗(EG(RD)× V extG (RD)),
satisfying p = −∂k and
ζ =
∑
j∈G
(δx)j · dkj +
∑
b∈V extG
xb · dpb,
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for some x ∈ VG(RD).
If additionally, (k, p, iζ) ∈ SS(∏j(k2j −m2j )−λi), then xb = 0 for b ∈ V extG and thus,
for every spacetime component β ∈ {0, . . . , D − 1}, the triple (α, kβ , xβ) satisfies the
assumptions of the above lemma. Hence α · k = 0 and thus ζ = 0. It follows that the
product
∏
v δ
D
v (pv + kv)
∏
j(k
2
j −m2j + i0)−λj is well-defined.
It will be useful to have an alternative description of the delta-function product∏
v δ
D(kv + pv). Let G∞ be the completion of G. Under the bijection EG∞ = EG ∪ V extG
we can consider the pair k = (k, p) ∈ EG(RD)× V extG (RD) as momenta k˜ ∈ EG∞(RD).
Lemma 6.3.3. Under the above identifications, we have ∂Gk + p = 0 if and only if
∂G∞ k˜ = 0. Similarly, k˜|H1(G∞,RD) = 0 if and only if there is x ∈ VG(RD) with k = δGx
and xa = pa for a ∈ V extG .
Proof. Considering G as a subgraph of G∞ gives the commutative diagram
EG(RD) VG(R)
EG ⊕ V extG (RD) VG∞(RD)⊕ RD〈v∞〉
∂G
∂G∞
For edges ea corresponding to external momenta, we have ∂G∞ea = va − v∞. This gives
∂G∞ k˜ = ∂Gk +
∑
a∈V extG
∂G∞paea
= ∂Gk +
∑
a∈V extG
pava −
∑
a∈V extG
pav∞.
Comparing coefficients gives ∂G∞ k˜ = 0 if and only if ∂Gk + p = 0 and
∑
a∈V extG pa = 0.
But the last condition already follows from ∂Gk + p = 0, since then∑
a∈V extG
pa =
∑
v∈VG
pv = −
∑
v∈VG
(∂Gk)v = −∂2Gk = 0.
Now suppose k˜, considered as an element of the dual (EG∞(RD))∗ ∼= EG∞(RD), van-
ishes on H1(G∞,RD) ⊆ EG∞(RD). Since
ker(EG∞(RD)→ H1(G∞,RD)) ∼= VG∞(RD)/H0(G∞,RD),
we can find x ∈ VG∞(RD) such that xv∞ = 0 and k˜ = δG∞x. Then k˜j =
∑
v∈VG∞ ϵjvxv
and comparing coefficients shows that this equation is equivalent to
pa = xa, a ∈ V extG
kj =
∑
v∈VG
ϵjvxv = δGx.
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Conversely if x ∈ VG(RD) satisfies δGx = k and xa = pa, then setting xv∞ = 0 gives
an element x ∈ VG∞(RD) with k˜ = δG∞x. Then
k˜|H1(G∞,RD) = δx|H1(G∞,RD) = 0.
Let T∞ ⊆ G∞ be a spanning tree. Recall from Prop. 6.2.4, that every edge j ∈
G∞\T∞ gives the circuit
Cj = ej +
∑
i∈T∞
Cjiei
and the collection of these circuits furnishes a basis of H1(G∞,Z).
Proposition 6.3.4. Suppose T∞ ⊆ G∞ is a spanning tree. Let T1 = T∞ ∩ G, T2 =
T∞ ∩ (G∞\G) and V2 be the subset of V extG corresponding to ET2 ⊆ EG∞\G.
1. The equation ∂Gk + p = 0 is equivalent to the system of equations
ki =
∑
j∈G\T1
Cjikj +
∑
a∈V extG \V2
Ceaipa, i ∈ T1
pb =
∑
j∈G\T1
Cjebkj +
∑
a∈V extG \V2
Ceaebpa, b ∈ V2
2. The condition k = δGx for x ∈ VG(RD) with xa = pa, a ∈ V extG , is equivalent to the
system of equations
kj = −
∑
i∈T1
Cjiki −
∑
b∈V2
Cjebpb, j ∈ G\T1
pa = −
∑
i∈T1
Ceaiki −
∑
b∈V2
Ceaebpb, a ∈ V extG \V2
Proof. Let k˜ ∈ EG∞(RD) correspond to (k, p) ∈ EG(RD)× V extG (RD).
1. The equation ∂Gk+p = 0 is equivalent to k˜ ∈ H1(G∞,RD). Thus k˜ can be uniquely
expressed as
k˜ =
∑
j∈G∞\T∞
k˜jCj
=
∑
j∈G∞\T∞
(
k˜jej +
∑
i∈T∞
Cjik˜jei
)
Comparing coefficients gives ∂Gk + p = 0 if and only if
ki =
∑
j∈G\T1
Cjikj +
∑
a∈V extG \V2
Ceaipa, i ∈ T1
pb =
∑
j∈G\T1
Cjebkj +
∑
a∈V extG \V2
Ceaebpa, b ∈ V2.
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2. The condition k = δGx with x as above is equivalent to δG∞ k˜ = 0. Since the Cj
for j ∈ T∞ furnish a basis of H1(G∞,Z), this is equivalent to
0 = 〈k˜, Cj〉 = k˜j +
∑
i∈T∞
Cjik˜i,
for all j ∈ G∞\T∞. Expressing k˜ and T∞ in terms of (k, p) and T1 ∪V2 then gives
kj = −
∑
i∈T1
Cjiki −
∑
b∈V2
Cjebpb, j ∈ G\T1
pa = −
∑
i∈T1
Ceaiki −
∑
b∈V2
Ceaebpb, a ∈ V extG \V2.
The integral
IG(λ, p) =
∫
EmG (RD)×E0G(RD\{0})
JG(λ, p, k)
∏
i∈G
dDke
is still ill-defined, since the support of JG is not proper along the projection
EmG (RD)× E0G(RD\{0})× V extG (RD)→ V extG (RD).
A natural compactification of the fibre would be the product
PG =
∏
i∈EmG
PD ×
∏
i∈E0G
BD.
We have seen that the external product of propagators
∏
i∈G∆(ki,mi, λi) naturally
extends to a meromorphic distribution on PG(R). Unfortunately, the closure V of⋂
v V (pv + kv) in PG(RD)× VG(RD) is not smooth in general and it is not clear how to
extend the delta-function
∏
v δ
v(kv + pv).
Example 6.3.5. Consider the bubble graph1
a b
1
2
and let us assume that the masses mi are non-vanishing and the edges e1 and e2 are
oriented from va to vb. The equation ∂k + p = 0 is then equivalent to the system
f1(k, p) = pa + pb = 0
f2(k, p) = k1 + k2 + pb = 0.
1The graphs in this thesis were drawn with TikZ-Feynman [Ell17].
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In homogeneous coordinates, where ki = Ki/ui, the first equation is unchanged, while
the second becomes
f(c,K, p) =
1
u1u2
(u2K1 + u1K2 + u1u2pa) = 0.
In a coordinate system around the point u1 = u2 = 0, V is then defined by the equations
pa + pb = 0
u2K1 + u1K2 + u1u2pa = 0,
where K1 and K2 have one coordinate normalized to 1. The differential of
f˜2(u,K, p) = u2K1 + u1K2 + u1u2pa
at a point where u1 = u2 = 0 is then
df˜2(u,K, p)
∣∣
u1=u2=0
= K1du2 +K2du1.
Thus the rank of df˜2 is strictly smaller then D for D > 2 and V is singular at points
where u1 = u2 = 0.
Luckily, an explicit desingularization of V has been given by Sato et. al. in [SMJO76].
Moreover, it fits naturally in to the theory we have developed in Section 3.8. We will
construct a compactification PG as the toric variety obtained by an iterated blowup of
PG =
∏
i∈G
PD.
We have a natural poset isomorphism
(ΣPG ,⪯) ∼=
∏
i∈G
(2D\D,⊆) := (LG,⪯),
where D = {u, 0, . . . , D − 1} corresponds to the set of spacetime coordinates plus an
additional homogeneous coordinate u ∈ D for the hyperplane at infinity. Every element
L ∈ LG can then be written as L =
∏
i Li, where Li ⊊ D and L ⪯ L˜ if and only if
Li ⊆ L˜i for all i ∈ G.
Let γ ⊆ G and η ⊆ G be two edge-subgraph, such that η is massless, i.e. η ⊆ G0. We
define corresponding elements Fγ , Fη ∈ LG by
Fγ =
∏
i∈γ
{u} ×
∏
i/∈γ
∅
and
Fη =
∏
i∈η
{0, . . . , D − 1} ×
∏
i/∈η
∅.
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For j ∈ G and β ∈ D, we also set
Fj,β =
∏
j˜∈G
j˜ ̸=j
∅ ×
∏
j˜=j
{β}.
For β = u it will also be convenient to write Fj,u = Fj . The corresponding ray generators
uF ∈ EG(ZD) ∼= ZEG ⊗ ZD are given by
uFγ =
∑
j∈γ
D−1∑
β=0
ej ⊗ (−eβ), γ ⊆ G
uFη =
∑
j∈η
D−1∑
β=0
ej ⊗ eβ , η ⊆ G0
uFj,u =
D−1∑
β=0
ej ⊗ (−eβ)
uFj,β = ej ⊗ eβ , β ̸= u.
Note that the Fj,β are precisely the atoms of LG. Then consider the set
G = {Fγ | γ ⊆ G} ∪ {Fη | η ⊆ G0} ∪ {Fj,β | j ∈ G, β ∈ D}.
Lemma 6.3.6. G ⊆ LG\0ˆ is a building set in LG.
Proof. Suppose L ∈ LG\0ˆ, such that L =
∏
i Li. Define edge subgraphs γL, ηL by the
corresponding edge subsets
EγL = {i ∈ G | u ∈ Li}
EηL = {i ∈ G0 | {0, . . . , D − 1} ⊆ Li}.
It follows from Li ⊊ D for all i ∈ G, that γ and η are edge-disjoint and we have
maxG⪯L = {FγL , FηL} ∪ {Fi,β | α ∈ Li, i ∈ γF , α ̸= u} ∪ {Fi,β | α ∈ Li, i /∈ γF ∪ ηF }.
Then∏
F∈maxG⪯L
[0ˆ, F ] ∼= [0ˆ, FγL ]×
∏
i∈γL
∏
α∈{0,...,D−1}∩Li
[∅, {α}]× [0ˆ, FηL ]×
∏
i/∈γL∪ηL
∏
α∈Li
[∅, {α}]
∼=
∏
i∈γL
[∅, Li]×
∏
i∈ηL
[∅, Li]×
∏
i/∈γL∪ηL
[∅, Li]
∼=
∏
i∈G
[∅, Li] ∼= [0ˆ, L]
and G is a building set.
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Let P = PG be the iterated blow-up of PG given by the building set G as in Section
3.8. From Prop. 3.8.8, we have the homogeneous coordinate description
PG = (CG\ZG)//(C∗)EG × (C∗)G∗ ,
where G∗ ⊆ G consists of the non-atomic elements:
G∗ = {Fγ | γ ⊆ G, |Eγ | ≥ 2} ⊔ {Fη | η ⊆ G0} =: G∗1 ⊔ G∗2 .
Let
pG : (CG\ZG)→ PG
be the quotient map. We denote the homogeneous coordinate corresponding to Fγ by
uγ and the one corresponding to Fη by sη. If γ consists of the single edge i then we
write ui = uγ . For i ∈ G write Ki = (Ki,0, . . . ,Ki,D−1) for the homogeneous coordinate
corresponding to the momentum flowing through the ith edge. The inhomogeneous
coordinates (ki)i∈G of EG(RD) can then be expressed as
ki = Ki
∏
i∈γ⊆G
u−1γ
∏
i∈η⊆G0
sη,
where the products extend over all subgraphs of G (resp. G0) which contain the edge i.
Let us define
Ui :=
∏
i∈γ⊆G
uγ , Si :=
∏
i∈η⊆G0
sη,
so that the above coordinate expression takes the form ki = SiUiKi.
Lemma 6.3.7. An element t ∈ (C∗)EG × (C∗)G∗ acts on these coordinates as
t ·Ki = ti
∏
γ∈G∗1
i∈γ
tγ
∏
η∈G∗2
i∈η
t−1η Ki, t · si = tisi t · uγ = tγuγ , t · sη = tηsη.
In Cl(PG), we also have the equality
χ0 := −
[∑
F∈G
eF
]
=
∑
γ⊆G
(−D|γ| − 1)eFγ +
∑
η⊆G0
(D|η| − 1)eFη

Proof. The group (C∗)EG × (C∗)G∗ acts diagonally on CG under the isomorphism
(C∗)EG × (C∗)G∗ ∼= Hom(Cl(PG),C∗)
= {t ∈ (C∗)G |
∏
F∈G
t
〈m,uF 〉
F = 1,m ∈ EG(ZD)}
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For m = ei ⊗ eβ ∈ EG(ZD) ∼= ZEG ⊗ ZD we get
tFi,β
 ∏
i∈γ⊆G
tFγ
−1 ∏
i∈η⊆G0
tFη
 = 1
and thus
tFi,β =
 ∏
i∈γ⊆G
tFγ
 ∏
i∈η⊆G0
tFη
−1 ,
from which the above action on coordinates follows.
Under the isomorphism Cl(PG) ∼= ZG/ZEG ⊗ ZD we have
0 =
[∑
F∈G
〈ei ⊗ eβ , uF 〉eF
]
=
eFi,β − ∑
i∈γ⊆G
eFγ +
∑
i∈η⊆G0
eFη

and the above formula for χ0 follows as well.
Lemma 6.3.8. The maximal cones of ΣG are in bijective correspondence with triples
N = (I,J , β),
where
• I = {γ1 ⊊ γ2 ⊊ . . . ⊊ γr} is a flag of edge subgraphs γi ⊆ G.
• J = {η1 ⊊ η2 ⊊ . . . ⊊ ηt} is a flag of edge subgraphs ηi ⊆ G0.
• β is a map β : Eγ∪η → {0, . . . , D − 1}.
These data are subject to the conditions:
1. γr and ηt are edge-disjoint.
2. ηt = G0\(G0 ∩ γr).
3. |I| = |γr| and |J | = |ηt|.
Proof. From Thm. 3.8.6 we know that the maximal cones of ΣG are in bijective corre-
spondence with nested sets N˜ ⊆ G such that |N˜ | = dimPG = D|EG|. For such a nested
set N˜ , let I˜0 = N˜ ∩ G∗1 and J˜ = G∗2 . If Fγ1 , Fγ2 ∈ I˜0, then Fγ1 ∨ Fγ2 = Fγ1∪γ2 ∈ G.
Since N˜ is a nested set, every two elements Fγ1 , Fγ2 must then be pairwise comparable.
Hence I˜0 = {Fγ1 , . . . , Fγr} corresponds to a flag of subgraphs I0 as above. Similarly, for
F˜η1 , F˜η2 ∈ J˜ , we have F˜η1 ∨ F˜η2 = F˜η1∪η2 and J˜ corresponds to a flag J of subgraphs
ηj ⊆ G0.
For Fγ ∈ I˜0 and F˜η ∈ J˜ the upper bound Fγ ∨ F˜η = L must exist in LG. If j ∈ γ ∩ η
would be a shared edge, then Lj = D which is impossible by definition of LG. Hence all
pairs (γ, η) ∈ I0 × J must be edge-disjoint.
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Now let I1 = {i ∈ G | Fi,u ∈ N˜}. It follows again from the nestedness condition, that
I1 can consist of at most a single edge and that I = I0 ∪ I1 is a flag of subgraphs which
are pairwise disjoint from elements η ∈ J . Let γr and ηt be the maximal elements of I
and J . Suppose
B = {(i, α) ∈ EG × {0, . . . , D − 1} | Fi,β ∈ N˜}
is the remaining set of atoms contained in N˜ and let Bc = EG ×{0, . . . , D− 1}\B be its
complement. For each edge i ∈ γr, the atoms {Fi,β , β ∈ {0, . . . , D − 1}} can not all be
contained in N˜ , since the subset {Fi,β , Fγr , β ∈ {0, . . . , D − 1}} does not have an upper
bound in LG. Then there must be β(i) ∈ {0, . . . , D − 1} such that Fi,β(i) ∈ Bc.
Similarly, if i ∈ G0, then Fi,0 ∨ . . . ∨ Fi,D−1 = F˜i ∈ G so there must be β(i) ∈
{0, . . . , D − 1}, such that Fi,β(i) ∈ Bc. But |N˜ | = D|EG| = |B|+ |Bc| implies that
|I|+ |J | = |Bc|,
and we also have
|γr|+ |ηt| ≥ |I|+ |J | = |Bc| ≥ |γr ∪G0| = |γr|+ |ηt|+ |G0\(γr ∪ ηt)|.
This implies that G0 ⊆ γr ∪ ηt and the map
β : EG0∪γr = Eηt∪γr → {0, . . . , D − 1}
is uniquely determined. We also obtain |I| = |γr| and |J | = |ηt|.
Conversely, if (I,J , β) are as above, then it is easy to check that
N˜ = {Fγ | γ ∈ I} ∪ {Fη | η ∈ J } ∪ {Fi,β | i /∈ γr ∪ ηt or β ̸= β(i)}
is a nested set with |N˜ | = D|EG|.
We denote by UN ⊆ PG the affine open corresponding to N and by U˜N ⊆ CG\ZG its
preimage under pG . With the above notation, we get
U˜N = CG\
⋃
γ /∈I
V (uγ) ∪
⋃
η/∈J
V (sη) ∪
⋃
j∈γ∪η
V (Kjβ(j))

The inhomogeneous coordinates on UN are obtained by setting
uγ = 1, γ /∈ I,
sη = 1, η /∈ J ,
Ki,β(i) = 1, i ∈ γr ∪ ηt.
On CG , we can consider ki = SiUiKi as a rational function, which is regular on the open
torus (C∗)G . Then the subvariety
YG = V (∂k + p) =
⋂
v∈VG
V
(∑
i∈G
ϵiv
Si
Ui
Ki + pv
)
∩ (C∗)G × V extG (CD),
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is the preimage under pG × idV extG (CD) of
HG =
⋂
v∈VG
V (kv + pv) ∩ (EG((C∗)D)× V extG (CD).
Its closure Y G ⊆ CG\ZΣ×V extG (CD) is obtained from the above equations by judiciously
clearing denominators on each open subset U˜N .
For a point z = (s, u,K) ∈ CG\ZΣ, let
I = {γ ⊆ G | uγ = 0}, J = {η ⊆ G0 | sη = 0}.
Since z /∈ ZΣ, we can find a nested set N = (I,J , β) such that z ∈ U˜N , which implies
I ⊆ I and J ⊆ J are subflags
I = {γ1 ⊊ . . . ⊊ γr}, J = {η1 ⊊ . . . ⊊ ηt}
Let
U i =
∏
i∈γ∈I
uγ , Si =
∏
i∈η∈J
sη
and define the rational function k by
ki =

U iki, i ∈ γr
S
−1
i ki, i ∈ ηt
ki, i /∈ γr ∪ ηt.
=
 ∏
i∈η/∈I
U−1η
 ∏
i∈η/∈J
Sη
Ki
Note that k is regular in a neighbourhood Uz of z and ki = 0 differs from Ki by a
monomial which is non-vanishing on Uz.
Proposition 6.3.9. The closure Y G ⊆ (CG\ZG)× V extG (CD) of YG and its image
HG = pG(Y G) ∈ PG(C)× V extG (CD)
are smooth subvarieties of codimension D|VG|.
Our proof is adapted from [SMJO76].
Proof. Let z ∈ CG\ZG ,Uz, I,J and k as above. Let G∞ be the completion of G and
choose an enumeration of EG∞ = {e1, . . . , eN}, such that
Eγr = {e1, . . . , en1},
V ext ∼= EG∞\G = {en1+1, . . . , en2},
EG\(γr∪ηt) = {en2+1, . . . , en3},
Eηt = {en3+1, . . . , eN}.
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We also require that the induced ordering of EG∞ is compatible with I and J op in the
sense that
Eγi = {e1, . . . , eni}
Eνj = {eN−nj+1, . . . , eN}.
By Prop. 6.2.3, we can construct a spanning tree T∞ ⊆ G∞ by iteratively selecting
edges in the order specified above. The corresponding equations of Prop. 6.3.4 are then
ki =
∑
j∈ηt\(ηt∩T1)
Cjikj , i ∈ T1 ∩ ηt,
ki =
∑
j∈G\(γr∪T1)
Cjikj , i ∈ T1\T1 ∩ (γr ∪ ηt),
pb =
∑
j∈G\(γr∪T1)
Cjebkj +
∑
a∈V extG \V2
Ceaebpa, b ∈ V2,
ki =
∑
j∈G\T1
Cjikj +
∑
a∈V extG \V2
Ceaipa, i ∈ T1 ∩ γr.
where we have used that Cji = 0 unless j > i in this ordering. In terms of k, the above
system is equivalent to
ki =
∑
j∈ηt\(ηt∩T1)
Cji
Sj
Si
kj , i ∈ T1 ∩ ηt,
ki =
∑
j∈ηt\(ηt∩T1)
CjiSjkj +
∑
j /∈γr∪ηt∪T1
Cjikj , i ∈ T1\T1 ∩ (γr ∪ ηt),
pb =
∑
j∈ηt\(ηt∩T1)
CjebSjkj +
∑
j /∈γr∪ηt∪T1
Cjebkj +
∑
a∈V extG \V2
Ceaebpa, b ∈ V2,
ki = U i
 ∑
j∈ηt\(ηt∩T1)
CjiSjkj +
∑
j /∈γr∪ηt∪T1
Cjikj +
∑
a∈V extG \V2
Ceaipa

+
∑
j∈γr\(γr∩T1)
Cji
U i
U j
kj i ∈ T1 ∩ γr.
We claim that the rational factors appearing on the RHS are well-defined on Uz. Let
us consider the factor Cji SiSj appearing in the first equation, where i, j ∈ ηt and i < j.
Since the enumeration is compatible with J op we have
Sji :=
Sj
Si
=
∏
η∈J
j∈η,i/∈η
sη.
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which is is well-defined on Uz. Similarly we get
U ji :=
U i
U j
=
∏
γ∈I
i∈γ,j /∈γ
uγ .
This system of D|VG| equations is manifestly independent, so we have shown that the
corresponding subvariety Y ∩Uz is smooth of codimension D|V |. Since the open sets Uz
cover CG\ZG , Y must be a smooth subvariety of codimension D|VG|. That the same is
true for HG now follows from Remark 5.6.4.
Remark 6.3.10. Let
DG =
⋃
γ⊆G
V (uγ) ∪
⋃
η⊆G0
V (sη).
The explicit local equation for Y G above show that the subvariety DG ∪ Y G
DG = Y G ∪
⋃
γ⊆G
V (uγ) ∪
⋃
η⊆G0
V (sη)
and its image pG(DG ∪ YG) are simple normal crossing divisors.
Suppose T∞ ⊆ G∞ is a spanning tree as in the above proof and let
fi(s, z,K, p) =
∑
j∈G\T1
Cjikj +
∑
a∈V extG \V2
Ceaipa, i ∈ T1,
gb(s, z,K, p) =
∑
j∈G\T1
Cjebkj +
∑
a∈V extG \V2
Ceaebpa, b ∈ V2.
The system of equations ∂k + p = 0 is related to the system
fi = ki, i ∈ T1,
gb = pb, b ∈ V2,
by a linear automorphism LT∞ defined over Z. Hence detLT∞ = ±1 and we have the
identity ∏
v∈VG
δD
(∑
i∈G
ϵiv
Si
Ui
Ki + pv
)
=
∏
i∈T1
δD(ki − fi)
∏
b∈V2
δD(pb − gb).
Using Example 5.5.13, we also have∏
i∈T1
δD(ki − fi)
∏
b∈V2
δD(pb − gb) =
∏
i∈T1
( |U i|
|Si|
)
δD
(
ki − U i
Si
fi
) ∏
b∈V2
δD(pb − gb).
It follows from the above proof, that the product of delta functions on the RHS is well-
defined on Uz(R) and defines the real part of the subvariety Y G ∩ Uz. The product over
T1 has the following more concrete expression.
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Lemma 6.3.11. With the above choice of spanning tree T∞ and flags I,J we have∏
i∈T1
|U i| =
∏
γ∈I
|uγ ||γ∩T1| =
∏
γ∈I
|uγ ||γ|−h1(γ)
∏
i∈T1
|Si| =
∏
η∈J
|sη||η∩T1| =
∏
η∈J
|sη||η|−h
1
(η),
where h1(η) = h1(G∞/(G∞\η)).
Proof. The first equation in each line is immediate from the definitions. By construction,
T∞ is adapted to the subgraphs γ ⊆ G∞ and G∞\η for γ ∈ I and η ∈ J . From Prop.
6.2.5, we then get
|γ ∩ T1| = |γ| − h1(γ),
as well as
|η ∩ T1| = |η| − h1(G∞/(G∞\η)) = |η| − h1(η).
Let us now come back to our original integrand. In the above homogeneous coordinates,
the propagator can be expressed
(kj −m2j + i0)−λj =
(
Sj
Uj
Kj −m2j + i0
)−λj
= ∆j(u,K, λ)
∏
j∈γ⊆G
|uγ |2λj
∏
j∈η⊆G0
|sη|−2λj
where the homogenized propagators are defined as
∆j(u,K, λ) =
{
(K2j −
∏
e∈γ⊆G u
2
γm
2
j + i0)
−λj , j ∈ EmG
(K2j + i0)
−λj , j ∈ E0G
We then consider the (putative) distribution
JG(λ) =
∏
j∈G
∆j(u,K, λ)
∏
v∈VG
δD(dv(s, u,K, p))
∏
γ⊆G
|uγ |2λγ−D|γ|−1
∏
η⊆G0
|sη|D|η|−2λη−1
where
dv(s, u,K, p) =
∑
j∈G
ϵjv
∏
j∈η⊆G0
Sj
Uj
Kj − pv,
λγ =
∑
j∈γ
λj ,
λη =
∑
j∈η
λj .
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Theorem 6.3.12. JG(λ) is a well-defined, meromorphic distribution on (RG\ZG(R))×
V extG (RD), with simple poles contained in the hypersurfaces
2λγ −Dh1(γ) ∈ −N, γ ⊆ G
2λη −Dh1(η) ∈ N, η ⊆ G0.
Moreover it is |χ0|-homogeneous, where χ0 = [−
∑
F∈G eF ] and the corresponding mero-
morphic distributional density JG(λ)|Ω|PG agrees with JG(λ)
∏
i∈G d
Dki on EG((R∗)D)×
V extG (RD).
Proof. Let z = (s, u,K) ∈ CG\ZG and as above let
I = {γ1 ⊊ . . . ⊊ γr} = {γ ⊆ G | uγ = 0},
J = {η1 ⊊ . . . ⊊ ηt} = {η ⊆ G0 | sη = 0},
ki =
 ∏
i∈γ /∈I
uγ
−1 ∏
i∈η/∈J
sη
Ki.
On a neighbourhood Uz, where sη and uγ are non-vanishing for γ /∈ I and η /∈ J , we
can use (s, u, k) as coordinates. Choosing a spanning tree T∞ of G∞ as in the proof of
Prop. 6.3.9, we can express JG on Uz × V extG (RD) as
JG(λ) =
∏
i∈T1
δD(ki − f i)
∏
b∈V2
δD(pb − gb)
∏
j∈G
(kj − U2jm2j + i0)λj
∏
γ⊆G
|uγ |µγ
∏
η⊆G0
|sη|νη
where
µγ = 2λγ −Dh1(γ)− 1, γ ∈ I,
νη = Dh
1
(η)− 2λη − 1, η ∈ J ,
µγ = −D|γ| − 1, γ /∈ I,
νϵ = D|η| − 1, η /∈ J .
and
f i =
∑
j∈ηt\(ηt∩T1)
CjiSjikj , i ∈ T1 ∩ ηt,
f i =
∑
j∈ηt\(ηt∩T1)
CjiSjkj +
∑
j /∈γr∪ηt∪T1
Cjikj , i ∈ T1\T1 ∩ (γr ∪ ηt),
gb =
∑
j∈ηt\(ηt∩T1)
CjebSjkj +
∑
j /∈γr∪ηt∪T1
Cjebkj +
∑
a∈V extG \V2
Ceaebpa, b ∈ V2,
f i = U i
 ∑
j∈ηt\(ηt∩T1)
CjiSjkj +
∑
j /∈γr∪ηt∪T1
Cjikj +
∑
a∈V extG \V2
Ceaipa

+
∑
j∈γr\(γr∩T1)
CjiU jikj , i ∈ T1 ∩ γr,
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with
Sj =
∏
j∈η∈J
sη, Sji =
∏
j∈η∈J
i/∈η
sη, U j =
∏
j∈γ∈I
uγ , U ji =
∏
γ∈I
i∈γ,j /∈γ
uγ .
We can choose a nested set N = (I,J , β), such that Uz ⊆ UN and γr is the maximal
element of I. It follows from the coordinate description of Lemma 6.3.8 that on Uz,
either kj ̸= 0 or j /∈ γr ∪G0. It then follows as in Prop. 6.1.1 and 6.1.2 that the product
J0(z, p) =
∏
j∈G
(kj − U2jm2j + i0)λj
∏
γ⊆G
|uγ |µγ
∏
η⊆G0
|sη|νη
is well-defined and (z, p, iζ) ∈ SS(J0) implies
ζ =
∑
j∈G
αjkj · dkj +
∑
γ∈I
ργduγ +
∑
η∈J
σηdsη
with ργ , ση ∈ R and α ∈ EG(R≥0) satisfying
αj(k
2
j − U2jm2j ) = 0, j ∈ G.
Now suppose we also have
(z, p, iζ) ∈ SS
(∏
i
δD(ki − f i)
∏
b
δD(pb − gb)
)
i.e. there are v ∈ ET∞(RD) such that
ζ =
∑
i∈T1
vi · (dki − df i(z, p)) +
∑
b∈V2
vb · (dpb − dgb(z, p))
and ki − f i(z, p) = pb − gb(z, p) = 0. To prove that JG(λ) is well-defined on Uz, it is
enough to show that this implies v = 0.
At z, we have U i(z) = Sj(z) = 0 as well as
U ji(z) =
{
1, i, j ∈ γk\γk−1 for some γk ∈ I
0, otherwise
,
Sji(z) =
{
1, i, j ∈ ηl\ηl−1 for some ηl ∈ J
0, otherwise.
Consider the flag of subgraphs
{∅ = Γ0 ⊆ Γ1 ⊆ . . . ⊆ Γr+t+1 = G} := {∅ ⊆ γ1 ⊆ . . . ⊆ γr ⊆ G\ηt ⊆ . . . ⊆ G\η1 ⊆ G},
and let
G =
r+t+1⋃
k=1
Γk/Γk−1 :=
r+t+1⋃
k=1
Γk
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We can consider k and α · k as elements of EG(RD). Let us write kΓ for the momenta
corresponding to the component Γ ⊆ G. Comparing the coefficients of dpb and dki yields
vb = 0 for b ∈ V2 and αiki = vi for i ∈ T1. The later equations then gives for j ∈ Γk/Γk+1:
αkj +
∑
i∈(Γk\Γk−1)∩T1
Cjiαiki = 0.
By Cor. 6.2.7, these equations are equivalent to α · k|H1(G,RD) = 0 and thus α · k = δGx
for some x ∈ VG(RD).
For Γ = γk/γk−1 ⊆ G, the equations ki = f i(z, p) imply that ∂ΓkΓ = 0 and Lemma
6.3.2 then gives αjkj = 0 for j ∈ Gk. The case Γ = (G\ηk−1)/(G\ηk) follows similarly.
For Γ = G\ηt/γr, we get ∂ΓkΓ = −pΓ, where pΓ is the image of p under the quotient
map VG\ηt(R
D)→ VΓ(RD). The choice of T∞ also implies that
T˜∞ = (T1\ηT )/(T1 ∩ γ) ∪ T2
is a spanning tree for the completion Γ∞ of Γ. Setting k˜Γ = (α · kΓ, 0) ∈ EΓ∞(RD)
gives k˜Γ|H1(Γ,RD) = 0. Then it follows from Prop. 6.3.4, that δG(α · kΓ) = xΓ for some
xΓ ∈ VΓ(RD) with xΓ,a = 0 for a ∈ V extG ∩ VΓ. From Lemma 6.3.2 we can again conclude
that αj · kj = 0 for j ∈ Γ.
Therefore v = 0 and JG(λ) is well-defined and meromorphic. The possible poles from
the factors |uγ |µγ and |sη|νη lie in the hyperplanes
2λγ −Dh1(γ) ∈ −N, γ ⊆ G,
2λη −Dh1(η) ∈ N, η ⊆ G0.
Locally, we have only poles coming from γ and η in disjoint flags I and J , which implies
that every hyperplane above only contributes at most a single pole. Hence JG(λ) has
simple poles. Scaling with an element t ∈ (C∗)EG × (C∗)G∗ gives
t∗∆j(u,K, λ) =
∏
j∈γ⊆G
|tγ |−2λj
∏
j∈η⊆G0
|tη|2λj∆j(u,K, λ)
and t∗δD(dv) = δD(dv). From Lemma 6.3.7, it then follows that JG(λ) scales as
t∗JG(λ) = |χ(t)|JG(λ), where
χ =
∑
γ⊆G
(−D|γ| − 1)eFγ +
∑
η⊆G0
(D|η| − 1)eFη
 = [−∑
F∈G
eF
]
= χ0.
Hence Thm. 5.6.1 gives the distributional density JG(λ)|Ω|PG . Using the coordinate
change kj =
Sj
Uj
Kj it is easy to see that JG(λ)|Ω|PG is an extension of JG(λ)
∏
i∈G d
Dki.
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Definition 6.3.13. The analytically regularized Feynman amplitude of G is defined as
IG(λ) :=
∫
PG(R)
JG(λ)|Ω|PG .
Since the support of JG(λ)|Ω|PG is now proper under the projection
PG(R)× V extG (RD)→ V extG (RD)
we recover the following result of [SMJO76]:
Corollary 6.3.14. The analytically regularized Feynman amplitude IG is a well-defined,
meromorphic distribution on V extG (RD) with simple poles contained in
2λγ −Dh1(γ) ∈ −N, γ ⊆ G
2λη −Dh1(η) ∈ N, η ⊆ G0.
6.4 Microlocal Landau varieties
In this chapter we take a closer look at the singular support of the amplitude IG.
Definition 6.4.1. Let G be a connected Feynman graph. The microlocal Landau variety
L≥0G is the subset of points
(p, i
∑
a∈V extG
xadpa) ∈ iT ∗V extG (RD)
satisfying the following condition: There are k ∈ EG(RD), x˜ ∈ VG(RD) and α ∈ EG(R≥0)
such that the equations
∂k + p = 0
α · k = −δx˜,
αj(k
2
j −m2j ) = 0, for j ∈ G
x˜a = xa, for a ∈ V extG
are satisfied.
The (+α)-microlocal Landau variety L+G is the subset of L≥0G , where the above equa-
tions are satisfiable with α ∈ EG((0,∞)). We denote by L≥G = ◦pi(L≥G) and L+G = ◦pi(L+G)
the corresponding projections, where
◦
pi : iT ∗V extG (RD)\iT ∗MM → V extG (RD).
Remark 6.4.2. Let Gext be the same graph as G, except that we consider all vertices
external, i.e. V extGext = VG. The natural inclusion i : V
ext
G (RD) ↪→ V extGext(RD) = VG(RD) is
defined by setting pv = 0 for v = VG\V extG . Under the pullback
i∗ : iT ∗(V extGext(R
D))→ T ∗(V extG (RD)),
we have i∗L≥0Gext = L≥0G and i∗L+Gext = L+G.
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Let γ ⊆ G be a subgraph and Qγ : VG(RD) → VG/γ(RD) be the natural projection.
This restricts to a projection Qγ : V extG (RD) → V extG/γ(RD). Under the natural duality
(V extG (RD))∗ ∼= V extG/γ(RD), we also have the inclusion Q∗γ : V extG/γ(RD)→ V extG (RD).
Let us write (somewhat abusively) L+G/γ ⊆ L≥0G for the subset
{(p, iξ) ∈ iT ∗V extG (RD) | ξ = Q∗γ(ξq) for some (Qγ(p), iξq) ∈ L+G/γ}.
Lemma 6.4.3. The microlocal Landau variety can be expressed as
L≥0G =
⋃
γ⊆G
L+G/γ .
Proof. For (p, iξ) ∈ L≥0G with ξ =
∑
a∈V extG xa · dpa, let k ∈ EG(R
D), x˜ ∈ VG(RD) and
α ∈ EG(R≥0) be such that the defining equations above are satisfied. Define the edge-
subgraph γ by Eγ = {j ∈ EG | αj = 0}.
We have the dual commutative diagrams
EG(RD) VG(RD) EG(RD) VG(RD)
EG/γ(RD) VG/γ(RD) EG/γ(RD) VG/γ(RD)
∂G
Qγ
δG
∂G/γ δG/γ
Q∗γ
Since δG(x˜)j = 0 for any edge j ∈ γ, we have x˜v = x˜w for any two vertices lying in the
same connected component of γ. Hence there is x˜q ∈ VG/γ(RD) with x˜ = Q∗γ x˜q. Letting
kq be the image of k under the projection EG(RD)→ EG/γ(RD), we have
∂G/γkq = Qγ(p)
α · kq = δG/γ x˜q
αj(k
2
j −m2j ) = 0, j ∈ G/γ.
Defining ξq =
∑
a∈V ext
G/γ
x˜adpa, gives ξ = Q∗γ(ξq) with (Qγ(p), ξq) ∈ L+G/γ . Thus L≥0G ⊆⋃
γ⊆G L+G/γ .
Conversely, if pq, x˜q ∈ V extG/γ(RD), kq ∈ EG/γ(RD) and α ∈ EG/γ((0,∞)) are such that
the equations for L+G/γ are satisfied, and k ∈ EG(RD) is any lift of kq, then setting
p = ∂Gk, x˜ = Q
∗
γ x˜q and αj = 0 for j ∈ γ gives a solution to the equations for L≥0G .
Now let η ⊆ G0 be a subgraph consisting of massless edges. Recall that we set
VG = VG\η and V extG = V
ext
G\γ . As above,we obtain
L≥0G\η =
⋃
γ⊆G\η
L+(G\η)/γ .
We then recover the following result of [SMJO76].
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Theorem 6.4.4. The singular support of the analytically regularized Feynman integral
satisfies
SS(IG(λ)) ⊆
⋃
γ⊆G,η⊆G0
Eγ∩Eη=∅
L+G\η/γ .
Proof. By Lemma 6.4.3 it suffices to show that
SS(IG(λ)) ⊆
⋃
η⊆G0
L≥0G\η.
From Prop. 5.6.5 we know that SS(IG) is contained in the subset
{(p, iξ) ∈ iT ∗(V extG (RD)) | (z, p, 0, iξ) ∈ SS(JG(λ)) for some z ∈ RG\ZG(R)}.
Let ξ =
∑
a∈V extG xa · dpa and fix (z, p, 0, iξ) ∈ SS(JG(λ)) with
z = (s, u,K) ∈ RG\ZG(R).
Let T∞ = T1 ∪ T2, f i, gb and k be as in the proof of Thm. 6.3.12. It follows from the
local expression of JG(λ) and Cor. 5.4.6 that there are α ∈ EG(R≥0) and v ∈ T∞(RD),
such that
ξ =
∑
j∈G
1
2
αjd(k
2
j − U2jm2j ) +
∑
i∈T1
vi · (dki − dfi(z, p)) +
∑
b∈V2
vb · (dpb − dgb(z, p))
and the following conditions are satisfied:
αj(kj − U jm2j ) = 0, j ∈ EG,
fi(z, k) = ki, i ∈ T1,
gb(z, k) = pb, b ∈ V2.
Comparing coefficients of dki and dpb for i ∈ T1 and b ∈ V2 gives
αiki = −vi, i ∈ T1,
xb = vb, b ∈ V2.
Let Γ = (G\ηt)/γr and T˜1 = Γ ∩ T1/γ ∩ T1. Note that T˜1 intersects every component
of Γ in a spanning tree, since T1 is adapted to γr and G\ηt. We also have V2 ⊆ VΓ
by the choice of T∞. Hence T˜∞ = T˜ ∪ T2 is a spanning tree for the completion Γ∞.
Comparing the coefficients of dkj and dpa for the variables not contained in T∞ then
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gives the equations:
ki =
∑
j∈Γ\T˜1
Cjikj , i ∈ T˜1,
pb =
∑
j∈Γ\T˜1
Cjebkj +
∑
a∈V extG \V2
Ceaebpa, b ∈ V2,
αjkj = −
∑
i∈Γ∩T˜1
Cjiαiki +
∑
b∈V2
Cjebxb, j ∈ Γ\T˜1,
xa = −
∑
b∈V2
Ceaebxb, a ∈ V extΓ \V2,
Let kΓ = (kj)j∈Γ ∈ EΓ(RD). By Cor. 6.2.7 and Prop. 6.3.4, these equations are
equivalent to
∂ΓkΓ +Qγ(p) = 0, (α · kΓ) = δΓx˜Γ
for some x˜Γ ∈ VΓ(RD) with x˜Γ,a = xa, a ∈ V extΓ . Additionally we have
αj(k
2
j −m2j ) = 0,
for j ∈ Γ since U j = 1 for j /∈ γ. Thus we obtain a solution (α, k, p, x˜) for the defining
equations of L≥0Γ ⊆ L≥0G\η.
The Landau varieties are quite difficult to compute explicitly. We refer to ([SMJO76],
[ELOP66], [SW71]) for a detailed study of their geometries. Let us just recall the follow-
ing result from [SMJO76].
Proposition 6.4.5. Suppose G is a massive external graph. Then there is a natural
isomorphism
L+G\iT ∗MM ∼= {x ∈ VG(RD) | (δxi)2 > 0 for all i ∈ G},
given by x ↦→ (x, p), where
p = ∂
∑
i∈G
mi√
(δxi)2
δxiei
Proof. Given x satisfying (δxi)2 > 0 for all i ∈ G, let
ki = − mi√
(δxi)2
δxi, αi =
√
(δxi)2
mi
.
Then (x, p, k, α) satisfy the above conditions and thus (p, i
∑
a xa · dpa) ∈ L+G.
On the other hand, if G is a massive, external graph and (p, i
∑
a xa · dpa) ∈ L+G, then
(δxi)
2 =
m2i
α2i
> 0, so that the projection
L+G → {x ∈ VG(RD) | (δxi)2 ̸= 0 for all i ∈ EG},
(p,
∑
a
xa · dpa) ↦→ (xa)a∈V
is well-defined and the two maps are clearly inverse to each other.
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Example 6.4.6. Let G be a masssive graph, with two vertices a and b connected by |G|
edges, such as the 3-edge banana graph:
a b
We orient all edges from a to b. Then letting xa = 0, xb = x ∈ RD gives ki = mi√x2 , and
αi =
√
x2
mi
. It follows that
p =
(∑
i∈G
mi√
x2
)
eb −
(∑
i∈G
mi√
x2
)
ea ∈ V 0G(RD)
and therefore p2b = (
∑
i∈Gmi)
2. This is defining equation for L+G ⊆ V 0G(RD).
Summing the delta functions
∏
v δ
D(kv − pv) shows that IG(λ) has support on
V 0G(RD) = {p ∈ V extG (RD) |
∑
a∈V extG
pa = 0},
the space of overall momentum conservation. On the other hand, if η ⊆ G0 is a subgraph
consisting of massless edges, p ∈ L≥0G\η implies that
∑
v∈Vγ pv = 0 for each connected
component γ ⊆ G\η. If G\γ has more than one connected component containing ex-
ternal momenta, then L≥0G\η ⊆ V 0G is contained in a subspace of codimension at least D.
In the sequel, we will make our life easier by working outside these special kinematic
configurations.
Let F = T\j = T1∪T2 be a spanning 2-tree, where j ∈ G0 is a massless edge, such that
both connected component of F contain external vertices. We will call such a spanning
2-tree kinematically separating. Let
LFG = {p ∈ V 0G(RD) |
∑
a∈T1
pa = 0}.
Definition 6.4.7. A point p ∈ V extG (RD) is called special, if it lies in the subset
LsG =
⋃
F
LFG,
where the the union is over all kinematically separating spanning 2-trees.
Remark 6.4.8. Let η ⊆ G0 be a subgraph consisting of massless edges, such that G\η
consists of the components γ1, . . . , γs. Suppose γ1 and γ2 contain external vertices. We
can choose a spanning tree T adapted to G\η by choosing spanning trees in each com-
ponent γi and then connecting them width edges in η. If j ∈ T connects the components
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γ1 and γ2, then F = T\j is a kinematically separating 2-tree and we have
V 0G\η = {p ∈ V 0G(RD) |
∑
a∈V extG ∩γi
pa = 0 for i = 1, . . . , s}
⊆ {p ∈ V 0G(RD) |
∑
a∈V extG ∩γ1
pa = 0} = LFG.
Definition 6.4.9. A subgraph η ⊆ G is called a proper IR-subgraph if η ⊆ G0 and the
complement G\η contains all external vertices in a single connected component momenta.
A subgraph γ ⊆ G, such that η = G\γ is a proper IR-subgraph is called mass-momentum
spanning.
Proposition 6.4.10. On the space V extG (RD)\LsG of nonspecial kinematics, the poles of
IG(λ) are contained in the set of hyperplanes
2λγ −Dh1(γ) ∈ −N, γ ⊆ G
2λγ −Dh1(η) ∈ N, η ⊆ G0 proper IR-subgraph.
Proof. Suppose η ⊆ G0 is not a proper IR-subgraph. Let z = (s, u,K) ∈ RG\ZG(R)
be such that sη = 0. We will again use the notation in the proof of Thm. 6.3.12. By
possibly enlarging η, we can also assume η = ηt. Let then Γ = G\η/γr. It follows as in
loc.cit. that the momenta kΓ corresponding to Γ satisfy ∂ΓkΓ = −Qγrp.
Then we can find a kinematically separating 2-tree F , such that p ∈ LFG by Remark
6.4.8. This means that, over the preimage of V extG (RD)\LsG, the support of JG(λ)|Ω|PG
does not intersect the hyperplane defined by sη = 0 and we can ignore the pole coming
from the factor |sη|νη .
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7 Parametric representation
The goal of this chapter is to express the regularized amplitude in terms of a parametric
integral
IparG (λ,D) =
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)
(
ψG(x)
ΦG(p, x) + i0
)ωG
ψG(x)
−D
2 |Ω|XB ,
where ψG and ΦG are the first and second Symanzik polynomials associated to a Feyn-
man graph G and XB is a suitable blow-up of PEG . To obtain such an expression,
it will be necessary to restrict to the space of non-special momenta p ∈ V 0(RD)\LsG.
As an immediate application, we can construct dimensionally regularized amplitudes in
Minkowski space. In the last section, we also prove a discontinuity formula for parametric
amplitudes. This chapter is based in part on the article [Sch18].
7.1 Powercounting and generalized permutahedra
We have defined the meromorphic distributions |uγ |µγ and |sη|νη appearing in JG(λ) by
analytic continuation. We will need to know, when they are actually given by locally
integrable functions, i.e. when
Reλγ >
D
2
h1(γ), γ ⊆ G
Reλη <
D
2
h
1
(η), η ⊆ G0.
For non-special momenta p ∈ V 0(RD)\LsG, Prop. 6.4.10 shows that we can restrict the
second condition to proper IR-subgraphs. With a view towards dimensional regulariza-
tion, we will also allow the dimension to be complex. For D ∈ C, let us then define the
convergence region ΛG(D) ⊆ EG(C) by λ ∈ ΛG(D) if and only if
Reλγ >
ReD
2
h1(γ) γ ⊆ G
Reλη <
ReD
2
h
1
(η) η ⊆ G0 proper IR subgraph.
Let us also define
ΛG = {(λ,D) ∈ EG(C)× C | λ ∈ ΛG(D)}
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and for a subgraph γ ⊆ G:
ωγ :=
∑
j∈γ
λj − D
2
h1(γ),
ωG/γ :=
∑
j∈G/γ
λj − D
2
h1(G/γ),
It follows from the formula h1(G) = h1(γ) + h1(G/γ), that ωG = ωγ + ωG/γ .
The second condition above is then more naturally expressed in terms of the comple-
ment γ = G\η of η ⊆ G0. Let γ∞ = G∞\η be the graph obtained from γ by adjoining
all edges ea ∈ G∞ corresponding to external vertices a ∈ V extG . Then we have
λη − D
2
h
1
(η) = λG − λγ − D
2
(h1(G∞)− h1(γ∞))
= λG − λγ − D
2
(h1(G) + |V extG | − 1− h1(γ∞/γ)− h1(γ))
= ωG/γ −
D
2
(|V extG | − 1− h1(γ∞/γ)).
Lemma 7.1.1. With γ and γ∞ as above, we have
|V extG | − 1− h1(γ∞/γ) ≥ 0,
with equality if and only if γ is mass-momentum spanning.
Proof. Let γ1, . . . , γk be the connected components of γ containing external vertices and
let V c = V extG \(V extG ∩ Vγ) be the set of external vertices not contained in γ. Then
Vγ∞/γ ∼= {v∞} ⊔ V c ⊔ {vγ1 , . . . , vγk}
and Eγ∞/γ consists of one edge connecting v∞ to a for each element a ∈ V c and of ni
edges connecting v∞ to vγi for each subgraph γi, where ni = |V extG ∩ Vγi | is the number
of external edges contained in γi. Hence
h1(γ∞/γ) =
k∑
i=1
(ni − 1) = |V extG | − |V c| − k ≤ |V extG | − 1.
Equality is only possible if |V c| = 0 and k = 1, since we assume that |V extG | ̸= 1.
Hence if η ⊆ G0 and γ = G\η contains all external vertices of G in a single connected
component, then
Reλη − ReD
2
h
1
(η) < 0,
is equivalent to
ReωG/γ = Re(ωG)− Re(ωγ) < 0.
This gives the following more concise description of ΛG(D).
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Corollary 7.1.2. The convergence region ΛG(D) is the set of points λ ∈ EG(C) × C
satisfying
ReωG > 0,
Reωγ > ReωG, γ ⊊ G mass-momentum spanning,
Reωγ > 0, γ ⊊ G not mass-momentum spanning.
Set δmm(γ) to be 1 if γ is mass-momentum spanning and 0 otherwise. Then let us
consider h1(−) and δmm(−) as subset functions EG → N and define
zG : EG → N, zG(γ) = 2h1(γ) + δmm(γ).
Proposition 7.1.3. Suppose ReD > 0. Let Q(h1), Q(δmm), Q(zG) ⊆ EG(R) be the
polytopes associated to the above subset functions as in Section 3.9. Then ΛG(D) is
nonempty if and only if dimQ(zG) = |G|−1. If this condition is satisfied, then λ ∈ ΛG(D)
if and only if ReωG > 0 and Reλ lies in the relative interior of the scaled polytope
QG(ω,D) :=
ReD
2
Q(h1) + (ReωG)Q(δ
mm).
Proof. Let (λ,D) ∈ EG(C)× C such that ReωG > 0. The polytope QG(ω,D) ⊆ EG(R)
is defined as the set of points m ∈ EG(R) satisfying:
〈eG,m〉 = ReD
2
h1(G) + ReωG = 〈eG,Reλ〉
〈eγ ,m〉 ≥ ReD
2
h1(γ) + (ReωG)δ
mm(γ)
Hence λ ∈ ΛG(D) if and only if Reλ lies in the interior of QG(ω,D), considered as a
polytope in the affine space
HG(λ) = {m ∈ EG(R) | 〈eG,m− Reλ〉 = 0}.
This interior is nonempty if and only if dimQG(ω,D) = dimHG(λ) = |G| − 1. By
Example 3.5.7, the polytope QG(ω,D) is normally equivalent to Q(zG) and thus their
dimensions agree.
Definition 7.1.4. The polytope Q(zG) associated to the subset function zG is called the
Feynman polytope of G and denoted by QG.
The following proposition connects the above considerations to the results in Section
3.9.
Proposition 7.1.5. The function zG is supermodular. Hence the Feynman polytope
QG = Q(zG) is a generalized permutahedron.
The proof needs a small technical lemma.
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Lemma 7.1.6. A subgraph γ ⊆ G with EmG ⊆ Eγ is mass-momentum-spanning if and
only if, for every pair (T, i) of a spanning tree T ⊆ G and an edge i ∈ T disconnecting T
into two components both containing external vertices, either i ∈ γ or T is not adapted
to γ.
Proof. Let (T, i) be as above, such that i /∈ γ. Then for every connected component
γ0 ⊆ γ, T ∩γ0 = (T\i)∩γ0 and either T ∩γ0 ⊆ γ0 is not a spanning tree, or γ0 has trivial
intersection with one of the components of T\i and thus can not contain all external
vertices. Hence γ is either not mass-momentum spanning or T is not adapted to γ.
Conversely, suppose γ is not mass-momentum spanning. By possibly adjoining a com-
ponent of G\γ, we can assume that γ has at least two components γ1 and γ2 with external
momenta. Let T be a spanning tree adapted to γ and suppose i ∈ T is part of a bridge
which connects the two components T ∩ γ1 and T ∩ γ2 of γ ∩ T . Then (T, i) satisfies the
hypothesis of the lemma and i /∈ γ.
Proof of Prop. 7.1.5. The function 2h1 is supermodular by Prop. 6.2.2. We therefore
only need to show that
zG(γ1) + zG(γ2) ≤ zG(γ1 ∪ γ2) + zG(γ1 ∩ γ2),
where γ1 and γ2 (and thus γ1 ∪ γ2) are mass-momentum spanning. We can also assume
that h1(γ1) + h1(γ2) = h1(γ1 ∪ γ2) + h1(γ1 ∩ γ2), since the inequality is trivial otherwise
and reduce to the case γ1 ∪ γ2 = G.
We will show that γ1 ∩ γ2 is also mass-momentum spanning. It is clear that γ1 ∩ γ2
contains all massive edges. Let (T, i) be a pair as in the above lemma and suppose T is
adapted to γ1∩γ2. Then T ⊆ γ1∪γ2 is a spanning tree such that T ∩γ1∩γ2 is a maximal
forest, we must have i ∈ γ1 ∩ γ2. By the above assumption about the loop numbers, we
have
h1(γ1) + h
1(γ2) = h
1(γ1 ∪ γ2) + h1(γ1 ∩ γ2)
= |γ1 ∪ γ2|+ |γ1 ∩ γ2| − |(γ1 ∪ γ2) ∩ T | − |γ1 ∩ γ2 ∩ T |
= (|γ1| − |γ1 ∩ T |) + (|γ2| − |γ2 ∩ T |).
Then T must be adapted to γ1 and γ2 by Prop. 6.2.5. Since both graphs are mass-
momentum spanning, the above lemma shows i ∈ γ1 and i ∈ γ2. Then i ∈ γ1 ∩ γ2 and
γ1 ∩ γ2 must also be mass-momentum spanning.
For an m.m. subgraph γ, we set V extγ = V extG and E
m
γ = E
m
G . Otherwise we consider
γ to be scaleless, i.e. V extγ = Eγ = ∅. The kinematics of G/γ are inherited from G
in the obvious way. This implies that G/γ has nontrivial kinematics if and only if γ is
not mass-momentum spanning. We extend the definition of zG to graphs with trivial
kinematics by setting zG(γ) = 2h1(γ).
These conventions on the kinematics of sub- and quotient graphs are justified by the
following.
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Proposition 7.1.7. The restrictions and contractions of zG by a subgraph γ ⊊ G are
given by
zG|γ = zγ , zG/γ = zG/γ .
Proof. The equality zG|γ = zγ for the restrictions follows immediately from the defini-
tions. For η ⊆ G/γ, let η˜ be the edge subgraph corresponding to Eγ∪Eη. The contraction
equality then claims that
zG/γ(η) = 2h
1(η˜)− 2h1(γ) + δmm(η˜)− δmm(γ)
!
= 2h1(η) + δmm(η) = zG/γ(η).
The equality h1(η˜)−h1(γ) = h1(η) follows directly from Prop. 6.2.2. We then only have
to prove that η˜ is mass-momentum spanning if η is. Clearly η contains all massive edges
of G/γ if and only if η˜ contains all massive edges of G. Similarly, if η˜ contains all external
vertices in a single connected component, then so does its contraction η. On the other
hand, if all external vertices of G/γ lie in the component η0 ⊆ η and γ1, . . . , γs ⊆ γ are
the components of γ containing external vertices, then the subgraph η˜0 ⊆ η˜ defined by
the edge set Eη0 ∪ Eγ1 . . . ∪ Eγs is connected and contains all external vertices.
Let us recall that a graph G is called 1-vertex reducible if the removal of any vertex
disconnects the graph and 1-vertex irreducible (1VI) otherwise. We consider graphs with
a single edge to be 1VI and disconnected graphs to be 1-vertex reducible. A graph on two
vertices is 1VI if it contains no self-loops. Any graph then has a unique decomposition
into 1VI-subgraphs.
Lemma 7.1.8. Suppose γ1, γ2 ⊆ G are nontrivial, edge-disjoint subgraphs, such that
G = γ1 ∪ γ2. Then the following are equivalent:
1. γ1 and γ2 are unions of 1VI-components of G.
2. For all subgraphs η ⊆ G, h1(η) = h1(η ∩ γ1) + h1(η ∩ γ2).
3. h1(G) = h1(γ1) + h1(γ2).
Proof. (1 ⇒ 2) If γ1 and γ2 are unions of pairwise edge-disjoint 1VI components, then
G is homotopy-equivalent to the wedge sum γ1 ∨ γ2 and the above equality follows.
The implication (2⇒ 3) is trivial.
(3⇒ 1) Let v ∈ Vγ1∩Vγ2 . We must show thatG\v is disconnected. We can assume that
there are vertices v1 ∈ Vγ1\Vγ2 and v2 ∈ Vγ2\Vγ1 , since otherwise, one of the subgraphs
would be a selfloop and thus clearly a 1V I-component. We can also assume that vi lies
in the same connected component γ˜i of γi as v. If G\v were connected, we could find
a loopless path T˜ between v1 and v2 which does not go through v. Complete T˜ to a
spanning tree T of G. Then
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|T ∩ γ1|+ |T ∩ γ2| = |T | = |G| − h1(G)
= |γ1| − h1(γ1) + |γ2| − h1(γ2)
and T must be adapted to γ1 and γ2 by Prop. 6.2.5. Thus the intersections T ∩ γ˜i are
connected and contain v. But then there must be an additional path between v1 and v2
going through v, which contradicts h1(T ) = 0. Hence G\v can not be connected.
We will call a Feynman graph G kinematically irreducible, if every 1VI-component γ
has nontrivial kinematics. This means that either γ contains massive edges, or its removal
would disconnect the graphs into two components, each containing external vertices. This
is compatible with the notion of irreducibilty defined in section 3.9:
Proposition 7.1.9. The Feynman polytope QG is an irreducible generalized permutahe-
dron if and only if G is kinematically irreducible.
Proof of Prop. 7.1.9. Suppose Q(zG) is reducible. This means there are edge disjoint
subgraphs γ1, γ2 ⊆ G such that G = γ1 ∪ γ2 and for all η ⊆ G:
zG(η) = 2h
1(η) + δmm(η) = 2h1(η ∩ γ1) + 2h1(η ∩ γ2) + δmm(η ∩ γ1) + δmm(η ∩ γ2).
For η = G this gives h1(G) = h1(γ1) + h1(γ2) and 1 = δmm(γ1) + δmm(γ2). Hence
the subgraphs γi are unions of 1V I components and exactly one, say γ2 = G\γ1 is
mass-momentum spanning. But this means that G must be kinematically reducible.
Now suppose G is kinematically reducible, i.e. there is a 1VI-component γ1 ⊆ G
such that γ2 = G\γ1 is mass-momentum spanning. Then a subgraph η ⊆ G is mass-
momentum spanning if η ∩ γ2 is and the above lemma shows
zG(η) = 2h
1(η ∩ γ1) + 2h1(η ∩ γ2) + δmm(η ∩ γ2) = z|γ1(η) + z|γ2(η),
which means zG is reducible.
We then recover the following well-known result, originally proven by Speer in [Spe75]
for 1VI graphs, and extended to kinematically irreducible graphs in [Smi12].
Corollary 7.1.10. The convergence domain ΛG(D) for ReD > 0 is nonempty if and
only if G is kinematically irreducible.
Now supposeG is kinematically irreducible. Let FG denote the set of all edge subgraphs
γ ⊊ G, such γ and G/γ are both kinematically irreducible, when given the kinematics
described in the beginning of this section. FG is the disjoint union of the two subsets
SG = {γ ⊊ G | γ is kinematically irreducible and m.m, G/γ is irreducible}
UG = {γ ⊊ G | γ is irreducible and not m.m, G/γ is kinemetically irreducible}.
By Prop. 3.9.11, these are exactly the facets of PG.
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Corollary 7.1.11. Let G be a kinematically irreducible Feynman graph. Then the poly-
tope QG has the facet presentation
QG = {〈m, eEG〉 = 2h1(G) + 1}
⋂
γ∈FG
{〈m, eγ〉 ≥ 2h1(γ) + δmm(γ)}.
For the convergence domain ΛG(D) with ReD > 0, we get
ΛG(D) = {λ ∈ EG(C) | ReωG > 0, 〈Reλ, eγ〉 ≥ ReD
2
h1(γ)+ReωGδ
mm(γ) for γ ∈ FG}.
Remark 7.1.12. Our conventions and terminology is based on [Bro17]. There are several
closely related but often slightly different notions of IR-divergent subgraph in the litera-
ture ([Bro17], [Smi12], [Spe75], [SC85]), variously working with mass-momentum graphs
γ ⊆ G, its complement η ⊆ G0 or the quotient G/γ. In the terminology of [Spe75],
kinematically irreducible, mass-momentum spanning subgraphs γ ⊆ G are called links
and a subgraph γ whose quotient G/γ is kinematically irreducible is called saturated. In
[Smi12], kinematically irreducible graphs are called s-irreducible.
7.2 Symanzik polynomials
The parametric representation will express IG in terms of an integral of two polynomial
functions naturally associated to G.
Definition 7.2.1. The first Symanzik polynomial of a connected graph G is
ψG :=
∑
T
∏
i/∈T
αi,
where the sum is over all spanning trees of G. The (massless) second Symanzik polyno-
mial of G with external momentum p ∈ V 0G(RD) is
ϕG(p, α) =
∑
F
p2F
∏
i/∈F
αi,
where the first sum is over spanning two-forests F = T1 ∪ T2 and
pF =
∑
v∈VT1
pv
is the total momentum flowing through T1. The full second Symanzik polynomial of G
is defined as
ΦG(p, α) = ϕG(p, α)−
(∑
i∈G
αim
2
i
)
ψG(α)
Remark 7.2.2. By momentum conservation we have
p2T1 = (−pT2)2 = p2T2 .
Hence the above definition of ϕG is unambiguous.
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To every subgraph γ ⊆ G, we associate the “flat deformation”
G|γ = γ ∪G/γ,
where exactly one of γ and G/γ has nontrivial kinematics. For a possibly disconnected
Feynman graph Γ as above, we generalize the definitions of the Symanzik polynomials
as follows: If Γ =
⋃k
i=1 Γi is the disjoint union of connected graphs Γi, then we set
ψΓ =
k∑
i=1
ψΓi
ϕΓ =
k∑
i=1
ϕΓi
∏
j ̸=i
ψΓj
ΦΓ =
k∑
i=1
ΦΓi
∏
j ̸=i
ψΓj .
Let us also call γ ⊆ G momentum spanning if it contains all external vertices in a
single connected component. As above, we let δm(γ) be 1 if γ is momentum spanning
and 0 otherwise.
We can now prove the following crucial factorization formula, due to Francis Brown.
Proposition 7.2.3 ([Bro17]). Let G be a connected Feynman graph and γ ⊆ G a subgraph
with connected components γ0, . . . , γn. Then there are polynomials R
ψ
G|γ , R
ϕ
G|γ and R
Φ
G|γ,
such that
ψG = ψG|γ +R
ψ
G|γ
ϕG = ϕG|γ +R
ϕ
G|γ
ΦG = ΦG|γ +RΦG|γ .
The degree degγ(R·G|γ) of the rest terms in the variables (αj)j∈γ satisfies
degγ(R
ψ
G|γ) > degγ(ψG|γ) = h
1(γ)
degγ(R
ϕ
G|γ) > degγ(ϕG|γ) = h
1(γ) + δm(γ)
degγ(R
Φ
G|γ) > degγ(ΦG|γ) = h
1(γ) + δmm(γ)
Proof. For k = 1, 2, consider the subset T kγ of spanning k-trees of G, such that the
intersections T ∩ γi are connected for all T ∈ T kγ . By Prop. 6.2.5, its elements are
exactly those spanning k-trees, such that
∑
i |T ∩ γi| is maximal. The corresponding
monomial αS for S = G\T is then minimal in the variables (αi)i∈γ . Decomposing the
sum over k-trees into a sum over T kγ and its complement gives the decompositions
ψG = ψγψG/γ +R
ψ
G|γ
ϕG = ψγϕG/γ +R
ϕ
G|γ .
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Note that ψG|γ = ψγψG/γ . The polynomial is ψγϕG/γ is equal to ϕG|γ if and only if γ
is not momentum-spanning.
Suppose γ is momentum-spanning and all external vertices are contained in the con-
nected component γ0. Then the polynomial ϕG/γ vanishes identically and we have to
use a different decomposition. In this case, we define T˜ 2γ to be those spanning 2-trees
F , such that F ∩ γi is connected for i > 0, F/F ∩ γ is a tree, and F splits γ0 into two
connected components. Such 2-trees can always be constructed by choosing a spanning
tree adapted to γ and deleting a suitable edge of γ0.
Splitting the sum over all 2-trees into a sum over T˜ 2γ and its complement as above
gives the decomposition
ϕG = ϕγ0ψγ1 · · ·ψγkψG/ψ +RϕG|γ = ϕG|γ +RϕG|γ
This factorization of ΦG follows immediately from the factorization of ψG and ϕG.
The parametric representation is essentially a Mellin transform of the two polynomials
ψG and ΦG(p). The divergence behaviour of such an integral is determined in large part
by their Newton polytopes ([NP11],[BFP14],[Sch18]).
Definition 7.2.4. Suppose
g ∈ C[α±j | j ∈ G], g(α) =
∑
m∈EG(Z)
cmα
m
is Laurent polynomial in the α-variables. Its Newton polytope is defined as the convex
hull
Q(g) = Conv(m | cm ̸= 0).
Every monomial αS =
∏
i∈S αi appearing in ψG corresponds to the complement S =
G\T of a spanning tree T ⊆ G. Similarly, a monomial αU appears in ΦG if and only if
U = G\T ∪ i, where T ⊆ G is a spanning tree and i ∈ G is either a massive edges, or
F = T\i is a 2-tree with pF ̸= 0. We will call such a pair (T, i) admissible.
Proposition 7.2.5. The Newton polytope of ψG equals the polytope of the subset function
h1G(γ) = h
1(γ). The Newton polytope of the product ψG ·ΦG equals the Feynman polytope
QG = Q(zG).
Remark 7.2.6. For ΦG we consider its Newton polytope for a fixed p ∈ V 0G(RD)\LsG. This
is independent of the choice of p by the above description.
Proof. The vertices of Q(ψG) correspond to the complements S = G\T of spanning trees
T ⊆ G, which are the bases of the dual graph matroid associated to G. It then follows
from Exam. 3.9.5, that Q(ψG) = Q(h1G).
By induction over the number of edges, we can assume that Q(ψγΦγ) = Q(zγ) for each
Feynman graph γ with nontrivial kinematics and |γ| < |G|.
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The above factorization formula show that
〈eγ ,m〉 ≥ 2h1(γ) + δmm(γ) = zG(γ)
and 〈eG,m〉 = 2h1(G) + 1 for all m ∈ Q(ψGΦG), which means that Q(ψGΦG) ⊆ QG.
But they also imply
FeγQ(ψGΦG(p)) = Q(ψG|γΦG|γ)
If γ is mass-momentum spanning, then
Q(ψG|γΦG|γ) = Q(ψγΦγ)×Q(ψG/γ · ψG/γ)
= Q(zγ)×Q(zG/γ)
= FeγQG,
by the induction hypothesis and Prop. 3.9.7. Similarly, if γ is not mass-momentum
spanning, then
Q(ψG|γΦG|γ) = Q(ψγ · ψγ)×Q(ψG/γ × ΦG/γ)
= Q(zγ)×Q(zG/γ)
= FeγQG.
Hence all vertices of QG are contained in Q(ψGΦG), since they are all given by inter-
section of proper faces. This gives the reverse inclusion QG ⊆ Q(ψGΦG).
Suppose G is kinematically irreducible. Then QG is full-dimensional in the affine
hyperplane {m ∈ EG(Z) |
∑
i∈Gmi = 2h
1
G+1}. Its normal fan ΣQG is degenerate, since
each cone σ ∈ ΣQG contains the line ReG. It is more natural to consider the quotient
NG = EG(Z)/ZeG. The corresponding collection of cones
ΣG := {σ/ReG ⊆ NG ⊗ R | σ ∈ ΣQG}
is then a proper fan.
From Prop. 7.1.5, we know that QG is a generalized permutahedron. Hence every cone
σ ∈ ΣG is of the form
σI = pos([eγ ] | γ ∈ I)
for some subset I ⊆ FG of subgraphs, where FG is the set of subgraphs defining facets
of FG. Thus the poset (ΣQG ,⪯) is isomorphic to a subposet (NG,⊆) of (FG,⊆) through
the identification σI ↔ I.
Let us close this section by constructing smooth refinements of the normal fan ΣG.
We will see that the corresponding toric varieties provide convenient compactifications
for the integration domain of the parametric amplitude.
Let first ΣpiG be the normal fan of the permutahedron piG on the set of edges EG. By
Proposition 7.1.5 we have the following.
Proposition 7.2.7. The fan ΣpiG is a smooth refinement of ΣG.
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The theory of section 3.9 allows us to construct more economical refinements. First
consider the subset system
Bs = {γ ⊊ G | γ is kinematically irreducible}.
A special case of Prop. 3.9.12 then gives
Proposition 7.2.8. The set Bs is a building set. The corresponding fan ΣBs is a smooth
refinement of ΣG.
Another possibility was recently introduced in [Bro17]. Let us call a subgraph γ ⊆ G
motic if
zG(γ\i) < zG(γ)
for all edges i ∈ Eγ , i.e. deleting an edge either drops the loop number, or destroys the
property of being mass-momentum spanning. Note that for massive Feynman graphs, the
motic subgraphs are exactly the disjoint unions of one-particle irreducible (1PI) graphs.
Let Bmotic be the set of motic subgraphs and
Bmotic = {γ ⊊ G | γ motic} ∪ {{i} | i ∈ G}.
Proposition 7.2.9. The set Bmotic is a building set and the corresponding fan Σmotic is
a smooth refinement of ΣG.
Proof. By [Bro17, Thm. 3.6], the union of two motic subgraphs is again motic. Hence
Bmotic is a building set. Since zG(γ\i) = zG(γ) implies that zγ = zG|γ is reducible, we
must have Bs ⊆ Bmotic. Example 3.8.3 then shows that Σmotic refines Σs and hence
ΣG.
Remark 7.2.10. The toric variety associated to Σmotic is the iterated blowup constructed
by Brown in [Bro17]. Its 1PI variant was earlier introduced by Bloch-Esnault-Kreimer
([BEK06]).
The smooth refinements considered here also naturally provide certain sector decom-
position strategies, which are used for the numerical evaluation of Feynman integrals
([Hei08], [BH00]). The correspondence between sector decompositions and smooth re-
finements is discussed in detail in [Sch18] (see also [KU10]). The sectors corresponding to
ΣBs are the Smirnov-Speer sectors considered in ([Smi12], [SS09]), while ΣpiG corresponds
to the classical Hepp sectors.
Remark 7.2.11. The original Speer sectors [Spe75] can also be adapted to give a smooth
refinement of ΣG ([Sch18]), which is minimal among all possible such refinement, although
the cones are much harder to describe. It does not correspond to a building set in general
and the corresponding toric variety is not necessarily a blowup of projective space.
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7.3 Parametric amplitude
Now suppose G is kinematically irreducible and let B be any of the building sets con-
structed in the last section. Let
XB = CB\ZB//C∗ × (C∗)B∗
be the corresponding toric variety. The blow-up map piB : XB → PEG is given in terms
of homogeneous coordinates by
αi =
∏
i∈γ∈B
xγ .
Recall that the cones of ΣB are in bijective correspondence with nested sets N ⊆ 2B.
For such a nested set N , we let
DN = {x ∈ CB\ZB | xγ = 0 for γ ∈ N}.
and D˜N ⊆ XB the corresponding toric subvariety.
For an edge subgraph γ ⊆ G, we call an admissible pair (T, i) adapted to γ if
|γ ∩ ((G\T ) ∪ i)| = h1(γ) + δmm(γ),
i.e. if the corresponding lattice point m(T,i) = ei +
∑
j /∈T ej lies in the face FeγQ(ΦG).
Let TN be the set of spanning trees adapted to each γ ∈ N , P 1N be the set of 2-trees
F = T\i with pF ̸= 0 and such that (T, i) is an admissible pair adapted to each γ ∈ N ,
and P 2N the set of admissible pairs adapted to each γ ∈ N , such that mi ̸= 0.
Remark 7.3.1. It follows from Prop. 3.5.4, that TN and P 1N ∪P 2N are always non-empty,
since the cone σN corresponding to N is contained in a maximal cone of ΣG.
We will write ψG(x) = pi∗BψG(α) and ΦG(p, x) = pi
∗
BΦG(p, α) for the pullback of the
Symanzik polynomials, expressed in the homogeneous coordinates of XB.
Proposition 7.3.2. Let N ⊆ 2B be a nested set.
1. The first Symanzik polynomial can be expressed as
ψG(x) =
∏
γ∈N
xh
1(γ)
γ ψN (x),
where
ψN (x) =
∑
T∈TN
∏
γ /∈N
x|γ|−|γ∩T |γ +R
ψ
N (x)
and RψN (x) is a polynomial vanishing on DN .
2. The second Symanzik polynomial can be expressed as
ΦG(p, x) =
∏
γ∈N
xh
1(γ)+δmm(γ)
γ ΦN (p, x),
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where
ΦN (p, x) =
∑
F∈P 1N
p2F
∏
γ /∈N
x|γ|−|γ∩F |γ −
∑
(T,i)∈P 2N
m2i
∏
γ /∈N
x|γ|−|γ∩(T\i)|γ +R
Φ
N (p, x)
and RΦN (p, x) is a polynomial vanishing on DN .
Proof. We can express ψG(x) as
ψG(x) =
∑
T∈TN
∏
γ∈B
x|γ|−|T∩γ|γ +
∑
T /∈TN
∏
γ∈B
x|γ|−|T∩γ|γ
For each T ∈ TN and γ ∈ N , we have |γ| − |T ∩ γ| = h1(γ) and for each T /∈ TN there
must be at least one γ ∈ N , such that |γ| − |T ∩ γ| > h1(γ). Then we can factor out the
product
∏
γ∈N x
h1(γ)
γ and obtain the above formula. The argument for ΦG is completely
analogous.
For (λ,D) ∈ EG(C)× C, let
JparG (λ,D) =
∏
γ∈B
χ
λγ−1
+ (xγ)
(
ψG(x)
ΦG(p, x) + i0
)ωG
ψG(x)
−D
2 ,
where we have set λγ =
∑
i∈γ λi as above.
Theorem 7.3.3. JparG (λ,D) is a well-defined distribution on
(RB\ZB(R))× (V 0G(RD)\LsG),
which descends to a well-defined distributional density on XB(R)× V 0G(RD)\LsG.
Proof. Fix x ∈ (R≥0)B\ZB(R≥0) and let N the maximal nested set, such that x ∈ DN .
On a neighbourhood of x, we can express JparG as
JparG (λ,D) =
∏
γ∈B
χ
µγ−1
+ (xγ)
(
ψN (x)
ΦN (p, x) + i0
)ωG
ψN (x)−
D
2 ,
where
µγ =
{
λγ − D2 h1(γ)− ωGδmm(γ), γ ∈ N
λγ , γ /∈ N .
Note that ψN is strictly positive on Ux ∩ (R≥0)B, where Ux is a sufficiently small neigh-
bourhood of x. Thus the corresponding factor ψ
ωG−D2
N is analytic there. To prove that∏
γ∈N χ
µγ−1
+ (xγ)(ΦN (p, x) + i0)−ωG is well-defined, we must show that
ξ = σdΦN (p, x) =
∑
γ∈N
σγdxγ ,
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for σ, σγ ∈ R and ΦN (p, x) = 0 implies ξ = 0. Fix a vertex a0 ∈ V extG , so that the
momenta pa for a ̸= a0 form a basis of V 0G(RD). For a spacetime index β ∈ {0, . . . , D−1},
the polynomial ΦN is quadratic in paβ . By comparing the coefficients of dpaβ and using
Euler’s identity for homogeneous functions we get
0 = σ
∑
a∈V ext\{a0}
paβ
∂ΦN
∂paβ
(p, x)
= ±σ
∑
F∈P 1N
p2Fβ
∏
γ∈N
x|γ|−|γ∩F |γ + σ
∑
a∈V ext\{a0}
paβ
∂RΦN
∂paβ
(p, x)
= ±σ
∑
F∈P 1N
p2Fβ
∏
γ∈N
x|γ|−|γ∩F |γ
Hence ξ ̸= 0 implies
0 = ΦN (p, x) = −
∑
(T,i)∈P 2N
m2i
∏
γ /∈N
x|γ|−|γ∩(T\i)|γ ,
which is only possible if P 2N = ∅ and mj = 0 for each F = T\j ∈ P 1N . Then each F ∈ P 1N
is kinematically separating and since we have assumed that p /∈ Ls, we must either have
ξ = 0 or P 2N = ∅. The later is excluded by Remark 7.3.1 and JparG is well-defined.
Let us show that the distributional density JparG (λ, p)|Ω|XG is well-defined. The support
of JparG is clearly contained in R
B
≥0\ZΣ(R≥0)× (V 0G\LsG). By Prop. 5.6.6, it is enough to
show that for t ∈ GB(R≥0) ∼= (0,∞)× (0,∞)B∗ , we have
t∗JparG = χ0(t)J
par
G ,
where χ0 = [−
∑
γ∈B e
γ ]. From Prop. 3.8.10, we know that
t∗ψG(x) = χ˜(t)h1(G)ψG(x), t∗ΦG(p, x) = χ˜(t)h1(G)+1ψG(x),
for χ˜ =
[∑
i∈γ∈B eγ
]
and a fixed but arbitrary i ∈ G. Then we get
t∗JparG = χ(t)J
par
G ,
where
χ =
∑
γ∈B
(λγ − 1)eγ
− (D
2
h1(G)− ωG
)
χ˜
=
∑
γ∈B
(λγ − 1)eγ
−
∑
i∈G
λi
∑
i∈γ∈B
eγ

=
∑
γ∈B
−eγ
 = χ0
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Note that the support of JparG |Ω|XB is proper under the projection to V 0G(RD)\LsG, so
the following definition makes sense.
Definition 7.3.4. Let G be a kinematically irreducible Feynman graph. The (analyti-
cally regularized) parametric amplitude is defined as
IparG (λ,D) =
∫
XB(R)
JparG (λ,D)|Ω|XB .
For a subgraph γ ⊆ G, let us define
ωγ =
{
−ωG/γ , γ mass-momentum spanning
ωγ , γ not mass-momentum spanning
From the local description of JparG given above, we get the
Corollary 7.3.5. The parametric integral IparG (λ,D) is a well-defined distribution on
V 0G\LsG, meromorphic with respect to (λ,D) ∈ EG(C)×C, and with simple poles contained
in ⋃
γ∈Bs
{(λ,D) ∈ EG(C)× C | ωγ ∈ −N}.
Remark 7.3.6. The above estimate on the possible poles is not quite optimal. An anal-
ogous argument, using the s-families of Speer [Spe75] (cf. Remark 7.2.11), would show
that the poles are contained in the hypersurfaces⋃
γ∈FG
{(λ,D) ∈ EG(C)× C | ωγ ∈ −N}.
Example 7.3.7. Let again G be the bubble graph now without massive edges.
a b
1
2
Let p = pa be the momentum inflowing at the left vertex. No blow-up is necessary and
we can compute
IparG (λ,D) =
∫
P 1(R≥0)
αλ1−11 α
λ2−1
2
(
α1 + α2
p2α1α2 + i0
)ωG
(α1 + α2)
−D
2 |Ω|P 2
= (p2 + i0)−ωG
∫
P 1(R≥0)
αλ1−11 α
λ2−1
2
(
α1 + α2
α1α2
)ωG
(α1 + α2)
−D
2 |Ω|P 2
= (p2 + i0)−ωG
∫ 1
0
αλ1−1−ωG(1− α)λ2−1−ωGdα
= (p2 + i0)−ωGB(λ1 − ωG, λ2 − ωG),
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where B(x, y) is Euler’s beta functions. The factor (p2 + i0)−ωG is ill-defined at p = 0,
i.e. for p ∈ LsG. This suggests it is possible to extend IparG to all of V 0G(RD) by judiciously
blowing up subspaces in LsG, as we did in Section 6.1 for the massless propagator, although
we will not pursue this further here.
Let us also give a more concrete representation of IparG , which will be useful to relate
it to our original amplitude. For p ∈ RD and θ ∈ [0, pi2 ), we define the Wick rotation
pθ = (eiθp0, e
−iθp1, . . . , e−iθpD−1)
Note that
Im((pθ)2) = sin(2θ)‖p‖2,
Re((pθ)2) = cos(2θ)p2.
where ‖·‖ denotes the euclidean norm. Let
Jpar,θG (λ,D, p) =
∏
γ∈B
χ
λγ−1
+ (xγ)
(
ψG(x)
ΦG(pθ, x)
)ωG
ψG(x)
−D
2 ,
Proposition 7.3.8. For (λ,D) ∈ ΛG, p ∈ V 0G(RD)\LsG and θ ∈ (0, pi2 ) the integral
Ipar,θG (λ,D, p) =
∫
XB(R)
Jpar,θG (λ,D, p)|Ω|XB
is a well-defined and absolutely convergent integral, analytic in θ, and the parametric
amplitude can be expressed as the limit
IparG (λ,D) = lim
θ→0+
Ipar,θG (λ,D, p).
Proof. As in the proof of Thm. 7.3.3, we have the local expression in a neighbourhood
of x ∈ DN :
Jpar,θG (λ,D, p) =
∏
γ∈B
χ
µγ−1
+ (xγ)
(
ψN (x)
ΦN (pθ, x)
)ωG
ψN (x)−
D
2
Note that
Im(ΦN (pθ, x)) = sin(2θ)
∑
F∈P 1N
‖pF ‖2
∏
γ /∈N
x|γ|−|γ∩F |γ
This is strictly greater than zero for θ ∈ (0, pi2 ), unless pF = 0 for all F ∈ P 1N . But in
this case
ΦN (pθ, x) = −
∑
(T,i)∈P 2N
m2i
∏
γ /∈N
x|γ|−|γ∩(T\i)|γ < 0.
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Either way, the factor ΦN (pθ, x)−ωG is well-defined and analytic in a neighbourhood of
x and depends analytically on θ. It follows from Thm. 5.3.3, that
lim
θ→0+
Jpar,θG (λ,D, p) = J
par
G (λ,D)
For (λ,D) ∈ ΛG, the factors χµγ−1+ (xγ) are locally integrable. Hence the function
JparG (λ,D, p) is locally integrable and of compact support, which means it is absolutely
integrable. By continuity of the pushforward, we get
IparG (λ,D) =
∫
XB(R)
Jpar(λ,D)|Ω|XB
= lim
θ→0+
∫
XB(R)
Jpar,θ(λ,D, p)|Ω|XB
= lim
θ→0+
Ipar,θG (λ,D, p).
7.4 Feynman trick
Recall that our original amplitude was given by the integral of
JG(λ, p, k) :=
∏
v∈VG
δD(pv + kv)
∏
j∈G
(k2j −m2j + i0)−λj .
Let
J˜G(λ, k) =
∏
j∈G
(k2j −m2j + i0)−λj
corresponds to the propagator part of JG(λ, p, k).
Proposition 7.4.1. J˜G(λ, k) can be expressed as the limit J˜(λ, k) = limθ→0+ J˜θG(λ, k),
where
J˜θG(λ, k) =
∏
j∈G
((kθj )
2 −m2j )−λj
Proof. For a fixed k ∈ E0G(RD\{0}) × EmG (RD), let J = {j ∈ G | k
2
j = m
2
j}. In a
sufficiently small neighbourhood U of k, we have
J˜G(λ, k)|U =
∏
j /∈J
(k2j −m2j )−λjbΩJ
∏
j∈J
(k2j −m2j )−λj
 ,
where ΩJ =
⋂
j∈J{Im k2j > 0} (see Exam. 5.4.7). Let us define the partial rotation
γJ : [0,
pi
2
)× EG(CD)→ EG(CD)
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by
γθ(k)j =
{
kθi , j ∈ J
kj , j /∈ J.
Shrinking U if necessary, we can assume that k ̸= 0 for j ∈ J . Then
Im(γθ(k)j) = sin(2θ)‖kj‖2 > 0
for θ ∈ (0, pi2 ) and γJ satisfies the conditions of Thm. 5.3.3. Hence we have
J˜G(λ, k) =
∏
j /∈J
(k2j −m2j )−λj lim
θ→0+
∏
j∈J
((kθj )
2 −m2j )−λj
= lim
θ→0+
∏
j∈EG
((kθj )
2 −m2j )−λj
= lim
θ→0+
J˜θG(λ, k).
To resolve the product of delta functions, recall the exact sequence
0 H1(G,Z) EG(Z) V˜ 0G(Z) 0.
i ∂
Let B : V˜ 0(Z)→ EG(Z) be a section of ∂. This induces the isomorphism
EG(RD) ∼= H1(G,RD)⊕ V˜ 0G(RD),
under which ∂k + p = 0 is equivalent to k = l − B(p) for a uniquely defined loop
momentum l ∈ H1(G,RD). For an edge i ∈ G, we will write B(p)i = pi, the choice of
section being understood.
Over p ∈ V 0G(RD), the subvariety defined by the delta functions is the affine space
∂−1(−p) = B(−p) +H1(G,RD).
Hence ∏
v∈VG
δD(kv + pv)
∏
j∈EG
dDkj = δ
D(
∑
a∈V extG
pa)χH1(G,RD)dHG,
where dHG =
∏h1(G)
j=1 d
Dlj is the natural Haar measure on H1(G,RD). Then our original
integrand can be expressed as
JG(λ, p, k)
∏
j∈G
dDkj = δ
D(
∑
a∈V extG
pa)χH1(G,RD)J˜G(λ, k)dHG
= δD(
∑
a∈V extG
pa)χH1(G,RD) lim
θ→0+
J˜θG(λ, k)dHG
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For θ ∈ (0, pi2 ) and p ∈ V 0G(RD)\LsG let
IθG(λ, p) =
∫
H1(G,RD)
J˜θG(λ, l −B(p))dHG
=
∫
H1(G,RD)
∏
i∈G
((lθi − pθi )2 −m2i )−λidHG
Proposition 7.4.2. Suppose G is kinematically irreducible and λ ∈ ΛG(D). Then IθG(λ)
is absolutely convergent and analytic for all θ ∈ (0, pi2 ) and the Feynman amplitude IG(λ)
is given on V extG (RD)\LsG as the limit
IG(λ) = δ
D
 ∑
a∈V extG
pa
 lim
θ→0+
IθG(λ, p).
Proof. For θ ∈ (0, pi2 ), let
J
θ
G(λ, p) =
∏
i∈G
((Kθi )
2 − Uim2i )−λi
∏
v∈VG
δD(dv)
∏
γ⊆G
|uγ |2λγ−D|γ|−1
∏
η⊆G0
|sη|D|η|−2λη−1,
where the notation is as in Section 6.3. Then JθG(λ) depends analytically on θ and has
the same homogeneity properties as JG(λ). It follows as above that
JG(λ) = lim
θ→0+
JθG(λ).
The proof of Thm. 6.3.12 shows that we can locally express JθG as
J
θ
G(λ, p) =
∏
i∈T1
δD(ki − f i)
∏
b∈V2
δD(pb − gb)
×
∏
j∈EG
((k
θ
j)
2 − U2jm2j )−λj
∏
γ⊆G
|uγ |µγ
∏
η⊆G0
|sη|νη ,
where the notations are as in loc.cit. For p ∈ V 0G(RD)\LsG and λ ∈ ΛG(D), the factor∏
j∈EG
(k
θ
j − U2jm2j )−λj
∏
γ⊆G
|uγ |µγ
∏
η⊆G0
|sη|νη ,
is locally integrable and analytic outside the divisor DG =
⋃
γ⊆G V (uγ) ∪
⋃
η⊆G0 V (sη).
We know by Remark 6.3.10 that YG ∪ DG is a simple normal crossing divisor. It then
follows from Example 5.5.15, that
∫
PG J
θ
G(λ, p)|Ω|PG can be computed by restricting the
above factor to HG\HG ∩ piG(DG) and performing the absolutely convergent integral.
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Hence we get
∫
PG
J
θ
G(λ, p)|Ω|PG = δD
 ∑
a∈V extG
pa
∫
H1(G,RD)
J˜θG(l −B(p))dHG
= δD
 ∑
a∈V extG
pa
 IθG(λ, p).
Taking the limit θ → 0+ gives
IG(λ) = lim
θ→0+
∫
PG(R)
J
θ
G(λ, p)|Ω|PG
= δD
 ∑
a∈V extG
pa
 lim
θ→0+
IθG(λ, p).
The parametric representation is based on the following integral identity, due to Feyn-
man.
Lemma 7.4.3. Let z = (z1, . . . , zm) ∈ Ωm+ be a collection of elements in the upper half
plane and suppose λ = (λ1, . . . , λm) ∈ Cm satisfies Re(λi) > 0 for i = 1, . . . ,m. Then
we have
m∏
i=1
z−λii = Γ(ω)
∫
∆m−1
m∏
i=1
αλi−1
Γ(λi)
Ω∆m−1
(
∑
i αizi)
ω
,
where ∆m−1 = {α ∈ Rm≥0 |
∑m
i=1 αi = 1} and
Ω∆m−1 =
m∑
i=1
(−1)i−1αidα1 ∧ . . . ∧ dαi−1 ∧ dαi+1 ∧ . . . ∧ dαm.
Proof. Both sides are well-defined and analytic for z ∈ Ωm+ , since the sum
∑
i αizi has
strictly positive imaginary part and thus can not vanish. Hence it is enough to prove
the result for z ∈ (i(0,∞))m ⊆ Ωm+ . Factoring out the factors of i reduces to the case
z ∈ (0,∞)m.
For c ∈ (0,∞) and Re(λ) > 0, we have the equality∫ ∞
0
αλ−1e−tαdα = c−λ
∫ ∞
0
uλ−1e−udu = Γ(λ)c−λ.
Applying this with c = zi and λ = λi then gives
m∏
i=1
z−λii =
∫
Rm≥0
m∏
i=1
αλi−1i
Γ(λi)
e−
∑
i αizidα.
145
Let
Ψ : R≥0 ×∆m−1 → Rm≥0, Ψ(t, α) = t · α
be the natural diffeomorphism. A simple computation gives
Ψ∗(dα1 ∧ . . . ∧ dαm) = d(t · α1) ∧ . . . ∧ d(t · αm)
= tm−1dt ∧ Ω∆n−1
Applying the above formula now with c = t and λ = ω gives
m∏
i=1
z−λii =
∫
∆m−1
m∏
i=1
αλi−1
Γ(λi)
Ω∆m−1
∫ ∞
0
e−t
∑
i αizitω−1dt
= Γ(ω)
∫
∆m−1
m∏
i=1
αλi−1
Γ(λi)
Ω∆m−1
(
∑
i αizi)
ω
.
Let us write ∆G = ∆EG−1. Applying the above formula to the product
∏
i((k
θ
i )
2 −
m2i )
−λi gives the following.
Proposition 7.4.4. For λ ∈ ΛG(D) and p ∈ V 0G(RD)\LsG, we can express IθG(λ, p) as
IθG(λ, p) = Γ(ω)
∫
H1(G,RD)
∫
∆G
∏
i∈G
αλi−1i
Γ(λi)
Ω∆G
UG(α, lθ, pθ))ω
dHG
where ω =
∑
i∈G λi and UG(α, l, p) =
∑
i∈G αi((li − pi)2 −m2i ).
For now, the above formula must be understood as an iterated integral, but we will
justify exchanging the order of integration soon. To compute the integral∫
H1(G,RD)
dHG
UG(α, lθ, pθ))ω
,
we will diagonalize the quadric
UG(α, l, p) =
∑
i∈G
αik
2
i −
∑
i∈G
αim
2
i , ki = li − pi
and relate it to to Symanzik polynomials. Our approach is based on using Plücker
coordinates and is adapted from ([BEK06], [Pat10]). An alternative derivation based on
the Matrix-Tree theorem can be found in ([Pan15], [BW10]).
For α ∈ EG((0,∞)), consider the inner products
(·, ·)α : EG(C)× EG(C)→ C, (k, k′)α =
∑
i∈G
αiki · k′i
〈·, ·〉α : EG(CD)⊗ EG(CD)→ C, 〈k, k′〉α =
∑
i∈G
αiki · k′i,
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where the product ki · k′i in the second line denotes the Minkowski inner product. The
quadric can then be written as
UG(α, l, p) = 〈k, k〉α −
∑
i∈G
αim
2
i .
Suppose η1, . . . , ηl ∈ H1(G,Z) is a Z-basis. Let η = η1 ∧ . . . ∧ ηl ∈
∧lH1(G,Z) be the
induced generator. For each subset I = {i1, . . . , ik} ⊆ EG, let
eI = ei1 ∧ . . . ∧ eik ∈
k∧
EG(Z)∗,
where (ei) is the natural (dual) basis of EG(Z)∗. Note that eI is only well-defined up to
a sign, which will not matter in the sequel. The inner product (·, ·)α on EG(RD) induces
an inner product on
∧l(EG(RD)), which we will denote by the same symbol.
Proposition 7.4.5. The first Symanzik polynomial of G can be expressed as
ψG(α) =
∑
I⊆EG
|I|=l
(eI(η))2
∏
i∈I
αi = (η, η)α
Proof. The second equation follows immediately from the definition of (·, ·)α.
The coefficient eI(η) vanishes or is equal to ±1, since η is constructed in terms of a
Z-basis of the split direct summand H1(G,Z) ⊆ EG(Z). The term eI(η) is non-vanishing
if and only if the composition
H1(G,Z)→ EG(Z)→ I(Z)
is an isomorphism. Let T be the edge subgraph defined by the complement EG\I. Since
the diagram
0 0 0 0
0 H1(T,Z) ET (Z) VT (Z) H0(T,Z) 0
0 H1(G,Z) EG(Z) VG(Z) H0(G,Z) 0
0 H1(G/T,Z) EG/T (Z) VG/T (Z) H0(G/T,Z) 0
0 0 0 0
has exact rows and columns, the above composition can only be an isomorphism if
H1(T,Z) = 0 and VT (Z)→ VG(Z) is surjective, i.e. if T is a spanning tree.
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Now let p ∈ V 0G(CD) and choose a lift k ∈ EG(CD), such that ∂k = p. Let
η(p) :=
∑
i∈G
η ∧ eiki ∈
l+1∧
EG(CD).
This does not depend on the choice of lift, since η ∧ l = 0 for each l ∈ H1(G,C). As
above, there is an induced scalar product 〈·, ·〉α. For J ⊆ EG with |J | = l + 1, let
ϵJ = eJ ⊗ idCD :
l+1∧
EG(CD)→ CD
denote the natural projection.
Proposition 7.4.6. The massless second Symanzik polynomial can be expressed as
ϕ(p, α) =
∑
J⊆EG
|J |=l+1
(ϵJ(η(p)))2
∏
j∈J
αj = 〈η(p), η(p)〉α
Proof. The second equation is again obvious from the definitions. Let J ⊆ EG with
|J | = l + 1. Standard properties of wedge products give
eJ(η(p)) =
∑
j∈J
±eJ\{j}(η)kj .
We know that the RHS can only be nonvanishing if J\{j} is the complement of a spanning
tree for some j ∈ J , i.e. J = EG\F , where F = T1 ∪ T2 is a spanning 2-forest. We will
show that
eJ(η(p)) = ±pF = ±
∑
v∈VT1
pv,
from which the proposition follows.
Consider the contracted graph G/F . It has two vertices v1, v2 corresponding to the
two trees T1 and T2. We have the commutative diagram
H1(G,CD) EG(CD) V 0G(CD)
H1(G/F,CD) J(CD) V 0G/F (C
D),
piJ
∂
piJ β
∂
where piJ : EG(CD) → J(CD) is the obvious projection and β is given by β(p)vi := pTi .
The left vertical map is an isomorphism, since contracting edges of a spanning forest
preserves the loop number. Hence
piJ∗η = piJ(η1) ∧ . . . ∧ piJ(ηl)
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is a generator of
∧lH1(G/F,Z) and with the above notation we can write
eJ(η(p)) = eJ(piJ∗η(β(p))).
So we have reduced to the case of a graph G/F on two vertices, with edge set EG/F = J
and external momenta β(p). Let j ∈ J correspond to an edge in G/F connecting the two
vertices. Then one of k± = ±β(p)v1ej is a lift of of β(p) and since the edge corresponding
to j is a spanning tree, we get
eJ(piJ∗η(β(p)))) = ±eJ\{j}piJ∗η · β(p)v1 = ±pT1 .
Consider the 〈·, ·〉α-orthogonal projection piα : EG(CD) → H1(G,CD). For a lift k ∈
EG(CD) of p, let
kα = k − piα(k).
This is clearly independent of the choice of k and every element k ∈ ∂−1(p) is then
expressible as k = l + kα, where l = piα(k) and 〈l, kα〉α = 0.
Proposition 7.4.7. With the above notation we have
〈kα, kα〉α = ϕG(p, α)
ψG(α)
Proof. We can reduce to the case D = 1 by considering each component separately. In
this case, we have (·, ·)α = 〈·, ·〉α and it follows from Prop. 7.4.6 that
ϕ(α, p) = (ω(p), ω(p))α
= (ω ∧ kα, ω ∧ kα)α.
Since kα is (·, ·)α-orthogonal to H1(G,R) by construction, we get
(ω ∧ kα, ω ∧ kα)α = (ω, ω)α(pα, pα)α
= ψ(α)(pα, pα)α.
The main result of this section is the following.
Theorem 7.4.8. On V 0G(RD)\LsG we have the equality
IG(λ) = δ
D(
∑
a∈V extG
pa)(−i)h1(G)(D−1)piD2 h1(G) Γ(ωG)∏
i∈G Γ(λi)
IparG (λ,D).
The proof needs a few preparations.
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Lemma 7.4.9. For λ ∈ ΛG(D), p ∈ V 0G(RD)\LsG and θ in a neighbourhood of θ0 = pi4 ,
IθG(λ, p) can be expressed as the absolutely convergent integral
IθG(λ, p) =
Γ(ω)∏
i∈G Γ(λi)
∫
◦
∆G
∫
H1(G,RD)
∏
i∈G
αλi−1i
dHG
UG(α, lθ, pθ)ω
Ω∆G ,
where
◦
∆G = {α ∈ ∆G | αi > 0, for i ∈ G}.
Proof. Let λri = Reλi and ω
r = Reω. It is enough to show that the integral
F (θ, λr, p) =
Γ(ωr)∏
i∈G Γ(λ
r
i )
∫
◦
∆G
∫
H1(G,RD)
∏
i∈G
α
λri−1
i
dHG
|UG(α, lθ, pθ)|ωr Ω∆G ,
is absolutely convergent. For θ in a neighbourhood of pi4 , we have the estimate
√
2|U(α, lθ, pθ)| ≥ | ImU(α, lθ, pθ)|+ |ReU(α, lθ, pθ)|
≥ |
∑
i∈G
αi(m
2
i − cos(2θ)k2i )|+ sin(2θ)
∑
i∈G
αi‖ki‖2
≥
∑
i∈G
αi(m
2
i + (sin(2θ)− cos(2θ))‖ki‖)2
≥ (sin(2θ)− cos(2θ))
∑
i∈G
αi(‖ki‖2 + (mθi )2),
where ki = li − pi and we have set mθi = mi
(sin(2θ)−cos(2θ)) 12
. Then we get
F (θ, λr, p) ≤ 2ω
r
2 (sin(2θ)− cos(2θ))−ωr Γ(ω
r)∏
i∈G Γ(λ
r
i )
×
∫
H1(G,RD)
∫
◦
∆G
∏
i∈G
α
λri−1
i
Ω∆G
(
∑
i∈G αi(‖li − pi‖2 + (mθi )2))ωr
dHG
= 2
ωr
2 (sin(2θ)− cos(2θ))−ωr
∫
H1(G,RD)
∏
i∈G
(‖li − pi‖2 + (mθi )2)−λ
r
i dHG
= 2
ωr
2 (sin(2θ)− cos(2θ))−ωr
∫
H1(G,RD)
∣∣∣J˜ pi4G (λr, l −B(p))∣∣∣ dHG,
and we know from Prop. 7.4.2 that the last integral is convergent.
Lemma 7.4.10. Let A ∈ MN×N (C) be a symmetric matrix, such that ImA is positive
definite, and C ∈ C with Im(C) > 0. Then for ω ∈ C with Re(ω) > N2 :∫
RN
(xtAx+ C)−ωdNx = C
N
2
−ω detA−
1
2pi
N
2
Γ(ω − N2 )
Γ(ω)
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Proof. Note that the integrand is locally integrable at x = 0 and for x ̸= 0 we have the
bound
|(xtAx+ C)−ω| ≤ (xt ImAx+ ImC)−Reω ≤ µ∗(ImA)‖x‖−2Re(ω),
where µ∗(Im(A)) is the smallest eigenvalue of Im(A). Hence the integral is absolutely
convergent and analytic in (A,C). By analytic continuation, we can reduce to the case
A = i Im(A) and C = i Im(C). By an orthogonal change of basis, we can also assume
that A = i diag(µ1, . . . , µn) with µi ∈ (0,∞). Then we can compute
∫
RN
(xtAx+ C)−ωdNx = C−ω
∫
RN
 N∑
j=1
iµj
C
x2j + 1
−ω dNx
= C
N
2
−ω
N∏
j=1
(iµj)
− 1
2
∫
RN
(‖u‖2 + 1)−ωdNu
= C
N
2
−ω det(A)−
1
2 Vol(SN−1)
∫ ∞
0
rN−1
(r2 + 1)ω
dr
= C
N
2
−ω det(A)−
1
2 Vol(SN−1)
∫ ∞
0
t
N
2
−1
2(t+ 1)ω
dt
= C
N
2
−ω det(A)−
1
2 Vol(SN−1)
1
2
B
(
N
2
, ω − N
2
)
where B(x, y) is Euler’s Beta function. Using Vol(SN−1) = 2pi
N
2
Γ(N
2
)
and the well-known
identity B(x, y) = Γ(x)Γ(y)Γ(x+y) gives the result.
Lemma 7.4.11. For (λ,D) ∈ ΛG and θ ∈ (0, pi2 ), we have
Ipar,θG (λ,D, p) =
∫
◦
∆G
∏
i∈G
α
λγ−1
i
(
ψG(α)
ΦG(pθ, α)
)ωG
ψG(α)
−D
2 Ω∆G
Proof. Since the integral Ipar,θG is absolutely convergent, we can restrict the integra-
tion domain to the dense open subset XB((0,∞)) ∼= PEG((0,∞)). The identification
PEG((0,∞)) ∼= ◦∆G follows by applying the moment map of Exam. 3.6.1.
Proof of Thm. 7.4.8. Let us first compute the integral
∫
H1(G,RD)
dHG
UG(α,lθ,pθ))ω
for α ∈ ◦∆G
and λ ∈ ΛG(D). The above results show that we can express the denominator in the
integrand as
UG(α, l
θ, pθ) = 〈lθ −B(pθ), lθ −B(pθ)〉α −
∑
i∈G
αim
2
i
= 〈lθ + (kθα −B(pθ)), lθ + (kθα −B(pθ))〉α +
ΦG(p
θ, α)
ψG(α)
.
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Shifting the integration variable l ↦→ l + (kα −B(p)) gives∫
H1(G,RD)
dHG
UG(α, lθ, pθ))ω
=
∫
H1(G,RD)
dHG
(〈lθ, lθ〉α + ΦG(α,pθ)ψG(α) )ω
The inner product 〈lθ, lθ〉α can be expressed as ltA(α, θ)l, where A(α, θ) = D1(α)⊗D2(θ)
with
D1(α) = diag(α1, . . . , α|G|)
∣∣
H1(G,R)
D2(θ) = diag(cos(2θ) + i sin(2θ),− cos(2θ) + i sin(2θ), . . . ,− cos(2θ) + i sin(2θ))
From Prop. 7.3.2, we have det(D1(α)) = ψG(α). Thus the above lemma gives∫
H1(G,RD)
dHG
UG(α, lθ, pθ))ω
= pi
D
2
h1(G)Γ(ωG)
Γ(ω)
det(D2(θ))
−h1(G)
2 ψ
−D
2
G
(
ΦG(p
θ, α)
ψG
)−ωG
for θ ∈ (0, pi2 ). Near θ0 = pi4 we obtain from the preceding lemmas, that
IθG(λ, p) = pi
D
2
h1(G) Γ(ωG)∏
i∈G Γ(λi)
det(D2(θ))
−h1(G)
2 Ipar,θG (λ,D, p).
Both sides are analytic in θ, so the above equality holds for all θ ∈ (0, pi2 ). Combining
Prop. 7.3.8 with Prop. 7.4.2 gives
IG(λ) = δ
D(
∑
a∈V extG
pa) lim
θ→0+
IθG(λ, p)
= δD(
∑
a∈V extG
pa)pi
D
2
h1(G) Γ(ωG)∏
i∈G Γ(λi)
lim
θ→0+
det(D2(θ))
−h1(G)
2 Ipar,θG (λ,D, p)
= δD(
∑
a∈V extG
pa)(−i)h1(G)(D−1)piD2 h1(G) Γ(ωG)∏
i∈G Γ(λi)
IparG (λ,D).
7.5 Dimensional regularization
We can now use the preceding results to define the dimensional regularization of a Feyn-
man integral. In dimensional regularization, one keeps the analytic parameters λ ∈ CEG
fixed (usually at integer values) and tries to expand the above integral in a Laurent series
around a point D0 ∈ N of the spacetime dimension. There are essentially three different
procedures to achieve this in the literature:
1. In the classical approach to dimensional regularization ([Col84], [ ’HV72]), the D-
dimensional space is embedded into an infinite-dimensional space and the Feynman
integral is split into a finite-dimensional subspace containing all external momenta
and its orthogonal complement. Formally integrating over this infinite-dimensional
complement gives an expression which is naturally analytic in the dimension D.
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2. In the sector decomposition approach ([SC83], [Hei08], [BW08]), one decomposes
the integration domain into cubical sectors. The ϵ-expansion is then explicitly
computed in each sector by a Taylor subtraction.
3. In the analytic continuation approach ([Pan15], [vMPS15])), one extends the an-
alytically regularized amplitude to a meromorphic function of (λ,D) and restricts
to a suitable subspace (λ0, D).
To our knowledge, there is no mathematical rigorous construction of the first approach.
We refer to [Sch18] for a toric version of the sector decomposition approach, which is close
to the view point adopted in this thesis. For the third approach, we actually have done
most of the work already and can turn it into a definition.
Definition 7.5.1. Let G be a kinematically irreducible graph For λ0 ∈ EG(N), the
dimensionally regularized Feynman amplitude is the meromorphic function
D ↦→ IparG (λ0, D),
with values in DbV 0G(RD)(V
0
G(RD)\LsG).
Remark 7.5.2. For Feynman graphs which are not kinematically irreducible, it is conven-
tional to set IG = 0 in dimensional regularization. In the sector decomposition approach,
these integrals are given a finite value, which luckily turns out to be zero (See [SC83] and
[Sch18]).
The above definition is not very constructive, since it is not clear, how to compute
the analytic continuation, when (λ0, D) /∈ ΛG. Using well-known properties of Mellin
transforms ([BFP14], [NP11]), one can judiciously integrate by parts and enlarge the con-
vergence domain, until the analytic parameters inside it. The result can be summarized
as follows:
Theorem 7.5.3. The dimensionally regularized amplitude can be expanded around an
integer value D0 ∈ N of the spacetime dimension as
IparG (λ
0, D0 + 2ϵ) =
∑
β
Lβ(ϵ)I
par
G (λ
β , Dβ + 2ϵ) =:
∑
β
LβIβ
where (λβ , Dβ) ∈ ZEG × Z are shifted values of the analytic parameters and dimension
and Lβ(ϵ) are rational functions in ϵ depending polynomially on the external kinematics.
Each Iβ is analytic in a neighbourhood of ϵ.
We refer to [Sch18] for details and proofs (see also [vMPS15], [Pan15]).
7.6 Parametric Discontinuity formula
As an application of the preceding results, let us derive some discontinuity formula in
the parametric representation. For simplicity, we restrict to massive 2-point graphs,
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but similar arguments work for graphs with more external vertices, when restricting to
appropriate channels.
Suppose G is a massive Feynman graph, with V extG = {va, vb}. Then the parametric
amplitude IparG (λ,D, p) ∈ DbRD(RD) is well-defined distribution in p = pa. By Lorentz
invariance, it only depends on the Minkowski square s = p2a, so we can write I
par
G (λ,D, s).
In fact, we can write the second Symanzik polynomial as ΦG(p, α) = ΦG(s, α)|s=p2a , where
ΦG(s, α) = s
2
∑
F
∏
i/∈F
αi −
(∑
i∈G
αim
2
i
)
ψG(α),
and the first sum is over all spanning 2-trees F = T1 ∪ T2, such that both components
contain one of the external vertices.
For s ∈ Ω+ in the upper half-plane, let
I˜(λ,D, s) =
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)
(
ψG(x)
ΦG(s, x)
)ωG
ψG(x)
−D
2 |Ω|XB
=:
∫
XB(R)
J˜(λ,D, s)|Ω|XB
It follows from Prop. 7.3.8 and Thm. 5.3.3 that I˜(λ,D, s) is holomorphic in s and
IparG (λ,D, s) = I˜(λ,D, s+ i0) = b(Im s>0)(I˜(λ,D, s)),
Proposition 7.6.1. There is an analytic continuation of I˜(λ,D, s) to C\R+, such that
I˜(λ,D, s− i0) = e−2piiωG
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)
(
ψG(x)
ΦG(s, x)− i0
)ωG
ψG(x)
−D
2 |Ω|XB .
Proof. Let us define I−(λ,D, s) by the same equation as for I˜(s) but for Im(s) < 0. It
follows analogously, that
I−(λ,D, s− i0) =
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)
(
ψG(x)
ΦG(s, x)− i0
)ωG
ψG(x)
−D
2 |Ω|XB .
Now let Re s < 0. Locally on XB(R)× C, we can express J˜(λ,D, s) as
J˜(λ,D, s) =
∏
γ∈B
χ
µγ−1
+ (xγ)
(
ψN (x)
ΦN (s, x)
)ωG
ψN (x)−
D
2 ,
where for x ∈ D˜N (R≥0) ⊆ XB(R≥0) we have
ReΦN (s, x) = Re
s ∑
F∈P 1N
∏
γ /∈N
x|γ|−|γ∩F |γ −
∑
(T,i)∈P 2N
m2i
∏
γ /∈N
x|γ|−|γ∩(T\i)|γ
 < 0
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It follows that J˜(λ,D, s) and thus I˜(λ,D, s) has an analytic extension to a neighbourhood
of s ∈ (−∞, 0). The same argument shows that I−(λ,D, s) extends to (−∞, 0) but the
extensions differ by a phase factor. Recall that we defined the branch of z ↦→ zωG to be
real-valued on (0,∞). With this convention, we have for s ∈ (∞, 0)
lim
ϵ→0+
I˜(λ,D, s+ iϵ) = e−2piiωG lim
ϵ→0+
I−(λ,D, s− iϵ).
as in Exam. 5.5.4.
We are interested in the jump of I˜(λ,D, s) as s crosses the ray R≥0 ⊆ C.
Definition 7.6.2. The discontinuity Disc Ipar(λ,D, s) is defined as the difference
Disc IparG (λ,D, s) = I˜(λ,D, s+ i0)− I˜(λ,D, s− i0).
Theorem 7.6.3. The discontinuity Disc IparG (λ,D, s) can be expressed as the integral
Disc IparG (λ,D, s) = (1− e−2piiωG)
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)
× (χ−ωG+ (ΦG(s, x)))ψG(x)ωG−D2 |Ω|XB
Proof. The above formulas for I˜(s+ i0) and I−(s− i0) give
Disc IparG (λ,D, s) =
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)ψG(x)
ωG−D2
× (ΦG(s, x) + i0)−ωG − e−2piiωG(ΦG(s, x) + i0)−ωG) |Ω|XB
=
∫
XB(R)
∏
γ∈B
χ
λγ−1
+ (xγ)ψG(x)
ωG−D2
× (1− e−2piiωG)χ−ωG+ (ΦG(s, x))|Ω|XB ,
where we have used the boundary value representation,
χ−ωG+ (x) =
1
1− e−2piiωG ((x+ i0)
−ωG − e−2piiωG(x− i0)−ωG),
which follows as in Exam. 5.5.4.
Remark 7.6.4. Suppose G is a massive, scalar, overall convergent graph in dimension
D0 ∈ N, i.e. λ0i = 1 for all i ∈ G, and ωγ = |γ| − D2 h1(G) > 0 for all γ ⊆ G. We have
the boundary value representation
δ(ωG−1)(x) :=
(
d
dx
)ωG−1
δ(x) =
1
−2pii
(
(x+ i0)−ωG − (x− i0)−ωG) ,
which follows directly from Exam. 5.5.6. An analogous argument gives then
Disc IparG (λ
0, D0, s) = −2pii
∫
XB(R)
(
δ(ωG−1)(ΦG(s, x))
)
ψG(x)
ωG−D2 |Ω|XB .
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