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Abstract
We provide a dynamical perspective on the classical problem of 3D point cloud
registration with correspondences. A point cloud is considered as a rigid body
consisting of particles. The problem of registering two point clouds is formulated
as a dynamical system, where the dynamic model point cloud translates and rotates
in a viscous environment towards the static scene point cloud, under forces and
torques induced by virtual springs placed between each pair of corresponding
points. We first show that the potential energy of the system recovers the objective
function of the maximum likelihood estimation. We then adopt Lyapunov analysis,
particularly the invariant set theorem, to analyze the rigid body dynamics and
show that the system globally asymptotically tends towards the set of equilibrium
points, where the globally optimal registration solution lies in. We conjecture
that, besides the globally optimal equilibrium point, the system has either three
or infinite “spurious” equilibrium points, and these spurious equilibria are all
locally unstable. The case of three spurious equilibria corresponds to generic
shape of the point cloud, while the case of infinite spurious equilibria happens
when the point cloud exhibits symmetry. Therefore, simulating the dynamics with
random perturbations guarantees to obtain the globally optimal registration solution.
Numerical experiments support our analysis and conjecture.
1 Introduction
Point cloud registration, which seeks the best 3D rigid transformation, i.e., rotation and translation,
to align two point clouds, is a fundamental problem in robotics and computer vision and finds
applications in motion estimation and 3D reconstruction [12, 5, 6, 26, 24], object recognition and
localization [8, 19, 25, 15, 21], panorama stitching [4, 22], and medical imaging [3, 18].
We revisit the simplest setup where point-to-point correspondences are known and correct. Formally,
let X = {xi}Ni=1 and Y = {yi}Ni=1,xi,yi ∈ R3, be two point clouds with N correspondences
xi ↔ yi (e.g., obtained from hand-crafted [16] or deep-learned feature matching [7]), then it is well
known that, if the noise follows isotropic Gaussian distribution, the maximum likelihood estimator
(MLE) for the rotationR ∈ SO(3)1 and translation t ∈ R3 is given by:
R?, t? = arg min
R∈SO(3),t∈R3
N∑
i=1
1
σ2i
‖yi −Rxi − t‖2 , (1)
where σi is the standard deviation of the Gaussian noise associated with the i-th correspondence.
Despite the nonconvexity of problem (1) (SO(3) is a nonconvex set), its globally optimal solution
can be computed in closed form due to Horn [13] and Arun et al. [1], by first computing the optimal
rotation using singular value decomposition (SVD) and then computing the translation analytically.
1SO(3)
.
= {R ∈ R3×3 : RTR = RRT = I3, det(R) = +1}, where Id is the identity matrix of size d.
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Although problem (1) requires all correspondences to be correct, it is the most fundamental building
block for robust estimation frameworks such as RANSAC [9], M-estimation [27] and graduated
non-convexity [20] in the presence of outlier correspondences. In addition, when no correspondences
are given, the Iterative Closest Point (ICP) algorithm alternates in finding correspondences and
updating the transformation from the solution of problem (1).
Recently, physics-based registration [10, 14, 11] has become a popular alternative to optimization-
based registration. By creating virtual forces such as gravitational force [10, 11] and electrostatic
force [14] between two point clouds, one of which is static and the other is dynamically moving (ro-
tating and translating) under the virtual forces as a rigid body of particles, point cloud registration can
be solved from simulating the differential equations derived from rigid body dynamics. The appealing
advantage of solving registration using simulation lies in its computational efficiency: the simulation
of dynamics can be efficiently performed using GPUs with rich literature on implementation and
acceleration [11]. Nevertheless, little has been analyzed about the dynamics of the moving point
cloud under virtual forces, and the convergence properties of simulation-based methods are unknown.
In fact, simulation-based techniques are also prone to getting stuck at local minima and hence good
initialization is required [14].
Contributions. In this paper, we focus on providing a theoretical understanding of the dynamical
system arising from point cloud registration and its connection to optimization-based registration.
Our first contribution is, instead of creating virtual gravitational and electrostatic forces as in previous
works [10, 14], we place virtual springs between each pair of corresponding points with the spring
coefficient proportional to the inverse of the square of the standard deviation of the noise (i.e., 1/σ2i
in (1)). Under this construction, the potential energy of the dynamical system exactly recovers the
objective function of problem (1). Our second contribution is to leverage Lyaponov theory, in particu-
lar the invariant set theorem [17], to analyze the stability of this system. We show that the system,
starting from any initial conditions, will tend to the set of equilibrium points, which must contain
the globally optimal solution of problem (1). This result is not enough to guarantee that simulating
the dynamics will converge to the globally optimal solution. Therefore, our third contribution is to
conjecture and numerically show that, besides the equilibrium point corresponding to the optimal
solution of problem (1), the system contains either three or infinite “spurious” equilibrium points,
and all spurious equilibria are locally unstable. When the point cloud has generic shape and noise
distribution, the dynamical system has three spurious equilibria, while the case of infinite spurious
equilibria happens when the point cloud exhibits symmetry. The conjecture suggests that a small
perturbation is sufficient for the system to escape these spurious “suboptimal” equilibria. In fact, our
simulation of the dynamics demonstrates that, even without perturbation, the system always converges
to the globally optimal solution of problem (1), supporting our conjecture. Moreover, numerical
experiments suggest that the rotations corresponding to the three locally unstable equilibrium points
are related to the globally optimal rotation via an additional 180◦ rotation. Although our analysis only
focuses on point cloud registration in its simplest form (1), this is the first theoretical understanding
of physics-based registration and we hope future work can be built upon this.
The rest of the paper is organized as follows. Section 2 describes the construction of a dynamical
system for point cloud registration and the expression for the rigid body dynamics. Section 3 presents
the stability analysis of the dynamical system using Lyapunov theory. Section 4 provides numerical
experiments supporting our analysis. Section 5 concludes the paper. Due to the focus of this paper,
we omit a section dedicated to related work, and point the interested readers to [24, 14] for thorough
reviews of related work on point cloud registration.
2 Dynamical Construction for Point Cloud Registration
We consider each point cloud X and Y as a collection of N particles each with mass mi = 1/σ2i
(red and blue solid circles in Fig. 1), and the particles are mutually rigidly connected via massless
links (red and blue lines in Fig. 1). We are given the coordinates of the particles xi,yi at t = 0 (with
slight abuse of notation, we also use xi and yi to refer to the particles). The center of mass (CM)
of Y is located at y¯ = ∑Ni=1miyi/M , and the CM of X is located at x¯ = ∑Ni=1mixi/M , where
M
.
=
∑N
i=1mi is the total mass of Y (also the total mass of X ). Without loss of generality, we
assume y¯ = 0 and Y is already centered at zero.2 As shown in Fig. 1, we then attach a fixed global
2Otherwise, we can shift every point by y¯: yi ← yi − y¯,xi ← xi − y¯.
2
coordinate frame Y to the CM of Y , and attach a moving coordinate frame X to the CM of X . Point
cloud Y is static for all t ≥ 0 and point cloud X is allowed to move.
Virtual springs and damping. We place a virtual spring with coefficient ki
.
= 2/σ2i between each
pair of corresponding particles xi and yi, and we assume that the particles are subject to viscous
damping with constant coefficient µ > 0. Under spring forces and viscous damping, X will undergo
rigid body dynamics and moves in the virtual environment.
State space of the dynamical system. We use the following states to describe the dynamical system
(blue symbols in Fig. 1): (i) x¯Y (t) ∈ R3, the position of the CM of X in the coordinate frame Y ; (ii)
R(t)
.
= RYX(t) ∈ SO(3), the relative orientation between frame X and frame Y ; (iii) v¯Y (t) ∈ R3,
the velocity of the CM of X in frame Y ; (iv) ωX(t) ∈ R3, the angular velocity of X w.r.t. its
CM in its body frame X . In order to describe the position and velocity of each particle xi, we use
x˜i
.
= xXi − x¯X = xi − x¯ to denote the relative position of each particle w.r.t. the CM in frame X ,
which is constant for all t ≥ 0 by definition. Then the position of each particle xi in the frame Y can
be expressed as:
xYi (t) = R(t)x˜i + x¯
Y (t). (2)
With this construction, we consider the following initial condition for the dynamical system:
xYi (0) = xi, x¯
Y (0) = x¯ =
∑N
i=1mixi
M
, v¯Y (0) = 0, R(0) = I, ωX(0) = 0, (3)
which means that point cloud X is at rest position and frame X is axis-aligned with frame Y (with
an offset in the location of the CM).
Forces and torques. We now derive the total force and torque applied on X induced by the virtual
springs and damping. The force acting on each point xi, expressed in frame Y , is:
fYi = ki(yi − xYi )− µmivYi = ki(yi −Rx˜i − x¯Y )− µmi(R(ωX × x˜i) + v¯Y ), (4)
where we have assumed the damping force is also proportional to the mass mi of the particle.3 Hence
the total force is:
fY =
N∑
i=1
fYi =
N∑
i=1
ki
(
yi −Rx˜i − x¯Y
)− µM v¯Y , (5)
where we have used:
N∑
i=1
µmiR(ω
X × x˜i) =
N∑
i=1
µRωX × (mix˜i) = µRωX ×
(
N∑
i=1
mix˜i
)
= 0. (6)
due to the definition of x˜i = xi− x¯. From the expression of fYi in eq. (4), we can find the expression
of fXi :
fXi = R
TfYi = ki
(
RTyi − x˜i −RTx¯Y
)− µmi (ωX × x˜i +RTv¯Y ) . (7)
Hence, we can compute the total torque:
τX =
N∑
i=1
x˜i × fXi =
N∑
i=1
(
ki [x˜i]×R
T
(
yi − x¯Y
)− µmi [x˜i]× [ωX]× x˜i) , (8)
where we have used:
N∑
i=1
µmix˜i × (RTv¯Y ) = µ
(
N∑
i=1
mix˜i
)
× (RTv¯Y ) = 0, (9)
for the same reason as (6). In the expression (8), the linear map [x]× maps x ∈ R3 to the following
skew-symmetric matrix:
[x]× =
[
0 −x3 x2
x3 0 −x1
−x2 x1 0
]
, (10)
and we have the equality that x× y = [x]× y for any y ∈ R3.
Dynamics of the system. Now we are ready to introduce the dynamics of the system.
3Under the assumption that the particles have equal density, then larger mass implies larger volume, and
hence larger damping force.
3
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Figure 1: Point cloud registration as a dynamical system with virtual spring forces. By placing a
virtual spring with coefficient ki = 2/σ2i between each pair of points (xi,yi), the static scene Y
(red) attracts the moving model X (blue) to optimal alignment via virtual forces and torques. The
energy of the system is dissipated through viscous damping with constant coefficient µ.
Proposition 1 (Dynamics of Point Cloud Registration). Using
(
x¯Y ,R, v¯Y ,ωX
)
as the state space
of X , the differential equations that describe the dynamics of X are:
˙¯xY = v¯Y
R˙ = R
[
ωX
]
×
M a¯Y = fY
JαX = τX − ωX × JωX
, (11)
where a¯Y .= ˙¯vY is the linear acceleration of X in frame Y , αX .= ω˙X is the angular acceleration
of X in frame X , J = −∑Ni=1mi [x˜i]2× ∈ R3×3 is the inertia matrix of X w.r.t. its CM, and
fY , τX are the total force and torque in (5) and (8). Further, let r = vec (R) ∈ R9, and use
s = [x¯Y ; r; v¯Y ;ωX ] ∈ R18 to denote the vector of states, we also write s˙ = F(s) to denote the
nonlinear dynamics in (11).
Proposition 1 is straightforward from Newton-Euler equations for rigid body dynamics [2]. We note
that the inertia matrix J is symmetric positive definite and invertible when there are at least three
noncollinear points in X .
3 Stability Analysis
In this section, we apply Lyapunov theory, in particular the invariant set theorem, to analyze the
stability of the nonlinear dynamics s˙ = F(s) in (11). We first introduce some preliminaries.
Definition 2 (Invariant Set [17]). A set I is an invariant set for a dynamic system if every system
trajectory which starts from a point in I remains in I for all future time.
A first trivial example for an invariant set is the entire state space, and a second trivial example for an
invariant set is an equilibrium point, i.e., a point at which s˙ = 0. The following theorem establishes
when the dynamical system will converge to an invariant set.
Theorem 3 (Global Invariant Set Theorem [17]). Consider the dynamical system s˙ = F(s), with F
continuous, and let V (s) be a scalar function with continuous first partial derivatives. Assume that
(i) V (s)→∞ as ‖s‖→ ∞; (ii) V˙ (s) ≤ 0 over the entire state space. LetR be the set of all points
where V˙ (s) = 0, and I be the largest invariant set inR. Then all trajectories of the system globally
asymptotically converge to I as t→∞.
The crux of Theorem 3 is to find a scalar function V (s), often referred to as the Lyapunov function or
the energy function, and the set V˙ (s) = 0 defines an interesting set. Interestingly, by choosing V (s)
to be the total energy of the system, we obtain the following result.
Proposition 4 (Convergence to Equilibria). Let V (s) = Vk(s) + Vp(s) be the total energy of the
dynamical system s˙ = F(s) described in (11), where Vk(s) is the total kinetic energy and Vp(s)
4
is the total potential energy. Then (i) Vp(s) exactly recovers the objective function of problem (1);
(ii) all trajectories of the system globally asymptotically converge to the set of equilibrium points
E = {s : s˙ = F(s) = 0}, where the total force and torque both vanish, and the origin of X aligns
with the origin of Y , i.e., x¯Y = y¯ = 0.
Proof. The total kinetic energy of the system is:
Vk(s) =
N∑
i=1
mi
2
∥∥vYi ∥∥2 = N∑
i=1
mi
2
∥∥v¯Y +R (ωX × x˜i)∥∥2 = M
2
∥∥v¯Y ∥∥2 + 1
2
(
ωX
)T
JωX , (12)
where the first term is the translational energy and the second term is the rotational energy w.r.t. its
CM. The total potential energy of the system comes purely from spring forces:
Vp(s) =
N∑
i=1
ki
2
∥∥yi −Rx˜i − x¯Y ∥∥2 , (13)
which exactly recovers the objective function of problem (1) because ki = 2/σ2i .
4 The Lyapunov
function is the total energy:
V (s) = Vk(s) + Vp(s) =
M
2
∥∥v¯Y ∥∥2 + 1
2
(
ωX
)T
JωX +
N∑
i=1
ki
2
∥∥yi −Rx˜i − x¯Y ∥∥2 , (14)
which apparently satisfies V (s)→∞ as ‖s‖→ ∞.5 We then compute the derivative of V (s), using
the dynamic equations (11). The derivative of the kinetic energy is:
V˙k(s) =
(
v¯Y
)T (
M a¯Y
)
+
(
ωX
)T (
JαX
)
=
(
v¯Y
)T
fY +
(
ωX
)T (
τX − ωX × JωX) (15)
=(v¯Y )
T
(
∑
i ki(yi−Rx˜i−x¯Y )−µM v¯Y )+(ωX)
T
(∑
i
(
ki[x˜i]×R
T(yi−x¯Y )−µmi[x˜i]×[ωX ]×x˜i
))
(16)
=−µM‖v¯Y ‖2−µ(ωX)TJ(ωX)+∑i ki(v¯Y )T(yi−Rx˜i−x¯Y )+∑i ki(R[ωX ]×x˜i)T(yi−x¯Y ), (17)
and the derivative of the potential energy is:
V˙p(s) =
∑
i
ki
(
yi −Rx˜i − x¯Y
)T (−R [ωX]× x˜i − v¯Y ) , (18)
and therefore the derivative of the total energy is:
V˙ (s) = −µM‖v¯Y ‖2−µ (ωX)T J (ωX) ≤ 0. (19)
We remark that one can obtain V˙ (s) in (19) directly from physics: V˙ (s) is the energy dissipation rate,
and the only energy dissipation of this system comes from viscous damping. From the expression
of V˙ (s), we know the set R = {s : V˙ (s) = 0} is precisely the set R = {s : v¯Y = 0,ωX = 0}
because V˙ (s) = 0 if and only if both velocities v¯Y and ωX vanish. Now consider the invariant set
within R: because both v¯Y = 0 and ωX = 0, for any point to stay inside R, the translational and
rotational accelerations must be zero, i.e., a¯Y = 0, αX = 0. In other words, the largest invariant
set in R is precisely the set of equilibrium points E = {s : s˙ = F(s) = 0}, and from the global
invariant set theorem 3, we know that the system tends towards E from any initial state. Eventually,
from the dynamics (11), we know that any point in E satisfies:
E :

∑N
i=1 ki
(
yi −Rx˜i − x¯Y
)
= 0∑N
i=1 ki [x˜i]×R
T
(
yi − x¯Y
)
= 0
v¯Y = 0
ωX = 0
=⇒ E :

x¯Y = y¯ = 0∑N
i=1 ki [x˜i]×R
Tyi = 0
v¯Y = 0
ωX = 0
, (20)
where the total force and torque applied on X are both zero. From the second equation in (20), we
know that the origin of X aligns with the origin of Y . 
4Note that since x˜i = xi − x¯, we have yi −Rx˜i − x¯Y = yi −Rxi −
(
x¯Y −Rx¯). Therefore, we can
simply let t = x¯Y −Rx¯ to recover problem (1).
5Because there are at least three noncollinear measurements xi’s, there are at least three nonparallel x˜i’s.
Hence, as R→∞, at least one of the ‖Rx˜i‖ will go to infinity.
5
An immediate corollary states that the unique globally optimal minimizer of the potential energy
Vp written in (13) (and hence, the globally optimal solution to problem (1)) lies inside the set of
equilibrium points.
Corollary 5 (Global Optimizer). If the measurements contain at least three noncollinear points
xi’s, then the potential energy Vp in (13) admits a unique global minimizer (x¯Y ?,R?). Let s? =
[x¯Y ?; r?;03×1;03×1], then s? is contained in the set of equilibrium points E = {s : s˙ = F(s) = 0}.
Proof. From [13], we know that the potential energy admits a unique closed-form global optimizer
when there are at least three noncollinear measurements. Since v¯Y = 0,ωX = 0 is the unique
minimizer of the kinetic energy Vk in (12), it follows that s? is the unique global minimizer of the
total energy V . Clearly V˙ (s?) = 0 and s? ∈ R. Therefore s? ∈ E must hold. Otherwise, suppose
s? 6∈ E , and s? becomes sˆ at the next time step. From V˙ ≤ 0, we have V (sˆ) ≤ V (s?), contradicting
the fact that s? is the unique global minimizer of V . 
Proposition 4 and Corollary 5 together imply that the dynamical system (11) will globally asymptoti-
cally tend to the set of equilibrium points, which contains the unique global minimizer of the potential
energy as a specific solution. However, this result is insufficient to conclude that simulating the
dynamics (11) can solve the optimization problem (1), because there could exist many equilibrium
points. The next conjecture states that the system does have spurious equilibrium points other than
the global minimizer in Corollary 5, but all spurious equilibrium points are locally unstable.
Conjecture 6 (Characterization of Equilibria). Besides the equilibrium point corresponding to the
global minimizer of the energy function as stated in Corollary 5, the dynamical system s˙ = F(s)
in (11) has either three or infinite spurious equilibrium points. Moreover,
(i) when the point cloud has generic shape, i.e., all points xi are randomly generated, the
system has three spurious equilibria, and the rotations at all three equilibria differ from the
globally optimal rotation by 180◦;
(ii) when the point cloud exhibits symmetry, the system has infinite spurious equilibria;
(iii) all spurious equilibria are locally unstable.
Proof. We provide a graphical proof for (ii) in the case of N = 3 and N = 4, as shown in Fig. 2.
When N = 3 (Fig. 2(a)), consider both X (blue) and Y (red) are equilateral triangles with l being the
length from the vertex to the center. Assume the particles have equal masses such that the CM is also
the geometric center O, and all virtual springs have equal coefficients. X is obtained from Y by first
rotating counter-clockwise (CCW) around O with angle θ, and then flipped about the line that goes
through point 1 and the middle point between point 2 and 3. We will show that this is an equilibrium
point of the dynamical system for any θ. When the CM of X and the CM of Y aligns, we know the
forces fi, i = 1, 2, 3 are already balanced. It remains to show that the torques τi, i = 1, 2, 3 are also
balanced for any θ. τ1 and τ3 applies clockwise (CW, cyan) and the value of their sum is:
‖τ1 + τ3‖= ‖τ1‖+‖τ3‖= kl2 (sin θ + sinβ) = kl2
(
sin θ + sin
(
θ +
2pi
3
))
= kl2 sin
(
θ +
pi
3
)
, (21)
and τ2 applies CCW (green) and its value is:
‖τ2‖= kl2 sinα = kl2 sin
(
2pi
3
− θ
)
= kl2 sin
(
θ +
pi
3
)
. (22)
Therefore, the torques cancel with each other and the configuration in Fig. 2(a) is an equilibrium
state for all θ. However, it is easy to observe that this type of equilibrium is unstable because any
perturbation that drives point 2 out of the 2D plane will immediately drives the system out of this
type of equilibrium. When N = 4, one can verify that same torque cancellation happens:
‖τ1‖= kl2 sinβ = kl2 sin
(
θ +
pi
2
)
= kl2 sin
(pi
2
− θ
)
= kl2 sinα = ‖τ3‖, (23)
and the system also has infinite locally unstable equilibria. 
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Figure 2: Examples of symmetric point clouds: (a) an equilateral triangle and (b) a square. The
dynamical system has infinite equilibrium points.
The (partial) proof above justifies (ii). To verify (i) of Conjecture 6, we numerically solve the
equilibrium equations (20), and compute the eigenvalues of the JacobianA = ∂F/∂s at each of the
solutions. From Lyapunov’s linearization method [17], if the JacobianA has at least one eigenvalue
strictly in the right-half complex plane, then it serves as a certificate for local instability of the
equilibrium point. In Section 4, we show that solving the system of polynomial equations (20) always
yields four solutions, and the JacobianA at three of the spurious solutions always has eigenvalues
with positive real parts.
If Conjecture 6 were true, then simulating the dynamics has high probability of converging to
the globally optimal solution. In addition, if the simulation does converge to a locally unstable
equilibrium, then computing the Jacobian can inform this unexpected convergence and adding a small
perturbation can help the simulation escape this locally unstable equilibrium until it reaches the true
global optimizer. In fact, in Section 4, all the experiments converge to the global optimizer.
4 Numerical Experiments
4.1 Characterization of Equilibria
We first run numerical experiments to justify Conjecture 6. At each Monte Carlo run, we first
randomly generate a point cloud X , where each point follows an isotropic Gaussian distribution
with standard deviation 1, i.e., xi ∼ N (0, I3). Then we randomly samples a rotation matrixR and
a translation vector t ∼ N (0, I3), and obtain the point cloud Y by: yi = Rxi + t + i, where
i ∼ N (0, σ2i I3) models the Gaussian noise with σi = 0.01. Then we shift bothX and Y by y¯ so thatY is centered at the origin, so that the ground-truth transformation is now: R◦ = R, t◦ = t+Ry¯− y¯.
We then use Matlab to solve the second equation in (20):
∑N
i=1 ki [x˜i]×R
Tyi = 0, together with
the constraint thatR ∈ SO(3), which boils down to a set of quadratic polynomial equalities in the
entries ofR (see e.g., [23] for the expressions). This gives us the set of equilibrium points E . At each
Monte Carlo run, we also obtain the closed-form solutionR?, t? using the method from [13].
We run 50 Monte Carlo runs, and we find that, (i) the set E always contains four equilibrium
points; (ii) the Jacobian A at the four equilibrium points has zero, one, two and three eigenvalues
strictly on the right-half complex plane, respectively. Fig. 3 provides the superimposed scatter
plots of the eigenvalues on the complex plane. This clearly shows that there are three equilibrium
points that are locally unstable; (iii) moreover, we compute the angular error between the rotation
estimations at the four equilibrium points, denoted Rˆ, and the closed-form rotation R?, which is
|arccos((tr(RˆTR?)−1)/2)|. We find that the three locally unstable equilibrium points yield rotation
errors that are always 180◦, and the equilibrium point that has no eigenvalues with positive real
parts always produces exactly R?, i.e., rotation errors of 0◦. These observations strongly support
Conjecture 6. In addition, it suggests that the set of equilibrium points contains the globally optimal
7
(a) Zero eigenvalue with
positive real parts.
(b) One eigenvalue with
positive real parts.
(c) Two eigenvalues with
positive real parts.
(d) Three eigenvalues with
positive real parts.
Figure 3: Eigenvalues of the Jacobian matrixA on the complex plane, plotted from 50 Monte Carlo
runs. (a) Eigenvalues of the Jacobian matrixA at the globally optimal equilibrium, all eigenvalues
are on the left-half plane. (b) Eigenvalues of the Jacobian matrix A at the first locally unstable
equilibrium, one eigenvalue lies strictly on the right-half plane. (c) Eigenvalues of the Jacobian matrix
A at the second locally unstable equilibrium, two eigenvalues lie strictly on the right-half plane. (d)
Eigenvalues of the Jacobian matrixA at the third locally unstable equilibrium, three eigenvalues lie
strictly on the right-half plane. Each Monte Carlo run generates a transparent set of circles indicating
the locations of the eigenvalues (opaque circles imply multiple occurrences of the same eigenvalue).
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Figure 4: Simulation of the dynamics. (a) Boxplot of rotation estimation errors over 100 Monte Carlo
runs, using both the closed-form solution [13] and the simulation of dynamics (11). (b) An example
convergence plot of the total energy V and the potential energy Vp w.r.t. simulation time.
solutionR? and three other solutions that are generated fromR? by an additional rotation of 180◦
around some axis, and these solutions preserve torque balance.
4.2 Simulation of the Dynamics
We then simulate the dynamics in (11) with constant time step size 0.01s to solve 100 random
instances of point cloud registration generated by the same procedure as in Section 4.1. At each
time step, we project the matrixR(t+1) = R(t) + dt · R˙ to SO(3) to make sure it is a valid rotation
matrix. We stop the simulation when ‖s˙‖< 10−4. Fig. 4(a) shows the statistics of rotation errors
over 100 Monte Carlo runs, demonstrating that the system always escapes the three locally unstable
equilibrium points and converges to the globally optimal solution. Fig. 4(b) plots a typical example
of the trajectories of the total energy V and total potential energy Vp w.r.t. time. We see that the total
energy is always non-increasing, but the potential energy Vp oscillates and eventually reaches its
global minimum. From the lens of optimization, the simulation method can be seen as first building
an upper bound (the total energy) for the target objective function (the potential energy), and then
minimizing the upper bound. In this case, the upper bound eventually becomes tight.
8
5 Conclusions
In conclusion, we provide the first theoretical understanding of using dynamics-based simulation to
solve point cloud registration. We treat point clouds as rigid bodies that contain a finite collection of
particles and we treat registration as the process of one point cloud moving towards the other point
cloud under forces and torques induced by virtual springs and viscous damping. We show that the
total potential energy of the dynamical system recovers the objective function in maximum likelihood
estimation. We then leverage the invariant set theorem to show that the system converges to the set
of equilibrium points, of which one equilibrium point corresponds to the global optimizer of the
maximum likelihood estimation. Further, supported by numerical experiments, we conjecture that,
besides the globally optimal equilibrium point, the system contains either three or infinite spurious
equilibrium points, and all spurious equilibria are locally unstable. This suggests that running the
simulation can always obtain the global optimizer. Future work includes extending the analysis to the
case where correspondences are corrupted by outliers.
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