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a b s t r a c t
In this paper we introduce a method for the numerical solutions of initial value problems,
that combines finite differences with Simpson’s rule. The effectiveness of the method is
proved by solving, in one spatial dimension, a stiff and convection-dominated transport
problem. To solve the same problem in two spatial dimensions, the proposed method was
used successfully in combination with Strang’s operator decomposition method.
© 2011 Published by Elsevier Ltd
1. Introduction
In this paper we introduce a stable, effective and simple method to find numerical approximations to the solutions of
initial value problems. This method transforms such problems into an equivalent problem of solving systems of integral
equations, and then approximates the involved time-dependent definite integrals by trapezoidal rule and the spatial definite
integrals by Simpson’s rule.
Usually, when convection dominates the transport process, the combination of a standard spatial discretization method
with classical, time-stepping schemes of second-order accuracy, fails to produce satisfactory numerical results. Actually,
in highly convective problems, the classical low-order time integration methods effectively combine with the standard
spatial discretization methods (finite differences or finite element method), only for small values of the time step, thus
severely reducing the utility of such integration schemes in practical applications [1, p. 249]. On the contrary, even though
the proposedmethod uses a low-order temporal approximation (trapezoidal rule), it combines verywell with the low-order
spatial approximation (Simpson’s rule combined with central finite differences), to efficiently provide sufficiently accurate
results. Up until now, the solution of such problems have been attempted by using high-order accuratemethods, but it seems
that better solutions are obtained with high simplicity rather than high accuracy.
To prove the effectiveness of the proposed scheme, we first applied it to solve a stiff, one spatial dimension, convection-
dominated transport problem. To solve the same problem in two spatial dimensions, the proposed method was used
successfully in combination with Strang’s operator decomposition method.
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2. The proposed method
Given the following initial value problem:
∂φ
∂t
= Aφ, t ∈ (0, T ] , (1)
where T > 0, with the initial condition
φ(x, 0) = g(x), (2)
where A is a spatial differential operator, the proposed method provides a time and spatial discretization scheme, that allows
us to obtain approximated values of the solution to such problems at predetermined points of a temporal–spatial mesh.
Let us first present the proposed method for solving (1)–(2) with the boundary conditions:
φ(0, t) = φ1(t) and φ(L, t) = φ2(t), (3)
where φ = φ(x, t), x ∈ [0, L], is a function of only one spatial variable. In that case, in accordance with the proposedmethod,
to solve (1)–(3) the following is necessary:
(a) To divide the interval [0, T ] into a uniform partition

t0, t1, t2, . . . , tq

with step size 1t = T/q, and to divide the
interval [0, L] into a uniform partition {x0, x1, x2, . . . , xm} with step size1x = L/m, where (xi, tn), i = 0, 1, 2, . . . ,m, and
n = 0, 1, 2, . . . , q, are the points where the solution values are needed. We will denote φ(xi, tn) by φni , where xi = i1x and
tn = n1t .
(b) Then, given the value φ(x, 0) = g(x) of the solution at t0 = 0, for n = 0, 1, 2, . . . , q − 1, the values φn+1i , i =
1, 2, 3, . . . ,m− 1, are obtained recursively from the values φni , by solving the following system of equations:∫ xi+2
xi
dx
∫ tn+1
tn
∂φ
∂t
dt =
∫ tn+1
tn
dt
∫ xi+2
xi
Aφ dx, i = 0, 1, 2, . . . ,m− 2. (4)
The values φn+10 and φn+1m are known by the boundary conditions. Eqs. (4) are obtained by integrating (1) once with respect
to each independent variable. The upper limit of the spatial iterated integrals is xi+2 because, in the end, those integrals will
be evaluated with Simpson’s rule. The upper limit of the temporal iterated integrals is tn+1 because those integrals will be
evaluated with trapezoidal rule.
(c) Calculating the second iterated integrals for each side of Eqs. (4), it follows:∫ xi+2
xi
[φ(x, tn+1)− φ(x, tn)]dx =
∫ tn+1
tn
[Bφ(xi+2, t)− Bφ(xi, t)]dt i = 0, 1, 2, . . . ,m− 2; (5)
where B is the spatial differential operator obtained as follows:
Bφ =
∫
Aφ dx, (6)
whenever it is well defined. Eqs. (5) are equivalent to corresponding Eqs. (4), but Eqs. (5) have the advantage that the orders
of all their partial derivatives are less than the orders of the corresponding partial derivatives contained in (4). The solutions of
(5) are the accurate values φn+1i , of the solution of (1)–(3), in the points {x1, x2, . . . , xm−1} of the spatial mesh, at tn+1.
(d) Finally, the partial derivatives still contained in the integrals (5) are approximated with central differences, the
resulting spatial indefinite integrals are approximated by using Simpson’s rule, and the resulting time-dependent integrals
are evaluated with trapezoidal rule. In this way, a system of (m− 1)(m− 1) algebraic equations is obtained, whose solution
provides approximated values of the solution of (1)–(3), in the points {x1, x2, . . . , xm−1} of the spatial mesh, at tn+1.
3. One-dimensional convection–diffusion problem
To prove the effectiveness of the proposed scheme, we first consider its application to solve the one spatial dimension,
stiff and convection-dominated transport problem, defined by the following equation [1, 263]:
∂φ
∂t
+ a∂φ
∂x
= ν ∂
2φ
∂x2
, x ∈ (0, L), t ∈ (0, T ], (7)
where L, T > 0, with the initial condition
φ(x, 0) = g(x) = 2.5
σ
exp
[
− (x− x0)
2
2σ 2
]
, (8)
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Fig. 1.
and the boundary conditions:
φ(0, t) = φ1(t) = 2.5√
σ 2 + 2νt exp
[
− (−x0 − t)
2
2(σ 2 + 2νt)
]
,
φ(L, t) = φ2(t) = 2.5√
σ 2 + 2νt exp
[
− (150− x0 − t)
2
2(σ 2 + 2νt)
]
, (9)
where T = 304, L = 150, a = 1.0, ν = 0.01, σ = 3.5, x0 = 20.1x = 0.1 and1t = 0.4were used for spatial and temporal
discretization.
Eqs. (7)–(9)model the displacement of a pulse across a fluid by combined effects of convection anddiffusion. This problem
is stiff [2, Salcedo-Ruiz and Sánchez-Bernabe 2006], i.e. the solution to be computed is slowly varying but a perturbation exists
which is strongly varying. The presence of such perturbation complicates the numerical computation of the slowly varying
component. Besides, the solution is looking for a great domain (0, 150)× (0, 304] and, as a consequence of the resulting:
Pe = local Peclet number = a1x
2ν
= 5.0 > 1,
that problem is convection-dominated, which adds new difficulties.
In accordance with the proposed method, to solve (7)–(9) it is necessary, for each n = 0, 1, 2, . . . , q − 1, to solve the
following system of equations:∫ xi+2
xi
dx
∫ tn+1
tn
∂φ
∂t
dt + a
∫ tn+1
tn
dt
∫ xi+2
xi
∂φ
∂x
dx = ν
∫ tn+1
tn
dt
∫ xi+2
xi
∂2φ
∂x2
dx, i = 0, 1, 2, . . . ,m− 2. (10)
Calculating the second iterated integrals for each side of Eqs. (10), it follows:∫ xi+2
xi
[φ(x, tn+1)− φ(x, tn)]dx+ a
∫ tn+1
tn
[φ(xi+2, t)− φ(xi, t)]dt
= ν
∫ tn+1
tn
[
∂φ
∂x
(xi+2, t)− ∂φ
∂x
(xi, t)
]
dt, i = 0, 1, 2, . . . ,m− 2. (11)
Finally, the partial derivatives still contained in the integrals (11) are approximated with central differences, the resulting
spatial indefinite integrals are approximated using Simpson’s rule, and the resulting temporal indefinite integrals are evaluated
with trapezoidal rule. In this way, a system of (m − 1)(m − 1) algebraic equations is obtained, whose solution provides
approximated values of the solution of (7)–(9), in the points {x1, x2, . . . , xm−1} of the spatial mesh, at tn+1. In Fig. 1, the
obtained pulse positions at different moments are graphically shown (the pulse is reflected and damped at the boundaries).
4. Operator decomposition methods
Given the initial value problem (1)–(2), in the case that A can be decomposed in a sum of simpler operators Ai, as follows:
A = A1 + A2 + · · · + AM , (12)
then the operator decomposition methods provide time discretization schemes that allow us to obtain approximated values
of the solution to that problem, at predetermined moments [3–5]. In accordance with those methods, given the value
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φ(x, 0) = g(x) of the solution at t0 = 0, φn+1 is obtained recursively from φn by solving a specific amount of simpler
problems of the form:
dvi
dt
= Aivi, t ∈

tk, tk+1
 ⊆ tn, tn+1 . (13)
In the case M = 2, the so-called Strang’s decomposition method approaches the solution of (1)–(2), on the interval
tn, tn+1

, by solving the next three problems [6, Strang 1968]:
dv
dt
= A1v, t ∈

tn, tn+1/2

,
with v(tn) = φn,
and considering φn+1/2 = v(tn+1/2), (14)
du
dt
= A2u, t ∈

tn, tn+1

,
with u(tn) = v(tn+1/2), (15)
dv
dt
= A1v, t ∈

tn+1/2, tn+1

,
with v(tn+1/2) = u(tn+1),
and considering φn+1 = v(tn+1). (16)
The splitting scheme (14)–(16) is exact if exp(A1t) and exp(A2t) commute. In the general case in which exp(A1t) and
exp(A2t) are not commutative, Strang’s scheme is of second order with respect to time.
To solve problem (7)–(9) with the proposedmethod described in Section 2 combined with Strang’s method, the operator
Aφ = −a∂φ
∂x
+ ν ∂
2φ
∂x2
, (17)
was decomposed as follows:
A = A1 + A2 (18)
A1φ = −a∂φ
∂x
, A2φ = ν ∂
2φ
∂x2
, (19)
and the resulting partial problems were solved with the proposed method described in Section 2. The results obtained
this way were the same as the results obtained in Section 3, but, in this case, the operator decomposition method does
not provide any advantages. Actually, the combination of the proposed method with Strang’s operator decomposition method
provides great advantages, when it is used to solve two and three spatial dimension problems, as will be shown in the next
section.
5. Two-dimensional convection–diffusion problem
The proposedmethod in combination with Strang’s operator decompositionmethodwas successfully used to solve a problem
similar to (7)–(9), when φ = φ(x, y, t) is a function of two spatial variables, and A is a spatial differential operator that can
be decomposed in the form:
A = A1 + A2, (20)
where A1 includes only x-derivatives and A2 includes only y-derivatives.
In that case, problem (7)–(9) can be written as follows:
∂φ
∂t
= −a∂φ
∂x
+ ν ∂
2φ
∂x2
− a∂φ
∂y
+ ν ∂
2φ
∂y2
,
x ∈ (0, Lx), y ∈ (0, Ly), t ∈ (0, T ], (21)
where Lx, Ly, T > 0. The initial condition is given by
φ(x, y, 0) = g(x, y) = 2.5
σ
exp
[
− (x− x0)
2 + (y− y0)2
2σ 2
]
, (22)
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and defining c0 = 2.5/
√
σ 2 + 2νt the boundary conditions are
φ(0, y, t) = φ1(y, t) = c0 exp
[
− (−x0 − t)
2 − (y− y0 − t)2
2(σ 2 + 2νt)
]
, (23)
φ(x, 0, t) = φ2(x, t) = c0 exp
[
− (x− x0 − t)
2 − (−y0 − t)2
2(σ 2 + 2νt)
]
, (24)
φ(Lx, y, t) = φ3(y, t) = c0 exp
[
− (Lx − x0 − t)
2 − (y− y0 − t)2
2(σ 2 + 2νt)
]
, (25)
φ(x, Ly, t) = φ4(x, t) = c0 exp
[
− (x− x0 − t)
2 − (Ly − y0 − t)2
2(σ 2 + 2νt)
]
, (26)
where T = 120, Lx = Ly = 150, a = 1.0, ν = 0.01, σ = 3.5, x0 = y0 = 20. It was used1x = 1y = 0.1; and1t = 0.4; for
spatial and temporal discretization.
To solve that problem with the proposed method described in Section 2 combined with Strang’s method, the operator
Aφ = −a∂φ
∂x
+ ν ∂
2φ
∂x2
− a∂φ
∂y
+ ν ∂
2φ
∂y2
, (27)
was decomposed as follows:
A = A1 + A2 (28)
A1φ = −a∂φ
∂x
+ ν ∂
2φ
∂x2
, A2φ = −a∂φ
∂y
+ ν ∂
2φ
∂y2
. (29)
Then, given the value φ(x, y, 0) = g(x, y) of the solution at t0 = 0, φn+2 is obtained recursively from φn as follows
m = Lx/1x, p = Ly/1y

:
(a) Solving the next one-dimensional problems for j = 1 to j = p− 1:
∂v(x, yj, t)
∂t
= −a∂v(x, yj, t)
∂x
+ ν ∂
2v(x, yj, t)
∂x2
, t ∈ tn, tn+1/2 ,
with v(xi, yj, tn) = φ(xi, yj, tn), i = 0, 1, 2, . . . ,m. (30)
(b) Then solving for i = 1 to i = m− 1:
∂u(xi, y, t)
∂t
= −a∂u(xi, y, t)
∂y
+ ν ∂
2u(xi, y, t)
∂y2
, t ∈ tn, tn+1 ,
with u(xi, yj, tn) = v(xi, yj, tn+1/2), j = 0, 1, 2, . . . , p. (31)
(c) Solving for j = 1 to j = p− 1:
∂v(x, yj, t)
∂t
= −a∂v(x, yj, t)
∂x
+ ν ∂
2v(x, yj, t)
∂x2
, t ∈ tn+1/2, tn+1 ,
with v(xi, yj, tn+1/2) = u(xi, yj, tn+1), i = 0, 1, 2, . . . ,m. (32)
(d) Solving for i = 1 to i = m− 1:
∂u(xi, y, t)
∂t
= −a∂u(xi, y, t)
∂y
+ ν ∂
2u(xi, y, t)
∂y2
, t ∈ tn+1, tn+3/2 ,
with u(xi, yj, tn+1) = v(xi, yj, tn+1), j = 0, 1, 2, . . . , p. (33)
(e) Solving for j = 1 to j = p− 1:
∂v(x, yj, t)
∂t
= −a∂v(x, yj, t)
∂x
+ ν ∂
2v
∂x2
, t ∈ tn+1, tn+2 ,
with v(x, yj, tn+1) = u(xi, yj, tn+3/2), i = 0, 1, 2, . . . ,m. (34)
(f) Solving for i = 1 to i = m− 1:
∂u(xi, y, t)
∂t
= −a∂u(xi, y, t)
∂y
+ ν ∂
2u(xi, y, t)
∂y2
, t ∈ tn+3/2, tn+2 ,
with u(xi, yj, tn+3/2) = v(xi, yj, tn+2), j = 0, 1, 2, . . . , p (35)
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and considering:
φ(xi, yj, tn+2) = u(xi, yj, tn+2), i = 1, 2, 3, . . . ,m, j = 1, 2, 3, . . . , p. (36)
In problems (30)–(32), operators A1 and A2 are applied in inverse order of the order used for problems (33)–(35). The
resulting problems (30)–(35), are one spatial dimensional problems and were solved with the proposed method described
in Section 2. In Fig. 2, the obtained pulse positions at different moments are graphically shown.
6. Conclusions
Wehave developed a newmethod for numerical approximations of the solutions of initial value problems, that combines
the use of quadratures with finite differences. The method is stable, effective and simple. Especially, when combined with
operator decomposition methods, it allows one to solve, using an ordinary PC and very simple codes, complex problems to
which the solutions usually require great computational resources.
Even though the kind of two-dimensional example showed in Section 5 have a rectangular spatial domain, the method
works with nonrectangular spatial domains as well. This is because it only requires to solve successive one-dimensional sub-
problems; and, as can be seen from Sections 2 and 5, independently of the domain geometry, solutions of these sub-problems
in the points of the spatial mesh at moment tn+1, only requires the values of the solution in the nodes of the spatial mesh
at moment tn, and the values of the solution in the two boundary points at moment tn+1. Of course, in all cases the spatial
domain must be divided with a rectangular mesh whose boundary rectangles all must have its outermost nodes on the
domain boundary.
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