Photometric stereo is a method that seeks to reconstruct the normal vectors of an object from a set of images of the object illuminated under different light sources. While effective in some situations, classical photometric stereo relies on a diffuse surface model that cannot handle objects with complex reflectance patterns, and it is sensitive to non-idealities in the images. In this paper, we propose a novel approach to photometric stereo that relies on dictionary learning to produce robust normal vector reconstructions. Specifically, we develop two formulations for applying dictionary learning to photometric stereo. We propose a model that applies dictionary learning to regularize and reconstruct the normal vectors from the images under the classic Lambertian reflectance model. We then generalize this model to explicitly model non-Lambertian objects. We investigate both approaches using extensive experimentation on synthetic and real benchmark datasets and observe state-of-the-art performance compared to the existing robust photometric stereo methods.
I. INTRODUCTION
P HOTOMETRIC stereo [1] is a method that seeks to reconstruct the normal vectors of an object from a set of images of the object illuminated under different light sources. Concretely, we have images I 1 , . . . , I d of the three-dimensional object and, in each image, the object is illuminated by a (distant) light source with light incident on the object in directions 1 , . . . , d ∈ R 3 . Given I 1 , . . . , I d and 1 , . . . , d , the goal is to estimate the normal vector map of the object, which can then be numerically integrated to obtain a three-dimensional representation of the object. The appeal of photometric stereo is its simplicity: it requires only a camera and a movable light source to generate a three-dimensional representation.
A. Background
Since its introduction by Woodham [1] , significant work has been performed to increase the generality and robustness of photometric stereo [2] - [15] . This body of work typically seeks The authors are with the Department of Electrical Engineering and Computer Science, University of Michigan, Ann Arbor, MI 48109 USA (e-mail:, ajwagen@umich.edu; brimoor@umich.edu; rajnrao@umich.edu).
Digital Object Identifier 10.1109/TCI. 2018.2864882 to weaken assumptions found in Woodham's original model. The so-called uncalibrated photometric stereo problem attempts to weaken the assumption that the position of the object relative to the position of the light source is known and instead estimate the normal vectors of the object without any knowledge of the lighting directions [16] - [25] . Alternatively, many works have sought to weaken the assumption that the object follows the Lambertian reflectance model. Works in this category generally attempt to either reconstruct the normal vectors of objects whose reflectance properties deviate from the Lambertian model, or they try to develop methods that are robust to corruptions in the observed images. In this work, our focus is primarily on the design of robust photometric stereo algorithms, but we also incorporate a non-Lambertian model for increased generality. The Lambertian reflectance model holds that the intensity of light reflected by a point on a surface is linearly proportional to the inner product of the direction of illumination and the normal vector of the surface at that point [1] . Given a set of images of a Lambertian object illuminated under several (known) lighting directions, a simple system of equations can be solved to determine the normal vector at each point on the surface. In practice, while this is a reasonable model for some objects, the reflectance properties of many real-world objects differ significantly from the Lambertian model. Furthermore, shadows, specularities, and other non-idealities can cause additional deviations from linear reflectance. Performing classical photometric stereo on such non-Lambertian data typically yields large errors in the estimated normal vectors. As such, developing photometric stereo methods for objects that are inherently non-Lambertian and improving robustness to other imperfections in the data are essential to extending the applicability and accuracy of photometric stereo.
Two primary approaches have found success addressing these problems. Several works assume the Lambertian model is fundamentally correct and seek to account for deviations from the model through explicit outlier removal [8] , [11] -often assuming that non-idealities are sparse. While achieving some level of success, these approaches can place overly restrictive assumptions on the data, which may result in falsely rejecting useful data as outliers, and they make no attempt to model the true reflectance properties of objects. In turn, other works propose more complex reflectance models that enable non-Lambertian photometric stereo [13] - [15] . Approaches in this class are able to accurately model a wider range of objects, but they still break down when their modeling assumptions fail. Furthermore, they often fail when the data contains corruptions not accounted for by their reflectance models. In addition to the aforementioned difficulties, state-of-the-art methods in both categories typically rely on a large number of images to accurately estimate the normal vectors, which may be infeasible to gather in practice.
B. Contributions
In this work, we propose a novel approach to photometric stereo that relies on dictionary learning [26] , [27] to robustly handle a wide range of non-idealities in the data. Dictionary learning seeks to represent local patches of the data as sparse with respect to a learned collection of atoms. Such models effectively act as dynamic regularization that adapts to the underlying structure of the data and removes spurious corruptions. Inspired by recent successes applying dictionary learning to a variety of imaging problems [28] - [31] , we adopt this methodology to improve the robustness of photometric stereo. Our approach is data-driven and adapts to the underlying structure of the data without imposing additional explicit constraints. Furthermore, we incorporate an existing non-Lambertian reflectance model into our method to better handle non-Lambertian surfaces. In total we present two dictionary learning-based formulations of robust photometric stereo. We investigate the performance of both methods in a variety of different scenarios. In particular, we evaluate their performance on the benchmark DiLiGenT dataset [32] and their ability to handle general, non-sparse corruptions.
This work is an extension of our recent work [33] . Here, we substantially build on the work by performing an extensive numerical study to evaluate the performance of our proposed dictionary learning-based approaches on real and synthetic data, and we extend our methods to incorporate the aforementioned non-Lambertian reflectance model.
C. Organization
The remainder of this work is organized as follows. In Section II, we provide a brief overview of related works on photometric stereo. In Section III, we carefully define the photometric stereo problem and the non-Lambertian reflectance model we will incorporate into our method. We present our proposed dictionary learning-based methods in Section IV, and in Section V we present the associated algorithms for solving them. Finally, Section VI provides an extensive numerical study of the performance of our proposed methods compared to state-of-the-art methods.
II. RELATED WORK
Lambertian photometric stereo was originally proposed by Woodham [1] in 1980. Since then, much work has been done extending it to more general settings where the Lambertian model does not hold exactly. This body of work has generally proceeded by either treating non-Lambertian effects as outliers or directly accounting for non-Lambertian effects in the reflectance model.
A variety of approaches have been proposed that perform robust photometric stereo via outlier rejection. In general, these methods assume that the data is inherently Lambertian, seek to isolate non-Lambertian effects as outliers, and then reject the outliers to increase the accuracy of the computed normal vectors. Early works in robust photometric stereo-typically referred to as 4-source photometric stereo-utilized four images to identify and reject specularities [2] , [34] , [35] . Recently, more complex methods have been developed that rely on maximum likelihood estimation [36] , expectation maximization [6] , and a maximum feasible subsystem framework [37] . Other approaches include a graph cuts-based algorithm to identify shadows [38] , a method that seeks to map color images into a two-dimensional subspace invariant to specularities [39] , and several methods that utilize RANSAC-based algorithms [40] , [41] to detect and reject outliers.
The most recent works on robust photometric stereo via outlier rejection-and the current state-of-the-art in this area-are those by Wu et al. [8] and Ikehata et al. [11] . These works rely on the observation that images of a Lambertian object lie in a three-dimensional subspace. This observation, together with modeling non-Lambertian effects as sparse corruptions to the underlying Lambertian data, motivates the authors to propose rank minimization-based approaches, which are shown to effectively separate the Lambertian portion of the data from non-Lambertian effects.
Regardless of their robustness to outliers, approaches that rely on the Lambertian reflection model as the underlying model of the data are inherently limited in scope due to the wide variety of non-Lambertian surfaces that exist in the real world. As a result, another body of work has been incorporating more general reflectance models into photometric stereo [42] . For example, uncalibrated photometric stereo based on the Torrance and Sparrow reflectance model has been proposed [19] as well as calibrated photometric stereo based on the Ward reflectance model [5] , [9] , [43] .
A large amount of work has also been done developing photometric stereo algorithms that incorporate reflectance models based on general reflectance properties exhibited by materials. In particular, the property of isotropy has been successfully utilized in a variety of works [10] , [12] , [44] - [46] . The current state-of-the-art in this category are the works of Shi et al. [15] and Ikehata et al. [14] . Ikehata et al. models the reflectance function using a sum-of-lobes representation [7] , utilizing Bernstein polynomials as a basis for the inverse reflectance function and performing bivariate regression to determine the normal vectors. Shi et al. instead model the low-frequency reflectance component using polynomials of up to order three while discarding the high-frequency reflectance components. Of particular interest to this paper is another work by Ikehata et al. [13] that models the reflectance function as piecewise-linear. We explore this method in more detail in the following section.
Another work of interest in this category is [47] . This work uses a dictionary-based approach as well, in this case attempting to simultaneously estimate the normal vectors of an object while learning to represent the BRDF of the object using a fixed dictionary of BRDFs from the MERL database [48] . While this work applies a dictionary to the problem of photometric stereo, it does so in a very different sense than we do-it uses a fixed rather than a learned dictionary and seeks to represent the BRDFs in the dictionary rather than the normal vectors.
In addition to the aforementioned approaches, a variety of other robust photometric stereo methods have been proposed [3] , [4] , [49] - [52] . The recent work of Shi et al. [32] seeks to standardize future work in photometric stereo by introducing an extensive dataset to facilitate future testing and evaluation. Furthermore, they compare a variety of existing approaches on this dataset, providing a benchmark for future work.
III. PROBLEM FORMULATION

A. Basis of Photometric Stereo
The Lambertian reflectance model states that, to an observer, the brightness of a point on a Lambertian surface is independent of the observer's viewing angle. Surfaces that follow this model are matte in appearance. Indeed, consider an image taken of a Lambertian object. The light intensity measured at pixel (x, y) of the image satisfies the relationship
where I xy is the image intensity at pixel (x, y), ∈ R 3 is the direction of the light source incident on the surface of the object, 2 is the light source intensity, n xy ∈ R 3 is the (unit) normal vector of the surface at (x, y), and ρ xy ∈ R is the surface albedo at (x, y)-a measure of the reflectivity of the surface.
Suppose we fix the position of a camera facing the surface and vary the position of the light source over d unique locations. Then we can write d equations of the form (1) and stack them into the matrix equation ⎡
where I k xy denotes the image intensity at (x, y) in the kth image. Assuming each of our d images has dimension m 1 × m 2 , (2) can be solved m 1 m 2 times to obtain the normal vector of the object at each point on the surface. We may also combine these m 1 m 2 equations into a single matrix equation. Indeed, define the observation matrix
where vec(I k ) is the vector formed by stacking the columns of I k . Then, assuming the light sources are ideal (i.e., the incident light rays are parallel and of equal intensity at each point on the surface), we can collect (2) into the single equation
where N = [ρ 11 n 11 . . . ρ m 1 m 2 n m 1 m 2 ] T ∈ R m 1 m 2 ×3 and L = [ 1 . . . d ] ∈ R 3×d . To avoid scaling ambiguity, we assume all light sources have intensity k 2 = 1. Note that, henceforth, when we refer to the normal vectors N , we are in fact referring to the normal vectors multiplied by the surface albedos. Each normal vector n xy contains three unknown components. Thus, given d ≥ 3 images and the corresponding light directions, we can solve (4) to obtain the normal vector at each point on the object. Once computed, we can integrate the normal vectors to produce a full three-dimensional model of our surface [53] .
B. Deviations From the Lambertian Model
While the Lambertian reflectance model is a good approximation of the reflectance properties of some surfaces, it is a poor approximation for many real-world objects. Lambertian objects are matte in appearance and thus any non-matte objects necessarily deviate from the Lambertian reflectance model. The latter class includes any object that exhibits specularities-bright points observed when light reflects off a shiny surface. Furthermore, even if an object is Lambertian, shadows (both self-cast and those produced by other objects) can cause the Lambertian model to break down.
One approach to modeling these effects is to modify (4) to
where E is an additive error matrix accounting for non-Lambertian effects. Under this model, a simple, naive approach for estimating N is to solve the least squares problem
which has solutionN = Y L † , where † denotes the Moore-Penrose pseudoinverse. In this setting, one typically gathers d > 3 images so that the problem is overdetermined and thus provides some robustness to the non-Lambertian effects. Several works apply further constraints to (5)-such as constraining E to be sparse-allowing them to (in cases where their assumptions hold) derive more accurate estimates of N than those obtained by (6) [8] , [11] . In Section IV, we propose a novel approach that applies dictionary learning to the model defined by (5) .
C. Piecewise Linear Reflectance Model
Regardless of the constraints imposed on the additive error E, the model (5) fundamentally relies on the Lambertian reflectance model, thus limiting its generality. Recent works have sought to move beyond the Lambertian assumption and utilize more general reflectance models that can accurately model the normal vectors of a wider range of objects [13] - [15] . In this work, we are particularly interested in the model presented in [13] , which we briefly summarize here.
A simple extension to the Lambertian model is to assume that the image intensity is related to the inner product of and n through a nonlinear function. In other words, we modify (1) to read
for some nonlinear function f xy . Assuming the reflectance function at each pixel, f xy , is monotonically increasing, a unique inverse is guaranteed to exist. We can thus invert (7) and write
Given a set of lighting vectors and corresponding images, our task is then to jointly estimate g xy (.) and n xy for each pixel. This is a highly underdetermined problem and so, to solve it in practice, further constraints must be imposed. A natural possibility is to assume g xy is piecewise linear. That is, we let
where g k
Here, p is a design parameter that determines the number of piecewise segments in g xy , b k xy are the inflection points of g xy (a strictly increasing sequence), and a k xy > 0 are the slopes of the segments. For simplicity, we set b 0 xy = 0 and choose the remaining values of b k xy to be equally spaced along the range of intensity values among the d images at pixel (x, y). Under these assumptions, model (8) reduces to the problem of estimating the slopes a 1 xy , . . . , a p xy and the normal vector n xy at each pixel. Note that the case a 1 xy = . . . = a p xy reduces to the Lambertian model (1).
To simplify notation, let
andḡ
and rewrite (9) as the vector product
Similarly, (8) can be written as g xy (I xy ) T a xy = T n xy .
Given d images, let C xy ∈ R d×p be the matrix whose jth row isḡ xy (I j xy ) T . Then we can collect the data from the d images at pixel (x, y) into the single equation
which is the analogue of (2) for the Lambertian model. Equation (15) can be solved for n xy and a xy to determine the normal vector and the corresponding nonlinear reflectance function at (x, y). To avoid the trivial solution a xy = n xy = 0, one can constrain 1 T a xy = 1 and then normalize n xy to unit norm after solving (15) . As in the Lambertian case, the model (8) only accounts for the reflectance properties of the object. While significantly more general than the Lambertian model, non-idealities present in the images that do not conform to these reflectance properties-or, more explicitly, that do not follow a piecewise linear relationship between I xy and T n xy -will prevent (15) from holding exactly. Thus, analogous to (5), we modify (15) to yield the model
where e ∈ R d accounts for any corruptions in the data not captured by the piecewise reflectance model. A simple approach to fiting model (16) to data is to solve the constrained least squares problem 1 min n x y , a x y C xy a xy − L T n xy
In the sequel, we denote this model as the Piecewise-linear Least Squares (PLS) method for photometric stereo. In practice, one can improve robustness by applying some regularization to the modeling error e from (16) . In particular, [13] utilizes this reflectance model and assumes the corruptions to the data are sparse. In the next section we propose an alternative model based on dictionary learning to robustly solve (17) .
IV. DICTIONARY LEARNING APPROACHES
Dictionary learning refers to a class of algorithms that seek to sparsely represent some data of interest with respect to a learned "dictionary"-a collection of basis or atom elements. Intuitively, dictionary learning methods allow one to uncover structure present in data without a priori knowledge of the form of the structure. In this section, we propose two adaptive dictionary learning algorithms for photometric stereo. First, however, we motivate our study of dictionary learning for photometric stereo by examining the ability of sparse dictionary models to capture the structure of surface normal vectors.
A. Motivation for Dictionary Learning
Given a set of signals that are stored as columns of a matrix P , dictionary learning seeks to learn a dictionary D and a matrix B of sparse codes such that P ≈ DB. Traditionally, the sparsity of B is achieved by a constraint of the form b i 0 ≤ s ∀i, where b i denotes the ith column of B and the 0 "norm" counts the number of non-zero entries in a matrix. A seminal example of this approach is the K-SVD method [54] , and various alternatives exist that replace the 0 "norm" with other sparsity-promoting functions or enforce additional structure on the dictionary [55]- [57] .
Inspired by recent successes [29] - [31] in other inverse problem settings, in this work we consider the following dictionary learning formulation:
where the regularization parameter μ > 0 controls the overall sparsity of the matrix B and the constraints are included to make the problem well-posed [58] . Note that (18) penalizes the number of non-zeros in the entire matrix B, which allows for variable sparsity levels in each column. Variable sparsity is a useful model for imaging applications, where the matrix P is usually constructed from vectorized image or tensor patches. Patches from different regions of an image typically contain different amounts of information, and the model (18) allows the sparse codes to adapt to these local complexities [58] . To justify the adoption of a dictionary learning framework for photometric stereo, it is important to first demonstrate that dictionary models can capture the local structure of the normals of real objects. To this end, we considered the three objects shown in Figure 1 from the recent DiLiGenT dataset [32] . For each dataset, we constructed a patch matrix P ∈ R 192×w by extracting overlapping 8 × 8 × 3 patches from the normals, 2 where the third dimension denotes their x, y, and z coordinates. We then learned square 192 × 192 dictionaries by (approximately) solving (18) for different choices of μ using the efficient block coordinate descent algorithm proposed in [58] . Figure 2 plots the normalized sparse representation error (NSRE) P − DB F / P F versus the sparsity of B as μ varies. The fact that the NSRE approaches zero while B remains sparse demonstrates that sparse dictionary-based models are sufficiently expressive to capture the intricacies of real 2 Note that the normal vectors used to construct P are not the ground truth normal vectors found in the DiLiGenT dataset, but rather the surface normal vectors computed from the DiLiGenT surfaces using the traditional least squares model. In order to justify the use of dictionary learning, it is important to demonstrate that the learned dictionaries can capture both geometry and texture (albedo). The ground truth normal vectors in the DiLiGenT dataset do not express texture (each normal vector in the ground truth normals is normalized to have unit norm), so we used the unnormalized vectors produced by the least squares method to force the dictionaries to capture both the texture and geometry of the object.
surfaces. With this observation in hand, we now present our proposed approaches to dictionary learning-based robust photometric stereo.
B. Normal Vectors Through Dictionary Learning (DLNV)
We first propose modifying (6) by adding an adaptive dictionary learning regularization term applied to the normal vectors. Under this approach, we seek a normal map that agrees with the Lambertian model (6) while also having a locally sparse representation with respect to a learned dictionary-resulting in a smoother normal map that is robust to non-idealities in the data. Specifically, we propose solving the optimization problem:
Here,
1} patch extraction matrix that extracts vectorized patches from n of dimensions w x × w y × w z , where n is treated as an m 1 × m 2 × 3 tensor during extraction. In practice, we extract patches from N using a simple sliding window strategy. Also, D ∈ R w x w y w z ×K denotes the learned dictionary whose columns (atoms) d i can be thought of as vectorized w x × w y × w z tensors. B ∈ R K ×w is a sparse coding matrix whose columns b j define the (usually sparse) linear combinations of dictionary atoms used to represent each patch. The parameter K specifies the number of atoms in our dictionary D, and w is the number of patches extracted from n. Also, . 0 is the familiar 0 "norm", and λ ≥ 0 and μ ≥ 0 are regularization parameters.
We impose the constraint ||B|| ∞ max j ||b j || ∞ ≤ q, where q is typically very large, to prevent any instability that could theoretically arise due to (19) being non-coercive with respect to B, but the constraint is inactive in practice [58] . Without loss of generality, we also constrain the dictionary atoms d i to unit-norm to avoid scaling ambiguity between D and B [59] .
Intuitively, the adaptive dictionary learning regularization in (19) is able to uncover underlying local structure in N that the least squares formulation (6) alone cannot deduce from the images. This results in normal vectors that are "smooth" and free from noise and other non-idealities that may otherwise corrupt them. Note that, in addition to capturing the geometry of the normal vectors, the dictionary atoms must also capture the texture (albedo) of the surface. This is because, as noted in Section III-A, we absorb the albedo ρ into the normal vectors n. Thus, individual elements of n need not have unit norm-their norm corresponds to the estimated albedo at the corresponding point on the surface.
Henceforth, we refer to this approach as the Dictionary Learning on Normal Vectors (DLNV) method, and we present our algorithm for solving (19) in Section V.
C. Non-Lambertian Normal Vectors Through Dictionary Learning (PDLNV)
We next present a method that is based on the Piecewise-linear Least Squares (PLS) model from Section III-C. Using (17) as the baseline, our approach is to incorporate a dictionary learning term to increase robustness to corruptions. In particular, we again apply dictionary learning regularization to the normal vectors, thus constraining them to agree with the non-Lambertian model (17) while also admitting a sparse representation in the learned dictionary. Specifically, we propose solving the optimization problem: min n,B ,D ,a
x,y C xy a xy − L T n xy
Here, all terms are defined analogously as in Sections III-C and IV-B. Note that we include the constraint 1 T a xy = 1 from (17) in penalty form, where we typically set parameter γ ≥ 0 to be very large. As in DLNV, we do not constrain n xy to have unit norm, so the dictionary D captures both the shape and texture of the surface. The problem (20) can be thought of as a generalization of DLNV. Indeed, if we set p = 1 and γ = ∞, then (20) reduces to (19) . However, we present both models as distinct methods in this work to highlight the differences between models that rely on the Lambertian assumption versus models that incorporate more complex reflectance models. We investigate the performance of both approaches in detail in Section VI. Henceforth, we refer to this approach as the Dictionary Learning on Normal Vectors with Piecewise-Linear Reflectance (PDLNV) method, and we present our algorithm for solving (20) in Section V.
V. ALGORITHMS AND PROPERTIES
We propose solving (19) and (20) via block coordinate descent-type algorithms. Specifically, for (19) we alternate between updating n with (D, B) fixed and updating (D, B) with n fixed. For (20) we use a similar strategy where we alternate between updating n, (D, B) , and a with all other variables held fixed. For each subproblem, we now derive simple and efficient schemes for minimizing the associated cost.
A. Updating Dictionary (D) and Sparse Codes (B)
The (D, B) update is identical for both methods. Here we present the update using the notation from (19) . For notational convenience, we define G B T and denote by P the matrix whose jth column is P j n. With n fixed, the optimization with respect to (D, B) can be written as
We (approximately) solve (21) by applying a few iterations of block coordinate descent, where we iterate over the columns g i of G and columns d i of D sequentially. For each 1 ≤ i ≤ K, we minimize (21) first with respect to g i and then with respect to d i , holding all other variables fixed. We first consider the minimization of (21) with respect to
where E i is computed using the most recent values of the dictionary atoms and coefficients. Then we can write the g i subproblem as
The solution to (22) is given by [60] .) is applied elementwise to vector arguments, and denotes element-wise multiplication. Furthermore, H μ (.) denotes the element-wise hard thresholding function, defined as
Minimizing (21) with respect to d i can be written as
The solution to (25) is given by [60] 
where u ∈ R w x w y w z is an arbitrary unit-norm vector (e.g., the first column of the w x w y w z × w x w y w z identity matrix).
B. Updating Normal Vectors (n)
Minimizing (19) with respect to n yields the problem
Although (27) is a least-squares problem, its normal equation cannot be easily inverted due to the presence of the A matrix. Instead, we perform a few iterations of proximal gradient [61] to (approximately) solve (27) . 3 The cost function can be written in the form f (n) + g(n) where f (n) = y − An 2 2 and g(n) = λ w j =1 P j n − Db j 2 2 , so we perform the proximal steps
where prox τ g (y) := argmin
is the proximal operator of g and τ > 0 is a chosen step size. The updates (28) are guaranteed to converge to a solution of (27) when τ < 1/ A 2 = 1/ L 2 , and in fact the cost will monotonically decrease when τ ≤ 1/2 L 2 is used [61] . Defineñ k n k − τ ∇f (n k )=n k − 2τ A T (An k − y). Then, after substituting (29) into (28) and simplifying, one can show that n k +1 satisfies the normal equation
The matrix multiplying n k +1 in (30) is diagonal and thus can be efficiently inverted to compute n k +1 . In the case of PDLNV, the n update for (20) can be solved in an identical manner, where the analogous data matrix y is constructed as
from the most recent values of a xy .
C. Updating Reflectance Function Slopes (a)
Minimizing (20) 
The pseudoinverse in (33) is a constant that can be pre-computed from the raw images, so a xy can be updated efficiently.
D. Convergence
The proposed algorithms for solving (19) and (20) alternate between updating (D, B), n, and a (PDLNV only) with the other variables held fixed. Except for the n updates of DLNV and PDLNV, all update schemes are either exact block coordinate descent updates or composed of inner iterations of exact block coordinate descent updates, so the objectives in our formulations must be monotonically decreasing (non-increasing) during these updates. Moreover, the proximal gradient step size for the n update can be chosen to guarantee that these iterations also monotonically decrease their objectives. Thus, the cost functions for both proposed algorithms are monotonically decreasing and bounded below by zero, so they must converge. Whether the algorithm iterates themselves converge to critical points of the (non-convex) costs is an interesting theoretical question for future work.
VI. NUMERICAL EXPERIMENTS
We now investigate the performance of our proposed dictionary learning-based methods experimentally. To obtain quantitative results, we rely primarily on the recent DiLiGenT benchmark dataset [32] . This dataset contains images of a variety of surfaces of different material and provides the true normal vectors of each object, allowing us to measure the accuracy of the normal vectors produced by each method. We quantify the error in each estimated normal vector by measuring the angular difference between it and the correponding true normal vector.
We evaluate our methods in a variety of settings. For each experiment, we compare the results of our methods to the robust PCA (RPCA) approach of Wu et al. [8] , the sparse regression (SR) method of Ikehata et al. [11] , and the constrained bivariate regression (CBR) approach of Ikehata et al. [14] . In addition, we compare with the baseline least squares (LS) model defined by (6) . For each existing method, we use the code supplied by the original authors.
With the exception of LS, each method contains one or more regularization parameters. For each method, we sweep the parameters across a wide range of values and select the optimal parameters for each trial. For existing methods, we include any recommended parameters from the respective papers in our sweep. Experimentally, on the uncorrupted DiLiGenT dataset, values of λ between 10 −2 and 1 and values of μ between 10 −3 and 10 −2 are approximately optimal for PDLNV. For DLNV on the uncorrupted DiLiGenT dataset, values of λ between 10 −2 and 10 −1 and values of μ between 1 and 10 are approximately optimal. On data with higher levels of added corruption, λ values between 1 and 1000 and μ values between 10 −2 and 10 −1 produce approximately optimal results for both methods. For PDLNV, p = 2 typically produces the best results. However, for objects with more complex reflectance patterns, such as Harvest, Cow, and Reading, larger values of p tend to produce the best results. In all experiments, we terminate PDLNV after 50 iterations and DLNV after 20 iterations. For the existing methods, we use the termination criteria built into the code supplied by the original authors. In each experiment with additive noise, we run multiple trials with different noise realizations and average the results.
The majority of the photometric stereo literature has focused primarily on the problem of reconstructing normal vectors from uncorrupted and generally large datasets (many images of each object), such as the DiLiGenT dataset. In cases where additional corruptions were added, the corruptions were typically sparse to better align with the modeling assumptions of each method. In our experiments, we endeavor to fully investigate the robustness of our proposed methods and existing methods to general nonsparse corruptions. Specifically, we corrupt the raw images with Poisson noise, which is a realistic model for noise in real images [62] . This model is applicable, for example, when performing photometric stereo in low-light conditions, where noise levels can be significant. While most available photometric stereo datasets were obtained in controlled environments using highquality cameras, it is likely that in real-world applications of photometric stereo, one may not be able to require such pristine images [63] . Thus, among our experimental results in this section, we consider data corrupted by artificial noise to explore the ability of each method to robustly reconstruct normal vectors from non-ideal data.
In experiments where we corrupt the images with noise, the images are corrupted with noise in an additive fashion and the signal-to-noise ratio (SNR) is measured as the power of the signal over the power of the added noise according to
whereÎ denotes the image corrupted by noise and I denotes the true image. Many existing photometric stereo algorithms apply a pixelwise mask as a preprocessing step to remove shadows from the images. Such masks are typically computed by performing a simple thresholding operation on the data and excluding any pixels below a chosen threshold from subsequent computations. While this strategy can improve results in some cases, it does not capture the complexity of shadows present in the image and often results in useful data being rejected. This is of particular importance when working with small or heavily corrupted datasets, where it is important that the reconstruction method has access to as much data as possible to uncover the relevant information. Such robust methods should have the capacity to adapt to shadows in images without the use of a shadow mask. As such, all of the experiments we present here are performed without the use of shadow masks.
A. Parameters for Dictionary Learning Based Approaches
In addition to regularization parameters, which were directly optimized for each method in our experiments, there are multiple model parameters that can be tuned. The dimensions of the dictionary atoms-which correspond to the patch sizes that are extracted from the normal vectors-can be changed, the patch extraction strategy-e.g., non-overlapping patches or overlapping patches with a given spatial stride-can be changed, and one must choose how to initialize the dictionary. Another interesting parameter is the number of atoms (columns) in the dictionary, where we are free to choose between tall (undercomplete), square, or wide (overcomplete) dictionaries. In the case of PDLNV, we must also set the parameter p that controls the number of piecewise segments in the non-Lambertian model; the optimal value for p may depend on the properties of a given surface.
In the following experiments, we use 8 × 8 × 3 patches for both PDLNV and DLNV, where the third dimension corresponds to the (x, y, z) coordinates of each normal vector. In each case, we used a sliding window strategy with a spatial stride of 4 pixels in each direction to extract overlapping patches from the images or normal vectors. We used square dictionaries for our experiments (containing 192 atoms for DLNV and PDLNV), and we initialized each dictionary to the discrete cosine transform (DCT) matrix of appropriate size. For the n updates, we used the step size τ = 1/2 L 2 to guarantee that the updates will monotonically decrease their objectives. A more in-depth investigation of how these parameters affect the results is given in Section VI-F.
The images in the DiLiGenT dataset have dimension 614 × 514 and we use the full image size in each trial. The images used in Section VI-E-the Hippo and Cat datasets-have dimensions 580 × 580 and 500 × 640, respectively. 
B. Comparison Between PDLNV and PLS
To further motivate our use of dictionary learning and illustrate its strength, we first compare the performance of PDLNV (20) with PLS (17), the piecewise-linear least squares formulation found in [13] . Because PLS is a special case of PDLNV (PLS is equivalent to PDLNV with λ = 0), comparing these two methods allows us to isolate the contributions of dictionary learning-any difference between PLS and PDLNV will be due exclusively to the presence of dictionary learning-based regularization.
We first compare the performance of each method on the DiLiGenT dataset [32] . We perform reconstructions based on all 96 images in each object, and we do not artificially corrupt the images. Table I compares the performance of PDLNV and PLS on this dataset.
From this table we see that PDLNV either significantly outperforms PLS (such as on the more complex Reading, Cow, and Harvest objects) or PDLNV performs approximately the same as, or marginally better than, PLS (such as on the simpler Ball, Cat, Pot1, Bear, Pot2, Buddha, and Goblet objects). Thus, we conclude that on large, uncorrupted datasets, incorporating dictionary learning into the model does not decrease reconstruction accuracy, and it may significantly improve performance for some datasets.
PDLNV yields a more significant improvement with respect to PLS in performance when investigating smaller datasets and datasets with added corruptions. Indeed, Figure 3 gives examples of several images contained in the DiLiGenT Pot1 dataset and Figure 4 illustrates the normal vectors reconstructed by both PDLNV and PLS on a set of 10 randomly selected images from the DiLiGenT Pot1 dataset. Figure 5 provides a close-up view of the spout of the pot and Figure 6 depicts the angular errors of the reconstructed normal vectors. Both PDLNV and PLS have difficulty accurately reconstructing certain regions of the potfor instance around the base of the handle-and both reconstruct the majority of the spout and body with reasonable accuracy. However, as is clearly visible in Figure 5 , PLS introduces errors in the spout region of the pot while PDLNV almost completely removes these errors. Upon close inspection of Figure 3 , we see that, depending on the direction of illumination, there is a wide specular lobe centered on the body of the pot. This effect is likely the cause of error in the reconstruction produced by PLS. However, PDLNV is able to mitigate the influence of these non-Lambertian effects and produce a more accurate reconstruction.
Next, we compare the performance of PDLNV and PLS on data corrupted by synthetic noise. We first add salt and pepper noise to the input images, randomly setting a given percentage of the pixels to 0 or 1. The results of this experiment are shown in Figure 7 . For small amounts of added corruption (10% of the pixels affected or less), PDLNV and PLS perform comparably. However, for larger amounts of corruption, PDLNV outperforms PLS significantly, by roughly 5 degrees. Figure 8 illustrates the results of a similar experiment with Poisson noise added instead of salt and pepper noise. Here PDLNV again significantly improves on PLS, especially in the low SNR regime. As these results illustrate, incorporating dictionary learning into the PLS model can significantly improve reconstruction accuracy-on both corrupted and uncorrupted datasets. Note that PDLNV is one of many possible applications of dictionary learning to photometric stereo. In principle, it could be fruitful to apply dictionary learning-based regularization to each of the other methods considered in our experiments, which may yield improvements similar to those observed here with respect to PLS. While such experiments are beyond the scope of this work, the results presented in this section demonstrate the viability of adaptive dictionary learning as a regularizer for photometric stereo problems.
C. Evaluation on Uncorrupted DiLiGenT Dataset
We next compare the performance of PDLNV to other existing state-of-the-art approaches on the DiLiGenT dataset [32] . For each object, we use all 96 images present in the dataset and do not add any additional corruptions to the images. Table II presents the mean and median angular errors of the reconstructed normal vectors for each method on each dataset. With respect to mean angular error, PDLNV outperforms all existing approaches on 5 of the 10 objects. In cases where our methods do not outperform existing approaches, with the exception of the Reading dataset, we achieve comparable angular errors to the best performer. As we will demonstrate, the primary strength of our proposed methods is constructing normal vectors from images that are less pristine than the DiLiGenT datasets. However, Table II shows that PDLNV is still able to perform better than or comparable to methods specifically designed to operate on large, clean datasets. Figures 9 and 10 illustrate the normal vector reconstructions and corresponding error maps for the full DiLiGenT Cat dataset. While it is difficult to discern a large difference between the normal maps, the error maps clearly illustrate the improvement PDLNV achieves with respect to the existing methods. Certain regions of the cat, such as the lower hand, pose difficulties for each approach. However, as demonstrated by Figure 10 , PDLNV is able to accurately reconstruct the body of the cat while also accurately reconstructing the normal vectors around the edges, a result that no other method achieves. We observe that this finding is generally true: in the case of uncorrupted datasets, dictionary learning is able to improve the performance on relatively smooth regions of the surface and regions affected by wide specular lobes. At the same time, it typically does not compromise the fine details at the edges or at sharp corners. Note that, to better illustrate the differences between the various approaches in this example, we have applied error clipping to Figure 10 . Table III displays the runtimes for each of the methods on the full DiLiGenT dataset. As this table illustrates, our methods achieve competitive runtimes and are significantly faster than several state-of-the-art approaches. We also note that, as our methods are iterative, one is free to decrease runtime at the expense of a small decrease in accuracy by terminating the algorithm after fewer iterations. In practice, it may be infeasible to collect 96 images of an object under varying lighting conditions. As such, it is important to develop methods that can accurately estimate normal vectors from smaller datasets. Figures 11 and 12 illustrate the angular errors of the normal vectors estimated by each method on the uncorrupted DiLiGenT Cat and Harvest datasets as a function of the number of images used. In these experiments, we randomly selected images from among the original 96 images and aver- aged the results across 10 trials. From both figures, it is clear that PDLNV outperforms all other methods for most dataset sizes.
D. Evaluation on Corrupted DiLiGenT Dataset
We next compare the performance of our proposed methods to existing methods on images corrupted with Poisson noise. Specifically, we subsample the DiLiGenT Pot2 dataset to 20 images and then corrupt these images with Poisson noise of a given signal-to-noise-ratio (SNR). Figure 13 plots the angular errors of the estimated normal vectors for each algorithm as a function of SNR. It is clear that our proposed dictionary learning-based approaches are significantly more robust to high levels of non-sparse corruptions than existing methods. In particular, for SNR values below 10 dB, our methods outperform the existing methods by up to 10 degrees. Furthermore, the angular errors produced by our dictionary learning-based methods vary significantly less than existing approaches, indicating that the normal vector reconstructions are much more stable and robust to these corruptions. Figures 14 and 15 show the normal vector reconstructions and the corresponding error maps produced by each method on the Pot2 dataset with 20 images at a noise level of 5 dB. As these figures illustrate, the dictionary learning-based reconstructions are significantly more accurate and robust to noise than the existing methods. Figure 16 plots the reconstruction error averaged across all objects from the DiLiGenT dataset (subsampled to 20 images each) with Poisson noise added. That is, each point on the curves corresponds to the average error obtained by a given method and SNR averaged across all objects. As this figure illustrates, over the entire DiLiGenT dataset, PDLNV and DLNV once again significantly outperform existing approaches in the low SNR regime.
E. Evaluation on Non-DiLiGenT Datasets
In addition to the DiLiGenT dataset, we also consider the dataset 4 from [64] . This dataset contains images of several real objects with no corresponding ground truth normal vectors. To obtain reference (ground truth) normal vectors for this dataset, we assume the objects are Lambertian. While this assumption does not hold exactly, the objects are matte in appearance and thus nearly Lambertian. We compute the reference normal vectors by applying the standard least squares method (6) to the raw images.
Our motivation for considering this (approximately) Lambertian dataset is as follows. Even when additional noise is added, the primary challenge with the DiLiGenT datasets is dealing with the fundamentally non-Lambertian properites of the data (specularities, shadows, etc.) As such, our experiments thus far do not necessarily evaluate the ability of each method to estimate a Lambertian surface in the presence of noise, despite the fact that the majority of the methods we are investigating are based on a Lambertian model. Therefore, in this section we assume our data is Lambertian, add corruptions, and then evaluate the ability of each method to reject the corruptions and produce normal vectors that agree with the underlying Lambertian model. Figure 17 plots the mean angular errors of the estimated normal vectors for the Hippo dataset as a function of SNR. For high SNR, the errors approach zero, as expected since the uncorrupted data is Lambertian. However, in the high SNR regime, the proposed dictionary learning-based approaches are significantly more robust to imperfections compared to existing approaches.
We also evaluate the qualitative performance of each method. Figure 18 shows the reference normal vectors for the Cat dataset (computed from the uncorrupted data using the least squares method) together with the normal vectors estimated by each method from data corrupted by Poisson noise with 5 dB SNR. Figure 19 shows the error maps for the estimated normal vectors with respect to the reference normal vectors. Clearly the proposed dictionary learning-based methods produce much more accurate normal vectors compared to the existing methods. Figure 20 plots the surfaces computed for the normal vectors from Figure 18 using the method outlined in [53] . Qualitatively, we see that the surfaces computed from the dictionary learningbased methods are much smoother and more accurate representations of the actual surface. In contrast, the surfaces obtained from the existing methods, though they preserve the general shape of the surface, are quite rough and/or contain significant spike artifacts.
F. Algorithm Properties
Finally, we investigate the properties of our proposed dictionary learning-based methods and how the various model parameters affect the results. Figure 21 shows the per-iteration properties of the PDLNV method with p = 2 from a representative trial on the DiLiGenT Cat dataset. Figure 21 a plots the cost function at each iteration, and Figure 21b shows the corresponding mean angular error of the normal vector estimates. While the cost is guaranteed to decrease at each iteration, angular error is not guaranteed to decrease and could increase. Empirically we observe, however, that angular error typically decreases with iteration. Figure 21c plots the sparsity (percentage of nonzero elements) of the sparse coding matrix B at each iteration. The sparsity of B can be changed by varying the regularization parameter μ. Empirically, we observe that sparsity values around 10% often yield good results. Each plot in Figure 21 includes multiple curves for several different dictionary sizes (number of columns). Of particular interest is how the size of the dictionary affects mean angular error. As Figure 21b illustrates, larger dictionaries typically perform better than smaller, undercomplete dictionaries. However, we do not observe a significant boost in performance when the dictionary becomes overcomplete. Note that 8 × 8 × 3 dictionary atoms were used for PDLNV, so a size of 192 corresponds to a square dictionary.
For the experiments presented in this work, we terminated PDLNV after 50 iterations and terminated DLNV after 20 iterations. At each iteration, we performed one pass over the columns of (D, B) and performed 25 proximal gradient steps updating n or v.
We next illustrate the effect of varying parameter p on the performance of PDLNV. Figure 22 shows the angular error of the estimated normal vectors as a function of the number of images in the DiLiGenT Pot1 dataset for several values of p. As illustrated, for this dataset p = 2 is the optimal choice. In general, we observe that p = 2 typically produces good results, but in some cases (e.g., the DiLiGenT Harvest dataset) p = 3 performs better. Figure 23 illustrates the initial (DCT) and final (learned) dictionaries produced by PDLNV on the full DiLiGenT Pot1 dataset. Each dictionary atom is an 8 × 8 × 3 tensor, so we visualize each atom as a single color image, analogous to how we visualized the normal vector maps from Figure 14 . The learned dictionary exhibits interesting structure. Some atoms have learned structure across all three normal vector dimensions, while other atoms have learned structure in one or two dimensions and are constant in the other dimension(s). Note that this behavior has emerged organically-the dictionary learning methods automatically adapt to the underlying structure on a per-dataset basis.
VII. CONCLUSION
In this work, we proposed two methods for applying dictionary learning to photometric stereo. Both methods seek to represent the reconstructed normal vectors as sparse with respect to an adaptive dictionary. We showed through extensive numerical studies that our proposed methods are significantly more robust than existing methods in the high-noise regime while preserving accuracy in the low-noise regime. Dictionary learning is a general purpose adaptive regularization framework, and, as such, it could be coupled with more complex reflectance models from the photometric stereo literature to further improve reconstruction quality. We plan to investigate this line of inquiry in future work.
