A morphological bandpass filter would, ideally, strictly limit the sizes of all features in an image to lie between the sizes of two similarly shaped but differently scaled structuring elements. A morphological bandpass decomposition of an image would be a disjoint set of morphological bandpass images with features of increasing size such that the set sums to the original image. Such strict bandpass limitations in size are not possible in general for arbitrary structuring element families. Hence, a true bandpass decomposition is not generally possible. Pseudo bandpass decompositions, in which intraband size limitations are relaxed, are possible and can be useful image analysis tools. This paper describes four pseudo bandpass image decompositions, one of which, the opening spectrum, is relatively well known and three of which are new. They are a decomposition derived from iteration of the tophat transform, a morphological reconstruction of a Euclidean (quasi) granulometry, and a reconstruction of the opening spectrum.
Introduction
A type of Euclidean granulometry is the sequence of images created through the opening of a single image with a family of mutually open structuring elements (cf. section 2). The sequence is a morphological analogue of linear scale space. In such a granulometry, the minimum size of features increases in successive images, whereas in scale space the maximum spatial frequency decreases, and the images become increasingly lowpass. While the differences between Gaussian lowpass filtered images in scale space form a sequence of approximately Laplacian bandpass filtered images, the difference image sequence from a granulometry is not bandpass in any usual sense for most images (with one exception, cf. section 4). The images in such a sequence contain fragments and features which violate the size and shape criteria of the underlying granulometry. The useful features of granulometries make it worthwhile, however, to construct from them pseudo bandpass image sequences.
Let LPF λ [I] be an ideal linear lowpass filter applied to image I such that LPF λ has a cutoff frequency inversely proportional to λ ∈ {0, 1, 2, 
is an ideal bandpass filtered image. BPF λ,µ [I] (the λ spectral band) contains only those frequency components from LPF λ [I] that are not in LPF µ [I] . A linear bandpass decomposition of an image can be created simply by subtracting adjacent images in scale space. Then, I can be represented as
Moreover, the transform is invariant with respect to linear operations on the individual spectral bands. That is, if {BPF λ,λ+1 [I]} ∞ λ=0 is an ideal bandpass decomposition of I, and if L λ [BPF λ,λ+1 [I] ] is a linear transformation of the λ spectral band, then
Although a Euclidean granulometry (cf. section 2) is closely analogous to a linear scale space, the difference image sequence from a granulometry -an opening spectrum -is not generally bandpass in any usual sense. An image from an opening spectrum usually contains features that are not limited by the size or shape criteria of the two open images from which it was created. In particular, the images in an opening spectrum are not generally open. (There is one exception to this -the 1D opening spectrum -described in section 4.)
After a review of Euclidean granulometries [5] and the opening spectrum [10] , this paper demonstrates that the 1D opening spectrum is strictly bandpass in a morphological sense. It shows that the 1D spectrum is useful for image time sequence filtering. The paper then presents properties of the opening residual (the tophat transform), shows how the tophat is related to the opening spectrum, and defines a pseudo bandpass image decomposition through iteration of the tophat. Some of the artifacts of the opening spectrum can be dealt with through reconstruction. The paper briefly reviews morphological reconstruction [19] , and then defines two pseudo bandpass algorithms using it. One reconstructs a granulometric type of decomposition, the other reconstructs an opening spectrum. There are examples of all the algorithms applied to binary and grayscale images. Also given are comparative examples of the four algorithms acting on the same synthetic image with a known ground-truth bandpass decomposition.
Euclidean Granulometries
Matheron developed the theory of granulometries for binary images [13] . It was later cast in terms of complete lattices by Serra [17] . Dougherty has written extensively on the subject. (See for example, [2, 3, 4] .) Kraus, Heijmans, and Dougherty provide a good overview along with theoretical advances concerning grayscale granulometries [11] . The material in this section (section 2) is known. It is presented here to establish notation and to review properties which are essential to the arguments which follow later.
A set P is said to be ordered if any two elements X and Y in P satisfy one of the three relations, (1) X ⊂ Y , i. e. X is contained in Y , (2) X = Y , i. e. X is equivalent to Y , or (3) X ⊃ Y , i. e. X contains Y . A lattice is an ordered set, P, such that any two elements of P, X and Y , have a least upper bound (denoted X ∪ Y ) and a greatest lower bound (denoted X ∩ Y ) in P. A lattice is complete if it has a smallest element, ∅, called the null element and a greatest element, U , called the universal element.
The most important complete lattice for our purposes is P = the power set of n , i. e., the set of all subsets of n-dimensional Euclidean space. Then an element of P is a subset of n . In this lattice: ordering is determined through set inclusion, X ∪ Y is the union, and X ∩ Y is the intersection of sets X and Y in n . Let φ µ be a mapping from a lattice into itself, represented φ µ : P → P, where P is any complete lattice. Let φ µ [X] denote the mapping of a specific element, X ∈ P. Let φ λ be another such mapping. We say that
. Let γ : P → P be a mapping that is increasing, antiextensive, and idempotent. Then γ is called an opening on P. (The structural openings defined below form a proper subset of the set of all openings.)
A granulometry is defined as follows [17] : A family, {γ λ }, of mappings of P → P which depends on a positive parameter λ ∈ is a granulometry if (G1) γ λ is an opening for all λ,
G2 implies that as the index increases, the opening becomes more severe in that the set created by the mapping with the larger index is a subset of that created by the mapping with the smaller index.
Now consider P to be the power set of n . Let X ∈ P (i. e., X ⊂ n ) and let a ∈ n be a vector. Then the translation of X by a is the set X + a = {x + a | x ∈ X}. γ λ is said to be translation invariant if γ λ [X + a] = γ λ [X] + a for all X ∈ P and for all a ∈ n . Let λ be a real number. The scalar multiplication of X by λ is the set λX = {λx | x ∈ X}. If 0 ∈ X and if λ > 1, then λX is an expansion or zooming of X. Similarly, 1 λ X is a contraction or shrinking of X. A granulometry is said to be Euclidean if P is the power set of n , and in addition to (G1) and (G2),
Structural openings
An important special case of a Euclidean granulometry is that for which γ λ is a simple structural opening [11] of an n-1-dimensional image. An image, is a set of coordinate vectors in n−1 with associated real values represented by the n-dimensional graph
By convention in the mathematical morphology literature, an image is considered to be defined on all of n−1 . At any coordinate, x, where I(x) is not defined as a real number, it is assumed I(x) = −∞ or I(x) = ∞. The support of I, supp(I), is the subset of n−1 , on which I has real values (i. e., is not infinite). That is,
The values of I off its support are either all −∞ or all ∞ depending on whether or not the image is reflected (cf. below).
For each x ∈ n−1 , I(x) is either a real number or infinite. If over supp(I), I(x) takes on more than one real value, I is called grayscale. The n-1-dimensional support is usually considered to be spatial whereas the remaining dimension is intensity or brightness. Thus, a grayscale image I is usually referred to as being n-1-dimensional notwithstanding I ∈ n ∪ {−∞} ∪ {∞}. If I and J are grayscale images, then J ⊆ I means supp(J) ⊆ supp(I) and J(x) ≤ I(x) for all x ∈ supp(J).
If over supp(I), I(x) ∈ {c} where c is a fixed real number, then I is called binary. When defined this way, binary images are n-1-dimensional sets where I(x) = c indicates that x is in the set and I(x) = −∞ indicates that x is not in the set. Since c is arbitrary, in this paper, it is assumed c = 0. For a binary image, the operation of subtraction is set difference,
and addition is union. Most of the theorems and properties presented in this paper have different forms for binary and grayscale images or are true for only one or the other type of image. [See [9] for a detailed discussion of the differences between binary and grayscale morphology.] A structural opening of an image is defined by a structuring element (SE), Z λ ⊂ n ∪{−∞}∪{∞}, itself an image whose size, shape, intensity levels, and location with respect to the origin determine the structure of the transformed image. Usually, Z λ is smaller than I; i. e. there exists some a ∈ n for which supp(Z λ + a) ⊂ supp(I). In that case we define the Z λ -neighborhood of x ∈ I as supp(I) ∩ supp(Z λ + x). The SE, through its shape, delineates neighborhoods of the image for processing. For any SE, Z λ , the reflected structuring element is defined by
For n = 3, this represents a 180
• rotation of the support of Z λ and the negation of its values. Call structuring element Z λ regular if Z λ is convex, compact, nonnegative (Z λ (x) ≥ 0 for all x ∈ supp(Z λ )), and contains the origin.
The value of the structural opening of image I with SE Z λ is defined at coordinate x ∈ n−1 by
γ λ = I • Z λ is said to be open with respect to Z λ . It can be shown that I • Z λ is the union of all translates of Z λ contained by I [9] . That is,
Because γ λ is composed entirely of translated copies of the SE, it is also said to be smooth with respect to Z λ . Define the structural dilation of image J by Z λ at coordinate x ∈ n−1 by
The (structural) dilation of J can also be defined as [9] .
Define the structural erosion of image J by Z λ at coordinate x ∈ n−1 by
The (structural) erosion of J can also be defined as {k ∈ n | Z λ + k ∈ J}. Hence, the structural opening of J is identical to the structural erosion of J followed by the structural dilation of the result. That is
Structural granulometries
To define a granulometry using structural openings we need a family of SEs which depend on a real parameter λ such that
The first condition, which defines Z λ as a scaled version of Z [11] . The analysis of a structural granulometry is simplified -and its usefulness enhanced -if all the structuring elements in the family are flat. Z λ is said to be flat if it is zero everywhere on its support. That is, Z λ (x) = 0 for all x ∈ supp(Z λ ). Then, the opening of I by Z λ at x simplifies to
By definition, all binary SEs are considered to be flat. Because γ λ is entirely made up of unions of translations of Z λ , the key property of a structural granulometry is that at each level λ, the image has no structures which cannot contain Z λ . Moreover γ λ ⊂ γ λ−1 ⊂ I for any λ > 1. Thus, γ λ can be thought of as a sieving of the original image, I. The set, {γ λ }, of images generated by indexing λ is the morphological analogue of linear scale space [20] . Like a scale space sequence, a structural granulometry is multiresolution; each γ λ is smooth with respect to Z λ and, therefore, of lower resolution than the original image. The ordering of the SE family assures that each image is of lower resolution than the preceding images.
Structural granulometries are more important practically than other more general granulometries because γ λ = I •Z λ is easily computable for digital images. Although any opening can be represented in terms of structural openings, in general this requires a double union over infinite sets, which is impossible to compute exactly and complicated to approximate ( [17] , p. 109). The double union reduces to the simpler representation, equation (8), precisely when the SE family is mutually open. That restriction on the SE family is significant, however. It limits the useful SE families for granulometries of digital images to lines, squares, octagons, or other simple polyhedra. It is not possible, for example, to compute a structural granulometry using digital (approximations to) disks since they are not mutually open. Figures 1 and 2 show binary and grayscale granulometries created using a (mutually open) SE family of octagons of diameters {3, 5, 9, 17, 33}. In figure 1 , as in all the binary images shown in figures herein, the black regions are the foreground, {x | I(x) = 0}, and the white regions are the background, {x | I(x) = −∞}. The lower right hand image is blank because there are no objects in the image sufficiently large to cover the diameter 33 SE. The analogy with linear scale space is evident in figure 2 where the images become increasingly coarse in the scale of their features.
The Opening Spectrum
The opening spectrum 1 (OS) is the image sequence created by computing the differences between successive images in a structural granulometry generated by a flat SE family with an integral index set [10] . That is, if the SEs in family {Z λ } N λ=0 are zero on their support and satisfy equations (13) and (14) , and if Z 0 = {0} (so that γ 0 ≡ I), then the opening spectrum is
for λ = 0, . . . , N − 1, and
Figure 2: A grayscale granulometry.
Note that for binary I, the subtraction operation represents set difference (equation 6). For grayscale
Call a set U ⊂ I connected if for any two points a and b in supp(U ), there exists a contour C which begins at a and ends at b and is completely contained in supp(U ). This, however, is not the case. Statement (b) is true but (a) is not true for most SE families (with the one exception described in section 4).
Statement (b) is true in the grayscale case because (cf. property 2) there must be at least one y for which δ λ (y) = 0 in the Z λ+1 -neighborhood of any x ∈ supp(δ λ ). In the binary case, there is at least one y for which δ λ (y) = −∞ in the neighborhood. We will say an image, J, is band-limited with respect to size, or size band-limited, if J is open with respect to Z λ yet has no feature which can contain Z µ at any translate for any µ > λ. That is, J, has the properties that (1) J • Z λ ≡ J, and (2) there is no coordinate x ∈ n−1 such that Z λ+1 + x ⊂ F for any feature F ∈ J. Although the features of δ λ (for λ = 1, . . . , N − 1) do not contain Z λ+1 or larger SEs at any translate, δ λ is not open with respect to Z λ . Therefore, δ λ is not size band-limited.
Figures 3 and 4 show binary and grayscale opening spectra created using the same mutually 
because the opening of δ λ with Z λ annihilates parts of δ λ -the SE fragments. (Band δ N = γ N , is invariant however, as is band δ 0 .)
The One-dimensional Opening Spectrum
This section demonstrates that for a one-dimensional (line), mutually open SE family, the opening spectrum of an n-1-dimensional image is size band-limited in the direction of the SEs. This is especially useful for the processing of a pixel time-series in an image sequence since it enables duration-filtering (cf. section 4.2). The 1D OS is unlike opening spectra created with SEs of higher dimension since the individual bands of those are, in general, not open and therefore not size bandlimited. Let I be an (n-1-dimensional) image defined on the n-dimensional space X n , where X is either the reals, , or the integers, Z. Assume that I(x) ≥ 0 for all x ∈ supp(I).
2 It will be shown that if {Z λ } N λ=0 are regular, one dimensional, and such that Z λ ⊂ Z µ whenever λ < µ, then δ λ [I] is size band-limited in one direction. 
Theory
Let {a; x} be a line in X n which intersects point x and has direction cosines a. Z a λ is said to be one-dimensional and in direction a if 
Proof. For any {a; 0}, let Y n−1 be the orthogonal complement of {a; 0} in X n . Then the space X n can be written as the following direct sum:
(In equation (21) ⊕ represents direct sum, not dilation.) Define J a,y as the restriction of I to the set supp(I) ∩ {a; y} for some y ∈ Y n−1 . That is J a,y is a line of the image which contains point y and has direction a. Then I can be written as 
If equation (23) were not true, then Z a λ would necessarily have support of more than one dimension.
Given two sets U ⊂ I and V ⊂ I (each of which is connected), call U and V adjacent if supp(U ) ∪ supp(V ) is connected. Let A represent a connected set from the difference line image,
and let B represent a connected set from the open line image
In the binary case, assume A(x) ∈ for all x ∈ supp(A). In the grayscale case, assume A(x) > 0 for all x ∈ supp(A). Now, for a given A, either A is not adjacent to B for any B or A is adjacent to a specific B. If the former is true, then A is necessarily a union of translates of Z a λ which cannot cover Z a λ+1 ; A is size band-limited. This is true whether A is binary or grayscale. If A is adjacent to a specific B, the binary and grayscale cases must be considered separately. If I is binary then supp(A ∪ B) must cover supp(Z The ability to produce a directional 1D size band decomposition of a 2D image might be useful in some circumstances. But, it is probably not of much general utility. A 2D sizeband decomposition can be created from the 1D decomposition through iteration. Let b be a direction cosine vector that is orthogonal to a. Then δ 
There are N × M images in the decomposition.
Application to image time sequence analysis
One-dimensional size band decomposition is useful for the analysis of image time sequences. An image sequence forms a 3D spacetime volume I. If the direction cosine vector is assigned the time axis, t, then each I ∩ {t; y} is the time series of a single pixel. Then for each λ, δ . Thus, the first difference image was filtered on a three pixel neighborhood in time sequence, the second was filtered on a five pixel neighborhood, and so on though the fifth, which was filtered across 33 pixels. The five filtered sequences were summed pixelwise to produce the final noise cleaned sequence.
The SNR of the result averaged about 16.5dB per frame. To compare: a simple, duration 3, single pixel median filter applied to the original sequence resulted in an average SNR of about 7.1dB; a duration 33 median filter resulted in an SNR of about 6.5dB. The result of variable length filtering of separate duration-limited channels was significantly better than that of simple median filtering.
The Opening Residual
The opening spectrum is closely related to the opening residual, commonly called the "tophat transform" [5] . Simply the difference between an image an its opening, this transform was of obvious utility from the inception of grayscale morphology. In fact, Sternberg, who first extended morphology to grayscale imagery, included an example of the tophat in his seminal paper [18] where he referred to it as the "rolling ball" transform. The tophat is widely used in practical image analysis applications -especially in segmentation -yet comparatively little has been written about it due, perhaps, to the difficulty of analyzing it mathematically. Proof. I is nonnegative by assumption. Because opening is antiextensive, (I • Z) ≤ I at each pixel. Since Z is flat (cf. section 2.2), I • Z is nonnegative. Thus, τ is nonnegative. Assume that q is the minimum value of τ on the Z-neighborhood of x. Clearly, q ≥ 0. It will be shown that if q > 0, then over the entire Z-neighborhood of x, I is strictly greater than the greatest minimum on all Z-neighborhoods that intersect supp(Z + x), including the neighborhood of x itself. This in turn implies that the minimum of I on supp(Z + x) is strictly greater than the minimum of I on supp(Z + x), which is impossible. To wit, let
The tophat transform
Then for all pixels, y, in the Z-neighborhood of x (i.e., for all y ∈ supp(Z + x)) it must be true that
If q > 0, then for all y ∈ supp(Z + x)
Since this is true for all values I(y) with y ∈ supp(Z + x), it is true for the smallest value. Let y m be the location of the minimum. Then
Note that since y m ∈ supp(Z + x), then x ∈ supp(Ẑ + y m ). Thus, the inequality must hold for i = x. That is, min
Since y and j are dummy variables, this expression states that a specific number is larger than itself. Thus, it must be that q = 0. End of proof.
Property 3
The tophat transform is idempotent.
Property 4
The tophat transform is antiextensive. 
Proof. Since the opening is antiextensive, I ≥ (I •
Z
The relationship between the tophat and the opening spectrum
Throughout the following, assume {Z λ } N λ=0 is a family of flat, mutually open structuring elements. Let γ λ = I • Z λ be a structural opening. Let δ λ be a single band from the opening spectrum as defined by eqn. (16) . Let τ λ = I − (I • Z λ ) be the tophat. The tophat transform and the opening spectrum are related in a number of ways. The most obvious commonality is that δ 0 = τ 1 ; the zeroth band of the opening spectrum (OS) is a tophat. Other bands of the OS are subsets of tophats as shown in the following theorem.
Proof.
If the image, I, is binary the result follows since '−' is, simply, set difference (equation 6). If I is grayscale, then pointwise γ λ ≤ I and γ λ+1 ≤ γ λ . Thus, γ λ − γ λ+1 ≤ I − γ λ+1 . End of proof.
Corollary 6 Inclusion of openings.
Proof. This follows directly from the above theorem and the fact that the opening is increasing. End of proof.
Lemma 7 Opening of a brightness-shifted image. Let c > 0 be a real constant. Let I be a nonnegative image. Let C be an image such that supp(C) = supp(I) and C(x) = c for all x ∈ supp(C). Let I − C = {I(x) − C(x) | x ∈ supp(I)}. If I(x) ≥ c for all x ∈ supp(I), and if Z is flat, then
Proof. If C is everywhere less than or equal to I, the subtraction of C from I simply shifts I down uniformly in value. The spatial derivatives of I, hence the shape of the graph of I, are unchanged.
(Since real images are nonnegative, if C were larger than I at some pixels, the subtraction would clip I at zero and, therefore change the shape of the result). Likewise, the shape of the the opening of I is unchanged; That is, (
constant image is invariant under opening by a flat SE (ignoring boundary effects). Thus, (I • Z) − C = (I • Z) − (C • Z). End of proof.

Lemma 8 Constant intervals of a 1D opening. Assume I is grayscale and that Z is a 1-dimensional SE with a support interval of length d. At any point x either (1) γ(x) = I(x), or (2) γ(x) is constant on an interval in the direction of Z which contains x and has length d or greater.
Proof. Note that both (1) and (2) 
Proof. Assume I is binary. Then by corollary 6, δ λ • Z λ ⊆ τ λ+1 • Z λ Hence, if the statement of theorem 9 were not true, then there would exist a point x 0 such that
, then the set subtraction of γ λ+1 must remove more points from γ λ than from I, or the subtraction must introduce points into I − γ λ+1 that are not in γ λ − γ λ+1 . Both of these are impossible, so the said point, x 0 , does not exist, and the statement of the theorem is true. Assume I is grayscale and the SEs in {Z λ } N λ=0 are 1-dimensional and mutually open. Let d λ+1 be the length of the support interval of Z λ+1 . Property 2 implies that wherever the tophat τ λ+1 is nonzero over an interval, the length of that interval is strictly less than d λ+1 . That is, if x is such that τ λ+1 (y) > 0 for
is a directed interval, or line segment in an n-dimensional space. (x, a, and b are, in general, vectors.) By lemma 8, at pixel location x the underlying opening, γ λ+1 , is constant on an interval, J (x), which has length ≥ d λ+1 , and that contains I(x). That is, γ λ+1 (y) = γ λ+1 (x) for all y ∈ J (x) ⊇ I(x). Thus, 
By lemmas 7 and 8,
End of proof.
The previous theorem is not always true for a grayscale I and a multidimensional SE family as the following example demonstrates: Let I be defined as below. 
The example shows that corollary 6 holds, whereas theorem 9 does not. The theorem fails for the 2D SE case because lemma 8 is not true for multidimensional SEs. Since the underlying opening, γ λ+1 need not be constant under areas where τ λ+1 is nonzero, the subtraction of γ λ+1 from I can realign adjacent graylevels so that the result is open with respect to Z λ where I was not.
The Tophat Spectrum
This section defines the tophat spectrum and presents some of its properties. It is another pseudo band pass decomposition, but it differs from the opening spectrum in some important ways. In particular: each image in the tophat spectrum is size band-limited and open; the structuring element family need not be mutually open to generate a tophat spectrum; if the SE family is mutually open, and the original image is binary, each image in the tophat spectrum includes the open part of the corresponding image from the opening spectrum; and, the tophat spectrum is identical to the opening spectrum created with a family of flat, one-dimensional structuring elements. . Properties of the tophat spectrum. The following properties are direct consequences of the algorithm.
Algorithm 1 The tophat spectrum. Let I be an image (n-dimensional, either binary or grayscale). Let
φ λ = ρ λ+1 • Z λ , (42) ρ λ = ρ λ+1 − φ λ ,(43)
φ λ is open with respect to
3. φ λ (y) = 0 for at least one y ∈ supp(Z λ+1 + x) for every x (by property 2). . Properties 1 and 2 above imply ψ µ = φ λ for µ = λ, and ψ µ = ∅ for µ = λ. The transform T λ which maps an image into band λ of its tophat spectrum is idempotent since
The last two properties imply that a band from the tophat spectrum is an algebraic opening. (Note that although the opening spectrum has property 4, it is not an algebraic opening because it does not satisfy 5.) The tophat spectrum is not a granulometry since band λ of the spectrum of band µ from the tophat spectrum of I is empty whenever λ = µ. That is, property G2 of a granulometry does not hold.
Theory
The tophat spectrum is related to the opening spectrum as demonstrated through the following two theorems.
Theorem 10
The tophat spectrum is identical to the opening spectrum for a 1D structuring element family. If I is an image and {Z λ } N λ=0 are one-dimensional and mutually open, then
where φ λ is given by equation (42) 
by equation (42). Now consider ρ N −1 . (In the following equations, the number in the brackets indicates the equation or theorem which validates the relation.)
[ (43) and (29) (29) and (16)
Thus,
By equation (38),
By theorem 1, δ N −2 is open with respect to Z N −2 so that
That is, bands N − 2 of the tophat spectrum and the opening spectrum are identical. By similar reasoning the general case,
End of proof.
Theorem 11
Inclusion of the opened opening spectrum.
If I is a binary image and {Z
for λ = 0, . . . , N. δ λ is a band from the opening spectrum defined by equation (16) , and φ λ is a band from the tophat spectrum defined by equation (42 Theorem 11 does not hold for grayscale images with multidimensional SE families because the subtraction of an opening from a grayscale image alters the grayscale surface topography, as demonstrated in the previous example. In the general grayscale case, the tophat spectrum and the opening spectrum do not have a simple relationship.
A comparative example
For comparison, both an opening spectrum and a tophat spectrum were computed from a synthetic binary image. A family of 9 SEs was generated as follows: A single point was generated. This was dilated by a 3 by 3 square to create Z 1 . The resultant square was dilated by a 3 by 3 "plus" (a 3 by 3 square less the corner pixels) to generate Z 2 . In general Z λ for λ odd was generated by dilating Z λ−1 with the 3 by 3 square, and Z µ for µ even was generated by dilating Z µ−1 with the 3 by 3 "plus." The resultant family is mutually open as described previously. (Z λ ⊂ Z µ for λ < µ; Z µ is open with respect to Z λ for λ < µ.)
Ten shot noise images, {S λ } 9 λ=0 (single black pixels placed at random on a white background) were generated. The density of black pixels ranged from 1.0% in S 0 to 0.007% in S 9 . For λ ∈ (1, . . . , 8) , the shot density of S λ , was approximately inversely proportional to the area of Z λ . Each of the images {S λ } 9 λ=1 was dilated with the corresponding Z λ to form images {D λ } 9 λ=0 (D 0 = S 0 ). These were combined through logical union to form an image for testing,
(52) Figure 6 compares the granulometry, the opening spectrum, the tophat spectrum, and the ground-truth size distribution of I. The left-hand column contains the original image I at the top. The four images below it are the result of opening I with the mutually open SE set S = {Z 1 , Z 2 , Z 4 , Z 8 }. Thus, the left-hand column is a standard granulometry. The right-hand column contains the size band-limited images (from top to bottom),
. These images represent the ground truth decomposition of I with respect to S because they were synthesized directly. The column second from the left contains an opening spectrum, {δ λ } 4 λ=0 . δ 0 is at the top; the others follow consecutively. The column second from the right contains a tophat spectrum, {φ λ } 4 λ=0 . Both were computed using S. Some of the properties of the two transforms are directly visible in the example. The last image in each column is identical to the others. φ 4 = δ 4 = γ 4 by definition. It is purely by chance that these equal the ground truth image on that scale. SE fragments are clearly visible in δ 1 , δ 2 , and δ 3 . Although all 5 bands of the tophat spectrum are visibly open, evidently some odd shaped fragments were "pushed up" into the zeroth band by the recursion, since these do not exist in the zeroth band of the opening spectrum. Thus, the in all bands other than the zeroth, the tophat spectrum provides a (visually) closer approximation to the ground truth distribution than does the opening spectrum. 
Independence and invariance
It is easy to see from the definition of the opening spectrum that for any grayscale image I,
If I is binary, the sum is equivalent to a union. Haralick et al. have shown for binary I [10] 
These two properties indicate that the representation of a binary image via opening spectrum is complete, and that the spectral bands are independent in the sense that they do not overlap.
For the tophat spectrum of image I, either grayscale or binary,
where the sum is equivalent to a union if the image is binary. Moreover, for binary I, since the set of pixels in φ λ+1 is deleted from the image prior to forming φ λ (which is antiextensive) from the residual, it is necessarily true that
It is useful to know for a given spectral representation precisely which operations can be performed on the spectral bands that leave the result invariant under retransformation. 
If I is grayscale, any T λ [·] which alters the graylevel topography of a spectral band will affect the topography of bands with lesser indices. Then, the spectral decomposition of the sum of the transformed bands will usually differ from the transformed bands. That is, eqn. (57) usually will not hold. If I is binary, consider the following:
where λ = ξ λ Z λ , the erosion of ξ λ by Z λ , and f λ is antiextensive. The foreground pixels in λ are position markers for every 
Reconstruction of the granulometry
The following algorithm can be thought of, loosely, as reconstructing the granulometry of the image. The image is opened with the largest SE in the family. The opened image is used as a marker to reconstruct I. The result of the reconstruction is subtracted from the original image and the result of that is opened with the next smaller SE. This continues until all the SEs are used. Figure 7 is a block diagram of the algorithm. No piece can cover the SE of the succeeding levels. There are, however, features that can cover smaller SEs. Thus the images are not truly size band-limited. Note that the set of images is a true decomposition since the intersection of any two is empty, and the union of all of them is identical to the original image. Figure 9 shows the result of algorithm 1 applied to a grayscale image. The SE family comprised flat digital (pseudo) disks of diameters {3, 5, 9, 17, 33}. Notice that the size based decomposition is less pronounced than in the binary case. The same features are visible across several images because the their "bases" are larger than their peaks. The images show a definite size bias; Various texture primitives of different sizes are highlighted. Like the binary case an individual band contains no features which can contain a translate of the SE from succeeding levels. However, a band may not be open with respect to the SE of its own level. It is a decomposition because the "band pass" images are all nonnegative and they sum to the original. Algorithm 1 is useful for extracting connected components from a binary image or highlighting texture primitives from a grayscale image. However, the results are not strictly bandpass with respect to size. In particular, although image ρ λ for λ < N contains no features that can cover Z λ+1 , ρ λ does, in general, contain features that cannot cover Z λ but can cover Z λ−j for j = 1, . . . , λ − 1. Said features are connected to others that do cover Z λ .
Reconstruction of the opening spectrum
To preserve some elements of the physical continuity of objects while enforcing a reasonably strict size gradation, it makes sense to allow some smaller features to remain attached to their strictly size limited neighbors. The following algorithm was developed to make that trade-off. It can be thought of as reconstructing the opening spectrum since it operates on the difference images. 
open image -smooth with respect to Z λ .
Z λ -smooth difference image with fragments from previous levels that did not attach during previous reconstructions.
with all adjacent fragments.
small fragments from previous levels that did not attach during reconstruction. Figure 10 is a block diagram of the algorithm. First, the algorithm generates an opening spectrum (eqn. 16). It opens the δ λ bands to create the strictly size limited ε λ images. The Vincent reconstruction algorithm reconnects SE fragments with adjacent Z λ -smooth regions. Not all the fragments are adjacent to these regions. Those which are not form the residual, β λ . The remaining SE fragments in β λ are adjacent to larger SEs (Z µ for µ > λ). Thus, these are combined with the next larger difference image to be reconstructed with the next larger SE. The final residual image, β N −1 contains all fragments or features that cannot cover the smallest SE and are not adjacent to a larger SE. Table 1 lists a short description of each image sequence in the algorithm.
It is instructive to compare figure 11 to figure 8 and figure 12 to figure 9 . The former in each pair were created using algorithm 2 with the same set of SEs used by algorithm 1 to create the latter. Notice that the features in 8 and 9 more closely follow the image's texture elements than do those created by algorithm 2. On the other hand, the size band images in figure 11 and 12 are more uniform in size than those created by algorithm 1.
A comparative example
Both algorithms were applied to the synthetic binary image described in section 6.2 to obtain a measure of their relative effectiveness. Figure 13 shows the results. The left-hand column contains the original image I at the top. The four images below it are the result of opening I with the SE set S = {Z 1 , Z 2 , Z 4 , Z 8 }. Thus, the left-hand column is a standard size distribution as defined by Matheron [13] . The right-hand column contains the size band-limited images (from top to bottom),
, and D 8 ∪ D 9 . These images represent the ground truth decomposition of I with respect to S because they were synthesized directly. The column second from the left contains the result of Algorithm 1, and the column second from the right contains the result of algorithm 2, both using the SEs in S.
To measure the accuracy of the two algorithms, the ratio of the number of incorrect pixels in the resultant image to the number of black (foreground) pixels in the corresponding ground truth image was computed. The average error in the output of algorithm 1 was 32%; the average error in the output of algorithm 2 was 20%. The greater accuracy of algorithm 2 is evident upon close examination of figure 13 . 
Conclusion
Four morphological pseudo bandpass image decompositions have been defined and their relative effects explored. They are the opening spectrum, the tophat spectrum, a reconstruction of the granulometry, and a reconstruction of the opening spectrum. The opening spectrum is the most well-known. But, it also is farthest from truly bandpass with respect to size and shape. Its bands (images) are not all open, and the SE family needed to generate it must be mutually open (a significant limitation). The opening spectrum generated with a onedimensional SE family, however, was shown to be strictly size bandpass (in one dimension). It was stated that this technique can be used to decompose an image time sequence into a set of sequences, each of which contains events of strictly limited time duration. It was shown that the decomposition can be used for significant noise reduction in image time sequences.
The properties of the tophat spectrum derived herein show that it is a morphological analogue of the Laplacian bandpass spectrum. The tophat spectrum is analogous because each band in the spectrum is size band-limited and open, the sum of the bands equal the original image, and in two useful special cases, the features in one band are independent from the features in the other bands. Unlike the opening spectrum, the structuring element family need not be mutually open to generate a tophat spectrum. If the SE family is mutually open, and the original image is binary, each image in the tophat spectrum includes the open part of the corresponding image from the corresponding opening spectrum. The tophat spectrum is identical to the opening spectrum created with a family of flat, one-dimensional structuring elements.
The granulometric reconstruction algorithm, was shown to be effective in sized based feature grouping in binary images and texture element segmentation in grayscale images. But, the individual bandpass images are not size limited from above.
The reconstruction of the opening spectrum, although not strictly size limiting, trades off size segregation with connectivity considerations to produce a mostly size limited set of images. The algorithms were compared by testing them on a synthetic binary image for which a ground truth decomposition was available. Although the opening spectrum is relatively well known -Dougherty and others have recently described its statistical properties and demonstrated, using these results, how to design optimal image filters [1, 7, 8] -there is much more to be explored and understood in the realm of these decompositions.
