We construct a set H of orthogonal polynomial sequences that contains all the families in the Askey scheme and the q-Askey scheme. The polynomial sequences in H are solutions of a generalized first-order difference equation which is determined by three linearly recurrent sequences of numbers. Two of these sequences are solutions of the difference equation s k+3 = z (s k+2 − s k+1 ) + s k , where z is a complex parameter, and the other sequence satisfies a related difference equation of order five.
Introduction
Among the families of orthogonal polynomial sequences the hypergeometric and basic hypergeometric families are certainly some of the most important and have been extensively studied for a long time. See [4] and [5] . In the present paper, we present a construction of a class H of orthogonal polynomial sequences that includes all the hypergeometric and basic hypergeometric families. We find first the polynomial solutions of certain generalized difference equation of first order, which is determined by three sequences of numbers, and then we show that when the three sequences satisfy certain difference equations the polynomial solutions are orthogonal.
We obtain explicit expressions for the coefficients of the orthogonal polynomials and for the generalized moments with respect to a basis of Newton type of the space of polynomials. We also obtain explicit formulas for the coefficients of the three-term recurrence relation satisfied by the polynomial sequences in H. We have verified that H contains all the 15 families in the Askey scheme and all the 29 families in the q-Askey scheme. The coefficients of the normalized recurrence relation satisfied by each family can be obtained by substitution of suitable values of the parameters in our general formulas for coefficients of the recurrence relations satisfied by the elements of H.
We present some examples of cases in which the generalized difference equation of first order becomes the usual second order differential or difference equations used to characterize some families of orthogonal polynomial sequences.
This article is organized as follows. In Section 2 we present preliminary material and some definitions and notation. In Section 3 we introduce the generalized difference equation of first order and find explicit expressions for its polynomial solutions. In Section 4 we find the matrix L that represents the operator of multiplication by the independent variable with respect to a basis that is a sequence of solutions of the generalized difference equation. In Section 5 we consider a special class of generalized difference equations determined by certain linearly recurrent sequences and show that in that case the entries of the matrix L satisfy some recurrence relations. Then we show that L becomes tridiagonal if the initial values of the linearly recurrent sequences are related in an appropriate way. If L is tridiagonal then the associated polynomial sequence is orthogonal. In Section 6 we define the class H of orthogonal polynomial sequences, describe its main properties and divide it in three sets. In section 7 we study the set H q , which contains all the families in the q-Askey scheme, and we give the values of our parameters that yield some of the families. In Section 8 we consider the set H 1 , which corresponds to q = 1 and contains all the families in the Askey scheme, and we give examples of the parameters that produce some of the families. In Section 9 we look at the set H −1 , which corresponds to q = −1 and contains polynomial sequences that are not well-known.
Since our results produce a uniform parametrization of all the hypergeometric orthogonal polynomial sequences they may be useful to study the space of such sequences. See [7] .
There are numerous recent papers that deal with recurrence relations, moments, characterization theorems, difference operators, and orthogonality on quadratic lattices of polynomial sequences related to the ones we study in this paper. Some of them use infinite matrices. See for example, [3] , [6] , [8] , [9] , [10] , [11] , and [12] .
Preliminary material
We present in this section some preliminary material and introduce notation that will be used in the paper. A more detailed account of the matrix approach to polynomial sequences can be found in [14] and [15] . See also [1] where some properties of doublyinfinite matrices are obtained.
A polynomial sequence is a sequence of polynomials p 0 (t), p 1 (t), p 2 (t), . . . with complex coefficients such that p n (t) has degree n for n ≥ 0. Every polynomial sequence is a basis for the complex vector space P of all polynomials in one variable.
If {u n } and {v n } are two polynomial sequences then there exists a unique matrix A = [a n,k ], where (n, k) ∈ N × N, such that u n (t) = n k=0 a n,k v k (t), n ≥ 0.
(2.1)
The infinite matrix A is lower triangular and invertible. If all the polynomials u n and v n are monic then a n,n = 1 for n ≥ 0. If we consider a fixed polynomial sequence v n then every lower triangular invertible matrix A determines another polynomial sequence by (2.1). The n-th row of the matrix A is the vector of coefficients of u n with respect to the basis {v n }. Equation (2.1) is equivalent to the matrix equation
We say that A is the matrix of the sequence of polynomials {u k (t) : k ∈ N} with respect to the basis {v k (t) : k ∈ N}. Let x 0 , x 1 , x 2 , . . . be a sequence of complex numbers and define the polynomials v 0 (t) = 1, and
It is clear that {v n } is a polynomial sequence and therefore it is a basis for the space of polynomials. It is called the Newton basis associated with the sequence x n . Let V be the infinite matrix that satisfies
The entries in the n-row of V are the coefficients of v n (t) with respect to the basis of monomials and therefore they are elementary symmetric functions of x 0 , x 1 , x 2 , . . . , x n−1 , with the appropriate signs. Therefore the entries in V −1 are complete homogeneous symmetric functions of the x k . The dual basis of the Newton basis {v n } is the sequence of divided difference functionals ∆[x 0 , x 1 , x n−1 ], which give us the coefficients in the representation of any polynomial in terms of the Newton basis. The basic theory of divided differences can be found in [2] and [13] .
Let τ be a linear operator on the space of polynomials and let T be its matrix representation with respect to the basis {v k (t) : k ∈ N}. If A is the matrix of the sequence of polynomials {u k (t) : k ∈ N} with respect to the basis {v k (t) : k ∈ N} then AT is the matrix of the sequence {τ u k (t) : k ∈ N} with respect to the same basis. Note that the multiplication by T is on the right-hand side, because the polynomial u k corresponds to the k-th row of A.
We introduce next some infinite matrices that will be used in the rest of the paper. Let
The matrix S is called the left shift and S T is the right shift. Any sequence of numbers g 0 , g 1 , g 2 , . . . can be used to construct an infinite matrix G defined by G k,k = g k for k ≥ 0 and G j,k = 0 if j = k. We say that G is the diagonal matrix associated with the sequence g k . A matrix of the form GS, where G is diagonal and G k,k = 0 for k ≥ 1, is called generalized difference matrix of first order. If the linear operator represented by GS with respect to the basis {v k (t)} is denoted by γ then γv k (t) = g k v k−1 (t), for k ≥ 1, and γv 0 (t) = 0. A diagonal matrix G, acting by multiplication on the right-hand side, represents an operator of the form φv k (t) = g k v k (t), which is a rescaling of the basis and can be considered as a generalized difference operator of order zero.
Define the matrix
With respect to the standard basis of monomials D is the matrix representation of the usual differential operator, and S T is the representation of multiplication by the variable t of the polynomials. If {u k } k 0 is a sequence of monic orthogonal polynomials we write the corresponding three-term recurrence relation in the form
and define the sums σ k = β 0 + β 1 + · · ·+ β k , for k 0. Using the σ k is convenient because their explicit formulas are simpler than those for the β k .
The generalized difference equation
We denote by P the complex vector space of all polynomials in one variable. Let v k (t) be a monic polynomial sequence in P. It is clear that {v k : k ≥ 0} is a basis for the space P. A generalized difference operator of order one with respect to the basis {v k : k ≥ 0} is a linear operator γ defined by γv k = g k v k−1 for k ≥ 0, where the sequence of complex numbers g k satisfies g 0 = 0 and g k = 0 for k ≥ 1. A linear operator φ defined by φv k = h k v k , where the h k are complex numbers, is called generalized difference operator of order zero.
Let γ and φ be generalized difference operators with respect to the basis {v k }, of orders one and zero, respectively, and let {u n (t) : n ≥ 0} be a monic polynomial sequence. Let us consider the generalized difference equation
Theorem 3.1. If the sequence h k satisfies h k = h j , for k = j, then the solution of (3.1) is the polynomial sequence
where the coefficients c n,k are given by
3)
and c n,n = 1 for n ≥ 0.
Proof: Since {u n (t) : n ≥ 0} is a monic polynomial sequence it is clear that u n (t) can be written as in equation (3.2) for some matrix of coefficients c n,k with c n,n = 1 for n ≥ 0. Then, by the definition of γ we have
Therefore the difference equation (3.1) becomes
and this gives
By the linear independence of the polynomial sequence {v k } we obtain
and since the numbers h j are pairwise distinct we can write the previous equation in the form
This recurrence relation clearly gives us (3.3). Let C be the matrix of coefficients c n,k . It is an invertible lower triangular infinite matrix that satisfies
We define the polynomial sequence w k (t) as follows, w 0 (t) = 1 and
It is the Newton basis associated with the sequence of nodes h k . We will use the notation
Then
andĉ n,n = 1 for n ≥ 0.
Proof: Let us note that the denominator in
Let k < n and letĉ n,j be defined by (3.7). Then
because the last sum is the divided difference of 1 with respect to h k , h k+1 , . . . , h n , which are at least two nodes, since k < n. That sum is also the sum of the residues of 1/w n+1,k (t). The basic properties of divided differences can be found in [2] or [13] .
For k = n we getĉ n,n c n,n = 1 for n ≥ 0. Therefore the matrix product [ĉ n,k ][c n,k ] is equal to the infinite identity matrix and this completes the proof.
The operator of multiplication by the variable t
We let now {v k } be the Newton basis associated with a sequence x 0 ,
Let V be the matrix whose (n, k) entry is the Taylor coefficient of t k in the polynomial v n (t). The entries of the inverse matrix V −1 are the complete homogeneous symmetric polynomials of the nodes x j , that is,
where the sum runs over all vectors (i 0 , i 1 , . . . , i n−k ) with entries in {x 0 , x 1 , . . . , x k }. Therefore V and V −1 are change of bases matrices that satisfy
Let us note that CV is the matrix of coefficients of the polynomials u k (t) with respect to the basis of monomials {t k : k ≥ 0}.
Since
Let L be the matrix representation with respect to the basis {u k (t) : k ≥ 0} of the operator of multiplication by t. Using equation (3.4) we obtain
The explicit expressions (3.3) and (3.7) for the entries of C and C −1 give us
and L n,n+1 = 1 for n ≥ 0. In particular
and
We will show in the next section that when the sequences h k , x k , and g k are certain linearly recurrent sequences the matrix L is tridiagonal and therefore the polynomial sequence {u k (t) : k ≥ 0} is orthogonal, and the entries of L are the coefficients of the three-term recurrence relation.
The family of orthogonal polynomial sequences
In this section we study the polynomial sequences obtained when the sequences h k and x k satisfy a particular type of linear difference equation of third order and g k satisfies a linear difference equation of fifth order related with the equation satisfied by h k and x k . We will show that choosing appropriate initial values for the sequence g k the matrix L becomes tridiagonal and the polynomial sequence {u k (t) : k ≥ 0} becomes orthogonal.
Let z be a complex number and consider the difference equation
The characteristic polynomial of this equation is t 3 − zt 2 + zt − 1. The sum of its roots equals z and the product of the roots is equal to 1. Since 1 is a root we see that the roots can be expressed as 1, q, and q −1 for some nonzero complex number q. If z is real and −1 ≤ z ≤ 3 then we can write z = 1 + 2 cos(θ) and then it is easy to see that q = cos(θ) + i sin(θ) and hence q and q −1 have modulus one. If z = 3 then 1 is a root of the characteristic polynomial with multiplicity three. If z = −1 then −1 is a double root of the characteristic polynomial. From now on we suppose that the sequences h k and x k are solutions of the difference equation (5.1) and that h k = h n for k = n . It is easy to verify that the pointwise (or Hadamard) product of two solutions of (5.1) satisfies the difference equation of order five
The characteristic polynomial of this equation
and therefore its roots are 1, q, q −1 , q 2 , q −2 . From now on we suppose that the sequence g k satisfies (5.2) and also g 0 = 0 and g k = 0 for k ≥ 1. Therefore the matrices C, C −1 , and L are completely determined by z and the initial values h 0 , h 1 , h 2 , x 0 , x 1 , x 2 , and g 1 , g 2 , g 3 , g 4 .
Let us note that the entries of the matrices C, C −1 , and L are functions of the differences h k − h n .
For fixed m > 0 the sequence (δh) m,k = h k − h k+m satisfies the difference equation
and has initial values (δh) m,0 = h 0 −h m and (δh) m,1 = (h 1 −h 1+m ). This is a simple threeterm recurrence relation which is related with the recurrence satisfied by the Chebyshev families of orthogonal polynomials.
Let p k , r k , and y k be the solutions of (5.3) determined by the initial values p 0 = 1 and p 1 = z − 1; r 0 = 1 and r 1 = z; y 0 = 2 and y 1 = z − 1. The sequence p k satisfies
where theÛ k (t) are the monic Chebyshev polynomials of the second kind. The sequence r k satisfies a similar equation with modified initial conditions, and also satisfies r k+2 = zp k+1 − p k for k ≥ 0. The sequence y k satisfies
where theT k (t) are the monic Chebyshev polynomials of the first kind. The polynomials y k also satisfy y k+2 = (z − 1)p k+1 − 2p k for k ≥ 0.
Since the sequence p k and the shifted sequence p k−1 form a basis for the space of solutions of (5.3) it is easy to see that 4) we see that the entries of the matrix L depend on the recurrent sequences h k , x k , g k . Therefore it seems reasonable to expect that such entries satisfy some kind of recurrence relation. We find first a recurrence relation for three consecutive entries on a diagonal. Define
Let us note that the denominator of L n,k is a divisor of τ (n, k).
A straightforward computation gives us the recurrence relation τ (n + 2, k + 2)L n+2,k+2 − y n−k τ (n + 1, k + 1)L n+1,k+1 + τ (n, k)L n,k = 0, 0 ≤ k ≤ n − 2, (5.10) where y j is the sequence of orthogonal polynomials in z related with the monic Chebyshev polynomials of the first kind that satisfies (5.3) and (5.5).
We will find next a recurrence relation on L similar to the recurrences satisfied by the entries of the matrix of Stirling numbers of the second kind and other matrices of generalized binomial coefficients.
Define the functions
It is easy to verify that the entries of L satisfy the recurrence relation
where p j is the sequence of orthogonal polynomials of z that satisfies (5.3) and (5.4) . From the recurrence relations (5.10) and (5.12) we can see that if L 2,0 = 0 and L 3,1 = 0 then L m+k,k = 0 for m ≥ 2 and k ≥ 0. That is, L is tridiagonal. Using the explicit formula (4.4) for the entries of L we can solve L 2,0 = 0 for g 3 and then solve L 3,1 = 0 for g 4 . We obtain
The three main classes of orthogonal polynomial sequences
Let us summarize some of the results in the previous sections. Let z be a complex number and let h k and x k be sequences that satisfy the recurrence relation (5.1)
and let g k be a sequence that satisfies the recurrence relation (5.2)
Suppose that z and the initial values h 0 , h 1 , h 2 are such that h k − h n = 0 if k = n and that g 0 = 0 and g 3 and g 4 are given by (5.13) and (5.14) respectively. Define the polynomial sequence
where the v k are the Newton polynomials associated with the sequence x k and the coefficients c n,k are
and c n,n = 1 for n ≥ 0. Then the monic polynomial sequence u n (t) is orthogonal and satisfies the three-term recurrence relation
where α n = L n,n−1 , given by (4.6), and β n = L n,n , given by (4.5). The sequence u n (t) also satisfies the generalized difference equation of first order γu n (t) + φu n (t) = h n u n (t), n ≥ 0, (
where the operators γ and φ were defined in Section 3. The generalized moments with respect to the basis {v k (t) : k ≥ 0} are
and m 0 = 1. Note that the generalized moments satisfy a recurrence relation of order one. The standard moments µ n , with respect to the basis of monomials t n , are given by
where V −1 is defined in (4.2). Let H denote the set of all the orthogonal polynomial sequences u k (t) obtained by the procedure described above. The sequences in H are determined by z and the initial values h 0 , h 1 , h 2 , x 0 , x 1 , x 2 , g 1 , g 2 . The parameters z, h 0 , h 1 , h 2 are restricted by the condition h k = h n if k = n.
If the nodes x k are all distinct, that is, x j = x k for j = k, then, if some additional conditions are satisfied, the orthogonality of the polynomials u k (t) can be expressed as a discrete orthogonality of the form
where r j is a weight associated with the node x j for j ≥ 0. The weights r j are determined by the equations
which are equivalent to the matrix equation
where P is the lower triangular matrix defined by P j,k = v k (x j ), for j ≥ 0 and k ≥ 0. If the nodes x j are distinct then P is invertible, and using some basic properties of divided differences we obtain P −1 j,k = (v ′ j+1 (x k )) −1 . Therefore (6.7) yields [r 0 , r 1 , r 2 , . . .] = [m 0 , m 1 , m 2 , . . .]P −1 , (6.8) and thus
It is clear that some additional conditions are required for the convergence of the infinite series in (6.9). The matrices P and P −1 are scaled generalized lower triangular Pascal matrices. The roots of the characteristic polynomial of the difference equation (5.1) are 1, q, q −1 where q is a nonzero complex number. If we consider the possible multiplicities of the roots in order to classify the elements of H we find three cases:
The class H q
In this case the roots of the characteristic polynomial t 3 − zt 2 + zt − 1 are 1, q, q −1 , with q = 1 and q = −1. Therefore the roots are distinct and the general solution of the difference equation (5.1) can be expressed as
where the coefficients λ j are complex numbers. Since the sequences h k and x k are solutions of (5.1) they can be expressed as
Let us note that a change in b 0 corresponds to a translation of the Newton polynomials v k (t) and therefore to a translation of the polynomials u k (t). The characteristic polynomial of the difference equation (5.2) has roots 1, q, q −1 , q 2 , q −2 and therefore the general solution of (5.2) has the form
where the coefficients λ j are complex numbers. Since the sequence g k is a solution of (5.2) it can be expressed as
Since g 0 = 0 and g 3 and g 4 are given by (5.13 ) and (5.14) respectively, we obtain 8) and d 1 and d 2 are arbitrary parameters. Therefore we have
The coefficients of the three-term recurrence relation are given in equations (4.5) and (4.6). We can express them in terms of the parameters a 0 , a 1 , a 2 , b 0 , b 1 , b 2 , d 1 , d 2 by using equations (7.2), (7.4) , and (7.7). The entries α k = L k,k−1 , for k ≥ 1, are given by
). (7.10)
Let β k = L k,k and let σ k = β 0 + β 1 + · · · + β k , for k ≥ 0. Then we obtain
11) From (7.10) we see that in order to have α k = 0, for k ≥ 1, the parameter q must not be a root of 1. Let us note that if q k a 1 − a 2 = 0 for k ≥ 1 then α k and β k are well defined. Note also that α k is independent of a 0 and b 0 , and β k is independent of a 0 . Equation (7.2) gives us
and therefore we must have q n a 1 = a 2 for n ≥ 1. With equations (7.12) and (7.9) we can express the entries of the matrices C and C −1 in terms of the parameters a 0 , a 1 , a 2 , b 0 , b 1 , b 2 , d 1 , d 2 . For example, the quotients
are the factors of the generalized moments m n =ĉ n,0 , given by equation (6.3).
In the generalized difference equation (3.1) the operators γ and φ are defined with respect to the basis {v k (t) : k ≥ 0}. Using the matrices V and V −1 we can transform equation (3.1) and obtain an equation with respect to the basis of monomials {t k : k ≥ 0}. If h 0 = 0, b 0 = 0, and b 2 = 0 we obtain the q-difference equation of second order
where
h k is given by (7.2) and D q and D 1/q are the usual q-difference and q −1 -difference operators. There is a similar equation in the case with h 0 = 0, b 0 = 0, and b 1 = 0. The class H q contains all the families of basic hypergeometric orthogonal polynomial sequences in the q-Askey scheme [5] . The coefficients of the normalized three-term recurrence relation for each of the families listed in Chapter 14 of [5] are obtained by direct substitution of appropriate values of the parameters a 1 , a 2 , b 0 , b 1 , b 2 , d 1 , d 2 , without taking limits. The only case that requires a limit is the family of continuous q-Hermite polynomials. We give next some examples.
The Askey-Wilson polynomials are obtained with
where a 2 is an arbitrary nonzero number and a, b, c, d are the parameters used in [5, eq. 14.1.5].
The q-Racah polynomials are obtained with 
where a 2 is an arbitrary nonzero number and a, b, c are the parameters used in [5, eq. 14.3.5] .
The Al-Salam-Chihara polynomials are obtained with
where a 2 is any nonzero number and a, b are the parameters in [5, eq. 14.8.5] .
For the big q-Jacobi polynomials we have
where a 2 is any nonzero number and a, b, c are the parameters in [5, eq. 14.5.4] .
For the q-Meixner polynomials we have
where a 1 is an arbitrary nonzero number and b, c are the parameters in [5, eq. 14.13.4 ].
The class H 1
In this section we consider the family of orthogonal polynomial sequences obtained when we take z = 3. In this case the characteristic polynomial of the difference equation (5.1) is t 3 − 3t 2 + 3t − 1 = (t − 1) 3 and therefore the general solution of (5.1) has the form
where the coefficients λ j are arbitrary complex numbers.
Since the sequences h k and x k are solutions of (5.1) we can write them as follows.
where a 0 = h 0 , a 1 = h 1 − h 0 , and a 2 = (h 0 − 2h 1 + h 2 )/2, and
The characteristic polynomial of the difference equation (5.2) is in this case (t − 1) 5 and therefore the sequence g k , which is a solution of (5.2), with g 0 = 0 and g 3 and g 4 given by (5.13) and (5.14) respectively, can be expressed as
where d 1 and d 2 are arbitrary numbers and
and therefore the condition h m = h n , for m = n, is satisfied if a 1 + ka 2 = 0 for k ≥ 0. The coefficients of the three-term recurrence relation are in this case given by
where g k is given by (8.4) and
where e 1 = −(1/2)(a 1 b 1 + 2a 2 b 1 − 2d 2 ), e 2 = (2/3)b 2 (a 1 + a 2 ), e 3 = (1/3)a 2 b 2 . Recall that β 0 = σ 0 and β k = σ k − σ k−1 for k ≥ 1. The quotients
8) are the factors of the generalized moments m n =ĉ n,0 given by (6.3) . The entries of the matrices C and C −1 are products of terms similar to (8.8) .
If b 0 , b 1 , and b 2 are equal to zero then the basis {v k (t)} is the standard basis of monomials {t k } and in such case the generalized difference equation (3.1) can be written in the form
where D denotes differentiation with respect to t and h k is given by (8.2 ). If we take b 1 = 0 and b 2 = 0 then the basis {v k (t)} becomes the basis of translated powers {(t − b 0 ) k : k ≥ 0} and the matrices V and V −1 are generalized Pascal matrices. Transforming the generalized difference equation (3.1) to the basis of monomials we obtain the equation (8.10) where D denotes differentiation with respect to t. If we put b 0 = 0 in (8.10) we obtain (8.9).
If b 2 = 0 and b 1 = 0 then the basis {v k (t)} is the Newton basis associated with the sequence b 0 + b 1 k, for k ≥ 0. In this case the generalized difference equation (3.1) can be expressed in matrix form as
Here D is the matrix representation of the difference operator ∆ defined by 12) and S T is the matrix representation of the forward shift operator E defined by Ev k (t) = v k+1 (t), k ≥ 0, (8.13) and H is the diagonal matrix with entries h 0 , h 1 , h 2 , . . . in the main diagonal. Observe that (8.11) becomes a difference equation of order 2 when a 2 = 0. The class H 1 contains all the families of hypergeometric orthogonal polynomial sequences in the Askey scheme. The coefficients of the normalized three-term recurrence relation for each family listed in Chapter 9 of [5] are obtained by giving appropriate values to our parametrs a 1 , a 2 , b 0 , b 1 , b 2 , d 1 , d 2 , without taking limits. The only case that requires limits is the family of Hermite polynomials. We give next some examples.
The Wilson polynomials are obtained with
where a 2 is any nonzero number and a, b, c, d are the parameters in [5, eq. 9.1.5]. The Racah polynomials, in the case α + 1 = −N, are obtained when
where a 2 is any nonzero number and αβ, γ, δ, N are the parameters in [5, eq. 9.2.4].
For the continuous dual Hahn polynomials we have
where a 1 is any nonzero number and a, b, c are the parameters in [5, eq. 9.3.5].
For the continuous Hahn polynomials we have
where a 2 is any nonzero number and a, b, c, d are the parameters in [5, eq. 9.4.4] .
The Meixner-Pollaczek polynomials are obtained with
where a 1 is any nonzero number and λ, φ are the parameters in [5, eq. 9.7.4].
For the Jacobi polynomials we have
here a 2 is any nonzero number and α, β are the parameters in [5, eq.9.8.5]. The Bessel polynomials are obtained with
where a 2 is any nonzero number and a is the parameter in [5, eq. 9.13.4].
The class H −1
We consider now the class of orthogonal polynomial sequences obtained when we take z = −1. In this case the characteristic polynomial of the difference equation (5.1) is t 3 + t 2 − t − 1 = (t − 1)(t + 1) 2 and its roots are 1, −1, −1. Therefore the general solution of (5.1) has the form s k = λ 0 + λ 1 (−1) k + λ 2 k(−1) k , k ≥ 0, (9.1)
where the λ j are arbitrary numbers. We can write the sequences h k and x k , which are solutions of (5.1), as h k = a 0 + a 1 (−1) k + 2a 2 k(−1) k , k ≥ 0, (9.2) and
x
We include the factor 2 in the terms with a 2 and b 2 in order to simplify the notation. When z = −1 the difference equation (5.2) has characteristic roots 1, 1, 1, −1, −1 and then we can write g k = d 0 + d 1 (−1) k + 2d 2 k(−1) k + 2d 3 k + 2d 4 k(k − 1), k ≥ 0. and this shows that the condition h n − h m = 0 for n = m is satisfied if a 2 is not zero and a 1 − na 2 = 0 for n ≥ 1. The initial terms of the sequence h k are a 0 + a 1 , a 0 − a 1 − 2a 2 , a 0 + a 1 + 4a 2 , a 0 − a 1 − 6a 2 , . . . . This shows that the terms with even indices and the terms with odd indices behave differently. The sequences x k and g k have a similar property.
The coefficients of the three-term recurrence relation also have different expressions for even and odd indices. For n even we have α n = − n(a 1 + (n − 1)a 2 )(a 1 b 2 + a 2 b 1 − d 2 + 2(n − 1)a 2 b 2 )(2na 2 b 2 + a 1 b 2 − a 2 b 1 + d 2 ) a 2 (a 1 + (2n − 1)a 2 ) 2 .
(9.6)
For n odd we have α n = −d 1 − n(a 1 b 2 + a 2 b 1 + d 2 ) − 2n(n − 1)a 2 b 2 a 2 (a 1 + (2n − 1)a 2 ) 2 × ((a 1 (a 1 b 2 −a 2 b 1 −d 2 )+a 2 d 1 +a 2 ((3n−1)a 1 b 2 −(n−1)(a 2 b 1 +d 2 )+2n(n−1)a 2 b 2 ))). (9.7)
Note that, in both cases, α n is a rational function of n with numerator of degree 4 and denominator of degree 2.
For the coefficients σ n = β 0 + β 1 + · · · + β n we have, if n is even
and if n is odd then σ n = (n + 1) b 0 + a 2 b 1 − a 2 b 2 − d 2 ) a 1 + (2n + 1)a 2 .
(9.9)
The generalized moments, given by (6.3), are products of the quotients
(9.10) We consider next the generalized difference equation (3.1) in a particular case. If we take b 0 = 0 and b 2 = 0 then the matrix representation B of the difference operator in (3.1) with respect to the basis of monomials is a sum of Kronecker products of infinite matrices and 2 × 2 matrices. That is
where ⊗ denotes the Kronecker product and
and B 2 = 4a 2 0 4a 2 b 1 − 4d 2 − 4a 2 0 .
If A = CV is the matrix of coefficients of the sequence {u k (t)} with respect to the monomial basis then the difference equation (3.1) is in this case equivalent to the matrix equation AB = HA.
