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ABSTRACT

Fan, Ming. M.S. The University of Memphis. December 2011. Two novel
applications of the information entropy method for evaluation of acoustic emission
measurements. Major Professor: Gang Qi, Ph.D.
Two of the major obstacles that limit the applications of the acoustic emission (AE)
technique from being more acceptable for material characterization are: 1) difficulty of
finding an efficient method to evaluate AE measurements when there are incomplete
signals; and 2) poor repeatability and reproducibility of AE results.
This thesis contains two manuscripts to address these problems. The first one is
aimed at studying the consequence of incompleteness of AE signals, and our results
suggest that the information entropy method is able to minimize inconsistent results
caused by the incompleteness. The second one is aimed at studying the reproducibility of
AE measurements, and the results suggest that our method is able to reduce the influence
of irreproducible on the AE measurements.
The reason that our method has such an advantage to deal with the problems
mention above is summarized: the information entropy method can consider correlated
relationships between the inherent multi-scale damage existing in a solid.
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PREFACE
This thesis includes two manuscripts. The first one, “A method to minimize the
influence of incompleteness of AE signals on the evaluation of the damage state of
solids,” would like to be submitted to IEEE Transactions on Instrumentation and
Measurement. The second one, “A method of improve the reproducibility of acoustic
emission signature,” would like to be submitted to Journal of Acoustic Emission.
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CHAPTER 1
Introduction
Acoustic emission (AE) is commonly refers to transient elastic waves within a
material/structure. When a material is subjected to an external stimulus, such as
mechanical loading, pressure or temperature, the changes in the internal structure caused
by stress redistribution in the material will trigger the release of energy in the form of
stress waves, which propagate to the surface of the material.
Most of the sources of AE are damage-related: for example, crack initiation and
growth, crack opening and closure, dislocation movement, twinning, and phase
transformation. Thus, AE testing is a powerful method for examining the behavior of a
solid deforming under stress. It has thus been widely used both in industrial applications
(e.g. assessing structural integrity, detecting flaws, testing for leaks, monitoring weld
quality, or predicting structure failure) and research work. The detections based on AE
are performed by measuring and analyzing AE signals/events. There are two of the major
obstacles, however, that limit the applications of the AE technique from being more
acceptable. First, it is difficult to find an efficient method to evaluate AE measurements
when there are incomplete signals. Second, the repeatability and reproducibility of AE
results is poor.
In this thesis, the reason for the limitations mentioned above is analyzed. After that,
the information entropy method is employed to deal with these limitations by considering
the correlation relationship between multi-scale damages events inherent in a solid. The
thesis comprises two manuscripts, with one focusing on consequence of incompleteness
of AE signals and the other on the reproducibility of AE measurements.
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CHAPTER 2
A Method to Minimize the Influence of Incompleteness of
AE Signals on the Evaluation of the Damage State of Solids
Ming Fan, Gang Qi, Member, IEEE

Abstract—In practical AE applications, it is difficult to find an efficient method to
evaluate AE measurements using incomplete signals. This work is aimed at studying
the consequence of incompleteness of signals, and finding a method that can tackle
the problem of inconsistent results caused by incompleteness of signals. We find that
the information entropy method can compensate for the influence of incompleteness
of signals to some extent, by considering the inherit relationship between the
multi-scale damages. We also propose an observation criterion to make sure that the
method can work effectively, and the criterion can be described thus: incompleteness
of signals is not allowed to change the existence of the intersection region in the
probability distribution and the invariance of transition stages in the information
entropy.
Index Terms— Acoustic emission, incompleteness of signals, entropy, threshold

I. INTRODUCTION
One of the major obstacles that limits the applications of acoustic emission (AE) from
being more acceptable to material characterizations and structure health monitoring is the
unreliable evaluation of the performance of solids when incomplete AE signals are
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acquired. This incompleteness may result from a number of reasons; for instance, 1) the
threshold, which is normally used to minimize the effects due to background noise, is set
up too high; and 2) the attenuation effect, which is the phenomenon that the sensors are
placed far away from the AE source such that the amplitudes of AE signals become smaller
than that of original ones. Practically, it is not an easy task to balance the reliability and the
sensitivity of AE data acquisition, and much work has been done to tackle this problem
caused by signal loss in AE monitoring [1]. Examples are AE signal denoising based on
discrete wavelet transform thresholding methods [2, 3] and user adjustable or automatic
floating threshold techniques. There is lack of means, however, to evaluate the influence of
incomplete measurements on the final results. Hence, a method which can deal with this
problem effectively is needed.
We have developed a novel approach capable of measuring the damage state of materials
in our previous work [4-6], which takes into account the multi-scale randomly microscopic
events (RME) by a multi-component variate. We constructed this variate in such a way that
it is in the form of either the amplitude spectrum or the amplitude distribution of the
obtained AE events/signals. The RME amplitude distribution allows us to further
determine an ensemble average of the distributions by a single numerical value, namely,
information entropy. The significance of this method is that it not only quantifies the
damage states in the manner of multi- and trans-scales, but also minimizes the influence of
the incompleteness of signals on the evaluation of the damage state of solids during the
process of AE measurement, which is the focus of this work
Our objectives are: 1) to define the concept of incomplete signals in AE testing process;
2) to analyze the sources of the incompleteness of AE signals, and to explore the
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consequence caused by the incomplete AE signals when the conventional method is used;
3) to employ our method to minimize the influence of incomplete signals on the evaluation
of the damage state of solids.
II. INCOMPLETENESS OF AE SIGNALS
A. Definition of incomplete AE signals
Let χ be the total number of acquired AE events normalized by the volume of the gauge
section of the specimen, χTH be the signals obtained under a specified equivalent threshold,
TH. In this work, TH is selected as 35, 40, 45, 50, 55, 60, 65, 70, 75, and 80 dB,
respectively. We use χ35 as the reference (the reason for choosing the reference is described
in latter section) and let
χREF = χ35. The difference between χREF and χTH, denoted as ΔχTH, is defined as the lost
signal; thus,

TH   REF  TH
Let λTH be

TH 

TH

 REF

(1)

Therefore, χTH, ΔχTH, and λTH represent the lossy signal, lost signal, and the ratio of lost
signal at a specific threshold with respect to the reference, respectively. We use ΔχTH and λ
TH

as the measures of signal incompleteness. For example, χ45, Δχ45, and λ45 are used to

present the lossy signal with minimum amplitude at 45 dB, the corresponding lost signal,
and the ratio of lost signals to the reference signal χREF, respectively.
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B. Sources of incomplete AE signals
Incomplete signals in AE acquisition may result from: 1) threshold setup; and/or 2)
attenuation effect of signals. Both of them can be seen as equivalent in the conventional
method and the equivalence between them in our method will be discussed later.

1) Incompleteness of AE signals due to threshold setup
The response of an AE system to different thresholds is sketched in Fig. 1. This figure
illustrates that the incompleteness of AE signals happens when the threshold is changed
from 35 to 55 dB. The upper horizontal axis represents the non-lossy acquisition, which
depicts the process of ideal AE measurement, whereas the right vertical axis is the lossy
acquisition, which depicts the process of real AE measurement. The non-lossy acquisition
can be divided into two zones, and the lossy acquisition into the four zones:

Fig. 1. The response of AE system to the change of threshold setup.
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i. Blind zone. In general, this zone is decided by the reference threshold. AE signals are
not detectable due to the limitation of the sensitivity of an AE system. The blind zone
sets a lower limit to the data acquisition. The existence of a blind zone is
unavoidable, and the length of this zone depends on a number of factors such as the
sensitivity of the AE sensors, the type of materials, and placement of sensors. There
is a blind zone in both non-lossy and lossy acquisition.
ii. Acquirable zone. In this zone, the actual acquisition takes place. Under non-lossy
conditions, all signals are acquirable except signals in the blind zone. However,
under lossy conditions, the signals are acquirable only when the amplitude of them is
beyond the threshold, TH, and the acquired signals are defined as χTH. In this zone,
the amplitude of AE signals is maintained when they pass through the AE acquisition
system.
iii. Lost zone. This zone only exists in the lossy acquisition because the threshold is
larger than the reference threshold. Signals in this zone are defined as lost signals and
indicated as ΔχTH, and obviously, their amplitude is less than the threshold, TH.
iv. Saturated zone. Similar to the blind zone, this zone is due to the upper limit response
of an actual sensor to the signals. When the amplitude of incoming signal is beyond
this limit, the output of the sensor is a saturated value.
The method to choose the reference threshold aims to optimize the signal-to-noise ratio:
the entire load train of the loading machine was tested first and there were no detectable
acoustic signals below the reference threshold with zero loading. Other threshold values,
TH, not only determine the demarcation between the lost and acquirable zones, but also is
determinant of the incomplete signal. For instance, when the threshold varies from 35 dB
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(the reference threshold) to 55 dB, the consequence in the lossy acquisition is that: the lost
zone extends from 0 to 20 dB (35~55 dB) as shown to be the difference between the two
vertical dash lines in Fig.1; the acquirable zone shortens from 65 (35~100dB) to 45 dB
(55~100dB), consequently, and the corresponding lost signal is Δχ55, and the acquired
lossy signal is χ55; and there is no alteration in blind and saturated zone.

2) Incompleteness of AE signals due to attenuation effect
Another major source that results in the incompleteness of signal is the signal
attenuation. Approximate linear attenuation of amplitude with respect to the signal wave
travel distance can be reasonably assumed in certain materials [7]. Practically, the
attenuation is related to the propagation of AE elastic wave, which is solely dependent on
the materials, and the distance between AE source and sensors. Hence, when several
sensors are used on the same material, the attenuation only depends on the location of
sensors. Table I shows the data that illustrate the attenuated responses of three sensors,
which are placed at different locations. According to the arrival times, it is manifest that
these signals were associated with one AE source. However, the responsive parameters of
the sensors, namely, amplitude and duration, vary with wave travel distance.

Sensor
2
3
1

TABLE I
THE RESPONSES OF SENSORS PLACED AT DIFFERENT
LOCATIONS RELATIVE TO THE SAME AE EVENT.
Arrival Time
Amplitude
Duration
(hhmmss ms. ms)
(dB)
(μs)
00:01:02 418.4685
61.1
130.2
00:01:02 418.4853
46.0
80.8
00:01:02 418.5069
37.7
6.0
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Stress
(MPa)
9.64
9.64
9.64

Fig. 2 presents the comparison of responses from two sensors that were placed at
different locations with respect to the same source. We assume that there was no
attenuation for the signals received by the near-field sensor, which was close to the source,
and there is an attenuation of 20 dB for the signal received by another sensor, far-field
sensor, which was placed more distant from the source. Both sensors shared the same
reference threshold value of 35 dB.

Fig. 2. The response of AE system to the signals attenuation.

In Fig.2, the blind zones are 0~35 dB for both near-field and far field sensors. The
amplitude band of acquired signals of the near-field sensor ranges between 35 and ~105
dB, whereas it reduces to 15~85 dB for the far-field sensor. The lossy responses of the
far-field sensor can be divided into three parts: 15~35 dB, 35~80 dB, and 80~85 dB. Those
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of the first part, indicated by the dash line parallel to the L1, which is in the acquirable zone
of the near-field sensor, is below the threshold in the far-field sensor, hence, signals in this
part are not measurable due to the threshold of 35 dB and this part is equivalent to being
“blind” and extends the blind zone from the previous 0~35 dB to 0~55 dB (Blind Zone
added by L1, as shown in Fig.2).while Signals of the second part, indicated by L2 in Fig.2,
are of the amplitude band of 55~100 dB to the near-field sensor, whereas it shifted parallel
down by 20 dB to become a new L2 of the response of the far-field sensor. Signals in the
third part, indicated by L3, are of amplitude band of 100~105 dB, which exceed the upper
limit of the near-field sensor, and their amplitude maintain at the saturated value, and hence,
L3 becomes to a horizontal line for the near-field sensor. In the presented attenuated case,
however, signals of L3 are measurable to the far-field senor.
III. SPECIMEN AND EXPERIMENTS
A. Specimen
A commercial polymeric bone cement, VersaBondTM (Smith & Nephew, Inc.,
Memphis, TN, USA), was used as the sample material. This material consists of a powder,
poly methyl methacrylate (PMMA), and liquid monomer, methyl methacrylate (MMA).
The powder also contains small particles of BaSO4 to make the material opaque to X-rays.
The PMMA powder and MMA liquid are mixed to polymerize. The mixture was poured
into a dog-bone tension specimen mold of rectangular cross-section (ASTM D638-98 Type
IV) to be cured for at least 48 hr, then removed and aged. 18 specimens were loaded at a
crosshead displacement rate of 1 mm/min using a materials testing machine (Model 4465;
Instron, Inc., Canton, PA) until rupture.
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B. Acoustic emission measurement
AE signals were monitored by gluing three AE sensors (Nano 30, Physical Acoustics,
Inc., Princeton, NJ) to the specimen surface, as shown in Fig. 3. For each sensor, the
resonant frequency and the operating frequency range are 140 kHz and 125-750 kHz,
respectively. The signals were pre-amplified by 40 dB first using an AEP4 preamplifier
(Vallen-Systeme GmbH, Germany) with a bandpass filter of 2.5 kHz – 3.8 MHz. The
signals were then sent to an AE system (ASMY-5, Vallen-Systeme GmbH, Germany). The
measured amplitudes of AE signals lay in the interval from 35 dB to 100 dB. We divided
this interval into 10 equal subintervals, and each of them is between 35 + 6.5(j -1) dB and
35 + 6.5 j dB (j = 1...10).

Fig. 3. Tension test setup and AE measurement.

IV. THEORETICAL ANALYSIS
The construction and analysis of multi-component damage state variate,  (A and B)
and the probabilistic entropy, s have been described in detail in our previous work [5,6], so
only salient aspects are recalled here. consists of a series of multi-dimensional random
variables that are defined from four basic descriptors of AE signals: timing, amplitude,
quantity, and occurring rate. B is the accumulated form of A. The probabilistic entropy,
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s, based on the Shannon information theory, is used to quantify this variate , and to
evaluate the state of damage.
A. A multi-component damage state variate
Our approach is to let A be

A

:  ij 

M N

 11



 M1

1N 


   X1 , X 2 ,
 MN 

, X N ,

(2)

where αij (i = 1, 2, …, M, j = 1, 2, …, N) represents the number of detected AE events
measured in a scale of (i - 1, i), and j indexes the scales of the amplitude bandwidth; M is
the index that depends on the means to obtain the AE events statistics, and N is number of
scales that divides the amplitude bandwidth of these events; and Xj (j = 1, 2, …, N) is the jth
component variate of A, and is a multiple random variable, of which the dimension is M.

Xj = {α1j, α2j, … , αij , … ,αMj }T

(3)

To eliminate the effects of sample size of the specimen on the results, αij is normalized by
the volume of the gauge section of the specimen.
Let B be

B

:  ij 

M N

 11

 

 M1

1N 


,
 MN 

(4)

where βij be the number of accumulated AE events measured in the scale of (0, i), and in the
j subinterval.
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i

 ij    mj

for i = 1, …, M and j = 1,…, N

m 1

The corresponding probabilities of βij are approximated by

fij 

ij


j 1

Replacing βij in Eq.1 with fij,

B

B

for i = 1, …, M

N

ij

is

  fij 

(5)

M N

where fij denotes the fraction of the acoustic signals whose amplitude fall in the jth
sub-interval observed up to a measured stress.
B. Information entropy
An ensemble average of

B

can be determined concisely by probabilistic entropy based

on the Shannon information theory [8,9], which is extracted as the statistical feature of AE
signals:
10

s   f ij ln(0.1 / f ij )

for i  1,  , M

j 1

Considering the characteristics of AE signals, it is valuable to measure the amount of
information contained in a given probability distribution of AE signals.
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(6)

C. Correlation analysis

The Spearman rank correlation was used to test the direction and strength of the
relationship between any two the column vectors Xj’s of A. The coefficients of Spearman
correlation, by ranking the observations from the highest to the lowest, is,



 (x
 (x
i

ij

 x j )( xik  xk )

i

ij

 x j )2 ( xik  xk )

2

(7)

where xij and xik are the corresponding ranks of the observations of Xj and Xk, respectively,
j and k are any pair of the column vectors of A. Student t-test was conducted for testing the
hypothesis of no correlation against the alternative that there is a non-zero correlation. If
the p-value ≤ 0.05, then the correlation of the corresponding ρij is significantly different
from zero.

V. RESULTS
To evaluate the consequence of the incompleteness of signals in the process of AE
measurement, the results from the conventional method and our method are shown
comparatively, and the advantages and rationales of ours are emphasized. We used the
signals acquired at the threshold of 35 dB to be the reference, and those acquired at the
thresholds of 40, 45, 50, 55, 60, 65, 70, 75, and 80 dB were used to imitate the incomplete
signal acquisition; i.e., χTH with missing low amplitude signals of ΔχTH. For instance, χ55
represents the acquired signals with missing signals between 35 ~ 55 dB, Δχ55.
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A. Impact of incomplete signal on conventional method
Fig. 4a shows the acquired signals under the same loading conditions. It can be seen that
the increase of threshold results in the significant lossy signals, χ in the conventional AE
data acquisition. The lossy signals and the ratio of the lost signals are given in Fig. 4b for a
selected stress level of σ = 36 MPa of the series of thresholds.

Fig. 4. The variation of lossy signals and lost signals using traditional method.
(a) The variation of lossy signals with stress under various threshold conditions.
(b) The variation of the lossy signal and the ratio of lost signal, at σ = 36MPa,
under various threshold conditions.
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This figure reveals that the ratio of the lost signal increases non-linearly with the increase
of threshold levels. For instance, the average of χREF varies from 2042 (σ = 20 MPa) to
6417 (σ = 36 MPa), while χ40 is equal to 5288 and is less than χREF (σ = 36 MPa). The
variation of lossy signals, χ and ratio of lost signals, λ (σ = 36 MPa) with the change of
threshold are depicted in Fig.4b. The trend of χ and λ is approximately a straight line
(TH  55dB), and it becomes non-linear (TH  55dB). Especially, χ55 is about 2282, and λ55
is about 64.43%. Thus, the influence of incompleteness of the acquired signal on the final
data analysis is significant.
B. Correlations among the components of A

Spearman rank correlation among the column vectors of the A multivariate (Eq.3) and
p-value of Student t-test for testing the hypothesis of no correlation against the alternative
that there is a non-zero correlation are given in Fig.5a and 5b, respectively. If p ≤ 0.05, then
the correlation of the corresponding ρij is significantly different from zero. It reveals that all
the column vectors of Aare highly correlated (Fig.5a). Nearly all correlations are
statistically significant, which indicates strongly that damage, regardless of different
magnitude scales or in different mechanisms, cannot be considered separately. Considering
that B is the vector accumulated form of A, it is obvious that all column vectors of
Bare correlated as well.
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Fig. 5. Spearman’s correlation coefficients and their statistic significance. (a)Spearman’s
correlation coefficients. (b) p-value Spearman’s correlation coefficients for testing the
hypothesis of no correlation against the alternative that there is a non-zero correlation,
p < 0.05 means that there is a significant difference.
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C. Impact of incompleteness of signals on amplitude spectrum
We now examine the amplitude spectrum B variate, under the same conditions of
incompleteness of signal. The results are depicted in Figs. 6a through 6j.
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Fig. 6. The impact of incompleteness of signals on amplitude spectrum,B variate.
The corresponding conditions are χREF, χ40, χ45, χ50, χ55 χ60, χ65, χ70, χ75 and χ80.

The connected points in each figure outline the measured RME amplitude spectrums in
the unit volume of the gauge length of the specimens. Each sketched amplitude spectrum
quantifies a damage state of the selected corresponding stress level. For instance, in the
case of χREF (Fig. 6.a), the RME amplitude spectrum covers from the lowest 35 dB to near
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65 dB when σ = 4 MPa. With the stress level increasing, the bandwidth of amplitude
spectrum is accounted for more widely. For instance, when σ = 8 MPa of the same case, the
band width is 35~80 dB, and σ = 12 MPa, the band width rises to 35~90 dB. One trend in
each case of incomplete signal is that the RME increases in each single interval with the
stress increase and the augment makes the overall shape of spectrums logarithmically
parallel. Another trend is that the entire bandwidth of spectrums is curtailed with higher
threshold and the monotonicity of spectrum pattern varies for the reason that RME with
comparatively higher amplitude are manifested (Figs. 6g-6j).
D. Impact of incompleteness of signals on probability space
The same results presented in Fig. 2 are re-depicted in terms of
Figs. 7a-7j.
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B

variate given in
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Fig. 7. The impact of incompleteness of signals on amplitude spectrum, variate.
The corresponding conditions are χREF, χ40, χ45, χ50, χ55 χ60, χ65, χ70, χ75 and χ80.
B
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We make three key observations. First, when the threshold is less than 50 dB, these
probability distributions of damage states intersect in a small region; prior to this region,
the probabilities decrease with increase in stress; and after this region, they increase with
increase in stress. Meanwhile, the intersect region moves toward higher value when the
threshold increases. For instance, the region locates about at 47 dB in the case of χREF (Fig.
7a), locates at about 49 dB in the case of χ40 (Fig. 7b) and at about 54 dB in the case of χ45
(Fig. 7c). When the threshold exceeds 50 dB and does not surpass 60 dB, the region of
intersection becomes unclear. When the threshold exceeds 60 dB, the region disappears
and curves of damage states tend to be superposed. Second, the increase of threshold
resulted in the loss of RME with low amplitude; thus, the incompleteness becomes
significant, and consequently the distributions become irregular. For instance, curves that
represent 4 and 8 MPa oscillate when the threshold equals to 50 dB. Third, curves trend to
become concave at the high-amplitude region with the threshold increasing (Figs. 7h-7j).
This phenomenon becomes significant when the threshold approaches 70 dB.
E. Impact of incompleteness of signals on information entropy
Although Figs. 6 and 7 reveal the evolving damage states under various conditions of
incomplete signals, the characteristics of evolution are limited. The variations of s with σ
are more informative at various thresholds, as seen in Fig. 8.
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Fig. 8. The variations of s with σ under various conditions of incompleteness of signals
It is observed in this figure that with the increasing threshold, the damage state trajectory
(DST) varies as well with respect to the applied stress. Three evolving stages are clearly
observed in each curve: the initial, transition, and stable stages. The initial stage is
characterized by nearly linear increase in s with respect to σ; the higher the threshold is, the
more precipitous the slope in the initial stage becomes. The short transition stage is
characterized by a significantly reduced slope. There is no obvious change in this stage
when the threshold is less than 50 dB. However, the transition stages shifted slightly to
greater stress value when the threshold is between 50-60 dB. When the threshold exceeds
60 dB, the shift of the transition becomes significant. The stable stage is characterized by a
nearly constant s with increase in σ.
The influence of incompleteness of signals on the responses of s depends on the
existence of the small intersection region. This region exists when the threshold < 55 dB.
Thus: 1) the corresponding stress level at the transition remains to be relatively the same
value when threshold is less than 55 dB (Fig. 9a); and 2) the variation of the stress level at
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the transition cannot be considered to be relatively the same when the threshold exceeds 60
dB (Fig. 9b).

Fig. 9 The variations of s with σ under several conditions of incompleteness of signals.
(a) χREF, χ40, χ45, χ50 and χ55, (b) χ60, χ65, χ70, χ75 and χ80.
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VI. DISCUSSION
A. The insensitivity of information entropy to the incompleteness of signals
The effect of incompleteness of signals on the information entropy is minimal. When the
incompleteness of signals becomes severe, it is difficult to obtain consistent results from
the conventional method, with the consequence of incompleteness of signals giving
inconsistent results. This is because the relationship of correlation between the multi-scale
damage is not been taken into account in the conventional method. Hence, the conventional
measurement has almost no tolerance for incompleteness of signals.
In contrast, our method takes into account the micro events statistically in a sense of
ensemble average; thus, it is less sensitive to the incompleteness of signals. The
insensitivity depends on an observation criterion, and it can be described as follows:
incompleteness of signals is not allowed to change the existence of intersection region in
the probability distribution and the invariance of transition stages in the information
entropy.
The small region at which the probability spaces intersect is dependent not only on the
boundary conditions of the minimum and maximum values of the detected amplitude of the
signals, but also on the number of selected subintervals [6]. In the present work, we found
that the former is decided by the threshold and the latter relies on the saturated zone of AE
acquisition system. For instance, 35 dB is used as the reference threshold, and the
intersection region was located at about 43~45 dB (Fig 6.1). As the incompleteness of
signals increases, i.e. from  40 to  50 , the intersection is either delayed or shifted to
greater stress level. The delay of this intersection continues until the incompleteness of
signals arrives at the level of  55 , and λ55 is ~ 64.43%. Also, in this case, the probability
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spaces began to oscillate when σ = 8 MPa (Fig 6.5). When the incompleteness of signals
arrives at the level of  60 , this region disappeared and all distribution curves converged
into nearly a single curve.
The transition stage of DST results is significant and it suggests the end of damage
initiation and nucleation [6]. If this stage is stable, the impact of incompleteness of signals
is minimal on s results (Fig 8a); otherwise, the impact becomes significant (Fig 8b). Hence,
the data suggest that there is a limit for the incompleteness of signals, within which the
correlation information contained in incomplete signals does not modify. In other words,
the transition stage does not affect the general trend of DST significantly and the results
remain consistent.
To summarize: 1) information entropy is relatively less sensitive to the threshold; in
other words, an improper threshold would have limited impact on the results based on our
method; and 2) the abscissa of the intersection region in the probability distribution can be
used to assist the determination of a proper threshold in the AE monitoring.
B. Equivalence of two sources of incompleteness of signals
Another observation in the process of incompleteness of signals is that results acquired
from different thresholds are equivalent to the AE signal attenuation due to different
distances of wave travelling when sensors located at different places regarding to the same
source. It is obvious that the two sources of incompleteness of signals depicted in Figs.1
and 2 are equivalent to each other when the conventional method is used, which only sum
up the total number of signals.
The information entropy method, however, takes into account the statistics of multi-scale
AE signals, and these two sources of incompleteness of signals are different. This
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difference due to the threshold (Fig. 1) and the signal attenuation (Fig. 2) comes from the
consideration of signals acquired in the saturated zone. For example, the portions of the
acquired signals with amplitude over 100 dB, which were initially in the saturated zone
acquired by a near-field sensor, are now acquirable, which shifted to the acquirable zone of
far-field senor. Note though that the number of signals, of which the amplitude is beyond
100 dB, is finite and much less than other ones. On the other hand, these signals only
appear when the entropy s tends to stable; namely, the material has a tendency to
failure [5, 6]. Therefore, the attenuation effect can be considered as the effect of threshold
change when evaluating the influence of incompleteness of signals in our method.
Hence, the incompleteness involved in the process of AE data acquisition, regardless of
the difference of threshold or signal attenuation, has a minimal impact on results when
information entropy is employed, whereas the impact is significant when the conventional
method is applied.
VII. CONCLUSION
The information entropy method can, to some extent, compensate for the influence of
incompleteness of signals, by considering the inherent relationship between the multi-scale
damages. We also propose an observation criterion to make sure that our method can work
effectively, and the criterion can be described as follows: incompleteness of signals is not
allowed to change the existence of intersection region in the probability distribution and
the invariance of transition stages in the information entropy.
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CHAPTER 3
A METHOD TO IMPROVE THE REPRODUCIBILITY OF ACOUSTIC
EMISSION SIGNATURE
MING FAN and GANG QI
Department of Mechanical Engineering, University of Memphis,

Abstract
This article addresses the concerns of reproducibility in acoustic emission
measurements that has been challenging the AE community for decades. In this article, we
used information entropy to process the acquired AE signature of a sample material to
reveal the physics that the measurements of AE are, in fact, very reproducible and
consistent.
Keywords: Acoustic emission, entropy, reproducibility
Introduction
One of the major obstacles that limits the application of the acoustic emission (AE)
technique from being more acceptable for material characterization and structural health
monitoring is the consensus that the repeatability and reproducibility of AE measurements
are poor. Reproducibility is defined as the variability of the measurements obtained by
single operator in repeated testing of the same item. Reproducibility is the variability of
measurements due to the bias caused by different operators. Neither of these two
definitions can be employed directly to specify the so-called poor reproducibility in AE
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testing, because irreproducible AE results arise from their extreme stochasticity; that is, the
occurrence of highly random damage events in the measurements. Thus, there is a need to
quantify reproducibility of AE measurements. The objective of the present work is to
establish a method that addresses the influence of highly random damage events on the
irreproducibility of AE measurements. We chose a commercial brand of a poly (methyl
methacrylate) (PMMA) bone cement as the sample material.
Methods
Definition of reproducibility of AE measurements
The occurrence of AE events is extremely stochastic, resulting in a large variation in
the measurements that contributes significantly to the lack of reproducibility. To quantify
reproducible AE measurements, we use, R

R

s 100%



(1)

where s and μ are the standard deviation and mean of the repeated measurements,
respectively. Eq. (1) quantifies the variation of the standard deviation with respect to the
mean. In other words, we normalize the deviations of the measurements by the
corresponding means to reveal the stochasticity. Thus, a smaller R value is equivalent to a
better reproducibility. The rationale for Eq. (1) is that the stochasticity is major source that
causes the AE measurements to be difficult to reproduce. Thus, a methodology to minimize
the stochasticity is crucial.
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A multi-component variate and entropy
We have introduced multi-component variate, (A and B) and the probabilistic
entropy in our previous work as a novel method to extract signal features [1-3]. One of the
advantages of our method is its potential to minimize the stochasticity without altering the
physical essence of the AE signatures. Several prominent aspects of this method are
presented as follows.
The multi-component variate, A, consists of a series of multi-dimensional random
variables that are defined from four basic descriptors of AE signals: timing, amplitude,
quantity and occurring rate,

A

:  ij 

 11



 M1

M N

1N 


,
 MN 

(2)

where αij (i = 1, 2, …, M, j = 1, 2, …, N) is the number of detected AE events measured in an
scale of (i - 1, i), and j indexes the scales of the amplitude bandwidth; M is the index that
depends on the means to obtain the AE events statistics; and N is the number of scales that
divide the amplitude bandwidth of these events. To eliminate the effects of sample size of
the specimen on the results, αij is normalized by the volume of the gauge section of the
specimen.
Also, Acan be described in the form of vectors,

A

  X1 , X 2 ,

, X N ,

where Xj (j = 1, 2, …, N) is the jth component variate of A and is a multiple random
variable, of which the dimension is M.
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(3)

Xj = {α1j, α2j, … , αij , … ,αMj }T

(4)

B is the accumulated form of A,

:  ij 

B

M N

 11

 

 M1

1N 


,
 MN 

(5)

where βij be the number of accumulated AE events measured in the scale of (0, i), and in the
j subinterval.
i

 ij    mj

for i = 1, …, M and j = 1,…, N

m 1

The corresponding probabilities of βij are approximated by

fij 

ij

for i = 1, …, M

Li

where
i

N

Li :   mj

for i = 1, …, M

m 1 j 1

Replacing βij in Eq.1 with fij,

B

B

An ensemble average of

B

is

  fij 

(6)

M N

can be determined concisely by probabilistic entropy

based on the Shannon information theory, which is extracted as the statistical feature of AE
signals:
N

H   fij ln( fij )
j 1
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(7)

Spearman's rank correlation analysis
Spearman's rank correlation is a non-parametric measure of statistical dependence
between two variables (column vectors Xj of A). The coefficients of Spearman
correlation, by ranking the observations from the highest to the lowest, is,



 (x
 (x
i

ij

 x j )( xik  xk )

i

ij

 x j )2 ( xik  xk )

2

(8)

where xij and xik are the corresponding ranks of the observations of Xj and Xk, respectively,
j and k are any pair of the column vectors of A. Student t-test is conducted for testing the
hypothesis of no correlation against the alternative that there is a non-zero correlation. If
the p-value ≤ 0.05, then the correlation of the corresponding ρij is significantly different
from zero.
Experimental Procedures
To compare the reproducibility of information entropy of an AE signature with the
conventional AE method, we constructed the following scenarios:
1. Examined the Spearman's rank correlation between vectors of A and tested the
statistical significance of the correlations.
2. AE events with the absence of relative low amplitudes: 40 – maximum,
45 – maximum, 50 – maximum, and 55 – maximum were obtained. In this scenario,
our purpose was to emulate potential bias measurements of missing information
about AE signatures in the intervals of 35 – 40 dB, 35 – 45 dB, 35 – 50 dB and
35 – 55 dB.
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3. One-way analysis of variance (ANOVA) was employed to test the statistic
significance at selected stress levels of 8, 20 and 30 MPa. In this scenario, our
purpose was to test the statistical hypotheses of whether or not the measurements at
a selected stress level represent the same population in each of the scenarios listed
above. For instance, the measurement of 40 – maximum (absence of 35 – 40 dB
contents) is compared with that of the referenced 35 – maximum.
4. R was calculated using Eq. (1) in two cases: one contained AE signatures of
35 – maximum; the other contained AE signatures 40 – maximum dB (absence of
35 – 40 dB contents). In this scenario, our purpose was to compare the
reproducibility between the conventional method with our method. In this case, the
values of s and μ are measurements of AE events and entropy, respectively.
5. Comparison of the ratio of R between the conventional and entropy methods. In
this scenario, our purpose was to show the superior advantage of the proposed
method.
Results and Discussion
Correlations among the components of A
Spearman rank correlation among the column vectors of the A multivariate, Eq.8 and
p-value of Student t-test for testing the hypothesis of no correlation against the alternative
that there is a non-zero correlation are given in Fig.1a and 1b, respectively. If the p < 0.05,
then the correlation of the corresponding ρij is significantly different from zero. It reveals
that all the column vectors of Aare highly correlated (Fig.1a). Nearly all correlations are
statistically significant, which indicates that damage, regardless of being in different
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magnitude scales or in different mechanisms, cannot be considered separately. Considering
that B is the vector accumulated form of A, it is obvious that all column vectors of
Bare correlated as well.

Fig.1 Spearman’s correlation coefficients and their statistic significance. (a) Spearman’s
correlation coefficients. (b) p-value Spearman’s correlation coefficients for testing the
hypothesis of no correlation against the alternative that there is a non-zero correlation, p <
0.05 means that there is a significant difference.
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Comparison of statistical features
Fig. 1 shows the corresponding relationship of average and standard deviation of AE
events (Fig. 2a) and information entropy (Fig. 2b). In this figure, the horizontal axis is the
applied stress, and the vertical axes are AE events (Fig.2a) and information entropy
(Fig.2b), respectively.

Fig. 2 AE Measurements of the testing materials. AE events with the absence of relative
low amplitudes: 35 - Maximum, 40 - Maximum, 45 - Maximum, 50 - Maximum, and 55 Maximum. (a) Conventional AE measurement. (b) Information entropy measurement.
For example, the curve of 40 dB – maximum indicates the case of the absence events with
40 dB – maximum, and means the information in the intervals of 35 – 40 dB is missing.
40

It can be seen that there is no significant difference when σ<10 MPa in the conventional
measurements, whereas they are significantly different in the measurements of information
entropy, which reveals the marked influence of initial damage events on the performance
of the material that was addressed in our previous work [4]. The trends are reversed,
however, when σ > 10 MPa for the two compared methods: the measurements of
information entropy are consistent regardless of the absence of AE contents.
Tables 1 and 2 are the ANOVA results at selected stress levels for the conventional and
entropy measurements.

Table1. The statistical tests of significant differences between cases of 35dB - max
and 40 dB – max; 40dB - max and 45 dB – max; 45dB - max and 50 dB – max;
50dB - max and 55dB- max in the measurements of AE events.
Exclusion
Condition
Stress Level
(MPa)
p–Value

35 dB - max
40 dB - max

40 dB - max
45 dB - max

45 dB - max
50 dB - max

50 dB - max
55 dB - max

8

20

30

8

20

30

8

20

30

8

20

30

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

0.00
S

Table 2. The statistical tests of significant differences of the same cases listed in
Tab.1 in the measurements of information entropy
Exclusion
Condition
Stress Level
(MPa)
p–Value

35 dB - max
40 dB - max

40 dB - max
45 dB - max

45 dB - max
50 dB - max

50 dB - max
55 dB - max

8

20

30

8

20

30

8

20

30

8

20

30

0.24
NS

0.05
NS

0.32
NS

0.00
S

0.00
S

0.05
NS

0.02
S

0.32
NS

0.32
NS

0.01
S

0.32
NS

0.32
NS

(S means there is significant difference, and NS means there is no significant difference)
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It is clearly evident that the measurements are significantly different in all cases of AE
event measurements. This significance indicates that either the measurements do not
represent the same population or they are not the measurements from the material of same
test. There are no significant differences, however, in the measurements of information
entropy. It means the measurements are from the same population, which is indeed the true
representation: these measurements were from the same populations but with bias
measurements. There is, however, exception with significant differences, which are
associated with the observations at relatively low stress level. This issue deserves further
consideration.
Comparison of reproducibility
According to Eq.(1), the reproducibility of AE events and information entropy
measurements are given in Fig. 3. If there is no absence of original events, the
reproducibility of AE event measurements, for instance, is 0.23, 0.16, and 0.14 at 8MPa,
20MPa, and 30MPa, respectively; whereas, they are correspondingly 0.08, 0.02, and 0.02
when information entropy method was used. In the case with the absence of 40 –
maximum, they are 0.27, 0.16 and 0.15 versus 0.10, 0.02, and 0.02.
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Fig. 3 The comparison of reproducibility between conventional AE and information
entropy measurements in cases of exclusive conditions of 35 – 95 and 40 – 95 dB.

It is evident that the reproducibility of the measurements of information entropy is
about one order of magnitude less than that when the conventional method is used, which
reveals the superiority our proposed method. Furthermore, Fig.4 shows the comparison of
the measurements of conventional AE event and information entropy: the ratio (the
number of times of reproducibility of AE event measurements over information entropy
measurements) for selected cases. In this figure, it can be seen that the reproducibility of
information entropy is 10 times better than that of AE event measurements.
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Fig. 4 Times of the reproducibility of conventional over entropic results. For instance, the
reproducibility of conventional results is about 11 times of that entropy when the applied
stress is 15 MPa for both exclusive conditions of 35 – 95 and 40 – 95 dB.

Conclusion
The result of Spearman's rank correlation suggests that there exist statistical
significantly correlation between random microscopic AE events. The reproducibility of
AE measurements is defined to take into account this correlation. It is reported that the
reproducibility of AE measurement can be improved when the proposed method of
information entropy is employed.
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CHAPTER 4
Conclusion
The result of Spearman's rank correlation suggests that there exists correlated
relationship between these multi-scale random microscopic damage events, which are
captured by the acoustic emission technique. Our novel method, which considers the
inherent multi-scale damage, was used to construct a multivariate, and then the
multivariate was quantified by using the information entropy. Results show that this
method can compensate for the influence of incompleteness of AE signals and can improve
the reproducibility of AE measurements.
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