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Préface
Je suis finalement arrivé à la fin de ces quatre années de thèse. Une bonne partie de ce
que j’ai pu apprendre se trouve dans ce document, écrit entre avril et septembre 2004. Six
mois que j’ai passés principalement dans ma cuisine à tenter de mettre sous forme écrite un
certain nombre de résultats plus ou moins aboutis, obtenus entre décembre 2000 et juillet
2004. J’ai maintenant enfin le droit d’écrire cette préface et d’en profiter pour remercier
tous les gens qui ont un lien avec cette thèse. Ces quatre années passées au sein du départe-
ment de physique théorique de l’université de Genève auront été pour moi fabuleuses. J’ai
eu la chance d’apercevoir ce qu’était le monde de la recherche scientifique et de faire de
nombreuses rencontres. Je garderai un souvenir extraordinaire de cette période de ma vie.
Pour commencer la liste des remerciements, j’aimerais tout d’abord dire un très grand
merci à Ruth Durrer. C’est elle qui, en m’engageant comme assistant, m’a permis de vivre
cette jolie aventure. Elle est aussi responsable du sujet de cette thèse sur lequel j’ai eu
énormément de plaisir à travailler.
Concernant mon travail, la personne avec qui j’ai le plus collaboré est Francesco Sylos
Labini. Si ces quatre années de thèse se sont aussi bien déroulées, je pense qu’il en est
en bonne partie responsable. C’est un plaisir que de pouvoir travailler avec quelqu’un qui
possède tant d’énergie et d’humour. Il a été pour moi une source importante de motivation.
Je le remercie aussi d’avoir accepté de faire partie du jury pour cette thèse.
Grâce à Francesco, j’ai aussi pu collaborer avec Michael Joyce qui a beaucoup amené
au contenu scientifique de cette thèse. Il nous a aussi donné l’occasion de travailler dans
des lieux “extraordinaires” : parcs pour enfants, cafés et même un hôpital. J’en profite pour
le remercier aussi d’avoir accepté d’être l’un des membres du jury.
Parmi les gens avec lesquels j’ai passé beaucoup de temps, je tiens tout d’abord à
remercier celui qui a partagé mon bureau pendant trois ans : Rafael Tiedra de Aldecoa dit
“Rafou”. L’ambiance qui a régné dans ce bureau a été vraiment incroyable. Je pense que
cela a joué un grand rôle sur le plaisir que j’ai eu à y venir travailler chaque jour durant ces
quatre ans. “Manu” Zabey a aussi permis de rendre le couloir sombre du deuxième étage de
SCI un peu plus joyeux. Son bureau toujours ouvert m’a permis à de nombreuses reprises
de venir m’y changer les idées et d’en profiter pour apprendre des notions concernant la
théorie des systèmes dynamiques. Dans le même bureau, j’ai aussi appris plusieurs noeuds
d’alpiniste et organiser quelques sorties d’escalade au Salève grâce à Florian “Dülfer”
Dubath. Dans un autre bureau, Christophe Ringeval a toujours préparé de très bons cafés.
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J’y ai d’ailleurs, en plus, passé de bon moments à discuter notamment de nos expéditions
au Mont-Rose et au Mont-Blanc. J’ai aussi passé de nombreux moments avec Cyril Cartier
pour préparer le cours des compléments de mathématiques I ainsi que celui de mécanique
quantique II. Ce fut un réel plaisir de travailler avec lui.
J’aimerais aussi remercier Daniele Steer. Elle n’a malheureusement passé qu’une année
à Genève et je n’ai donc pas pu la côtoyer tous les jours pendant les trois dernières années
de ma thèse. Malgré cela, elle a été pour moi, durant toute la durée de ma thèse, comme une
grande soeur en s’intéressant à mon travail et en me donnant toujours de précieux conseils.
Je la remercie aussi d’avoir accepté de corriger l’anglais dans l’introduction de cette thèse.
Parmi les quelques physiciens avec qui j’ai eu la chance de discuter au sujet de certains
aspects traités dans cette thèse, je tiens à remercier Andrea Gabrielli. Même si je n’ai pour
l’instant pas pu collaborer directement avec lui, de nombreux résultats dans cette thèse
ont un lien étroit avec les travaux qu’il a réalisés avec Francesco Sylos Labini et Michael
Joyce. Je le remercie aussi de m’avoir accueilli à Rome à deux reprises. J’aimerais remer-
cier aussi William C. Saslaw que je n’ai malheureusement rencontré qu’une seule fois à
Paris. Je regrette de ne pas avoir pu discuter dans cette thèse des quelques résultats que
nous avons obtenus concernant sa théorie thermodynamique de la formation des structures
dans les système gravitationnels. Je remercie aussi Daniel Pfenniger. Il nous a toujours fait
part de ses commentaires concernant nos travaux et cela a toujours été pour moi une source
d’encouragement. Il nous a aussi permis d’utiliser un des “clusters” de l’observatoire de
Genève pour réaliser toutes les simulations numériques discutées dans cette thèse. Merci
aussi à Adrian Melott avec qui nous avons échangé quelques emails et qui nous a toujours
encouragé dans notre recherche un peu originale par rapport à tout ce qui se fait dans le
monde des simulations à N corps en cosmologie. Je ne peux me permettre d’oublier Mau-
rizio Bottaccio avec qui j’ai vraiment commencé à étudier les systèmes gravitationnels. Il
m’a notamment appris à utiliser GADGET, le programme qui a permis de réaliser toutes
les simulations présentées dans cette thèse et j’oserai même dire que cette thèse est un peu
une suite de la sienne. Je remercie aussi Jean-Pierre Eckmann avec qui j’ai eu la chance
de discuter à plusieurs reprises. Il m’a notamment fait part de sa vision de la science, et
j’imagine que cela doit déjà m’avoir influencé. Je dois en plus le remercier d’avoir accepté
de faire partie du jury de cette thèse même si finalement, il n’a malheureusement pas pu as-
sister à ma soutenance. J’aimerais aussi remercier Peter Wittwer avec qui j’ai aussi discuté
à plusieurs reprises et qui a accepté d’être l’un des jurés de ma thèse.
Je remercie encore tous les physiciens suivants, qui ont tous participé à faire de mes
quatre années de thèse ce qu’elles ont été : Werner Amrein, Thomas Buchert, Chiara
Ciaprini, Stefano Foffa, Yasmin Friedman, Alice Gasparini, Martin Hairer, Kerstin Kunz,
Bruno Marcos, Marco Montuori, Luciano Pietronero, Sebastian Pilgram, Alain Riazuelo,
Marti Ruiz-Altaba, Markus Ruser, Georg Seelig, Danilo Sergi, Riccardo Sturani, Roberto
Trotta, Guillaume Van Baalen, Filippo Vernizzi et les physiciens-musiciens Sam Leach et
Timon Boehm.
J’aimerais aussi remercier Danièle Chevalier, Francine Gennai-Nicole et Cécile Jaggi,
les trois secrétaires du département de physique théorique. Ce fut toujours un plaisir que
d’aller faire un peu d’«administratif» dans un de leurs bureaux.
Finalement, un grand merci à Andreas Malaspinas pour sa gentillesse et sa disponi-
bilité lorsqu’il fallait installer un programme sur l’une des «îles grecques» du système
informatique du département de physique théorique 1 ou trouver un peu de place pour sto-
cker quelques «gigas». J’imagine qu’il n’existe aucun autre endroit dans le monde où l’on
puisse trouver un responsable informatique aussi sympathique.
1Chaque ordinateur porte le nom d’une île grecque.
ii
Résumé en français
Introduction
Comme son titre l’indique, le sujet de cette thèse est lié au problème à N corps. D’une
manière générale, l’étude de ce problème consiste à comprendre les différents aspects
concernant l’évolution d’un groupe de corps, c’est-à-dire d’objets matériels caractérisés
par certaines propriétés physiques. La lettre N indique que le nombre de ces corps ne doit
pas prendre une valeur précise mais que les aspects étudiés doivent plutôt être indépendants
de ce nombre. Ceci implique généralement que N soit grand.
Dans cette thèse, on considère que les corps interagissent entre eux uniquement au
moyen de l’interaction gravitationnelle. Chacun de ces corps a pour unique caractéristique
une masse et est soumis à l’attraction gravitationnelle de tous les autres corps. On suppose
donc que ces corps n’ont pas d’extension spatiale et pour cette raison, au lieu du terme
«corps», nous utiliserons plutôt dans la suite le terme «particule» pour les désigner, afin
de rappeler leur caractère infinitésimal. L’évolution de chacune des particules est obtenue
à partir de la loi de Newton F = ma, c’est-à-dire «force = masse × accélération». C’est
donc un problème de mécanique classique, sans aucun effet quantique ou relativiste.
Le problème à N corps gravitationnel, bien que toujours d’actualité, n’a rien de nou-
veau. Il est même aussi vieux que la physique moderne elle-même si l’on considère que
tout a commencé entre le XVIe et XVIIe siècle avec les travaux de Galilée, Kepler, New-
ton, Leibnitz ... On avait d’une part une théorie capable d’expliquer le mouvement d’un
corps à partir de la relation entre les concepts d’accélération et de force — les lois de
Newton — et d’autre part, la loi de la gravitation universelle, c’est-à-dire le phénomène
par lequel deux corps quelconques s’attirent avec une force proportionnelle au produit de
leur masse et inversement proportionnelle au carré de leur distance. Le tout permit de pré-
dire les trajectoires des planètes autour du soleil ainsi que celle de la lune autour de la
terre. D’une manière plus générale, le problème à deux corps était résolu ; un des premiers
grands succès de la physique moderne. On pouvait alors commencer à étudier le cas où N
est supérieur à deux.
A la fin du XVIIe siècle, un certain R. Bentley posa de nombreuses questions à New-
ton à propos de la matière dans l’univers et de la gravitation. Il lui demanda notamment
comment de la matière distribuée uniformément dans l’espace se comporterait sous l’effet
de sa propre gravité. Newton, qui n’avait jamais vraiment imaginer un tel problème, lui
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donna, sans démonstration mathématique, la réponse suivante : « ... if the Matter of our
Sun and Planets and all the Matter of the Universe, were evenly scattered throughout all
the Heavens, and every Particle had an innate Gravity towards all the rest, and the whole
Space throughout which this Matter was scattered, was but finite; the Matter on the out-
side of this Space would, by its Gravity tend towards all the Matter on the inside, and by
consequence fall down into the middle of the whole Space, and there compose one great
spherical Mass. But if the Matter was evenly disposed throughout an infinite Space it could
never convene into one Mass, but some of it would convene into one Mass and some into
another, so as to make an infinite Number of great Masses, scattered at great Distances
from one to another throughout all that infinite Space. And thus might the Sun and fixt
Stars be formed, supposing the Matter were of a lucid Nature.» ([BT02]).
Face au succès du problème à deux corps, certains physiciens et mathématiciens se
mirent à chercher une solution au problème à trois corps, problème un peu plus modeste
que celui envisagé par Bentley. Une première motivation d’une étude de ce problème était
de comprendre les petites irrégularités de la trajectoire de la lune. Pouvait-on les expliquer
en considérant l’influence du soleil sur le système «terre-lune» ? Une seconde motivation
était de déterminer si les trajectoires des planètes autour du soleil étaient stables. Était-il
possible de calculer précisément l’influence d’une certaine planète sur la trajectoire d’une
autre planète. Le problème à trois corps se révéla être beaucoup plus difficile que le pro-
blème à deux corps. A la fin du XIXe siècle, à l’occasion du soixantième anniversaire du
roi de Suède et de Norvège, Oscar II, un concours de mathématique fut organisé pour tenter
de trouver une réponse à ce problème ([Thu98]). Elle fut plutôt décevante mais ce qu’elle
permit de découvrir fut d’une importance majeure. En effet, Poincaré montra qu’il est im-
possible de déterminer une solution générale au problème à trois corps, contrairement au
problème à deux corps, mais il découvrit aussi ce que l’on appelle aujourd’hui le «chaos».
Malgré le fait de pouvoir formuler le problème en terme d’équations du mouvement dé-
terministes, il est impossible de prédire l’évolution d’un système à trois corps à partir de
conditions initiales données. Une imprécision dans ces conditions initiales, aussi petite
soit-elle, augmente tellement rapidement lorsque le système évolue que toute prédiction
sur son état futur n’a rapidement plus aucun sens.
Durant le XXe siècle, on montra que d’autres systèmes déterministes apparemment
simples sont chaotiques. Ceci fut un élément important par rapport aux fondements de
la mécanique statistique. Ce domaine de la physique a pour sujet les systèmes qui sont
trop compliqués pour pouvoir être étudiés précisément. On fait donc appel à des méthodes
probabilistes pour les décrire. Un exemple typique d’un système étudié en mécanique sta-
tistique est un gaz. Au lieu d’essayer de déterminer précisément l’état d’un gaz à un temps
donné à partir de certaines conditions initiales, on va chercher à déterminer son état le
plus probable. Boltzmann fut un des principaux fondateurs de la mécanique statistique à
la fin du XIXe. On lui doit une fameuse hypothèse — l’hypothèse ergodique — qui est un
des éléments clés de la mécanique statistique. Pour un système donné, dont on connaît les
éléments qui le composent ainsi que les interactions entre ces éléments, le fait que cette hy-
pothèse soit satisfaite permet justement, en principe, de déterminer l’état le plus probable
du système. Pour qu’un système satisfasse aux conditions de l’hypothèse de Boltzmann,
il faut qu’il puisse se retrouver, durant son évolution, dans tous les états possibles com-
patibles avec son état initial. Gibbs montra, quelques années après que Boltzmann ait for-
mulé son hypothèse, qu’elle n’était pas suffisante. Pour justifier une approche statistique,
il faut qu’un système possède la propriété de mixing : si un grand nombre de répliques
d’un système sont placées dans des conditions initiales les plus semblables possibles, il
faut qu’après un certain temps, en calculant la moyenne d’une quantité quelconque dans
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toutes ces répliques, on obtienne la même valeur que celle que l’on mesurerait dans l’état le
plus probable du système. Ceci implique que deux répliques, aussi semblables soient-elles
initialement, se retrouvent dans des états complètement différents après un certain temps,
comme si elles oubliaient leurs conditions initiales. C’est en fait exactement ce qu’il se
passe dans un système chaotique. Un tel système est donc exactement le type de système
qui peut être traité dans le cadre de la mécanique statistique.
Si un système gravitationnel à trois corps est chaotique, tout système gravitationnel
composé de plus que trois corps l’est aussi. Un système gravitationnel à N corps doit donc
pouvoir être étudié dans le cadre de la mécanique statistique. Cependant si l’on regarde
dans n’importe quel livre de mécanique statistique, on n’a que peu de chance de trouver une
quelconque information concernant ce sujet, même si c’est par lui que le chaos, ingrédient
essentiel de la mécanique statistique, a été découvert. Qu’y a-t-il donc de si particulier dans
un système gravitationnel ?
La gravitation a une propriété qui la rend différente des autres interactions : elle est à
longue portée. Deux corps, aussi éloignés soient-ils, seront toujours attirés l’un vers l’autre
avec une force inversement proportionnelle au carré de leur distance. On peut immédia-
tement répondre que deux charges électriques de signes opposés le sont aussi. La force
électrique est donc aussi particulière. Ceci est tout à fait juste mais la situation est diffé-
rente puisqu’il existe justement deux types de charge et que deux charges du même signe
se repoussent. Dans un système avec autant de charges positives que de charges négatives,
la force électrique tend à créer des amas de charges neutres de sorte que la force entre deux
amas est presque nulle. C’est exactement ce qui se passe dans un gaz. Les molécules du
gaz ont une charge électrique nulle et la force entre deux de ces molécules est négligeable
sauf lorsqu’elles se touchent. Ainsi, la force électrique donne souvent lieu à des situations
physiques dans lesquelles sa longue portée ne joue plus aucun rôle. C’est ce que l’on ap-
pelle effets d’écrantage ou de screening. Dans un système gravitationnel par contre, quoi
qu’il arrive, la matière s’attire toujours à toutes les échelles. Cela explique pourquoi la
force gravitationnelle est la seule interaction qui survit et domine à grande échelle, même
si son intensité est beaucoup plus faible que les autres forces.
Depuis plus d’un siècle, la majorité de ce qui a été étudié dans le cadre de la mécanique
statistique concerne des systèmes dont les différents constituants interagissent au moyen
d’une force à courte portée. Cela permet de considérer différentes régions d’un système
comme des systèmes indépendants, puisque les effets dus aux interactions entre ces régions
sont négligeables. De nombreux résultats sont obtenus à partir de cette approximation.2
Dans un système gravitationnel, cette approximation n’est pas possible.
Si l’on considère un gaz classique dans une boîte cubique, c’est-à-dire un ensemble
de N particules qui interagissent par collisions, il occupe, après un certain temps, tout
le volume disponible et ceci indépendamment des conditions initiales.3 La température
et la densité du gaz sont alors très uniformes dans la boîte. Si l’on considère maintenant
un système gravitationnel, la situation est différente. On suppose que c’est un système
identique au gaz, c’est-à-dire N particules dans une boîte cubique qui interagissent par
collisions, mais on suppose en plus que l’énergie cinétique totale de ces particules est faible
par rapport à l’énergie potentielle gravitationnelle (système «lié»). Ainsi les effets dus à la
gravitation sont importants. L’état d’équilibre d’un tel système n’est pas comme dans le
gaz simple. La densité ainsi que la température ne sont en fait plus du tout uniformes dans
2 La définition de la température d’un point de vue microscopique est obtenue à partir de cette simplification.
Ceci permet ensuite de définir les ensembles canoniques et grand-canoniques — à partir de l’ensemble micro-
canonique — dans lesquels la plupart des résultats sont obtenus. Voir le chapitre 2 de cette thèse.
3Il faut bien entendu une énergie cinétique non nulle et éviter des configurations trop particulières.
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la boîte. Les corps forment un amas ou cluster. Au centre de cette structure, la densité est
très importante mais elle diminue si l’on s’en écarte. A une certaine distance, on ne trouve
en fait presque plus de particules. La situation est donc bien plus compliquée que dans le
gaz simple.
On suppose maintenant que la taille des boîtes qui contiennent le gaz et le système
gravitationnel augmente mais que l’on rajoute aussi des particules de sorte que le rapport
N/V entre le nombre de particules et le volume des boîtes reste constant. On distribue les
particules dans les deux systèmes de manière aléatoire avec une petite vitesse, elle aussi
aléatoire. Dans le gaz, l’état d’équilibre est toujours le même : au bout d’un certain temps
la densité et la température sont uniformes dans toute la boîte. On peut même supposer
que le nombre de particules N et le volume V tendent vers l’infini, c’est-à-dire considérer
la limite thermodynamique 4 : tant que le rapport N/V et l’énergie par particule restent
constants, l’état d’équilibre reste le même. Dans le cas du système gravitationnel, la situa-
tion est encore différente. Tant que V et N restent finis, le système atteint un état d’équi-
libre caractérisé par un amas comme on vient de le décrire. Cependant, si l’on considère
la limite thermodynamique, il n’y a plus d’état d’équilibre. Dans le cas fini, la distribution
initiale aléatoires des particules engendre une force gravitationnelle qui les attirent vers les
centre de la boîte. Dans le cas infini, il n’y a plus de centre comme le dit Newton dans
sa réponse à R. Bentley. On assiste alors à l’évolution suivante. Au début, des petits amas
de quelques particules se forment un peu partout. Des amas proches l’un de l’autre com-
mencent alors à s’attirer et former des amas plus gros. Ce processus continue sans fin : des
amas contenant de plus en plus de particules se créent partout à partir d’amas plus petits.
Puisque le système est infini, il n’y a pas de limite à la taille de ces amas et donc pas d’état
d’équilibre possible. Un système gravitationnel est donc bien plus complexe d’un système
typique étudié en mécanique statistique comme le gaz simple que nous avons considéré.
Ainsi, même si le problème à N corps gravitationnel est un vieux problème, les questions
qu’ils soulèvent sont toujours d’actualité.
Le sujet de cette thèse
Le scénario un peu simplifié de l’évolution d’un système gravitationnel infini que l’on
vient de décrire est en fait le sujet de cette thèse. Le but est d’étudier comment les parti-
cules, à partir d’une distribution initiale homogène, forment des structures comme les amas
ou clusters dont on vient de parler (fig. 1). Quelle est par exemple la taille moyenne d’une
structure à un temps donné ? Peut-on déterminer la forme de ces structures ? Voilà deux
questions auxquelles cette thèse tente de répondre.
La majeure partie des résultats présentés est basée sur des simulations numériques. Il
n’est évidemment pas possible de simuler un nombre infini de particules dans un volume
infini. Ces simulations sont donc réalisées en considérant des distributions périodiques de
particules. Il suffit alors d’étudier uniquement l’évolution d’un nombre fini N de particules
comme illustré dans la fig. 2. Dans un tel système, il n’est cependant pas possible de créer
des structures plus grandes que la période L du système (voir fig. 2). En fait, après un
certain temps, les N particules se retrouvent toutes dans un même cluster qui n’évolue
plus. Cet état d’équilibre n’est pas étudié dans cette thèse. On se restreint à l’évolution d’un
système tant qu’elle n’est pas perturbée par la taille finie de la périodeL. Ceci implique que
si la simulation est répétée avec une période L′ plus grande que L et un plus grand nombre
4Cette limite est très souvent utilisée en mécanique statistique. De nombreux résultats sont valables seulement
dans cette limite.
vi
(a) Initialement (b) Un peu plus tard
FIG. 1 – Formation de structures dans une distribution homogène de particules. Au début,
les particules sont distribuées de manière aléatoire sans vitesse. Avec le temps qui passe,
il se forme des structures qui deviennent de plus en plus grosses. Voir aussi la fig. 6.2 à la
page 106.
de particules, l’évolution des structures est identique jusqu’à ce que elles atteignent une
taille de l’ordre de L. Les conclusions que l’on tire sont donc aussi valables pour des
systèmes qui ne sont pas périodiques mais vraiment infinis.
Ce qu’il faut maintenant noter est que la formation de structures dans un système gra-
vitationnel infini n’a plus une relation directe avec la réalité telle qu’on l’imagine de nos
jours. En effet, pour traiter un système gravitationnel infini, il serait nécessaire, d’après la
physique actuelle, de faire appel à la théorie de la relativité générale. C’est d’ailleurs elle
qui est utilisée en cosmologie pour étudier l’évolution de l’univers.
Dans ce domaine de la physique qu’est la cosmologie, un des problèmes fondamen-
taux qui restent à élucider est la formation des structures à grande échelle. Si l’on regarde
comment les galaxies sont disposées dans l’espace autour de nous, on remarque qu’elles
n’ont pas des positions aléatoires mais qu’elles forment des structures (fig. 3). D’après les
théories actuelles, ces structures sont dues à la gravitation mais elles ne peuvent pas être ex-
pliquées seulement à partir de ce que l’on voit. Il semblerait en effet que la partie visible des
galaxies — que l’on observe avec des télescopes et qui permet de faire des cartes comme
dans la fig. 3 — ne représente que 16% de la matière gravitationnelle qui est responsable
des structures de galaxies. Les 84% de cette matière sont en fait invisibles. Ils se trouvent
sous une forme que l’on n’arrive toujours pas à observer directement mais dont l’existence
peut être mise en évidence par l’observation de certains phénomènes dynamiques. Sans
cette forme invisible de matière, que l’on appelle matière noire, ces phénomènes ne se-
raient pas explicables d’après les théories actuelles. Par exemple, les structures de galaxies
n’auraient pas pu atteindre ce stade évolué de développement seulement à partir de la ma-
tière visible. Dans le modèle standard de la formation de ces structures, il fut un temps où
la matière noire était distribuée de manière très uniforme dans tout l’univers comme un
fluide. Des petites fluctuations de densité se sont mises à grandir sous l’effet de la gravita-
tion et à former des structures de plus en plus grosses. Aux endroits où la densité était la
plus forte, des galaxies se sont formées. Le fluide de matière noire a poursuivi et poursuit
toujours son évolution sous l’action de sa propre gravité. Les parties visibles des galaxies
sont, quant à elles, seulement des petits points lumineux entraînés par ce fluide.
Ces quelques explications concernant le modèle actuel de la formation des structures
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LFIG. 2 – Distribution périodique : dans chacune des cellules, on trouve exactement la même
configuration que dans la cellule avec le bord continu. Dans cette figure seul un nombre fini
de répliques est montré car il faudrait en fait remplir tout l’espace pour vraiment représen-
ter un système périodique. Lorsqu’un tel système évolue sous l’effet de sa propre gravité,
toutes ces cellules évoluent d’une manière identique. Si une particule croise le bord d’une
cellule, c’est comme si elle réapparaissait de l’autre côté. Il suffit donc de considérer l’évo-
lution d’une seule cellule et d’un nombre fini de particules. Mais il est important de noter
que la force sur chacune des particules est vraiment calculée à partir de toutes les répliques
de la cellule considérée (voir l’équation (1.1)). Notez aussi que cette illustration est en deux
dimensions alors que les systèmes étudiés dans cette thèse sont en trois dimensions. Une
manière alternative d’imaginer un système périodique est de considérer que les particules
sont distribuées sur un tore en trois dimensions.
FIG. 3 – Carte de galaxies de SDSS dans l’article de Gott, Juric et al., astro-ph/0310571
(voir aussi la page web http ://www.astro.princeton.edu/ mjuric/universe/).
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dans l’univers montrent que l’étude de la formation des structures dans un système de par-
ticules — le sujet de cette thèse — n’a pas vraiment d’intérêt directs par rapport à la com-
préhension de l’histoire de l’univers. Il faudrait plutôt s’intéresser à l’évolution d’un fluide
de matière noire dans le cadre de la relativité générale. C’est malheureusement un sujet très
difficile sur lequel de très nombreux progrès restent à faire. On peut cependant montrer que
pour comprendre la formation des structures non-linéaires dans l’univers, c’est-à-dire les
structures qui sont plus importantes que des petites fluctuations de densité dans le fluide
de matière noire, on peut travailler à des échelles suffisamment petites pour que les effets
relativistes puissent être négligés. Ainsi, il n’est pas vraiment nécessaire de travailler dans
le cadre de la relativité générale. Il suffit de considérer un fluide gravitationnel «classique»
dans un espace en expansion. C’est ce que de nombreuses personnes étudient en cosmolo-
gie. Une grande partie de la recherche se base sur des simulations numériques. Le but de
ces simulations est donc de reproduire l’évolution du fluide de matière noire.
Pour cela, la technique est identique à celle utilisée dans cette thèse : on simule un vo-
lume cubique de matière noire avec des conditions aux bords périodiques. Mais l’analogie
ne s’arrête pas là. Pour résoudre les équations qui décrivent le fluide de matière noire, on
le discrétise en utilisant des «macro-particules». Ces particules sont traitées d’une manière
identique à ce que l’on fait dans les simulations présentées dans cette thèse, c’est-à-dire
comme des particules classiques obéissant à la loi de Newton F = ma (on introduit juste
une petite modification pour tenir compte de l’expansion de l’univers). Mais ces particules
ont typiquement la masse d’une galaxie, ce qui est beaucoup plus lourd qu’une particule
de matière noire.5 Suivant le modèle de matière noire considéré, cela peut être jusqu’à
1070 fois plus lourd. L’interprétation de ces macro-particules se base sur l’hypothèse que,
sous l’action de leur propre gravité, elles bougent comme si elles étaient entraînées par
le fluide de matière noire. On décrit donc ces particules comme des «traceurs de masse».
Ainsi, la densité de matière noire à une certaine position dans le volume simulé s’obtient
en calculant la densité de ces macro-particules à cette même position.
Pour que ces macro-particules se comportent comme un fluide, on utilise deux tech-
niques. La première consiste à modifier la force gravitationnelle à petit échelle pour éviter
des effets de diffusion lorsque deux particules se retrouvent très proches l’une de l’autre.6
De tels effets seraient dus uniquement à la nature discrète des macro-particules et non
pas à une dynamique de fluide. La deuxième technique est liée aux conditions initiales.
D’une part, il faut qu’à des échelles plus grandes que la distance typique entre deux macro-
particules les fluctuations de densité reproduisent les fluctuations de densité initiales du
fluide de matière noire. D’autre part, si l’on considère une particule, il faut que la force
due à ses plus proches voisines soit faible pour que la force dominante provienne des fluc-
tuations de densité à grande échelle qui sont supposées correspondre à celles du fluide de
matière noire. Pour créer une distribution qui satisfait à ces deux conditions, la méthode la
plus utilisée est la suivante. Le nombre N de particules doit être égal au cube d’un nombre
entier n : N = n3. On place ces N particules sur les points d’un réseau cubique qui couvre
tout le volume simulé.7 On applique ensuite un petit déplacement à chacune des particules.
Par un choix adéquat des corrélations de ces déplacements, on tente de reproduire à grande
échelle les fluctuations de la matière noire. En raison des symétries du réseau et de la petite
amplitude de ces déplacements, les forces entre particules proches sont faibles. On ajoute
encore des petites vitesses initiales corrélées aux déplacements pour que les particules se
5On ne sait en fait toujours pas de quoi est faite la matière noire. Il existe plusieurs modèles théoriques qui
prédisent des différents types de particule avec des masses différentes.
6Sans cette modification, lorsque deux particules se croisent, leurs trajectoires sont fortement perturbées.
7La taille typique du volume que l’on simule est de l’ordre de 100 Mpc.
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dirigent dès le début en direction des fluctuations à grande échelle.
Avec ces techniques, on tente de résoudre le problème de la formation des structures à
grande échelle dans l’univers, c’est-à-dire comment le fluide de matière noire a pu évoluer
sous l’action de sa propre gravité et créer les structures que l’on observe dans les catalogues
de galaxies. Une question que l’on peut se poser en réfléchissant à la méthode utilisée
pour étudier ce problème est de savoir si l’on simule vraiment un fluide. Est-ce que les
deux techniques que l’on vient de décrire sont suffisantes pour que les macro-particules
décrivent correctement l’évolution d’un fluide ou est-ce que leur nature discrète engendre
des effets qui ne seraient pas observés dans un fluide ?
Pour répondre à ces questions, une manière de procéder est d’approfondir nos connais-
sances concernant la création des structures dans un ensemble de particules sans chercher à
imiter l’évolution d’un fluide et étudier ensuite dans quelle limite l’évolution des particules
reproduit celle d’un fluide. C’est en fait un des buts de la recherche effectuée dans le cadre
de cette thèse.
Ces explications peuvent laisser imaginer que la formation de structures dans le pro-
blème à N corps telle qu’on l’étudie dans cette thèse n’a qu’un intérêt «technique», celui
de comprendre ce qu’il se passe dans les simulations en cosmologie. Mais il est important
de rappeler que ce sujet reste un problème théorique fondamental. Même si l’on sait qu’un
système infini de particules n’est pas un système réaliste, il est néanmoins très intéressant
dans le cadre de la mécanique statistique puisqu’il concerne un système hors-équilibre avec
une interaction à longue portée. D’une part, la mécanique statistique du hors-équilibre est
un des sujets importants de la physique actuelle et d’autre part, comme on l’a vu dans
l’introduction, les interactions à longue portée n’ont été, jusqu’à présent, que peu étudiées
même dans les cas à l’équilibre.
Plan
Cette thèse commence par un chapitre introductif qui reprend, en anglais, une partie de
ce résumé. Il contient aussi un rappel de ce qui est connu concernant le sujet de cette thèse,
quelques mots sur l’originalité de cette thèse et sur les résultats obtenus ainsi qu’un plan.
Dans la dernière partie de ce chapitre introductif, je donne la liste des articles, dont je suis
le coauteur, écrits dans le cadre de cette thèse. Puisque je n’ai pas repris directement ces
articles pour écrire cette thèse, j’explique ce qui m’a poussé à tout récrire.
Le chapitre qui suit l’introduction concerne les systèmes gravitationnels à l’équilibre
dans le cadre de la mécanique statistique. La plupart de ce qui est présenté peut se trou-
ver dans la littérature. Le but est d’expliquer que ces systèmes peuvent être étudiés dans
le cadre de la mécanique statistique “standard”, malgré la longue portée de la force gra-
vitationnelle. Quelques résultats importants concernant ces systèmes sont aussi donnés et
notamment le théorème du viriel. Puisque ce théorème est réutilisé dans la suite, il est
démontré en détail.
Le reste de la thèse est partagé en deux parties. La première, «Preliminaries», introduit
les connaissances nécessaires à l’étude de la formation des structures dans un système gra-
vitationnel infinis ou périodiques. La plupart de la matière présentée est donc déjà connue.
Certaines parties sont en fait adaptées au contexte de cette thèse. Le chapitre 3 explique
la différence entre les systèmes gravitationnels finis et infinis. Des détails concernant le
calcul de la force gravitationnelle dans ces deux types de système sont ensuite donnés. Le
chapitre 4 introduit les approches théoriques pour étudier l’évolution d’un système gravi-
tationnel ainsi que quelques aspects importants concernant les techniques numériques pour
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FIG. 4 – Calcul de la fonction de densité conditionnelle Γ(r, t) à un temps t. Pour une
valeur de r donnée, on détermine la densité (nombre de particules par unité de volume)
dans des coquilles sphériques de rayon intérieur r et rayon extérieur r+ δ centrées sur des
particules. La fonction Γ(r, t) est la moyenne des différentes densités obtenues. Les lignes
horizontales et verticales marquent les limites de la cellule périodique.
étudier ce type de système. Finalement, le chapitre 5 permet de revoir les différent outils
pour étudier et caractériser des distributions de particules. La plupart du contenu de ce cha-
pitre provient du livre [GSLJP04]. Alors que dans cette référence on traite des systèmes
infinis, ce chapitre se restreint aux systèmes périodiques.
La dernière partie, «Results», contient les résultats. Le chapitre 6 donne des détails
précis sur ce qui a été étudié. Les effets de la modification de la force gravitationnelle
à petite échelle dans les simulations numériques sont aussi discutés. Les chapitres 7 et 8
contiennent les résultats obtenus en considérant deux types de simulation qui se distinguent
par des conditions initiales différentes (voir plus bas). Ces résultats sont d’une part des
observations faites à partir de simulations mais aussi des développements théoriques pour
tenter d’expliquer ces observations. Le dernier chapitre résume ce qui a été observé dans
les deux chapitres précédents puis donne un dernier résultat. Ce chapitre se termine par
une discussion à propos de différents aspects concernant la formation de structures dans
les systèmes gravitationnels infinis.
Aperçu des résultats
La formation des structures dans un ensemble de particules est étudiée en analysant
l’évolution des corrélations à deux points. Ces corrélations sont mesurées à l’aide de la
fonction de densité conditionnelle Γ(r, t) (chap. 5). Cette fonction s’obtient en calculant la
moyenne de la densité de particules dans des coquilles sphériques centrées sur différentes
particules (fig. 4). Si les positions des particules ne sont pas corrélées, cette fonction est
égale à la densité moyenne n0 ≡ N/V = N/L3. Si au contraire ces positions sont corré-
lées, cette fonction peut prendre des valeurs différentes. Dans un système gravitationnel,
l’évolution typique de la fonction Γ(r, t) est illustrée dans la fig. 5. L’étude de la formation
des structures consistent alors à comprendre cette évolution.
Différentes simulations numériques ont été réalisées à partir de distributions de parti-
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FIG. 5 – Évolution de la fonction Γ(r, t) dans une simulation numérique. L’axe horizontal
donne la valeur de r en unité de L. Chacune des cinq courbe correspond à Γ(r, t)/n0
à un temps donné indiqué dans la légende (l’unité utilisée est le temps dynamique, voir
section 4.6). On voit qu’initialement (t = 0) cette fonction est proche de 1 ce qui implique
que Γ(r, t) = n0 et qu’il n’y a donc pas de corrélations entre les positions des particules.
Ce n’est plus le cas lorsque le système se met à évoluer puisque l’on voit que Γ(r, t)
devient beaucoup plus grande que n0 pour certaine valeur de r ce qui indique la formation
de structures. En observant l’évolution de Γ(r, t)/n0, on voit que ces structures deviennent
de plus en plus grande puisque le domaine de la variable r sur lequel cette fonction est
plus grande que 1 grandit durant l’évolution. La ligne verticale 〈Λ〉 indique la distance
moyenne initiale entre une particule et sa plus proche voisine. L’autre ligne (ε) correspond
à la distance en dessous de laquelle la force gravitationnelle est modifiée.
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cules sans vitesse initiale. Avec un tel choix, les structures peuvent se former à toutes les
échelles (voir section 4.4.1). Deux types de distribution ont été étudiés : des distributions de
Poisson et des réseaux perturbés («shuffled lattices»). Dans le premier cas, les N particules
sont distribuées de manière aléatoire dans le volume V . C’est la distribution la plus simple
que l’on puisse imaginer. Dans le second cas, on choisit un entier n > 0 et on distribue
N = n3 particules sur les points d’un réseau cubique qui remplit le volume V . Chacune
des particules est alors bougée d’une manière aléatoire dans un petit cube centré sur la po-
sition de la particule sur le réseau. L’intérêt d’un telle distribution réside dans le fait qu’elle
est obtenue à partir d’un réseau cubique parfait, c’est-à-dire à partir d’une distribution dans
laquelle la force sur chacune des particules est nulle en raison des symétries. Toutes les si-
mulations ont été réalisée sans expansion, contrairement à ce qui est fait en cosmologie.
On notera aussi que le choix des conditions initiales n’est pas lié à un quelconque modèle
théorique de matière noire. Il s’agit de conditions initiales très simples.
Dans le cas des distributions de Poisson, les résultats obtenus sont les suivants (cha-
pitre 7) :
1. l’évolution de la taille typique des structures est en accord avec la théorie fluide
linéaire ;
2. l’évolution de la fonction Γ(r, t) pour des temps petits est dominée par des interac-
tions entre particules plus proches voisines ; un modèle très simple permet d’expli-
quer cette évolution ;
3. l’évolution non-linéaire de Γ(r, t) — lorsque Γ(r, t)¿ n0 pour certaines valeurs de
r — est auto-similaire, i. e. la relation suivante est satisfaite :
Γ(r, t+ δt) ≈ Γ(f(t, δt) · r, t) , (1)
ce qui signifie que ce qui arrive à une certaine échelle r à un temps donné est observé
plus tard à une échelle différente.
Dans le cas des réseaux perturbés (chapitre 8), on observe que
1. les prédictions de la théorie linéaire concernant l’évolution de la taille des structures
semblent en accord avec les résultats numériques mais cela nécessite l’introduction
de fenêtres Gaussiennes ;
2. l’évolution de la fonction Γ(r, t) pour des petites valeurs de t peut être expliquée
par l’interaction de chacune des particules avec ses dix-huit plus proches voisines en
raison des symétries ;
3. une approche de renormalisation permet d’expliquer l’évolution non-linéaire de la
fonction Γ(r, t) et donc de la taille typiques des structures à tout temps. Cette ap-
proche qui se base sur les interactions entre chacune des particules avec ses dix-huit
plus proches voisines ;
4. comme dans les simulations de Poisson, l’évolution de Γ(r, t) est auto-similaire,
c’est-à-dire que l’équation (1) est satisfaite.
Finalement, dans les deux types de simulation, on observe que l’évolution non-linéaire
de Γ(r, t) est similaire : pour un temps t donné, Γ(r, t) peut être approximée par la même
loi de puissance (chapitre 9).
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Chapter 1
Introduction
1.1 The subject
This thesis is concerned with the evolution of an ensemble of self-gravitating particles,
the so-called “gravitational N -body problem”. The first crucial point in this study is that
the particles are not “free” but enclosed in a cubic box with periodic boundary conditions.
Thus, instead of being reflected at a wall, a particle reappears on the opposite side of the
box. The second important point is that the gravitational force itself is also periodic: given
a particle i the force due to a particle j is given by
F ij = Gmimj
∑
n∈N3
xj + Ln− xi
|xj + Ln− xi|3 , (1.1)
where mi,mj are the masses of the two particles positioned at xi and xj respectively, L
is the box size and n labels the different replicas of the box. A way to think about such
a system is to imagine an infinite set of particles distributed everywhere in space but in a
periodic way (fig.1.1). Throughout this thesis, we suppose that initially the particles are
not only stationary, but also homogeneously distributed in the box, with either correlated
or uncorrelated positions.
Numerous aspects of such a system of self-gravitating particles can be studied. Here
we focus on the clustering properties of the particles. That is, given the initial conditions,
we study how — under the effect of the long range gravitational force — the particles
evolve to create non-linear structures or clusters of increasing size, finally all ending up in
the same large structure. This clustering process is illustrated in fig. 1.2. In this thesis the
final state is not analysed, since our study is restricted to the evolution of the system in the
regime in which the finite size of the box is unimportant. Thus the results presented are
independent of L and would be identical in an infinite system. An important “tool” which
we use to study and characterise the formation of structures is the two-point correlation
function. All the results are based on the analysis of different numerical simulations.
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Figure 1.1: Partial illustration of the force on a particle i (big dot) due to a particle j (small
dot) given in eq. (1.1). Because of the periodicity of the system, all the replicas of the
particle j must be considered.
(a) Initially. (b) Later.
Figure 1.2: Illustration of the evolution of a system of particles in a box with periodic
boundary conditions. Initially the particles are at rest and distributed randomly in the box.
As time increases, small clusters are created which themselves create larger clusters. The
process continues and the particles finally all end up in the same unique large cluster which
is not shown here.
2
Figure 1.3: Galaxy map from the SDSS survey in Gott, Juric et al., astro-ph/0310571
(see also http://www.astro.princeton.edu/ mjuric/universe/). The radial coordinate is the
redshift. The angular coordinate is the angular position of the galaxy along a strip of the
sky.
1.2 Motivation
One motivation for studying gravitational clustering comes from cosmology. Indeed, one
major unsolved problem in cosmology is the formation of large scale structures in the
universe. These structures are observed in galaxy surveys as shown in fig. 1.3. Since
galaxies gravitationally attract each other, this gives a first reason to study the gravitational
clustering of a set of particles.
However, the standard model of structure formation is not based on the interaction
between galaxies. In this model, the luminous part of galaxies represent only 16% of all
the self-gravitating matter: the remaining 84% of this matter is “invisible”, the so-called
dark matter ([Dod03]). Its existence is motivated by the fact that different observed dy-
namical processes 1 due to gravitational effects cannot be explained by visible matter alone:
some additional matter — the dark matter — is necessary. Most of the dark matter is ac-
tually needed to explain the large scale structures: without it, they would be much less
developed than observed today. Though the nature of this matter is still unknown, its
evolution can nevertheless be studied: dark matter is considered as a collisionless continu-
ous medium whose evolution is described by the Vlasov equation 2. Initial conditions are
obtained from the observed temperature fluctuations in the cosmic microwave background
(CMB). Their very small amplitude (δT/T ∼ 10−5) indicates the existence of small ini-
tial density perturbations in dark matter, whose statistical properties (power spectrum) can
also be determined. Studies of the non-linear growth of these initial density perturbations
is simplified by the fact that the largest distances which have to be considered are small
enough to treat the problem in the framework of Newtonian mechanics in an expanding
space, i.e., by using a limiting approximation of general relativity.3
1See [Pad95], chap. 11.
2See chapter 4.
3See [Pee80].
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Most of the research on the standard model of structure formation is based on numerical
simulations. These simulations aim to study the evolution of a continuous medium — the
dark matter — whose dynamics are governed by the Vlasov or collisionless Boltzmann
equation. Typically only a cubic region of the universe of size ∼ 100 Mpc is considered.
The method used to solve the Vlasov equation can be summarised as follows ([JFP+98,
KMS96, MSSS97, Mel90, SMSS98]):
1. The continuous medium is represented by a set of “macro-particles” in a cubic box.
The number of these particles ranges from 1283 to 5123. Their mass is typically that
of a galaxy which, depending on the model of dark matter considered, can be 1070
heavier than a dark matter particle.
2. Initially the macro-particles are distributed nearly uniformly in the box with specific
correlations whose aim is to reproduce the initial conditions of dark matter. This
can only hold at scales larger than the typical distance between macro-particles. A
specific small initial velocity is also given to each of them.
3. When the simulation starts, the macro-particles are evolved as classical particles,
namely according to Newton’s law. The box considered has periodic boundary con-
ditions and is also in expansion, thus modifying slightly the equations of motion.4
The force is the one given in eq. (1.1).
4. The macro-particles are interpreted as mass tracers in the continuous medium. It is
indeed thought that the macro-particles move as if they were dragged by the current
of the continuous medium.
A fundamental question which arises is whether the latter interpretation is in fact justi-
fied. Indeed, as the macro-particles are treated as classical particles, do they really behave
as mass tracers? On a scale much larger than the typical distance between two macro-
particles, one can assume that the answer is yes. But what happens on small scales? There,
the discrete nature of the macro-particles generates large density fluctuations which do
not exist in a continuous medium. This could have important effects on the motion of
the macro-particles, especially at the beginning of a simulation when velocities are small.
Could such effects then influence the evolution of the system at larger scales, where non-
linearities extend at late times? If this were the case, the simulation would then be very
different from the evolution of a continuous medium. An important point which has to
be mentioned is that, in general, simulations do not last very long: the typical size of the
non-linear structures created during a simulation does not greatly exceed the average initial
distance between two particles ([BJSL02]). This adds a supplementary point to the argu-
ment that such simulations may be perturbed by the discrete nature of the macro-particles.
In practice, two tricks are used to reduce discreteness effects. The first one is to modify the
gravitational force at small scales in order to avoid strong scattering between particles (see
sec. 4.7): this is important only when two particles are very close together (of the order
of ten times smaller than the typical initial distance between two particles). The second
trick is related to the initial conditions. In most simulations, the macro-particles are distrib-
uted on the points of a cubic lattice which is perturbed in such way as to reproduce, at large
scales, the small dark matter density fluctuations. The use of a lattice enables one to reduce
the force on a particle due to its nearest neighbours — as a result of the symmetry — and
therefore to reduce discreteness effects. Furthermore the small initial velocities are then
chosen to be correlated with the large scale fluctuations, thus tending to force the particles
4See sec. 3.3.
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to be driven by the large scale fluctuations and not by neighbouring particles. It is import-
ant to question to what degree these initial conditions are really sufficient to guarantee that
discreteness is not important.
Faced with these questions concerning the validity of cosmological simulations, the
study of gravitational clustering in a set of particles, as described in the previous sec-
tion, can gives many answers. Instead of considering the Vlasov equation to describe the
evolution of a continuous medium and then trying to solve it numerically by using macro-
particles as in cosmology, one can start by studying numerically the evolution of a set of
particles. The next step is then to analyse what the Vlasov equation — or any approxim-
ated form of it — is able to describe. This amounts to gaining a better understanding of the
abstract gravitational N -body problem, namely without any direct relation with the cos-
mological model of structure formation based on dark matter. This is the main motivation
of this thesis.
1.3 Well known results
Most of the research on gravitational clustering is based on the BBGKY hierarchy (sec. 4.2).
To lowest order and with some approximations, this yields the Vlasov equation. Some
further approximations then allow one to obtain fluid equations, whose study is mainly
restricted to a perturbative analysis: assuming that the initial continuous medium is very
homogeneously distributed, one is able to determine how small density fluctuations, treated
as perturbations on a perfectly uniform background, evolve. This is commonly called the
linear theory (sec. 4.4.2). The “non-linear” evolution is still not understood and is the main
subject of research for cosmologists working on gravitational clustering. Some analytical
models exist to study the weakly non-linear regime, for example the Lagrangian approach
(sections 4.3.1 and 4.4.3).
1.4 Originality of this thesis
Most research on gravitational clustering is done in the framework of cosmology where,
as discussed previously, the aim is to understand how the dark matter fluid evolves from
“realistic” initial conditions. Unfortunately in statistical physics, gravitational clustering
is almost not studied, probably due to the difficulties associated with the long range of the
gravitational force.
In this thesis, we present results concerning not the evolution of a fluid as in cosmology
but one of a set of particles. The underlying philosophy is to work on simpler idealised
cases: the initial conditions are simple and we neglect the expansion of the universe. This
non-realistic approach is therefore more in the direction of that which would be taken in
statistical physics.
From numerical simulations, we have tried to understand 1) what is responsible for the
evolution of the two-point correlation function and 2) what can be explained by linear the-
ory based on a continuous approximation of the particles. Since we set the initial velocities
of the particles to zero, the discrete nature of particles can play an important role at early
times since clustering can start at the scale of the typical distance between particles, i.e., at
a scale smaller than the “fluid” scale.
The evolution of a set of particles, without considering them as mass tracers in a fluid
as in cosmology, has been recently the subject of M. Bottaccio’s PhD thesis. The present
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thesis can be seen as a continuation of his work. However, as discussed in sec. 7.3, the
conclusions I draw are different from his.
1.5 Overview of the results
In this thesis, two kinds of initial conditions are studied: the Poisson distribution and the
shuffled lattice. The first is the simplest that can be imagined since particles are placed
randomly in the simulation box, so that the particle positions are uncorrelated. The second
is obtained by first placing a particle on each point of a cubic lattice and then randomly
moving (shuffling) each of them in a little cube centred on the corresponding lattice point.
The resulting distribution shares similar properties with distributions used in cosmological
simulations as they are also obtained by perturbing a lattice. We will see in chapter 8 that
shuffled lattices have interesting “coarse graining” properties.
From the analysis of the evolution of the two-point correlation function in numerical
simulations, the following results are obtained. For Poisson simulations (chap. 7):
1. the predictions from linear theory for the evolution of the typical structure size are
in good agreement with numerical results;
2. the early non-linear evolution of the two-point correlation function is dominated by
the interaction between nearest neighbours. A very simple model based on two body
interactions is shown to predict these correlations very well;
3. the non-linear evolution of the two-point correlation function, measured with the
conditional density function Γ(r, t), is self-similar in that, at late times
Γ(r, t+ δt) ≈ Γ(f(t, δt) · r, t) . (1.2)
Thus what happens at a certain scale r and a certain time t is observed later at a
different scale. The function f(t, δt) will be discussed in sec. 7.2.
For shuffled lattice simulations (chap. 8):
1. the predictions from linear theory for the evolution of the typical structure size seem
to be in good agreement with numerical results 5;
2. early non-linear evolution of the two-point correlation function can be explained by
the interactions of each particle with its eighteen nearest neighbours, because of the
symmetry;
3. a renormalization approach allows one to explain the late time non-linear evolution
of the two-point correlation function as well as the evolution of the typical structure
size. This approach uses the eighteen nearest neighbour interactions at all times.
4. as in the Poisson simulation, the non-linear evolution of the two-points correlation
function at late times is self-similar, as described by eq. (1.2).
In both types of simulation, the non-linear evolution of the two-point correlation func-
tion are found to be similar. It can be roughly approximated by a power law with the same
exponent (chap. 9).
5It only “seems” as a non-trivial operation — the use of Gaussian windows — is needed in order to obtain the
behaviour measured in simulations. See section 8.2.2.
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1.6 Outline
We begin in chapter 2 by giving an introduction to simple self-gravitating systems at equi-
librium in the framework of statistical mechanics. In this way we introduce important
concepts, such as the virial theorem, which will be used later. However, our discussion of
the virial theorem explicitly takes into account potential modifications of the gravitational
force at small scales. Though a large part of this chapter discusses aspects of standard
statistical mechanics, our purpose is to show that self-gravitating systems can be studied
in the framework of this theory, even if the long range nature of gravity makes them very
different from the systems usually studied.
The remainder of this thesis is divided into two parts. The first one (“Preliminaries”)
introduces the background material required to study the evolution of infinite or periodic
self-gravitating systems, and it aims to allow the reader to study this thesis without referring
to other documents. As a result, much of the material presented is already known, though
other parts are adapted to the present context. In chapter 3, the difference between a finite
system and an infinite one is briefly explained. This leads us to a technical discussion of
the gravitational force in the latter situation, a subject which is only poorly described in the
literature on gravitational systems. The main objective is to give a correct way to calculate
the force in an infinite system, and this can be done by using Fourier series for periodic
systems. Chapter 4 introduces the standard theoretical tools needed to study the evolution
of infinite self-gravitating systems and also gives details regarding N -body simulations.
Most of the equations are taken from the cosmology literature where they are always found
with additional terms due to the expansion of the universe. In this thesis, however, they
are given for systems in a static space. Chapter 5 discusses the statistical tools required to
study and characterise particle distributions. In particular, it describes the method used to
calculate two-point correlation functions. Most of the contents of this chapter can be found
in [GSLJP04] and [GJSL02]. While these two references deal with infinite systems, this
chapter lays emphasis on periodic systems.
The second part (“Results”) contains the results. Chapter 6 explains precisely which as-
pects of the evolution of periodic self-gravitating systems we have studied. It also contains
a discussion of the effects of modifying the gravitational force at small scales in simula-
tions, as well as a derivation of the linear theory required to take into account this modified
force. The chapters 7 and 8 give details regarding the results obtained in the Poisson and
shuffled lattice simulations. They also discuss the theoretical developments we undertook
to understand these observations. The last chapter explains the universal behaviour of the
non-linear two-point correlation function observed in the Poisson and shuffled lattice sim-
ulations. This leads to a final discussion regarding different aspects of the evolution of
self-gravitating systems.
1.7 Comments on the content on this thesis
During my thesis, I have been coauthor of the following five papers:
[BSL02] T. Baertschiger & F. Sylos Labini, On the problem of initial conditions in cos-
mological N -body simulations, Europhys. Lett., 2002: This paper analyses initial
conditions in cosmological N -body simulations. While their statistical properties
are always given in Fourier space, we have shown that the corresponding real space
properties are not in good agreement with the initial conditions expected of dark
matter.
7
[BSL03] T. Baertschiger & F. Sylos Labini, Reply to the comment on "On the problem
of initial conditions in cosmological N -body simulations, Europhys. Lett., 2003: A
reply to the comment [DK03] on [BSL02].
[BJSL02] T. Baertschiger, M. Joyce & F. Sylos Labini, Power-law correlation and dis-
creteness in cosmological N - body simulations, Astrophys. J., 2002: In this paper
simple real space statistics are analysed in a set of cosmological N -body simulations
of the Virgo consortium ([JFP+98]). We conclude that the evolution of the two-point
correlation function depends strongly on the small scale density fluctuations induced
by the discrete nature of the particles and not on the large scale “fluid-like” correla-
tions.
[SLBJ04] F. Sylos Labini, T. Baertschiger and M. Joyce, Universality of power law cor-
relations in gravitational clustering, Europhys. Lett., 2004: This paper is on the
same subject as [BJSL02] but cosmological simulations are compared to simpler
simulations, namely Poisson and shuffled lattices without expansion. The evolved
two-point correlation function is found to be similar in all simulations analysed and
is well approximated by a power law. From the analysis of the early correlations
in Poisson simulations, the “universal” behaviour of the correlations is explained by
the discrete nature of the particles used in all the simulations.
[BSL04] T. Baertschiger & F. Sylos Labini, Growth of correlations in gravitational N -
body simulations, Phys. Rev. D, 2004: In this paper, the early evolution of the
two-point correlation function is analysed precisely in the simulations considered
in [SLBJ04]. The relation between this function and the nearest neighbour distri-
bution 6 allows one to conclude that in all the simulations, early non-linear correl-
ations are due to correlations between nearest neighbour particles. It is shown in
detail that in a Poisson simulation, this can be explained only from the interaction
between nearest neighbour particles. In the case of a shuffled lattice, the force on
each particle is shown to be initially dominated by the contribution of its six nearest
neighbours. When non-linear correlations start to develop, only the nearest neigh-
bour can be considered, as in a Poisson simulation. These observations suggest that
early correlations in cosmological simulations could be also due to the interactions
between nearest particles. This would mean that these simulations are perturbed by
the discrete nature of the particles used.
As can be observed, these five papers are all partly related to cosmological simulations.
However, in this thesis, I do not discuss these simulations but focus on Poisson and shuffled
lattice simulations. They are simple simulations which we have carried out ourselves and
analysed in detail. A part of the results presented in chapters 7, 8 and 9 can be found
in [SLBJ04] and [BSL04].
My current understanding is that unambiguous conclusions regarding the validity of
cosmological simulations, which we have tried to draw in the four above papers, are still
lacking and that further investigations are necessary. It is for this reason that I do not
discuss this subject here. I have preferred to discuss the Poisson and shuffled lattice simu-
lations, and present new results which have not yet been published.7 Discreteness effects,
which after all are the main subject of these four papers, are however discussed in chap. 9
and sec. 7.3.
6See sec. 5.1.2.
7A paper on shuffled lattice simulations is actually planned.
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Chapter 2
Equilibrium statistical
mechanics, thermodynamics and
self-gravitating systems
In this chapter, we discuss some aspects of statistical mechanics and self-gravitating sys-
tems. The main objective is to briefly illustrate how the long range nature of gravity cre-
ates problems in the framework of statistical mechanics and thermodynamics. We also
present some important results concerning self-gravitating systems at “equilibrium”.1 Ini-
tially we recall some basic properties of the standard system studied in statistical mech-
anics books — namely the ideal gas —, and then we study a self-gravitating system. The
following discussion is based on [GNS95, LL84, TKS98, Ma93] for the ideal gas, and on
[BT94, DRAW02] for the self-gravitating systems: in this second reference a lot of recent
progress on the dynamics and thermodynamics of systems with long-range interactions can
be found. Some further references will be given when necessary.
One should note that much of the discussion on statistical mechanics may seem “trivial”
as it can largely be found in the above standard texts. However, the purpose of this chapter
is to review these basic aspects keeping gravitational systems in mind. Thus we introduce
a very important result for self-gravitating systems, the virial theorem, in much more detail
than is usually found in the literature. This is important as the virial theorem will often
be used throughout this thesis. Note that despite the above comments, nothing is actu-
ally trivial: in order to deal with systems such as self-gravitating systems, some people 2
think that a new kind of “non-extensive” statistical mechanics is needed. For others, how-
1The word equilibrium is in quotation marks because the equilibrium principle is rather subtle when dealing
with self-gravitating systems.
2See all the papers by C. Tsallis, e.g., [TB04].
The web page http://tsallis.cat.cbpf.br/biblio.htm gives further references which can be also
found by looking for “non-extensive” on the arXiv.
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ever, such a development is not useful as a careful use of standard statistical mechanics is
perfectly adapted.3 We take the latter perspective in the following discussion.
2.1 The ideal gas
2.1.1 The Microcanonical ensemble
Let us consider an isolated ideal gas of energy E, with N particles of mass m in a box of
volume V . At equilibrium all the properties of the gas can be calculated using the microca-
nonical ensemble. This is equivalent to saying that all the microscopical configurations
with energy E of these N particles are equiprobable (one of the fundamental postulates of
statistical mechanics). The average value of any function of the state of the gas f(qµ, pν)
is therefore given by an average over all states:
〈f〉 =
∫
E≤H(qµ,pν)≤E+δE
f(qµ, pν) d3Nq d3Np
∫
E≤H(qµ,pν)≤E+δE
d3Nq d3Np
(2.1)
where (qµ, pν) is equivalent to (q1, . . . , qN ,p1, . . . ,pN ), H(qµ, pν) is the Hamiltonian of
the gas:
H(qµ, pν) =
N∑
i=1
p2i
2m
, (2.2)
and the positions qµ are restricted to the volume of the box.4
In order to calculate thermodynamics quantities, one could use (2.1) but it is easier to
calculate directly the microcanonical entropy given by the Boltzmann entropy:
S = k lnW (E, V,N) (2.3)
where W is the number of microscopic states in which the system can be found, i.e. the
states in which the energy is in the interval [E,E+δE] and the particles are confined in the
volume V . Strictly speaking, this should be calculated quantum mechanically. However,
for large N , it is simply equal to the volume of the allowed phase space region — in which
E ≤ H(qµ, pν) ≤ E + δE and the particles are in box of volume V — divided by h3N
because of the uncertainty relation ∆p∆q ≥ h.
One obtains the number of states W (E, V,N) by first calculating
ω(E, V,N) =
1
h3N
∫
H(qµ,pν)≤E
d3Nq d3Np. (2.4)
This requires the calculation of the volume of a 3N -dimensional sphere. From the result,
we get W (E, V,N) by using the relation
W (E, V,N) = ∂Eω(E, V,N) δE ≡ Ω(E, V,N) δE (2.5)
3See for example the article by Gross in [DRAW02] where the following sentence can be found: “No exotic
form of thermodynamics like Tsallis non-extensive one is necessary”.
4One could also add the potential of the box in the Hamiltonian.
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where Ω(E, V,N) is the density of states. Finally, the entropy is
S(E, V,N) = k ln
[
pi3N/2
h3NΓE(3N/2)
V N (2m)3N/2E3N/2−1 δE
]
, (2.6)
where ΓE is the Euler gamma function. If we assume that N À 1 and use Stirling’s
formula ln ΓE(n) ≈ n lnn− n for nÀ 1, we get the following approximation
S(E, V,N) = Nk
{
3
2
+ ln
[
V
h3
(
4pimE
3N
)3/2]}
. (2.7)
The term k ln δE has been neglected.5 The relations
1
T
= ∂ES and
p
T
= ∂V S (2.8)
allows us to find that the temperature and the pressure are related to E and V by the
equations E = 32NkT and pV = NkT .
2.1.2 Entropy and temperature
In the framework of thermodynamics, the entropy satisfies the two fundamental properties
[Pen70]:
1. if no heat enters or leave a system, its entropy cannot decrease;
2. if two systems are taken together, the total entropy is the sum of their two entropies.
Many results can be derived from these two properties. For instance, let us imagine that
the box containing the ideal gas is split into two parts by a wall permitting heat energy
to be exchanged. We consider that the volume of one of these parts is V1 and that it
containsN1 particles with a total energyE1. The other part is characterised by the variables
V2 = V − V1, N2 = N − N1 and E2 = E − E1. The wall allows the energies E1
and E2 to change but the total energy E remains constant. The equilibrium state of the
system depends only on the constant variables E, V1, V2, N1 and N2. From the second
property of the entropy, we know that the total entropy S of the system is given by S =
S1(E1, V1, N1) + S2(E − E1, V2, N2). During the evolution the value of E1 can change
but, according to the first properties of the entropy, S cannot decrease. Thus, it must be
maximum when E1 has its equilibrium value E∗1 :
0 =
dS
dE1
∣∣∣∣
E∗1
=
∂S1
∂E1
∣∣∣∣
E∗1
− ∂S2
∂E2
∣∣∣∣
E−E∗1
(2.9)
or
∂S1
∂E1
∣∣∣∣
E∗1
=
∂S2
∂E2
∣∣∣∣
E−E∗1
. (2.10)
This shows that the two subsystems are characterised by a same quantity. From experience
we know that it is the temperature. As a result temperature can be defined by
T ≡
(
∂S
∂E
)−1
. (2.11)
5See discussion in [TKS98], pages 30–31.
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Microscopically, we know that if the energy of the subsystem i is Ei, the number of
states is Wi(Ei, Vi, Ni). By considering that the two subsystems are independent, the total
number of microscopic states for the whole system is given by
W (E1, E2, V1, V2, N1, N2) =W1(E1, V1, N1)W2(E2, V2, N2). (2.12)
As the system evolves, W changes with the variations of E1 and E2. When the system is
at equilibrium, these two energies take their equilibrium values E∗1 and E∗2 = E −E∗1 and
W (E∗1 , E
∗
2 , . . .) must be maximum since the corresponding macroscopic state is the most
probable. Therefore
0 =
dW
dE1
=
∂W1
∂E1
W2 −W1 ∂W2
∂E2
(2.13)
when E1 = E∗1 and E2 = E∗2 . A division by (2.12) leads to
∂ lnW1
∂E1
∣∣∣∣
E∗1
=
∂ lnW2
∂E2
∣∣∣∣
E∗2
(2.14)
By comparing with eq. (2.10), one sees that the entropy of thermodynamics can be related
to the logarithm of W . This justifies Boltzmann’s entropy (2.3). One should note that
we have not studied the second derivative of W to check that it is really a maximum
at equilibrium. This will be discussed in sec. 2.1.4. For the moment, it is sufficient to
notice that if the functions Wi are increasing functions of the energy — a rather sensible
hypothesis — the function W has only one point at which its first derivative vanishes and
it is a maximum.
Let us consider the following experiment: we put together two boxes of volume V ,
containing each an ideal gas of N particles with energy E, and remove the wall which
separates them. The resulting system is an ideal gas with 2N particles in a volume 2V
with energy 2E. According to the second properties of entropy, one would expect that the
resulting entropy is simply twice the initial entropy of one of the two systems. However
if we consider the entropy (2.7) and put a factor 2 in front of N , E and V , we notice
that this is not the case. Indeed the entropy contains an additional term equal to 2kN ln 2.
The problem, usually called the Gibbs paradox, is due to the fact that for the moment the
ideal gas is made of distinguishable particles. If after having removed the wall, we wait
for a while and replace it, it is impossible to recover the initial configuration: a part of
the particles changes of box during the experiment. This explains the additional term of
the entropy. If we assume that the particles are indistinguishable, we have to change the
entropy. If N particles are in a given configuration, there is N ! different ways to rearrange
them without changing the configuration. We have therefore to divide Ω by N ! when
calculating the entropy in order to take into account this degeneracy. This yields
S(E, V,N) = Nk
{
5
2
+ ln
[
V
Nh3
(
4pimE
3N
)3/2]}
. (2.15)
As the energy or the volume, the entropy is now an extensive variable since it scales with
the amount of matter contained in the system: varying N , while keeping the ratios E/N
and V/N fixed, S changes proportionally to N .
2.1.3 The canonical ensemble
Up to now we have seen the microcanonical ensemble. It allows one to study isolated
systems like an ideal gas in a box. Now we assume that this box is surrounded by a heat
12
bath which can exchange energy with the gas. We also suppose that the energy of the
heat bath is much larger than the one of the ideal gas. The microcanonical ensemble can
be used to study the whole system “heat bath + ideal gas”. We have seen before that the
temperature of the two subsystems are equal at equilibrium. Assuming that the total energy
is Etot, the energy Eh of the heat bath is related to the one of the gas by Eb = Etot − Eg.
Given an energy Eb, one finds that the number of microscopic states is equal to
Ωg(Eg)Ωb(Etot − Eg) dEg , (2.16)
by using the density of states defined in eq. (2.5). Since k lnΩb(Etot − Eg) is the entropy
Sb of the heat bath and Eg ¿ Etot, we can make the following approximation
Ωb(Etot − Eg) = exp
[
1
k
Sb(Etot − Eg)
]
≈ exp
[
1
k
Sb(Etot)− Eg 1
k
∂Sb
∂E
∣∣∣∣
Etot
]
. (2.17)
From eq. (2.11), we get
Ωb(Etot − Eg) ≈ Ωb(Etot) exp
(
−Eg
kT
)
. (2.18)
It is crucial to note that according to the fundamental postulate of statistical mechanics —
all the microscopic states are equiprobable — the system can be found in a state such that
Eg À Eb. The above calculation is based on the hypothesis that such an event is very
improbable.
According to (2.16) and (2.18), the number of microscopic states the gas having an
energy between Eg and Eg + dEg is proportional to
Ωg(Eg) exp
(
−Eg
kT
)
dEg . (2.19)
Thus, as all microscopic states with a given energy are equiprobable, the probability density
to find the gas in a particular state (qµ, pν) is
p(qµ, pν) =
exp [−H(qµ, pν)/kT ]∫∞
0
Ωg(Eg) exp
(
− EgkT
)
dEg
=
exp [−H(qµ, pν)/kT ] d3Nq d3Np∫
exp [−H(xµ, yν)/kT ] d3Nx d3Ny
(2.20)
whereH(qµ, pν) is the Hamiltonian (2.2) and the integral in the last term is over the box for
the positions xµ and can be done over the whole real axis for the yν . This is the canonical
ensemble. One can then show that all the thermodynamics quantities can be calculated
using the free energy of the system given by
F (T, V,N) = −kT lnZ(T, V,N) (2.21)
where Z(T, V,N) is the partition function:
Z(T, V,N) =
1
h3N
∫
exp [−H(qµ, pν)/kT ] d3Nq d3Np . (2.22)
If the particles are indistinguishable, this function has to divided by N !.
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For the ideal gas, the partition function is easily calculated:
Z(T, V,N) =
V N
h3NN !
 ∞∫
−∞
exp
(
− p
2
2mkT
)
dp
3N = V N
N !
(
2pimkT
h2
)3N/2
. (2.23)
The pressure can then be obtained using the free energy (2.21),
p = −∂F
∂V
=
NkT
V
. (2.24)
The entropy is given by
S = −∂F
∂T
= Nk
{
5
2
+ ln
[
V
N
(
2pikT
h2
)3/2]}
(2.25)
and the average energy of the gas is
E = F + TS =
3
2
NkT. (2.26)
These results are all equal to what we have obtained using the microcanonical en-
semble. Differences appear when one looks at fluctuations. In the microcanonical en-
semble, the energy is fixed while in the canonical which is not true anymore in the canon-
ical ensemble. A calculation shows that the relative fluctuations are inversely proportional
to the number of particles, namely〈
(Eg − E)2
〉
E2
∝ 1
N
. (2.27)
They become therefore negligible when the number of particles is large. Actually, this
is also the case for other thermodynamics quantities and other systems. This makes the
microcanonical and canonical ensembles identical when large systems are considered. But
in practice, this is not true. Calculations in the microcanonical ensemble are in fact much
harder than in the canonical ensemble. This is why, in most textbooks, the microcanonical
ensemble is never used for systems less trivial than the ideal gas though it is always the
first one to be introduced because of its theoretical importance.
2.1.4 Specific heat
The relation (2.14) has been obtained because we have looked for a maximum for W .
Having only calculated the first derivative of this function, what we have done is actually
not sufficient as it could also be a minimum. In order to have a maximum, the following
relation must hold 6:
∂2 lnW1
∂E21
∣∣∣∣
E∗1
+
∂2 lnW2
∂E22
∣∣∣∣
E∗2
< 0 , (2.28)
or similarly
∂T1
∂E1
∣∣∣∣
E∗1
+
∂T2
∂E2
∣∣∣∣
E∗2
> 0 . (2.29)
6[TKS98], p. 37.
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For the ideal gas this relation is satisfied as E = 3NkT/2 so that ∂ET ∝ 1/N > 0.
Actually, the relation ∂ET > 0 must hold in order that two subsystems in thermal contact
reach an equilibrium. Indeed if the subsystems have different temperatures, according to
what we have seen they reach an equilibrium where both have the same temperature. The
hotter cools by giving energy to the colder. The latter becomes then warmer. The process
stops when both have the same temperature, that is when the system is at equilibrium.
In this situation, if a small quantity of energy goes from one of the system to the other,
bringing the system out of equilibrium, the fact that ∂ET > 0 guarantees that the system
goes back to equilibrium. This is the Le Chatelier’s principle. The quantity ∂ET is related
to the specific heat:
CV ≡ ∂E
∂T
. (2.30)
The condition that ∂ET > 0 is therefore equivalent to CV > 0. An important point is that,
in the canonical ensemble, this inequality is always satisfied. Indeed, a calculation 7 shows
that
CV =
1
kT 2
〈(
E − 〈E〉)2〉 (2.31)
and being therefore proportional to the average of a squared quantity, CV > 0. One should
keep this result in mind when we will consider self-gravitating systems.
2.1.5 Virial theorem
An important result for self-gravitating systems is the so called virial theorem. In this
section, we present this theorem for any system and apply it to the ideal gas.
Let us consider the microcanonical average of the function xµ∂xνH for a general
Hamiltonian and xµ one of the 6N coordinates of the system (qµ or pµ):
〈
xµ
∂H
∂xν
〉
=
∫
E≤H(qµ,pν)≤E+δE
xµ
∂H
∂xν
d3Nq d3Np
∫
E≤H(qµ,pν)≤E+δE
d3Nq d3Np
. (2.32)
A calculation 8 leads to 〈
xµ
∂H
∂xν
〉
= δµνkT (2.33)
where δµν is the Kronecker symbol and the temperature T is obtained from the entropy. If
xµ = qµ , this yields 〈
qµ
∂H
∂qµ
〉
= −〈qµFµ〉 = kT (2.34)
where Fµ = −∂qµH , that is one of the three components of the force which acts on a
particle. If xµ = pµ , 〈
pµ
∂H
∂pµ
〉
= 〈pµq˙µ〉 = 2
〈
p2µ
2m
〉
= kT, (2.35)
7[GNS95], p. 193.
8For the details, see [GNS95], p. 194
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that is the average kinetic energy of a particle is equal to 3kT/2. We can rewrite these last
two results as
〈K〉 = −1
2
〈
N∑
i=1
qi · F i
〉
=
3
2
NkT (2.36)
where 〈K〉 is the average of the total kinetic energy:
〈K〉 =
N∑
i=1
〈
p2i
2m
〉
. (2.37)
The equation (2.36) is the virial theorem.
For an ideal gas, from the one hand
E = H(qµ, pν) = 〈K〉 = 32NkT , (2.38)
in agreement with what we have already obtained and on the other hand〈
N∑
i=1
qi · F i
〉
= −3NkT . (2.39)
The only forces which act on the particles are due to the walls. An infinitesimal surface
element dS oriented to the exterior of the box experiences a force dF ′ = p dS due to the
pressure of the gas. The force on the particles which hit dS is therefore dF = −dF ′ and〈
N∑
i=1
qi · F i
〉
= −p
∫
walls
r · dS = −p
∫
∇ · r d3r = −3pV . (2.40)
From eq. (2.39) we get
pV = NkT , (2.41)
as we have found with the microcanonical and canonical ensembles.
Having reviewed basic results of statistical mechanics, we are now ready to study self-
gravitating systems.
One should note that we have not considered the grand-canonical ensemble. It concerns
systems which can exchange particles with their surrounding while we are interested in
systems with a fixed number of particles. It could have been useful to speak about this
ensemble if time had allowed me to devote a part of this document on Saslaw’s approach
of gravitational clustering. The interested reader can look at the following references:
[SH84, Sas89, SS96, CF96, ASB00] and also [Hil56], chapter 6 where a useful theoretical
background can be found.
2.2 Self-gravitating systems
Instead of having N free particles, we consider now that each of them interact gravitation-
ally with all the others. The Hamiltonian is therefore
H(qµ, pµ) =
N∑
i=1
p2i
2m
−
N−1∑
i=1
N∑
j=i+1
Gm2
|qi − qj |
. (2.42)
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We still suppose that the particles are in a box which maintain the particles in a finite
volume and whose gravitational effects are not important.9 Furthermore we consider that
the system is bounded so that gravitational effects are important. If we suppose that the
particles are initially randomly distributed in the box with large random velocities such
that the potential energy is negligible compared to the total kinetic energy, the system can
be approximated by an ideal gas.
With the Hamiltonian (2.42), the potential energy diverges if the distance between two
particles goes to 0. This implies that by putting two particles on top of each other, an infin-
ite kinetic energy can be given to all the others, even if the system has a finite total energy.
Thus, the allowed phase space region of an isolated self-gravitating system is not bounded.
This clearly creates an important problem if we want to use statistical mechanics since
everything is based on the volume of this region. But if we forget about technical problems
and think about the fundamental postulate of statistical mechanics — the equiprobability of
all the microscopical states with same energy —, we note that the number of microscopical
states is infinite if two particles are one onto the other. This can suggest that such a state,
being the most probable, is the equilibrium configuration of the system. This is indeed the
case.10 The process is called “evaporation”. While a system evolves, it can be found in
a “galaxy-like” state, characterised by a dense central region surrounded by a low-density
halo. But from time to time, a group of particles — more than two — can undergo a close
encounter. The consequences of such an event are that a part of these particles gain some
kinetic energy while the others end up in a bounded state. As the central part of the system
is the denser one, it is in this region that such processes happen the more often. The long
term consequence of these close encounters is that the core (the central region) becomes
more and more bounded and looses little by little its particles by ejecting them. The final
state is made of two particles orbiting one around the other, very close, and an ideal gas
made by the other particles, filling the whole box. This explains the term “evaporation”
used to describe such an evolution: the first clustered object is slowly evaporated.
If we consider now a realistic self-gravitating system, particles are not point-like. If
two realistic particles, like stones, billiard balls or whatever — which can be considered
as point-like objects as long as they are well separated from each other —, get closer, the
potential between them will not be always proportional to the inverse of their distance.
Below a certain distance, it changes. Stars, for instance, can even undergo real collisions
which destroy them. Such complicated cases are beyond the scope of our discussion. Here,
we will assume that the potential between two particles can be written as
V (r) =
−Gm
2
r for r > ² ,
Gm2f(r) for 0 ≤ r ≤ ² ,
(2.43)
with f(r) > −∞ for all r in the interval [0, ²]. Note that the potential used in many
numerical simulations cannot be written in this form as it is given by
V (r) = − Gm
2
√
r2 + ²2
. (2.44)
We will also consider it as valid since it goes asymptotically to the true gravitational po-
tential at large r. With such potentials, it is not possible anymore to give an infinite en-
ergy to almost all the particles by placing two of them on top of each other. The allowed
9The particles are not attracted by the walls.
10See for instance [BT94], p. 490 and chapter 8.4.1.
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phase space region is therefore bounded and we should be able to use statistical mechanics
without problems.
Let us consider a self-gravitating system in a box with a potential of the form (2.43).
How does such a system behave? A crucial point is that changing the behaviour of the
gravity at small scales does not cancel the most important and interesting aspect of this
interaction: its long range. For the moment we have not made any assumptions about
the size of the box and the value of the parameter ², but it is clear that the latter must be
smaller than the box size otherwise the system is not a “gravitating” system anymore.11 In
the case of a perfect self-gravitating system with ² = 0, we have seen that if we wait long
enough the system reaches a state consisting of one strongly bounded pair of particles and
an ideal gas. The long range nature of the gravitational force is actually really important
for this to happen. Indeed, at the beginning, if the particles are randomly distributed in
the box with random velocities, the resulting gravitational field tends to attract them in the
middle of the box. In this region, which becomes denser, the evaporation process starts
due to the short scale divergence of gravity but also because its long range continuously
tends to bring back particles whose kinetic energy is not high enough to really escape
from the central region. Without a long range interaction, the process would not happen
because all the particles would not be initially attracted towards the centre of the box. The
process of evaporation is therefore a consequence of both the long range nature and the
short scale divergence of the gravitational force. If we remove the latter, the evolution of
the system is not so different. Actually, the system ends up in a state with a dense central
region strongly bounded, surrounded by a halo of more or less free particles. Of course the
precise characteristics of this equilibrium state depend on the size of the box, the parameter
², the function f(r) and the total energy but the important point is that they can be studied
by using tools from statistical mechanics.
Considering that for the moment our system is isolated, the use of the microcanonical
ensemble should permit us to obtain all its equilibrium properties. If this can be surprising
at first glance this is actually totally justified as we will discuss in the next section.
2.2.1 Further details concerning the microcanonical ensemble
We would like to address the following question: which conditions a system must satisfy
in order that its equilibrium properties can be determined by using the microcanonical en-
semble? All the material presented here can be found in the following references: [TKS98]
(chapter 5), [Dor01], [CFS82], [Hén81], [Ras86], [For92] , [Pen70], [Pen79] and the article
of Gross in [DRAW02].
Given a system whose HamiltonianH is known, we know that if its energy is conserved
(isolated system) and equal to E, it will move in phase space on the hyper-surface defined
by H(x) = E, where x is a point in phase space. If this hyper-surface is bounded, we can
calculate for any reasonable function of the coordinates f(x) the average
〈f〉mc =
∫
Γ
f(x) δ
(
H(x)− E) dΓ∫
Γ
δ (H(x)− E) dΓ (2.45)
where Γ is the phase space and δ(·) is the Dirac delta function. This average is the microca-
nonical average of f . It is actually equal to the average in the eq. (2.1) where some small
11For those which have a little experience about N -body simulations, note that I do not use the term “softening
length” for the parameter ². Its use seems to be restricted to cases where the force obtained from the potential is
bounded and goes to 0 when r goes to 0. In the discussion here, “hard balls” type potentials are permitted and
are not really “soft”.
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Figure 2.1: Example of the time evolution of a quantity f in an experiment.
fluctuations of energy were allowed, which is more reasonable from the physical point of
view but can complicate slightly our present discussion.
The reason for calculating a microcanonical average is to determine an average quantity
characterising a system at equilibrium with the idea that if we measure this quantities for
real, one gets the same result. This can seem quite strange. Why an average over the
whole energy surface, considering every pieces of this surface as equiprobable — the basic
postulate of statistical mechanics —, should give the same value than the one measured in
a real system?
By doing a real laboratory measurement, what one needs and therefore measures are
time averaged quantities. Indeed, a system can be seen as a point in phase space and when
the system evolves, this point moves according to the equations of motion. Each quantity
which depends on the state of this system fluctuates during the course of time. If we
consider one of these quantities and plot its value in function of the time, we should observe
something similar to what is shown in fig. 2.1. It is interesting to see how we interpret
such a plot. The first characteristic we note is that during almost the whole duration of
the measurement, the quantity f fluctuates around a value, represented by the dashed line,
which can be therefore considered as the average. Despite their irregularity, the fluctuations
have a typical size and a typical duration. This allows us to conclude that at the beginning
the system is not at equilibrium and that we can neglect this period for the average estimate.
This example shows that in order to determine experimentally the equilibrium value of a
quantity, we need to measure it on a sufficiently long period of time. The measurement has
to be done once an equilibrium has been reached and over a period of time which is larger
that the duration of the typical fluctuations.12 For this we can take a set of measurements
at different times and calculate the average. Denoting by X(t, x0) the position in phase
space of our system at time t, initially located at x0, such an average is given by
f experiment =
1
n
n∑
i=1
f
(
X(ti, x0)
)
, (2.46)
where the measurements are taken at the times t1, t2, . . . , tn. This would be what one
12It is important to note that two different quantities can have different fluctuations and reach their equilibrium
regime at different times.
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would do typically in a numerical simulation where the state of the system can be determ-
ined quite accurately. In a real experiment, a measurement apparatus can need a certain
amount of time to give a result. In this case, the result is the continuous form of (2.46):
f experiment =
1
τ
t1+τ∫
t1
f
(
X(t, x0)
)
dt , (2.47)
where τ is the time needed by the apparatus and t0 is the time at which the measurement
starts.
This discussion about real experiments shows that one needs a minimal amount of
information from the system in order to determine the average of a quantity. In fact, a
perfect measurement would be the following limit
f(x0) ≡ lim
τ→∞
1
τ
t1+τ∫
t1
f
(
X(t, x0)
)
dt . (2.48)
We suppose that the hyper-surface of energy E in phase space is divided into infinitesimal
regions of equal volume and we ask ourselves the following question: during this infinite
time, which regions of the hyper-surface with energy E will be visited by the system? If
the latter goes everywhere, spending in each of these regions an equal amount of time, we
have
f experiment =
∫
Γ
f(x) δ
(
H(x)− E) dΓ∫
Γ
δ (H(x)− E) dΓ (2.49)
which means that our time average is equal to the average over the hyper-surface with
energy E, namely the microcanonical average: f experiment = 〈f〉mc. This is what one uses
in statistical mechanics. Therefore the requirements for using the microcanonical ensemble
are that a system must go everywhere on the energy hyper-surface and spends equal time
in all infinitesimal regions. For most systems, it is something impossible to prove. This is
why, most of the time, it is an hypothesis: the ergodic hypothesis.
The ergodic hypothesis
Looking at the average (2.48), it is easy to imagine that the result does not depend on the
time t1 at which we start the measurement and we can therefore replace t1 by 0. This
means that we have
f
(
X(t, x0)
)
= f(x0) . (2.50)
What if we take different initial conditions, with the same energy but such that the corres-
ponding point in phase space is not on the trajectory X(t, x0) ? Actually if we can show
that for almost all points x0 on the energy hyper-surface, the limit (2.48) exists and is in-
dependent of x0, the ergodic hypothesis is satisfied. Let us denote this limit by f . Now let
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us remark that for any fixed t
〈f〉mc =
1
ΓE
∫
Γ
f(x) δ
(
H(x)− E) dΓ
=
1
ΓE
∫
Γ
f
(
X(x, t)
)
δ
(
H
(
X(x, t)
)− E) ∣∣∣∣∂X(x, t)∂x
∣∣∣∣ dΓ
=
1
ΓE
∫
Γ
f
(
X(x, t)
)
δ
(
H(x)− E) dΓ
(2.51)
where ΓE ≡
∫
Γ
δ (H(x)− E) dΓ. The last equality is obtained by using the Liouville
theorem 13 according to which the volume of a phase space region does not change under
the Hamiltonian flow, that is ∣∣∣∣∂X(x, t)∂x
∣∣∣∣ = 1 (2.52)
(the determinant of the Jacobian matrix is 1). Since the microcanonical average of f , 〈f〉mc,
does not depend on the time, the hypothesis that the time average f does not depend on the
initial state of the system allows us to obtain the following result:
〈f〉mc = limτ→∞
1
τ
τ∫
0
〈f〉mc dt
= lim
τ→∞
1
τ
τ∫
0
 1
ΓE
∫
Γ
f
(
X(x, t)
)
δ
(
H(x)− E) dΓ
 dt
=
1
ΓE
∫
Γ
 lim
τ→∞
1
τ
τ∫
0
f
(
X(x, t)
)
dt
 δ(H(x)− E) dΓ
=
1
ΓE
∫
Γ
f δ
(
H(x)− E) dΓ
= f .
(2.53)
As expected, the ergodic hypothesis is satisfied.
Conserved quantities and ergodicity
Having seen that the condition for using the microcanonical average is a time average
(2.48) equal for almost all points on the energy surface, we can now think about what could
prevent this condition from being satisfied. Actually, it is enough that besides energy, some
other conserved quantities, like the angular momentum for example, exist. Indeed, taking
for f one of these quantities and two distinct initial conditions with different values of this
13The demonstration of this theorem can be found in any textbook of statistical mechanics or even classical
mechanics. I personally like the one in [Gal83].
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quantity, it is clear that the time average of f will be different. In that case, we have to
change our definition of the microcanonical average by taking into account the fact that the
system cannot move on the whole energy hyper-surface. If the functionL(x) is a conserved
quantities and is equal to L0 for the system we study, the new microcanonical average is
〈f〉mc =
∫
Γ
f(x) δ
(
H(x)− E) δ(L(x)− L0) dΓ∫
Γ
δ
(
H(x)− E) δ(L(x)− L0) dΓ . (2.54)
Let us assume that we know a set of conserved quantities which are “easy” to find.14
We can therefore change our definition of the microcanonical average in order to restrict
the region on which we do the average, but actually we still cannot be sure that the ergodic
hypothesis will be satisfied on the restricted region. The latter can still be made of subre-
gions such that if a system starts in one of them, it cannot reach all the regions compatible
with the known conserved quantities. In other words, other non-trivial conserved quantities
can exist.
In summary, a system is ergodic, i.e. satisfies the ergodic hypothesis, in a phase space
region if this region is invariant under the dynamics and cannot be split into subregions
which would be themselves invariant (fig. 2.2). The invariance of a region under the
dynamics means that if we move all the points in this region according to the equations of
motions for any time, the new region covered by all these points must be equal to the initial
region. Note that the volume of any region is always conserved according to the Liouville
theorem.
A comment must be added to this definition. Actually the requirement that there cannot
exist invariant subregions is too strong. The existence of such subregions is allowed but
their measure must be 0. For instance if a system is ergodic over the whole energy hyper-
surface, such regions must satisfy the relation
1
ΓE
∫
subregions
δ
(
H(x)− E) dΓ = 0 . (2.55)
Integrable systems
We will see now some further details concerning conserved quantities in Hamiltonian sys-
tems. Such a system with N particles in three dimensions depends on 6N coordinates
and has 3N degrees of freedom. If it has 3N mutually independent conserved quantities,
which are differentiable and analytic, it is called integrable. The reason for this name is
the following. First let us remember the following results on Hamiltonians. The equations
of motion are obtained with the canonical equations
p˙µ = −∂H
∂qµ
, q˙µ =
∂H
∂pµ
. (2.56)
A transformation of coordinates (qµ, pν)→ (Qµ, Pν) is canonical if the new equations of
motions can be obtained using canonical equations on the new Hamiltonian, that is if
P˙µ = −∂H
∂Qµ
, Q˙µ =
∂H
∂Pµ
, (2.57)
14For example, using the Noether theorem which tells us that for each symmetry of the Hamiltonian there is a
a conserved quantity. See [Arn89].
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ρ0(x)
ρt(x)
(a) Non-invariant re-
gion.
ρt(x) = ρ0(x)
(b) Invariant region on
which the system is er-
godic.
ρt(x) = ρ0(x)
(c) Invariant region
made of two invariant
subregions.
Figure 2.2: Different types of region in phase space. The function ρ0(x) is a function
representing a region: it is equal to 1 in the region and 0 otherwise. As time increases,
it evolves in such a way that ρt
(
X(x, t)) = ρ0(x) according to Liouville theorem. If
ρ0(x) = δ
(
H(x)− E), it is clear that ρt(x) = ρ0(x) but it can be as in (b) or (c).
whereH (Qµ, Pν) is the new Hamiltonian. A particularly interesting canonical transform-
ation is when this new Hamiltonian depends only on the Pµ, i.e. H (P1, . . . , P3N ). This
is called a normal form of the system. In that case, the problem is easy to solve:
P˙µ = −∂H
∂Qµ
= 0 for µ = 1 . . . 3N, (2.58)
which implies that
Pµ = constant = Cµ for µ = 1 . . . 3N (2.59)
and
Qµ = t · ∂H
∂Pµ
∣∣∣∣
(C1,...,C3N )
+ constant ≡ ωµt+Dµ . (2.60)
Noting that the Pµ are conserved quantities, we can now understand why an “integrable
system” is integrable. For such a system, we should be able to find a canonical transform-
ation such that the new Hamiltonian depends only on the 3N conserved quantities, like the
Pµ in the above example, and the equations of motion are therefore integrable.
Looking at eq. (2.60), it can seem strange that the functions Qµ can grow without limit
if we work with a system whose energy hyper-surface is bounded. Actually, the physical
state of the system is usually a periodic function of the Qµ. With an appropriate choice of
unit, these variables are then defined modulo 2pi. The motion of an integrable system in
phase space can therefore be represented by a trajectory on a 3N -dimensional torus in a
6N -dimensional space. If it exists a set of integers kµ for µ = 1, . . . , 3N , not all equal to
0, such that the wµ in (2.60) satisfy
3N∑
µ=1
kµωµ = 0 , (2.61)
one can show that the trajectory is periodic and therefore does not fill the torus. If the set of
kµ cannot be found, the trajectory fills the torus. In that case the system should satisfy the
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Figure 2.3: The FPU experiment.
ergodic hypothesis on this torus (cf. [TKS98], p. 188). Indeed the only free parameters for
the initial conditions are the constants Dµ and they have no effect on the type of trajectory
— periodic or not — on the torus.
Non-integrable systems
In the 50s, at the time when the first computers were made available for numerical studies,
Fermi, Pasta and Ulam took advantage of this situation to test an hypothesis. They con-
sidered a one-dimensional oscillator system made of a chain of N + 2 identical particles
connected with identical non perfectly linear springs, fixed at its two extremities (fig. 2.3).
The corresponding Hamiltonian is
H =
N−1∑
i=1
p2i
2m
+
k
2
N−1∑
i=0
(qi+1 − qi)2 + α3
N−1∑
k=0
(qi+1 − qi)3 , (2.62)
with q0 = qN+1 = 0. If α = 0, the following change of coordinates
qk =
√
2
N
N−1∑
j=1
xj sin
(
jkpi
N
)
, mx˙j = yj (2.63)
brings the Hamiltonian to a really simple form:
H =
N∑
i=1
1
2m
(
y2j +m
2ω2jx
2
j
)
, (2.64)
with
ωj = 2
√
k
m
sin
(
jpi
2N
)
. (2.65)
This is the Hamiltonian of N independent oscillators. Such a system can be treated in the
microcanonical ensemble without too much problems.15 For what concerns us, it is enough
to use what we have found for the virial theorem at page 15. For a Hamiltonian like (2.64),
the relation (2.33) allows one to find that 16 the energy of the system is shared between the
N oscillators: each of them has in average an energy equal to kT .17 But actually, such
15See for example [GNS95], p. 157.
16As usual, see [GNS95], but p. 197.
17Note that this is related to the so-called equipartition theorem. For the Hamiltonian (2.64), we have
E =
1
2
NX
i=1
ů£
yi
∂H
∂yi
À
+
£
xi
∂H
∂xi
Àÿ
=
1
2
2NkT ,
which is usually interpreted in the literature as the fact that each of the 2N degrees of freedom has an energy
kT/2. But the use of degree of freedom has not the same meaning as the one usually used in classical mechanics
and that we have used above, which is in that case N .
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an Hamiltonian is integrable. Indeed each oscillator evolves independently and its own
energy is therefore conserved (the way to transform this Hamiltonian into a normal form
is shown in [Hén81]). In other words, the system cannot reach the state predicted by the
virial theorem. All predictions obtained by assuming that the system satisfies the ergodic
hypothesis on the whole energy surface are wrong.
One should note that for an ideal gas, the situation is similar. If there is only a perfect
reflecting cubic box and a set of noninteracting particles, each of them conserves its energy.
Thus, the system is clearly not ergodic on the whole energy surface and it never reach a
state characterised by what we have found in sec. 2.1.1.
Before Fermi, Pasta and Ulam did their experiment, it was a common belief in the
statistical mechanics community that the addition of small non-linearities in a integrable
Hamiltonian destroy the integrability of the system and let it reach the equilibrium state
predicted by the virial theorem or more generally, by the microcanonical ensemble. By
choosing a small non-zero value for the parameter α in the Hamiltonian (2.62), Fermi,
Pasta and Ulam thought that this would allow the system to reach such a state. In this case,
the transformed Hamiltonian (2.64) becomes
H =
N∑
i=1
1
2m
(
y2j +m
2ω2jx
2
j
)
+ α
∑
i,j,k
Cijkxixjxk , (2.66)
and all the oscillators, or oscillation modes, are coupled.
The common belief about the consequence of non-linearities was based on a the-
orem by Poincaré on the non-existence of analytic constants of the motion, different from
the energy, for a quite general class of Hamiltonians. In brief, he had shown that for
Hamiltonians of the formH =H0(Pµ)+ εH1(Qµ, Pν), with H0 integrable, ε small and
|∂2H0/∂Pµ∂Pν | 6= 0, there exists no constant of the motion analytic in Qµ, Pν and ε
other than the energy. Fermi had extended this theorem to show that, in absence of such
constants of motion, such an Hamiltonian would generally be ergodic on the whole energy
hyper-surface. His proof was based on the assumption that if this hyper-surface was made
of two invariant regions, then the dividing analytic surface would imply the existence of
an analytic constant of the motion for trajectories starting on this surface, in disagreement
with Poincaré’s theorem.
This encouraged Fermi to study numerically the system (2.62) with the help of Pasta
and Ulam. Note that this system does not satisfy Poincaré’s third condition but according
to Ford, [For92], p. 280, it is possible to transform it into a “Poincaré system”, so that
Fermi theorem must hold. The results they obtained were really astonishing: despite the
non-linearities of the system, they found that it behaves like an integrable system. Starting
with all the energy in the first mode, they observed that at first, the energy is distributed to
other modes but that after a while, it comes back almost completely into the first mode, as
initially. The system is actually quasi-periodic and does not go toward the state predicted
by the virial theorem. Many people tried to give some explanations about this result in
order to save statistical mechanics. The solution came with a theorem first given without
any rigorous proof by Kolmogorov in 1954. The demonstration, by Arnold and Moser
independently, came ten years latter.
Briefly, this theorem by Kolmogorov, Arnold and Moser, the so-called KAM theorem,
states that for a Poincaré system, the presence of the term εH1(Qµ, Pν) does not destroy
inevitably all the tori of the unperturbed integrable Hamiltonian H0(Pµ). It actually cre-
ates a very complicated mix of sets of deformed tori and chaotic regions, that is regions
where the trajectories do not have the quasi-periodicity of the trajectories on the deformed
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tori but behaves more or less randomly. The survival of some tori does not contradict
Poincaré’s theorem as no function is analytic in this situation and this is what invalidates
Fermi’s one: the separating surface between two invariant regions is in that case not ana-
lytic and one cannot draw the conclusion that the system is ergodic on the whole energy
hyper-surface.
With the KAM theorem, we can now understand what was wrong with the FPU exper-
iment: the non-linearities were not important enough to destroy completely the invariant
tori of the unperturbed Hamiltonian. In 1964, Hénon and Heiles published a famous pa-
per [HH64] where all this was illustrated in a very simple example. They considered the
following Hamiltonian:
H =
1
2
(
p21 + p
2
2
)
+
1
2
(
q21 + q
2
2 + 2q
2
1q2 −
2
3
q32
)
. (2.67)
For an energy between 0 and 1/6 the energy hyper-surface is bounded. As energy increases
between these two values, they were able to show numerically that the system is first nearly
integrable and become then completely chaotic. In the low energy regime, the phase space
is filled by invariant tori and the trajectories are therefore quasi-periodic. As energy in-
creases, a part of the tori disappear. They are replaced by chaotic regions where the tra-
jectories seems to behave completely randomly between the invariant tori. These chaotic
regions occupy more and more space, filling eventually all the energy hyper-surface.
In this example, it is important to note the following. The number of dimensions in
phase space is 4 and the number of degrees of freedom is 2. The total energy conser-
vation implies that trajectories lie in a 3-dimensional volume while the KAM tori are 2-
dimensional closed surface, which in that case, correspond to the deformed tori of the
integrable Hamiltonian H = (p21 + p22 + q21 + q22)/2. This implies that these tori divide
the energy volume: a trajectory starting inside one of them, in a chaotic region, stays there
forever and cannot go everywhere in the energy volume. If there are more than 2 degrees
of freedom, the situation is different: the tori have not a sufficiently high dimensionality
to prevent trajectories in chaotic regions from going almost everywhere. This is really im-
portant for the ergodic hypothesis. Indeed this shows that for an Hamiltonian with more
than 2 degrees of freedom and with enough non-linearities to be “far away” from an integ-
rable system, most of the phase space must be filled by chaotic regions and nothing should
prevent trajectories from going everywhere on the energy hyper-surface. For such systems,
there are therefore good reasons to think that the ergodic hypothesis is quite well satisfied
on this hyper-surface, without restriction due to non-trivial conserved quantities.
Some further comments
In the last two sections on integrable and non-integrable systems, we have seen different
kind of ergodic systems which should allow one to use the microcanonical ensemble. This
provides the first part of the answer to the question we have addressed at the beginning of
this little digression on the use of the microcanonical ensemble, at page 18.
If we consider a simple harmonic oscillator, it is ergodic on its energy hyper-surface
and we can therefore obtain a few results by using the microcanonical ensemble. But this
is actually not a good system to study in such a way. Indeed statistical mechanics has
been developed in order to understand the behaviour of large systems whose macroscopic
properties can be characterised by a small number of parameters, like the temperature or
the pressure, with small fluctuations. The complicated nature of the dynamics make these
fluctuations approximatively random. The tools which has been developed in statistical
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mechanics are therefore based on the assumption that systems of interest are actually ran-
dom and that one can only talk in terms of probability. This is where the idea of ensemble
comes from. Supposing that a system is random, one has to look at the probability distri-
bution of the states in which the system can be found and calculate average quantities (this
includes fluctuations around average quantities). For a mechanical system whose energy
alone is conserved and which can be considered as random, the probability distribution
is the microcanonical ensemble, namely the whole energy hyper-surface. The Liouville
theorem guarantees that this probability distribution does not change during the evolution,
i.e. there are no regions where the ensemble concentrate during the course of time. In
addition to the assumption on the stochastic behaviour of a system, supposing that it has a
sufficiently high number of degrees of freedom 18 makes sensible the comparison between
the macroscopic characteristics of the considered system and the averaged values obtained
by averaging over all the possible states of the system. The reason is that fluctuations of
macroscopic quantities typically decrease with the number of degrees of freedom. The
high-dimensionality of a system makes the phase space almost everywhere identical for
these quantities (see [Gal99], p. 257). This means that, in this space, a macroscopic quant-
ity is equal to its average almost everywhere. Putting a system in any initial conditions, the
dynamics drive it rapidly in a region where its macroscopic state is equal to the average.19
With the assumptions that a system has good stochastic properties so that we can only
talk in terms of probability and that it is made of a large number of elements, we can
talk about irreversibility, which, in our case, corresponds to the tendency for a system
to reach an equilibrium state which can be characterised by a small number of parameters
independently of its initial conditions. Ergodicity alone cannot insure that a system behaves
in that way. In order to solve this problem, Gibbs has introduced the mixing property. To
illustrate what this property is, let us consider an isolated system which is ergodic on the
whole energy hyper-surface. We suppose that we have a huge number of similar such
systems which are prepared in a way that on the energy hyper-surface, it makes a little spot
(see fig. 2.4). Another way to look at the situation is to assume that the precise location
of the system is not known but the only thing which is known is a probability density
to find the system in an infinitesimal phase space element. The spot corresponds to this
probability distribution: the latter is constant on the spot and is 0 otherwise — we could
of course use more complex distributions but this choice simplifies the visualisation of the
situation. If the system is mixing, as time increases, this spot is deformed and becomes
a long filaments which slowly fills the whole energy hyper-surface. It actually keeps the
same volume according to Liouville’s theorem. To be more precise, if we denote by At the
region covered by the spot at time t and by µ(B) the volume of a region B on the energy
hyper-surface, that is
µ(B) =
∫
B
δ
(
H(x)− E) dΓ , (2.68)
then for any such region, the following condition must be satisfied:
lim
t→∞µ(At ∩B) = µ(A0)
µ(B)
ΓE
(2.69)
18Note that it can be much less than the usual 1021
19With the assumption that a mechanical system is random, we can make the analogy with a dice experiment.
We put 1000 dices so that all of them are on 1. At regular time interval, we select randomly a dice and throw
it. As a macroscopic quantity, we take the total of all the dices. It needs a maximum of 1000 time intervals for
this sum to go from its initial value 1000 to its average value 3500 with typical fluctuations of approximatively
1.5%. The “phase space” of this system is “full” of states characterised by this value.
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Energy hyper-surface
System A
System B
After a time t
After a time t
Initial
Figure 2.4: Mixing property. The system on the left is not mixing. The initial ensemble
keeps its initial shape. Two points initially close remains close. The system on the right is
mixing. The shape of the ensemble is strongly deformed and go everywhere on the energy
hyper-surface.
where ΓE is the total volume of the energy hyper-surface. This means that, after a certain
time, the volume of the region which is both in At and B is proportional to the volume of
the latter and therefore, by splitting the whole energy hyper-surface into many subregions
of identical volume, At is spread out uniformly in all of them. In the coarse-grained sense,
At becomes equal to the microcanonical ensemble, i.e. a uniform density probability on
the whole energy hyper-surface. An equivalent way to formulate the mixing property is the
following: for any functions f and g in phase space, one must have
lim
t→∞
〈
f
(
X(x, t)
)
g(x)
〉
mc
= 〈f〉mc 〈g〉mc . (2.70)
From the experimental point of view, if a system is mixing, by preparing many of them
in roughly the same initial conditions — this would correspond to the small spot we con-
sidered before —, and measuring a certain quantity after a sufficiently long time in all of
them, we obtain an average equal to the microcanonical average. Assuming that the little
initial spot corresponds to the density probability of the position of the system, this means
that after this time, we can find it everywhere on the energy hyper-surface with the same
probability.
It can be shown ([Dor01, CFS82]) that if a system is mixing, it is ergodic. The inverse
is not true. For instance the oscillator, which is ergodic, is not mixing. An ensemble
of oscillators with the same energy turns on the corresponding constant energy ellipse in
phase space at a constant velocity, conserving its initial length. It is therefore impossible
to obtain, in the coarse-grained sense, the microcanonical ensemble. Actually for a system
to be mixing, it is necessary that an ensemble of points, initially close, move away in
the course of time. For this to happen, the dynamics must be very sensitive to the initial
conditions. This condition is satisfied by chaotic systems. For such systems, any small
difference in the initial conditions is exponentially increased by the dynamics.20
20Note that due the Liouville theorem, if some points are separated exponentially, some get closer exponen-
tially. But after a certain time, only very few of them are effectively not separated. In order to illustrate that, one
can think about what happens when one stretches an elastic piece (it becomes longer and thiner ...). Another point
which has to be noted about chaotic system, is the fact that the exponential separation does not last forever. It is
only when points are really close that it is exponential.
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We have said before that for a system to fit in the framework of statistical mechanics,
it is necessary that it has some good stochastic properties and a sufficiently large number
of degrees of freedom. The mixing property guarantees the first condition. Indeed, as
we have seen, if a system is mixing, this implies that the strong dependency on the initial
conditions makes impossible any precise long term prevision of the state of the system. It
can be therefore considered as a stochastic system. This can be observed by calculating
correlations. Let us consider a mixing system initially at x in phase space and on which
we measure a quantity f(x). We then calculate the time correlations of this function, that
is:
C(τ) ≡ ft+τft = lim
T→∞
1
T
T∫
0
f
(
X(x, t+ τ)
)
f
(
X(x, t)
)
dτ . (2.71)
As the system is mixing, it is ergodic. This implies that the integral does not depend on x
and that we can replace it by the microcanonical average:
C(τ) =
〈
f
(
X(x, τ)
)
f(x)
)〉
mc
. (2.72)
The mixing property, eq. (2.70), tells us that
lim
τ→∞C(τ) = 〈f〉
2
mc (2.73)
which means that there are no correlations between two values of f at sufficiently different
times. We would have obtained the same result if the system was totally random.
We can now come back to irreversibility. This is something which is commonly related
to the concept of entropy. We have seen in our discussion about the ideal gas that the
microcanonical entropy is given by the famous Boltzmann’s entropy (2.3), S = k lnW .
We want to relate this to dynamics.21 Let us consider an ensemble of a mixing system. As
before, we represent this ensemble with a spot on the energy hyper-surface. We adopt the
probabilistic point of view, that is we assume that the spot corresponds to the probability
distribution of the position of the system on the energy hyper-surface. We denote this
distribution by ρ0(x). We know that it cannot be negative and must satisfy∫
Γ
ρ0(x) δ
(
H(x)− E) dΓ = 1 . (2.74)
As the time increases, this distribution changes. According to Liouville’s theorem, at a
time t, we have a new distribution defined by ρt(x) = ρ0
(
X(x,−t)) (cf. fig. 2.5) which
still satisfies the normalisation condition (2.74). The probability to find the system in a
given region at the time t is then∫
region
ρt(x) δ
(
H(x)− E) dΓ . (2.75)
We split the energy hyper-surface into n non-intersecting parts of equal volume δΓ =
ΓE/n. Denoting these parts by Ai, i = 1, . . . , n, we have therefore
δΓ =
∫
Ai
δ
(
H(x)− E) dΓ (2.76)
21The following is inspired mainly by [Tol79], §51 but also by [Pen79], §3.5 and the article by D. Gross in
[DRAW02], §4. This is actually a generalisation of Boltzmann’s H theorem by Gibbs.
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yρt(y)
After a time t
z
X(y,−t) = x
X(z, t)
Initial distribution
ρ0(x)
Figure 2.5: Example of a distribution evolution. Due to Liouville theorem we have ρ0(x) =
ρt
(
X(x, t)
)
which implies that ρt(x) = ρ0(X(x,−t)
)
. On the plot, the black dots are
points in phase space and for example ρt(y) = ρ0(x) because y = X(x, t).
for all i and
ΓE =
n∑
i=1
∫
Ai
δ
(
H(x)− E) dΓ . (2.77)
We define now the functions Pi(t) by
Pi(t) =
1
δΓ
∫
Ai
ρt(x) δ
(
H(x)− E) dΓ (2.78)
such that Pi(t)δΓ is the probability to find the system in the region Ai at time t. We have
therefore δΓ
∑
i Pi(t) = 1. Since we have supposed that our system is mixing, we know
that waiting long enough, all these functions must tend to a same constant P such that
δΓP = 1/n. If we define the function
S(t) = −δΓ
∑
i
Pi(t) lnPi(t) (2.79)
one can show that it is maximal when all the Pi(t) are equal and with the constraint
δΓ
∑
i Pi(t) = 1, this is precisely when δΓPi(t) = 1/n. One can note that S(t) is al-
ways positive and is 0 only when all the Pi(t), except one, are 0. It is actually a function
which grows with the Pi(t) approaching the state where they are all equal. With the fact
that this is what happens with mixing systems, we can therefore see this function as the
entropy which grows with time. When all the Pi(t) are equal, we have
S(t) = − lnP = ln(n δΓ) = lnΓE (2.80)
which is, up to a multiplicative constant k, the Boltzmann entropy. It is just necessary to
remember that the number of states W that we have used in eq. (2.3) is proportional to ΓE
so that we can consider (2.80) and (2.3) as equivalent and equal to the Boltzmann entropy.
One should note that we could have chosen other functions for S(t) which would also grow
under the evolution of ρt(x). Our choice is due to the fact that if the system is made of two
independent subsystems, the total entropy is the sum of their entropy. Indeed, in that case,
the functions Pi(t) would be replaced by the product of two functions Pi(t), Qj(t) such
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that (Pi(t)δΓ) · (Qj(t)δΓ′) would be the probability to find the first subsystem in state i
and the second in state j. With this, the entropy (2.79) becomes
S(t) = −δΓδΓ′
∑
i,j
Pi(t)Qj(t) ln
(
Pi(t)Qj(t)
)
= −δΓ
∑
i
Pi(t) lnPi(t)− δΓ
∑
j
Qj(t) lnQj(t)
= S1(t) + S2(t) .
(2.81)
We have just shown that with a mixing system, we can define an entropy from the
dynamics. But, we must notice that it is based on the evolution of a distribution in phase
space and not for a single system. The growth of the entropy is due to the growth of our
uncertainty on the precise state of the system but clearly this cannot have an influence on
the evolution of the system which is determined by deterministic equations of motion and
independent of our knowledge. For the evolution of one system, it is not really sensible
to define an entropy as we cannot avoid singular evolution.22 Again, it is necessary to
remember that we use statistical mechanics with large systems. The mixing property can
be satisfied by small systems and for them the entropy would also grow. But comparing
identical systems, we observe large fluctuations for any functions of their state. With
large systems, the phase space is almost everywhere the same for macroscopic functions.
Identical systems reach all the same equilibrium state for such functions.
The conclusion that we can draw from this relatively long discussion about the mi-
crocanonical ensemble is that it can be used for any chaotic systems with a large number
of degrees of freedom. According to what we have seen from the KAM theorem, most
of the phase space — taking into account the conserved quantities — is reachable. The
chaotic behaviour justifies a statistical approach and from the Liouville theorem, we can
consider all regions of the phase space as equiprobable. The large number of degrees of
freedom guarantees that fluctuations around average values of macroscopic quantities are
small so that for almost all initial conditions, a given system reaches rapidly the same state
for what concerns these quantities.
Actually realistic chaotic systems with a large number of degrees of freedom do not
certainly satisfy all the mixing property 23 in the strict sense. But for physical applications,
this can be of no consequence and the microcanonical ensemble can give correct average
quantities which should be observed in individual systems independently of their initial
conditions.
The figure 2.6 illustrates how a deterministic system can be considered as a stochastic
system when it is chaotic.
2.2.2 Standard results on self-gravitating systems
Self-gravitating systems are chaotic [Mil64, GHH93, CP03]. Thus, according to what
we have just discussed, one should be able to determine equilibrium properties of a self-
gravitating system, if it contains more than a few particles. Calculations in the microca-
nonical ensemble are rather difficult and we will not study such calculations here. We can
just mention that some examples can be found in [DRAW02] (see the articles by Gross,
22Note that the Boltzmann’s H theorem is not based on deterministic equations of motion as it contains prob-
abilistic arguments (the famous “Stosszahlansatz”).
23There are different types of chaotic systems. See [LP73] for some examples of chaotic systems and their
mixing property.
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Main trajectory
Perturbed trajectory
Figure 2.6: Chaos due to collisions: the “small” difference before the collision is greatly
increased by the collision. This makes long term predictions impossible and it is therefore
possible to compare such systems to purely random systems.
Padmanabhan and Cohen & Ispolatov). All these calculations are based on a “mean field”
approach which consists in neglecting interactions between close particles to consider only
the global gravitational field of the system. They are mainly done to obtain the density pro-
file of the systems at equilibrium and even if they give interesting informations, there is
certainly still a lot of work to do before being able to obtain precise results. In standard
systems of statistical mechanics, most calculations are done in the canonical ensemble. For
self-gravitating systems, this is not possible as we will see in a moment.
Let us consider a perfect self-gravitating systems, that is without a surrounding box
and with a perfect 1/r potential. The Hamiltonian is given in eq. (2.42). We introduce the
moment of inertia tensor 24:
Iµν =
N∑
i=1
m qi,µ qi,ν (2.82)
where qi,µ is the µth position component of the ith particle. The second time derivative of
this expression is
I¨µν =
N∑
i=1
m (q¨i,µ qi,ν + qi,µ q¨i,ν + 2q˙i,µ q˙i,ν) . (2.83)
Using that the acceleration of a particle is given by
q¨i,µ = Gm
N∑
j=1
j 6=i
qj,µ − qi,µ
|qj − qi|3
, (2.84)
24What follows comes from [BT94], §8.1 where it is done with particles of different masses.
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we obtain
I¨µν = 2m
N∑
i=1
q˙i,µ q˙i,ν
+Gm2
N∑
i,j=1
j 6=i
1
|qi − qj |3
[
(qj,µ − qi,µ)qi,ν + qi,µ(qj,ν − qi,ν)
]
= 2m
N∑
i=1
q˙i,µ q˙i,ν −Gm2
N∑
i,j=1
j 6=i
(qj,µ − qi,µ)(qj,ν − qi,ν)
|qi − qj |3
.
(2.85)
The trace of I¨µν is
I¨ =
3∑
µ=1
I¨µµ = 2m
N∑
i=1
q˙2i −Gm2
N∑
i,j=1
j 6=i
1
|qi − qj |
. (2.86)
The first term is actually four times the total kinetic energy of the system while the second
is twice its total potential energy:
1
2
I¨ = 2K + U . (2.87)
Assuming that the system is in a state such that I¨ = 0, we have the famous relation
2K + U = 0 (2.88)
which in all textbooks on astrophysics is called the virial theorem. Since the total energy
is E = K + U , we obtain the following relations:
E = −K = U
2
. (2.89)
Some comments on our assumption of a vanishing I¨ are necessary. The first thing to
note is that it must be considered as an average behaviour, that is
1
τ
t+τ∫
t
I¨ dt =
1
τ
(
I˙(t+ τ)− I˙(t)) = 0 (2.90)
for a characteristic time τ . In that case, it is also in average that 2K + U = 0. Since the
kinetic energy is inevitably larger or equal to 0, this situation can only happen to systems
with negative energy. Systems with small positive energy could not reach a state with
I¨ = 0, but assuming that we have a system with negative energy, there is nothing for
the moment which proves us that it will reach a state satisfying this relation. This point
is especially relevant as we have considered a perfect self-gravitating system — with a
perfect 1/r potential and without a box — and we have seen that for such systems, the
final state is made of two particles really close together and the rest escaping to infinity.
Actually it seems that there does not exist any rigorous proof which would show that such
systems reach a state with a vanishing I¨ but this seems to be what numerical simulations
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show.25 What is found is that after a little time, the system reach a state with I evolving
in average linearly with time giving effectively a vanishing I¨ . What can be often found in
the literature 26 is based on the assumption that for large systems, the evaporation is slow
and the system can be considered as if it was in a perfect equilibrium state. In that case as
the “size” and “shape” of the system — the core and halo — do not change with time and
therefore I¨ vanishes as the value of I , the moment of inertia, is constant:
I = m
N∑
i=1
q2i . (2.91)
With the assumption of this equilibrium, as the potential energy is constant, we can define
a characteristic size R of the system 27 by
−GM
2
R
= U = 2E (2.92)
where M is the total mass of the system. We can actually consider small fluctuations
around this size ([LB67]). If we write
I =Mλ2(R+ δR(t))2 (2.93)
with R = −GM2/2E (λ is a constant) and use the fact that K = E − U , the relation
(2.87) becomes at first order in δR
λ2R δ¨R = −GM
R2
δR , (2.94)
whose solutions are harmonic oscillations. A more careful analysis shows that these oscil-
lations are damped ([Mao91]).
During our discussion on the ideal gas, we have seen a “general” virial theorem,
eq. (2.36), obtained with the microcanonical ensemble. What if we apply this result to
a perfect gravitating system? Actually this should not be done as the calculations are based
on a bounded energy hyper-surface which is not the case for a gravitating systems. The
only quantity which has to be calculated is
N∑
i=1
qi · F i =
N∑
i=1
qi ·
∑
j 6=i
Gm2
|qj − qi|3
(qj − qi)

=
Gm2
2
 N∑
i,j=1
j 6=i
qi ·
qj − qi
|qj − qi|3
+
N∑
i,j=1
j 6=i
qj ·
qi − qj
|qj − qi|3

= −Gm
2
2
N∑
i,j=1
j 6=i
(qj − qi)2
|qj − qi|3
= U .
(2.95)
25I cannot give references about such simulations as I have never found any. The simulations I am referring to
are the ones I did.
26See [BT94] or [Pad00] for example.
27See [BT94], p. 69.
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The general virial theorem gives therefore
2 〈K〉+ 〈U〉 = 0 (2.96)
which is exactly what we have obtained before, but without making any assumptions on
the stationary state. Actually, to be precise, according to this theorem 〈K〉 = −〈U〉 /2 =
3NkT but the introduction of the temperature requires some comments we will see later.
Let us consider now a gravitating system which should not create any problems in a
microcanonical approach, that is a system with a modified potential (2.43) or (2.44) and
confined in a cubic box. We can apply the general virial theorem again without trouble. In
order to calculate qi · F i, let us rewrite the modified potential between two particles at a
distance r as
V (r) = − Gm
2√
r2 + g2(r)
(2.97)
where g(r) will be 0 for r > ² and equal to±(f−2(r)− r2)−1/2 for a potential like (2.43)
or g(r) = ² for the potential (2.44). The force from a particle j on the particle i is given
by
F ij = −V ′(rij) rˆij = −
Gm2
(
rij + g(rij)g′(rij)
)(
rij + g2(rij)
)3/2 rˆij (2.98)
where rij is the distance between the two particles and rˆij is the unitary vector going from
qi to qj . Omitting for the moment the walls, we have 28
∑
i
qi · F i = −
N∑
i=1
ri ·
∑
j 6=i
V ′(rij) rˆij
= −1
2
 N∑
i,j=1
j 6=i
V ′(rij) ri · rˆij −
N∑
i,j=1
j 6=i
V ′(rij) rj · rˆij

=
1
2
N∑
i,j=1
j 6=i
rij V
′(rij)
= −Gm
2
2
N∑
i,j=1
j 6=i
 1√
r2ij + g2(rij)
+
g(rij)
(
rijg
′(rij)− g(rij)
)(
r2ij + g2(rij)
)3/2

= U + G²
(2.99)
where U is the potential energy of the system. The quantity G² just defined depends on
g(r) and therefore on the parameter ² which gives the distance at which the potential is
perfectly Newtonian. It is null if this distance is itself equal to zero. If we now take into
account the walls, the average of the last expression becomes〈∑
i
qi · F i
〉
= 〈U〉+ 〈G²〉 − 3pV (2.100)
28Note that this little demonstration should be done more carefully depending on the potential.
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The virial theorem gives therefore
2 〈K〉+ 〈U〉+ 〈G²〉 − 3pV = 0 . (2.101)
Depending on the values of these terms, the behaviour of the system behaves more or less
like a “perfect” self-gravitating system. If the value of ² is sufficiently small and the volume
of the box is large enough so that the number of collisions per unit of time against the walls
is small, we have 2 〈K〉 + 〈U〉 = 0, as in a perfect self-gravitating system. It is clear that
evaporation is different as the box prevents particles from escaping to infinity. But as long
as evaporation is not in an advanced state, a perfect self-gravitating system and a modified
one should be very similar.
The general virial theorem is related to the temperature of the considered system. In-
deed one has not only eq. (2.101) but
〈K〉 = −1
2
( 〈U〉+ 〈G²〉 − 3pV ) = 32NkT . (2.102)
In the demonstration of this theorem, the temperature is introduced because a quantity can
be approximated by the derivative of the entropy with respect to the energy, that is the
inverse of the temperature.
For an ideal gas, the temperature is a quantity relatively easy to understand. If two
boxes, containing each an ideal gas, are brought into thermal contact such that they can
exchange energy, this system reaches a state where the temperatures in the two boxes are
the same. We have seen in sec. 2.1.2 that, for such a system, the microcanonical entropy
S = k lnW could be related to the temperature by analysing the equilibrium state from a
microscopic point of view. The crucial point in this analysis is that the total energy must be
the sum of the energies of the subsystems. The energy of interaction between them must
be negligible. The concept behind this is the additivity of the energy. If a box containing
an ideal gas is split into imaginary parts (fig. 2.7(a)), the total energy will be the sum of
the energies of these parts:
Etotal = E1 + E2 + E3 + . . .+ En . (2.103)
Note that this is different from the concept of extensivity which is related to the scaling
properties of thermodynamic quantities under variations of the number of elements in the
system. To be more precise a thermodynamic quantity is extensive if it is proportional to
the number of elements when the intensive variables like pressure and temperature are kept
constant.29
For a gravitating system, the situation is rather different. Due to the long range nature
of the gravitational force, it is not possible to split a system in an imaginary way and
consider the different parts as independent (fig. 2.7(b)). The energy cannot be written as
the sum of the energies of these parts but it is necessary to include the energy of interaction
between them. If we split the box containing the gravitating system into two parts with
a wall permitting them to exchange energy, the two subsystems are not independent. It
is therefore not possible to write the entropy as S = S1(E1, V1, N1) + S2(E − E1, V −
V1, N−N1) as we did for the ideal gas. Thus, one cannot show that the temperature, given
by the inverse of ∂ES, is equal in the two parts at equilibrium. Nevertheless, despite this
problem, it seems 30 that considering a single gravitating system, the value of 1/∂ES, with
S the microcanonical entropy, has still a relation with temperature. It has to be considered
29See the introduction article by T. Dauxois, S. Ruffo, E. Arimondo and M. Wilkens in [DRAW02].
30Since I have never seen good discussions about this subject, I use the verb “to seem”.
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Figure 2.7: Illustration of the additivity: (a) system whose energy is additive: the total
energy is E = E1+E2 to a good approximation; (b) system whose energy is not additive:
the total energy is E = E1 + E2 + E12. The last term cannot be neglected.
as the average temperature of the system. This is what we should measure if we put a
thermometer at random places in the box and average the different observed temperatures.
Such an interpretation is in agreement with the virial theorem, eq. (2.102), which relates
the average kinetic energy to this average temperature. In the case of an ideal gas, we have
the same relation but the temperature is everywhere the same due to the additivity of the
energy.
The total energy of a gravitating system is E = K + U = 〈K〉 + 〈U〉. If we use this
with the virial equation (2.102), assuming that we can neglect the pressure terms −3pV
and the one related to the potential change 〈G²〉, we have
E = 〈K〉+ 〈U〉 = 3
2
NkT − 3NkT = −3
2
NkT . (2.104)
We have seen in sec. 2.1.4, that the specific heat of a system is defined by ∂ET . Using the
last relation, we get
CV = −32Nk. (2.105)
This is a negative value which implies that the temperature decreases as energy is in-
creased. The consequences of this result are important. According to what we have seen
in sec. 2.1.4, there are problems if we bring a system with a negative specific heat into
thermal contact with another system. Let us consider that a box containing a gravitating
system is surrounded by a heat bath. We suppose that initially the system and the bath are
at the same temperature. If the heat bath gives a small amount of energy to the gravitating
system, the temperature of the latter does not grow but decreases. Since the flow of energy
tends to go from the hotter to the colder, the process continues as the gravitating becomes
colder and colder the more it received energy from the bath. It should stop once effects due
to the change (if there is any) of the potential at small scale cannot be neglected anymore.
This example is a bit oversimplified because the gravitating system is not homogeneous
and the temperature is not uniform. It is therefore not a trivial problem to understand
precisely what happens in such an experiment. The “thermal properties” of the core and
the halo are rather different and they can actually be treated as two subsystems, both having
a negative heat energy ([CRS02]). The evaporation process that we have discussed above
can be seen as a consequence of this: the core which is the hotter part gives energy to
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the halo. As a result, the halo cools while the core heats up and the process continues.
According to eq. (2.92), by heating up, the core size decreases while the halo expands by
getting colder.
If one is not convinced by these non-rigorous arguments, one should note that con-
sequences of the negative specific heat are observed in reality. It actually explains the
stability of nuclear reaction in the cores of stars like the Sun ([BT94], p. 500). Indeed,
the reaction rate depends on the density and the temperature of the system. It actually in-
creases if one or both of these quantities increase. The energy created by the reactions is
transmitted to the system so that if the reaction rate is too fast, the system gains energy, its
temperature decreases and its size increases. Thus, the density decreases and the reaction
rate slows down.
If we think now about the way the canonical ensemble is obtained from the microca-
nonical one, we meet a serious problem as everything is based on the equilibrium state
of a system surrounded by a heat bath. This is a problematic situation for a gravitating
system since the heat bath has an important consequence on its equilibrium. If we look
at the specific heat we have obtained with the canonical ensemble, eq. (2.31), it cannot be
negative. It is therefore not possible to study a gravitating system with this ensemble. The
microcanonical ensemble is therefore the only one to be adapted.
In order to conclude, it is worth to note that a negative specific heat is not only observed
with gravitating systems. It happens for any systems whose underlying force has a range
equal or bigger to the size of the system. Details can be found in [DRAW02] where some
simple toy models and laboratory experiments are described. For the rest of this thesis, is
coming hereafter, it is important to keep in mind the virial theorem as it is used afterwards.
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Chapter 3
Infinite gravitating systems
In the previous chapter we have discussed some aspects concerning equilibrium properties
of finite self-gravitating systems. The main point to keep in mind is that these systems
can be studied in the framework of equilibrium statistical mechanics by using the microca-
nonical ensemble. It is just necessary to enclose such a system in a box and to change
the gravitational potential at small scale in order that the problem can be studied rigor-
ously. Despite these two changes, the obtained system can in some limit be considered as
a “perfect self-gravitating system” according to the virial theorem, eq. (2.101).
Now we are going to carry on with the main topic of this work. Instead of finite
systems, we consider now periodic or even infinite systems. The “infinite” term refers
here to both number of particles and spatial size of the system. Moreover, we are not
interested anymore in the equilibrium properties of a system but in its evolution as it has
been discussed in the introduction.
In this chapter, we describe briefly such an evolution and then discuss in detail how
the force is calculated in an infinite system. This allows us to define precisely an infinite
gravitating system from a dynamical point of view.
3.1 Evolution: a qualitative description
In order to give a rough idea of the evolution of an infinite system, let us start by analysing
what happens when a finite system is not at equilibrium.
Let us consider a cubic box into which a finite number of self-gravitating particles
are distributed randomly. We suppose that the initial velocities are low so that the total
energy is negative. Assuming that the potential is normalised at small scale, we know
that the system reaches an equilibrium state after a certain time. If the box is sufficiently
large, this state consists of a core surrounded by a halo. It is interesting now to analyse
qualitatively how the system reaches such a state. We have assumed that the particles are
initially randomly distributed in the box. This implies that the initial force on a particle
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(a) (b) (c)
Figure 3.1: Illustration of the typical evolution of a self-gravitating system. (a) Initially the
particles are randomly distributed in the box. Each of them is attracted more or less towards
the centre of the box, which makes them “fall” into this region. (b) Rapidly, all the particles
end up in a little region in the centre of the box. Most of them have a high velocity so that
this phase is really short. (c) The particles leave the centre and the system re-expands.
In this process the particles loose their kinetic energy and at a certain point, they start to
fall again towards the centre. After a few such “oscillations” of decreasing amplitude, that
is series of collapses and re-expansions of decreasing amplitude, the system reaches an
equilibrium state. The typical size of the system in this state can be estimated using the
relation (2.92). (Note that the plots shown do not correspond to a real experiment. They
have been drawn to illustrate the different phases we have described.)
is more or less in the direction of the centre of the box. Therefore, once the experiment
starts, the particles fall in this direction. This gives rise to a collapse towards the centre
of the box so that rapidly, almost all the particles end up in a small volume located in this
region. Because of their high kinetic energy, this first phase is followed by a re-expansion.
The particles leave the centre, loosing their kinetic energy. They soon fall back towards the
centre, almost as initially. The system stabilises after a few such oscillations of decreasing
amplitude, as we have already discussed in the previous chapter (see eq. (2.94)). During
this phase the virial ratio 2K/|U | evolves as the amplitude of a damped oscillator, around
1, its equilibrium value. The whole process is illustrated in fig. 3.1 and 3.2. Once the virial
ratio is close to 1, the system is said to be virialised. Note that we could have considered a
case where the particles would have initially more kinetic energy and less potential energy.
The virial ration would initially be larger than 1 and the first phase would be an expansion
followed by a contraction.1
One important point in this example is that there is a centre. At the beginning the
particles feel a force which brings them all in this region. There can be motions at small
scales which bring neighbouring particles closer together but the dominating force is the
one which brings all the particles towards the centre. If we increase the number of particles,
without changing the size of the box, the situation is similar. Actually this remains true if
we increase the size of the box and distribute the particles randomly everywhere into it.
The problem changes if we assume that the box is increased up to infinity. In this
case, the centre does not exist anymore 2. Since we have supposed that the particles are
randomly distributed, there cannot be a finite region in which the mass would be so much
1For further details concerning this paragraph, see [BT94, LS78, LB67].
2This holds if the force is calculated symmetrically around each particles. See the rest of this chapter.
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Figure 3.2: Evolution of the virial ratio in a case similar to the one shown in fig. 3.1. At
the beginning as the particles have almost no kinetic energy, the virial ratio is close to 0.
When they start to fall the kinetic energy increases rapidly. After a little time, it reaches
a maximum value corresponding to the state (b) in the fig. 3.1 where all the particles are
located in a small region in the centre of the box. This compact distribution re-expands and
the particles loose some of their kinetic energy. The virial ratio goes down up to a minimal
value where the particle starts to fall again towards the centre. The process continues with
less and less intensity. The virial ration tends to 1. The time is expressed in units of the
dynamical time (see eq. (4.116) at p. 78). (Note that this plot is only an illustration and
does not correspond to real measures obtained in an experiment.)
larger than in all other regions that all the particles would be attracted towards it. Thus,
the global collapse observed in a finite system cannot take place anymore but is replaced
by many collapses, everywhere, on different spatial and time scales. The process never
stops as there is an infinite mass in the whole space. The typical scenario that we ex-
pect is the following: if there are some collapses at a given scale and at a certain time,
this creates “core–halo” structures close to the states we have described in the finite case
(quasi-virialised structures), which will start themselves to fall on each other creating lar-
ger structures. The process continues similarly giving rise to larger and larger structures.
Questions related to the characteristics of the evolution, as for instance the typical sizes of
the objects created at a given time are the subject of this thesis.
Before starting to think about these questions, one could first wonder if it is a well
defined problem. The first point which one should note is that this problem is in a sense
quite far from the reality as we treat it in a Newtonian framework. If a system is really
infinite, the large masses of the structures created during the evolution would eventually
require the use of general relativity. As has been discussed in the introduction, the problem
is inspired from what is done in cosmology where one assumes that Newtonian mechanics
is a good approximation to understand the large-scale structure formation.3
The second point is related to the long range nature of the gravitational force. Let
us calculate, for example, the potential energy of a particle in an infinite distribution of
particles. Denoting by xi the positions of the particles and supposing that the particle for
3I remind the reader that, in this thesis, we work in a static “universe” for simplicity, whereas in cosmology,
the expansion of the universe is considered. See p. 47, sec. 3.3.
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which we want to calculate the potential energy is labelled by the subscript j, one has:
U(xj) = −Gm2
∑
i 6=j
1
|xi − xj | . (3.1)
In order to estimate this sum we replace the particle distribution around the particle j
by a continuous distribution with a constant mass density ρ0 and assume that the nearest
particles are at a distance ` from the particle j. The potential is then
U(xj) ≈ −Gmρ0 lim
R→∞
∫
`≤|x−xj |≤R
d3x
|x− xj |
= −4piGmρ0 lim
R→∞
∫
`≤r≤R
1
r
r2 dr
= −2piGmρ0 lim
R→∞
(R2 − `2) .
(3.2)
Thus, it is infinite.4 Actually, from a dynamical point of view, it is not the potential which
is important but the force. The potential is a quantity which can be defined only once the
force is known and has a vanishing rotational. Reconsidering the particle j, the force acting
on it is given by
F (xj) = Gm2
∑
i 6=j
xi − xj
|xi − xj |3 . (3.3)
As it is a sum of vectors, the result is not necessarily diverging. If we do the same approx-
imations than for the potential, we can approximate the force by
F (xj) ≈ Gmρ0 lim
R→∞
∫
`≤|x|≤R
x
|x|3 d
3x
= Gmρ0 lim
R→∞
∫
`≤|x|≤R
1
r2
sin θ cosϕsin θ sinϕ
cos θ
 r2 sin θ dr dθ dϕ
= Gmρ0 lim
R→∞
0
= 0 .
(3.4)
It is clear that we have oversimplified the problem by assuming that the mass density
around xj is constant so that there is a perfect cancelling of all the forces. But the aim is
only to show that the force can be a finite quantity in an infinite distribution of matter. In
a particle distribution or even perfectly continuous distribution of matter the cancellation
will not necessarily be perfect but for the same reason than in our oversimplified case, the
force can be finite.
If we look at how we have calculated the force in eq. (3.4), it is important to notice that
we have integrated over a sphere centred on the particle j. The limit is calculated after.
Actually if we do the calculation differently we can obtain a different result. For instance
by splitting the space into two parts, {x ∈ R3|y ≥ 0} and {x ∈ R3|y < 0} where y is the
4Note that the divergence of the 1/r potential is not important.
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second component of x, the integral is given by
lim
R→∞
∫
|x|≤R
y≥0
x
|x|3 d
3x+ lim
R→∞
∫
|x|≤R
y<0
x
|x|3 d
3x (3.5)
and is not defined. The problem is that∫
R3
x
|x|3 d
3x (3.6)
is not a well defined integral. This is similar to the simpler case:∫
R
x dx (3.7)
which is also undefined. Indeed, the right way to calculate it,
∫
R
x dx = lim
a→∞
a∫
0
x dx+ lim
a→∞
0∫
−a
x dx , (3.8)
does not give any result as both integrals on the right hand side are not defined.5
Before to study in more detail the gravitational force in an infinite system, we make a
short review of different results concerning the force in the case of finite distributions of
matter, i.e., whose spatial size is finite.
3.2 Force in finite gravitating systems
We consider a finite amount of matter distributed in a finite volume. We define a function
which describes how this matter is distributed: the mass density function ρ(x). In an
infinitesimal volume d3x around a point x, the mass is given by ρ(x) d3x.
As we consider particles, the mass density function 6 is given by
ρ(x) =
∑
i
miδD(x− xi) (3.9)
where δD(x) is the 3-dimensional Dirac delta function.7 We have supposed that the particles
had different masses mi, but we will restrict ourselves to the case where they are all equal:
mi = m for all i.
Sometimes the mass density function can be considered as smooth. This implies that
the discrete nature of the particles is neglected. This is the approach used to treat fluids and
what we have used in equations (3.2) and (3.4) where we have approximated the particle
distribution by a constant mass density function ρ0.
Since we are considering a finite system, the mass density function ρ(x − xCM) goes
rapidly to zero when |x| goes to infinity, that is when we go far away from the centre of
5See [HW96] at p. 257.
6Actually in that case it is a distribution in the mathematical sense.
7We have added a subscript D to avoid confusion when we will define the density contrast in eq. (3.62), p. 55.
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mass of the system (xCM). For a particle distribution described by a mass density func-
tion (3.9), this actually means that ρ(x− xCM) = 0 for any x such that |x| > smax where
smax is a constant.
Given a density function ρ(x), the force per unit of mass at a position x is given by
g(x) = G
∫
R3
ρ(y)
y − x
|y − x|3 d
3y . (3.10)
For a smooth distribution, this force field is generally well defined everywhere but this is
not true if the distribution contains discrete particles as in eq. (3.9). Indeed as the force
field is given by
g(x) = G
∑
i
mi
xi − x
|xi − x|3 , (3.11)
it has singularities at the particle positions.
Taking the divergence of the force field (3.10), we obtain
∇ · g(x) = G
∫
R3
ρ(y)∇ ·
(
y − x
|y − x|3
)
d3y
= −G
∫
R3
ρ(y) 4piδD(x− y) d3y
= −4piGρ(x) ,
(3.12)
where we have used the relation ∇ · (x/|x|2) = 4piδD(x) usually demonstrated in any
electrodynamics textbook. As ∇ × g = 0, we can write the force as the gradient of a
function Φ: g(x) = −∇Φ(x). We obtain then the Poisson equation for Φ(x):
∇2Φ(x) = 4piGρ(x) . (3.13)
It may be solved by using Green’s functions: we look for the solution of the problem when
ρ(x) = δD(x) and then convolve the result with ρ(x). As ∇2(−1/|x|) = 4piδD(x), we
have
Φ(x) = ρ(x) ∗
(−G
|x|
)
≡ −G
∫
R3
ρ(y)
|x− y| d
3y , (3.14)
as expected from eq. (3.10). Actually one could add to Φ any function φ(x) satisfying
∇2φ = 0 but imposing the boundary conditions lim|x|→∞ Φ(x) = 0 since we are consid-
ering a finite system — ρ(x) goes rapidly to zero for large values of |x| —, our result is
the right one. For a system of particles, this gives
Φ(x) = −G
∑
i
mi
|xi − x| , (3.15)
by using (3.9).
3.3 Force in infinite systems
We go back now to infinite systems. We can generalise the mass density ρ(x) as in the
finite case 8 but this does not allow us to say something more about the problems related
8The function ρ(x) can be constructed as a limit of function defined in larger and larger volumes.
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to the force which we have seen before: the potential is infinite and the force is not well
defined.
In 1902, Jeans faced this problem ([Jea02]). What he did is the following ([BT94]). In
an infinite system with a constant mass density ρ(x) = ρ¯, the force at a point must be zero
so that ∇Φ = 0 . But looking at the Poisson equation, eq. (3.13), we have ∇2Φ = 4piGρ¯.
Unless ρ¯ = 0, we cannot solve both of these equations. The problem can be solved if we
assume that the Poisson equation is actually
∇2Φ = 4piG(ρ(x)− ρ0) (3.16)
where ρ0 is the average mass density of the distribution. For a constant mass density
ρ¯ = ρ0 so that ∇2Φ = 0. This way to solve the problem is known nowadays as the Jeans
swindle as it is not really well justified.
In the framework of cosmology, one usually assumes that one can study the formation
of gravitational structures in terms of Newtonian dynamics. This comes from the fact that
the typical scales involved are sufficiently small to neglect important effects which would
need to be treated in the framework of general relativity. This implies that one can consider
a finite region in which a particle moves according to the following equation of motion 9
x˙ =
1
ma2(t)
p (3.17a)
p˙ = −m∇Φ (3.17b)
with
∇2Φ = 4piGa2(t)(ρ(x, t)− ρb(t)) (3.18)
and ρ(x, t) describing the matter distribution in the region studied. The quantity ρb(t) is the
average energy density of the homogeneous universe. Its time evolution does not depend
on the evolution of the matter distribution in the region studied but on phenomena which
happen at much larger scales. This is also the case for the scale factor a(t). This function
is related to the expansion of the universe: if one measures at a time t0 with a(t0) = 1 that
the distance between two particles is l0 then after a time δt one finds that this distance is
a(t0 + δt)l0 if they have not undergone any forces. The coordinates used to describe the
position x of a particle in the above equations follows the expansion. This means that a
particle initially at rest (x˙ = 0) with no force acting on it does not move.
The important point to notice with respect to our discussion on the force in infinite
systems is that eq. (3.18) is natural in cosmology (expanding universe), while Jeans had to
add the background term artificially. This is maybe the reason why today everybody does
simulations in expanding background.10 But actually does the fact to have the equation
∇2Φ = 4piGa2(t)(ρ(x, t)− ρb(t)) (3.19)
or even assuming a static background and a constant density background as Jeans,
∇2Φ = 4piG(ρ(x, t)− ρ0) (3.20)
really solve our problem? We will see that this is not sufficient.
9See [Pee80] or Padmanabhan’s article in [DRAW02].
10Actually it is clear that people want to simulate realistic systems but what I mean is that this explains maybe
why nobody tries to study structure formation in simple and “non-realistic” systems, e.g., without expansion.
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Let us consider that we have a perfectly homogeneous distribution of matter every-
where in R3: ρ(x) = ρ0. We move now move a small amount of matter in a bounded
region Λ so that
ρ(x) =
ρ0 + σ(x) for x ∈ Λρ0 otherwise, (3.21)
with
∫
σ(x) d3x = 0. For such a distribution, we can solve eq. (3.20) with the boundary
conditions such that Φ(x) goes to 0 when |x| goes to infinity. The solution is
Φ(x) = −G
∫
R3
ρ(y)− ρ0
|x− y| d
3y (3.22)
which can be simplified to
Φ(x) = −G
∫
Λ
σ(y)
|x− y| d
3y . (3.23)
The force per unit of mass is then
g(x) = G
∫
Λ
σ(y)
|x− y|3 (y − x) d
3y . (3.24)
Thus, everything is well defined if the modified Poisson equation is used.
In [Kie99], M. K.-H. Kiessling gives “mathematical vindications of the Jeans swindle” 11.
He shows that this can be done if one considers the following “screened” Newtonian po-
tential:
− 1|x− y| → −
exp(−κ|x− y|)
|x− y| . (3.25)
All the calculations should be done with a finite value for κ, letting it going to 0 at the end.
With this method the modified Poisson eq. (3.20) appears naturally. His argument for the
introduction of a screening is that by choosing 1/κ sufficiently large, e.g., larger than the
observable size of the universe, nothing changes at smaller scales during some time. In his
demonstration he supposes that the distribution of matter is similar to eq. (3.21) (actually,
to be precise, that σ(x) goes sufficiently rapidly to 0 for large |x|).
The case which interests us is when ρ(x) is not given by eq. (3.21) but when there
are inhomogeneities everywhere. A subset of such distributions is the ensemble of peri-
odic distributions. These are the systems which we will study latter as they are perfectly
well suited for numerical simulations. The question is now whether the use of the modi-
fied Poisson equation (3.20) — or the “cosmological” eq. (3.18) — allows one to define
unambiguously the force in such a system. The answer is no.
The fundamental physical quantity is the force. We have therefore to calculate
g(x) = G
∫
R3
y − x
|y − x|3 (ρ(y)− ρ0) d
3y (3.26)
which can be obtained from the modified Poisson equation without taking care about
boundary conditions or any other problems. One can actually consider it as a new defini-
tion of the force which should permits us to define a potential in a perfectly homogeneous
11According to the title of the paper.
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Figure 3.3: The region Λ. The black dot are all the replicas of Λ0
density of matter. We are going to show that, even in the case of a periodic distribution
ρ(x), this force is not well defined.
We suppose that the distribution is periodic with the same period L in all directions (as
in numerical simulations):
ρ(x+ Ln) = ρ(x) (3.27)
for any n ∈ Z3. The average density ρ0 is easily determined:
ρ0 =
1
L3
L∫
0
dx
L∫
0
dy
L∫
0
dz ρ(x) . (3.28)
If ρ(x) is not constant, there is at least one region in the basic cell where ρ(x) > ρ0. We
are going to use this to show that the calculation of the force (3.26) is not well defined. We
consider a very small region Λ0 in the box where ρ(x) > ρ0 from which we construct the
following region in R3:
Λ =
∞⋃
k=0
k⋃
n=−k
ΛL(k,n,0) (3.29)
where ΛL(k,n,0) is the image of Λ0 in the cell n = (k, n, 0) (see fig. 3.3). For the force
(3.26) to be well defined at a point x, its value should not depend on the way we calculate
it, that is it should not depend on the sequence of subsets of R3 converging towards R3 on
which we do the integral. Let us assume that we first integrate on the region Λ which we
have just defined. The result should be convergent if the force is well defined. To simplify
the calculations we suppose that the point x at which we want to calculate the force has
its first and third component equal to the position of the centre of mass of Λ0. We also
suppose that there is a distance ` < L between this two points along the y axis:
x+ `eˆy = xCM (3.30)
where xCM is the centre of mass of Λ0. Furthermore we approximate the force from Λ0 at
x by force of a particle at xCM with a mass
M =
∫
Λ0
(
ρ(x)− ρ0
)
d3x . (3.31)
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By symmetry, the force at x from Λ has only its second component different from 0. It
satisfies
gΛy (x) = GM
∞∑
k=0
k∑
n=−k
`+ kL
[(`+ kL)2 + n2L2]3/2
≥ GM
∞∑
k=0
(`+ kL)(2k + 1)
[(`+ kL)2 + k2L2]3/2
≥ 2GML
∞∑
k=0
k2
[(`+ kL)2 + k2L2]3/2
≥ 2GML
 k′∑
k=0
k2
[(`+ kL)2 + k2L2]3/2
+
1
α3
∞∑
k′+1
1
k
 .
(3.32)
The constant α and k′ are chosen in order that
(`+ kL)2 + k2L2 ≤ α2k2 (3.33)
for any k > k′. Since for any finite integer a,
∑∞
n=a 1/n diverges, gΛy diverges. This
shows that the force is not well defined. For the potential, it is completely similar and even
simpler to show. By choosing the same overdensity (region with ρ(x) > ρ0) Λ0, we first
integrate over
Λ =
∞⋃
k=0
ΛL(k,0,0). (3.34)
This gives the following diverging contribution to the potential
ΦΛ = −GM
∞∑
k=0
1
`+ kL
≤ −GM
 k′′∑
k=0
1
`+ kL
+
1
β
∞∑
k=k′′+1
1
k
 = −∞ (3.35)
with β and k′′ such that `+ kL ≤ βk for k > k′′.
We have therefore seen that the force or the potential in an infinite system is not well
defined, even if we remove the contribution of the average density as with the Jeans swindle
or the cosmological Poisson equation. The solution to this problem is to specify an adapted
way to calculate the integral over R3.12 As the force depends only on the distance between
two points, the force and the potential at a point x can be can calculated by using the
following limit: ∫
R3
. . . → lim
R→∞
∫
BR(x)
. . . (3.36)
where BR(x) is the sphere of radius R centred on x. This is in a way similar to Kiessling’s
screening. For the potential one has
Φ(x) = − lim
R→∞
G
∫
BR(x)
ρ(y)− ρ0
|x− y| d
3y (3.37)
12The problem is similar to series which are not absolutely convergent ([HW96]): the convergence can depend
on the way we do the sum. An integral as (3.26) is Riemann integrable but not absolutely integrable and therefore
not Lebesgue integrable. See [App02], p. 49.
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and for the force per unit of mass
g(x) = lim
R→∞
G
∫
BR(x)
ρ(y)− ρ0
|y − x|3 (y − x) d
3y . (3.38)
For symmetry reasons, the contribution of the average density vanishes in this expression
and we have
g(x) = lim
R→∞
G
∫
BR(x)
ρ(y)
|y − x|3 (y − x) d
3y . (3.39)
As already discussed, the calculation of the force in spheres gives rise to a partial cancella-
tion of the contributions from different regions so that the force can converge relatively rap-
idly to its asymptotic value when the radius of the sphere grows. This means that eq. (3.39)
could be taken as a definition of the force in an infinite distribution. An important point to
keep in mind is that at particle locations, g(x) is not defined.
For the potential, the use of eq. (3.37) requires a definition of the average density ρ0.
In periodic distributions, it is relatively easy as we have already seen but for more general
distributions we need a way to find this average density. A simple way is to use again
spheres of increasing radii
ρ0 ≡ lim
R→∞
(43piR3
)−1 ∫
BR(x)
ρ(y) d3y
 . (3.40)
This should give the same value for any point x except maybe in some hypothetic strange
distributions that we will not consider here. Equation (3.40) implies that at sufficiently
large R, say R > R0, ∫
BR(x)
ρ(y) d3y =
4
3
piR3ρ0 + M˜(R) (3.41)
where M˜(R) is a function such that |M˜(R)| < M˜0Rα with α < 3 and M˜0 a finite constant
in R. We define the function ρ¯(r) such that
∫
BR(x)
ρ(y) d3y = 4pi
R∫
0
r2ρ¯(r) dr . (3.42)
For r > R0, by using the last equation with eq. (3.41) and derivating with respect to R, we
get
4pir2ρ¯(r) = 4pir2ρ0 + M˜ ′(r) . (3.43)
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Now we have
∫
0≤|y|≤R
ρ(y)
|y| d
3y =
R∫
0
dr r
pi∫
0
dθ sin θ
2pi∫
0
ρ(y) dφ
= 4pi
R∫
0
ρ¯(r)r dr
= 4pi
R0∫
0
ρ¯(r)r dr +
R∫
R0
[
4pirρ0 +
M˜ ′(r)
r
]
dr
= 4pi
R0∫
0
ρ¯(r)r dr + 2pi(R2 −R20)ρ0
+
M˜(R)
R
− M˜(R0)
R0
+
R∫
R0
M˜(r)
r2
dr ,
(3.44)
so that∫
0≤|y|≤R
ρ(y)− ρ0
|y| d
3y =
4pi
R0∫
0
ρ¯(r)r dr − 2piR20ρ0 −
M˜(R0)
R0
+
M˜(R)
R
+
R∫
R0
M˜(r)
r2
dr . (3.45)
The first three terms are finite or tend to 0 as R goes to infinity. The fourth term is finite if
α ≤ 1. The last term satisfies∣∣∣∣∣∣
R∫
R0
M˜(r)
r
dr
∣∣∣∣∣∣ < M˜0
R∫
R0
rα−2 dr =
M˜0 ln(R/R0) if α = 1 ,M˜0 (Rα−1 −Rα−10 ) /α otherwise, (3.46)
which implies that one must have α < 1 in order forΦ(x) to be well defined. The existence
of an average density as we have defined it is therefore not sufficient to guarantee a good
definition of the potential Φ.
Some further comments must be added. The condition that the mass M(R) in a sphere
of radius R centered on a given point must satisfy
M(R) =
4
3
piR3ρ0 + M˜(R) (3.47)
with |M˜(R)| < M˜0r at large values of r for the potential to be defined is actually too
strong. Indeed if we assume for instance that the distribution of matter is made of an
infinite number of particles distributed randomly, the function M˜(R) satisfies
|M˜(R)| ≈
√
4
3
piR3ρ ∝ R1.5 . (3.48)
52
The potential should therefore not be defined in such a distribution. But this is actually not
correct since the function M˜(R) oscillates around 0. Thus, the integral of M˜ ′(r)/r in the
third equality of eq. (3.44) can be finite. We will illustrate this phenomenon in more details
in the case of periodic distributions in the next section.
3.3.1 Details on periodic distributions
Periodic distributions, i.e., distribution which satisfy the relation (3.27), are used in numer-
ical simulations. It is therefore useful to give specific results concerning such distributions.
We have to show that the average density ρ0 is defined in these distributions. Clearly
we expect this quantity to be given by eq. (3.28) but we should be able to show it from the
definition (3.40) of the average density. We consider a perfectly uniform — and therefore
periodic — distribution ρinit(x) = ρ0 for all x. It is clear that
1
L3
∫
CL
ρinit(y) d3y = lim
R→∞
(
4
3
piR3
)−1 ∫
BR(x)
ρinit(y) d3y = ρ0 (3.49)
where CL is the cube [0, L[3. Now we move the matter inside each cell in a periodic way
in order to get the distribution ρ(x) we are interested in. This means that we move each
infinitesimal piece of matter according to a displacement field d(x). As the displacement
is periodic, each cell conserves its mass:∫
CL
ρ(x) d3x =
∫
CL
ρinit(x) d3x = L3ρ0 . (3.50)
This means that there are no motions of matter over length scales larger than the box sizeL.
This implies that if we look at the variation of the total mass in a sphere of radius R À L
when we move the matter, it can only either increase by an amount
M+ =
[
4
3
pi(R+ aL)3 − 4
3
piR3
]
ρ0 (3.51)
with 0 ≤ a ≤ √3L (the upper bound is obtained by calculating the diagonal of the cube
of size L) or decrease by an amount
M− =
[
4
3
piR3 − 4
3
pi(R− bL)3
]
ρ0 (3.52)
with 0 ≤ b ≤ √3L. These two masses represent the amount of matter in a spherical shells
of inner, respectively outer, radius R when the density is constant (see fig. 3.4). We have
therefore
4
3pi(R− bL)3ρ0
4
3piR
3
≤
(
4
3
piR3
)−1 ∫
BR(x)
ρ(y) d3y ≤
4
3pi(R+ aL)
3ρ0
4
3piR
3
. (3.53)
For R going to infinity, this yields
lim
R→∞
(
4
3
piR3
)−1 ∫
BR(x)
ρ(y) d3y = ρ0 (3.54)
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Figure 3.4: Illustration of the variation of the amount of matter in a sphere of radius R
when a perfectly constant density ρ0 is transformed into a distribution ρ(x) by moving
the matter. The region A contains approximatively the maximal amount of matter which
can go out of the sphere while region B contains approximatively the maximal amount of
matter which can come in the sphere.
as expected.
With a well defined average density, we can now consider the force and the potential.
The force (per unit of mass) can be written as
g(x) = lim
R→∞
∑
n∈Z3
∫
CL
(
ρ(y)− ρ0) θ(R− |y + Ln− x|) y + Ln− x|y + Ln− x|3 d
3y
= lim
R→∞
∑
n∈Z3
∫
CL
ρ(y) θ(R− |y + Ln− x|) y + Ln− x|y + Ln− x|3 d
3y
(3.55)
where θ(·) is the Heavyside function. As before, the contribution from the uniform back-
ground cancels for symmetry reasons. For the potential, we are faced with what we have
discussed at the end of the last section: the mass fluctuations are bounded by a power law
whose exponent is α = 2, according to equations (3.51) and (3.52), which is larger than
the upper bound we have found, i.e., α = 1 (see eq. (3.41)). But the potential is actually
well defined as we are going to see.
In order to calculate the potential, one has to evaluate the integral
Φ(x) = −G lim
R→∞
∑
n∈Z3
∫
CL
θ(R− |y + Ln− x|) ρ(y)− ρ0|y + Ln− x|3 d
3y . (3.56)
We can approximate it as a sum
Φ(x) ≈ −G lim
p→∞
p∑
i=0
δMi
ri
(3.57)
where ri = (i + 0.5)δr is the average radius of a spherical shell whose inner and outter
radii are respectively ri− δr/2 and ri+ δr/2. The quantity δMi is the fluctuation of mass
in the ith spherical shell with respect to the average mass 4pir2i ρ0 δr. As we will discuss in
sec. 8.1, for values of ri larger than L, δMi oscillates around 0 with an average amplitude
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proportional to δr.13 We can then rewrite (3.57) as
Φ(x) ∝ −Gδr lim
p→∞
p∑
i=0
fi
ri
(3.58)
where the fi oscillate around 0 with a constant amplitude. The sum |
∑p
i=0 fi| does not
converge but is bounded by a a constant when p increases. Therefore the potential con-
verges: by the Cauchy criterion, it must exist for any given ² > 0 an integer P such that∣∣∣∣∣∣
p∑
i=1
fi
ri
−
p′∑
i=1
fi
ri
∣∣∣∣∣∣ < ² for all p > p′ > P . (3.59)
This is actually the case since∣∣∣∣∣∣
p∑
i=1
fi
ri
−
p′∑
i=1
fi
ri
∣∣∣∣∣∣ =
∣∣∣∣∣∣
p∑
i=p′+1
fi
ri
∣∣∣∣∣∣ ≤ 1rp′+1
∣∣∣∣∣∣
p∑
i=p′+1
fi
∣∣∣∣∣∣ < crp′+1 (3.60)
with c a constant independent of p and p′.
We can actually also use the modified Poisson equation to get the potential and the
force as in that case, unlike general infinite distributions, we know how to impose boundary
conditions: the equation is the following
∇2Φ = −∇ · g = 4piG (ρ(x)− ρ0) (3.61)
with the conditions Φ(x + Ln) = Φ(x) or g(x + Ln) = g(x) for any x ∈ R3 and
n ∈ Z3. We also require that the total force on the volume CL cancels, i.e., the integral
of g(x) over this volume vanishes. Such a force would only imply a drift of the matter
in the box. Note also that if one decides to solve this equation for g, one has to add the
condition that ∇ × g = 0. The solutions we should find for g and Φ should be equal
to equations (3.55) and (3.56), but the problem, as we will see, is that the knowledge of
the solutions does not give any information on the way to integrate over R3, while it is an
important point as we have discussed (see eq. (3.36)).
One way to solve (3.61) is to use Fourier series. In addition to that, instead of using
ρ(x) to describe the distribution, one often prefers the density contrast
δ(x) ≡ ρ(x)− ρ0
ρ0
(3.62)
so that equation (3.61) becomes
∇2Φ = −∇ · g = 4piGρ0δ(x). (3.63)
Due to the periodicity, we can expand δ(x) in Fourier series
δ(x) =
∑
k
δk exp(ik · x) (3.64)
13In section 8.1, it is said that the normalised variance in spheres σ2(r) is proportional to r−4 in a periodic
distribution. The mass fluctuations are therefore proportional to
p
r6/r4 = r. In spherical shells, these fluc-
tuations are proportional to δr. The fact that the δMi oscillate around 0 is due to the periodicity: if for a given
i, δMi is positive, it must exist a j such that δMi+j is negative otherwise the average density ρ0 could not be
equal in all the cells (the replicas of the cube CL).
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where
δk =
1
L3
∫
CL
δ(x) exp(−ik · x) d3x (3.65)
and k = (2pi/L)n, n ∈ Z3. Note that δ0 = 0 by definition of ρ0. For Φ(x), eq. (3.63)
gives
Φk = −4piGρ0
k2
δk . (3.66)
Therefore
Φ(x) = −4piGρ0
∑
k
δk
k2
exp(ik · x) , (3.67a)
g(x) = 4piGρ0
∑
k
ik
k2
δk exp(ik · x) . (3.67b)
If one integrates the force over the box, one finds∫
CL
g(x) d3x = 0 (3.68)
as δ0 = 0. This implies that the sum of the forces cancel on the box as we wanted.
We have therefore the solutions of our problem. But actually the solutions for Φ and
g, eq. (3.67), are expressed with sums which could be not absolutely convergent. The
result could therefore depend on the way we evaluate them, as it happens in real space for
integrals over R3. A good choice, at least for g, is apparently to do as in real space, namely
to sum in spheres in order to avoid the summation of many vectors k in the same direction.
No discussion about this problem has been found in the literature for the moment.14
One last point on which it is important to insist is that if we consider a particle distri-
bution (with Dirac delta functions at particle locations) and use eq. (3.55) or (3.56), or the
Fourier series for Φ and g with an appropriate summation, the results are not defined at
particle locations. This implies that one cannot use simply g to determine the force on a
particle from the distribution. If the distribution contains only particles, i.e.,
ρ(x) = ρ(x+ Ln) = m
N∑
i=1
δD(x− xi) , (3.69)
the direct way to calculate the force on one of the particles, e.g., the jth particle or one of
its image, is to calculate
F j = Gm2 lim
R→∞
∑
n∈Z3
∑
i 6=j
θ(R− |xi + Ln− xj |) xi + Ln− xj|xi + Ln− xj |3 . (3.70)
Note that the contribution of the images of the particle j does not appear. It actually cancels
for symmetry reasons. This allows us to see the periodic system as a finite system with N
14This is not true anymore. While I am finishing to write this thesis, I have found a note concerning this
problem in [BST66], p. 2105: “Actually the expression for the pair potential given by Eq. (9) is a conditionally
convergent series. The transformation of Eq. (9) by the Ewald method is equivalent to defining the order of
summation so that the series yields results demanded by the physics of the situation, e.g., see B. R. N. Nijoer and
F. W. DeWitt, Physica 23, 309 (1957).”.
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particles on a 3-dimensional torus with the force on a particle i from a particle j given by
F ij = Gm2 lim
R→∞
∑
n∈Z3
θ(R− |xi + Ln− xj |) xi + Ln− xj|xi + Ln− xj |3 = −F ji . (3.71)
We can then define the potential energy of the system. A way to do it is to use the potential
Φ obtained for instance with eq. (3.67a) and to calculate carefully ([BST66, HBS91]):
U =
ρ0
2
∫
CL
δ(x)Φ(x) d3x+
Gm2
2
N∑
i=1
∫
CL
δD(x− xi)
|x− xi| d
3x (3.72)
where δ(x) is the density contrast. The second term removes the infinite self-interaction
of each particle contained in the first term. Using (3.69) with (3.62) and (3.65), we get
δk =
0 if k = 0 ,1
N
∑N
i=1 exp(−ik · xi) otherwise.
(3.73)
We have therefore
δ(x) =
1
N
∑
k 6=0
N∑
i=1
exp [ik · (x− xi)] (3.74)
and using eq. (3.67a)
Φ(x) = −4piGρ0
N
∑
k 6=0
N∑
i=1
1
k2
exp [ik · (x− xi)] . (3.75)
The potential energy is then given by 15
U = U0 +
Gm2
2
N∑
i=1
∑
j 6=i
ψ(xi − xj) (3.76)
with
ψ(x) = −4pi
L3
∑
k 6=0
1
k2
exp(ik · x) (3.77)
and
U0 =
Gm2N
2
lim
|x|→0
[
ψ(x) +
1
|x|
]
. (3.78)
By calculating ∇xiU we obtain the force on particle i:
F i = −∇xiU = −Gm2
∑
j 6=i
∇xiψ(xi − xj)
= m
4piGρ0
N
∑
j 6=i
∑
k 6=0
ik
k2
exp [ik · (xi − xj)]
(3.79)
15For the calculation, it is useful to remember thatZ
CL
exp(−ik · x) d3x = V δKk,0
where δKa,b is the 3D Kronecker symbol.
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Astonishingly, we would have obtained the same result if we had used eq. (3.67b) with an
appropriate summation over the k. Indeed, using (3.73), and without taking care about the
fact that g is supposed to be not defined at particle locations, we get
F i = mg(xi) = m
4piGρ0
N
N∑
j=1
∑
k 6=0
ik
k2
exp [ik · (xi − xj)]
= m
4piGρ0
N
∑
j 6=i
∑
k 6=0
ik
k2
exp [ik · (xi − xj)] +
∑
k 6=0
ik
k2
 .
(3.80)
This is the same result as before as the last term cancels if the summation is done in a
proper way: for each k there is a −k so that by summing “symmetrically” the total is 0.
Note that if one sums first in one direction, the result is not well defined (∑n 1/n =∞).
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Chapter 4
Evolution of gravitating systems
In this chapter we review the main tools to study the evolution of periodic self-gravitating
systems.
We have seen, in chapter 2, that gravitating systems in a box with reflecting walls
and a modified small scale force can be studied in the framework of statistical mechanics
when they are at equilibrium. If we consider now periodic systems, what one observes in
numerical simulations is that, after a sufficiently long time, they reach an equilibrium state
which seems to be similar to what happens in a non-periodic case. It should be therefore
possible to study such a state as if the system was in a non-periodic box. Here we study the
tools to deal with non-equilibrium situations in periodic systems, that is before they reach
this equilibrium state.
Most of the results presented are taken from [BT94] but can also be found in [Pee80].
One should note that we assume that the force between two particles is given by a perfect
1/r2 force. But it is often possible to adapt a result to deal with a modified force as it is
used in numerical simulations.
4.1 The Boltzmann equation
The basic equation which is used to describe the evolution of a gravitating system is the
Boltzmann equation. Reading the literature, what one usually uses is the collisionless
Boltzmann equation. We are therefore going to briefly discuss these equations.
Let us assume one more time that a set of particles is distributed in a finite volume. We
define a distribution function f(x,v, t) such that
f(x,v, t) d3x d3v (4.1)
gives the number of particles, at time t, located in the infinitesimal cube around x and
whose velocities are in [vx, vx + dvx]× [vy, vy + dvy]× [vz, vz + dvz].
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In order to find how this function evolves with time, we have to look at what can change
the number of particles in an infinitesimal cell around a point (x,v). Let us analyse what
happens during an infinitesimal interval of time dt. It is obvious that:
1. particles move to a new position x′ = x+ dt v;
2. particles feel a force F (x) which changes their velocity to v′ = v + (dt/m) F (x),
where we have assumed that all the particles have the same mass m. Now it is important to
note that this does not include interactions of particles in the same cell (x,v) as we have
assumed that they all feel the same force F (x). We have therefore to add two terms due to
“collisions” or “close encounters” 1 between particles in the same cell:
3. particles undergo a close encounter which change their velocity from v to v′;
4. particles initially at x with a given velocity v′ which after a collision end with a
velocity v.
We can now summarise everything in a single formula:
[f(x,v, t+ dt)− f(x,v, t)] d3x d3v = Γv + ΓF + Γv→v′ + Γv′→v (4.2)
where the different Γ terms refer to the four different mechanisms just discussed. Note that
we have chosen dt so that a particle undergoing a close encounter does not have enough
time to cross a cell, that is it cannot be found at (x′,v′) with x′ 6= x if initially at (x,v).
The Γv and ΓF terms can be written in a more precise form. According to what we
have said particles at (x,v) go to(
x+ dt v,v + (dt/m) F (x)
) (4.3)
if they do not undergo any close encounters. This means that they will leave the cell. On
the other hand, particles at (x′,v′) so that
x = x′ + dt v′ (4.4a)
v = v′ + (dt/m)F (x) (4.4b)
will enter in the cell (x,v). At first order in dt, we have
x′ = x− dt v (4.5a)
v′ = v − (dt/m) F (x) (4.5b)
and therefore, still at first order in dt,
Γv + ΓF =
f(x− dt v,v − (dt/m) F (x), t)︸ ︷︷ ︸
Particles which enter
− f(x,v, t)︸ ︷︷ ︸
Particles which leave
 d3x d3v
= −
[
v · ∇xf + 1
m
F (x) · ∇vf
]
dt d3x d3v .
(4.6)
1This term is more appropriate in the case of gravitating systems as there is usually no “hard” collision as
between two balls.
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Equation (4.2) becomes then
∂tf + v · ∇xf + 1
m
F · ∇vf = Γv→v′ + Γv′→v . (4.7)
Boltzmann derived this equation for “hard spheres” particles so that the forceF = 0. What
is usually called Boltzmann equation in the statistical mechanics literature is therefore
∂tf + v · ∇xf = Γv→v′ + Γv′→v (4.8)
with an expression for Γv→v′ + Γv′→v obtained from the famous molecular chaos hypo-
thesis or Stosszahlansatz ([Dor01, Spo91]).
In the astronomy literature, it is eq. (4.7) which is called Boltzmann equation and as
the collision terms are often neglected, the following equation
∂tf + v · ∇xf + 1
m
F · ∇vf = 0 (4.9)
is called collisionless Boltzmann equation ([BT94]) while in the statistical mechanics lit-
erature, it is called Vlasov equation ([Spo91]). This is this latter name which we will use
to refer to eq. (4.9) as it is shorter than the previous one.
These different variants of eq. (4.7) have all some limitations and this seems to be a
subject in itself to study them. This is why we will not give more details about these
equations. The interest reader can find more details in [Dor01] or [Spo91] about different
aspects concerning this subject.
For gravitating systems, details can be found in [BT94] where it is mainly the Vlasov
equation which is applied to finite systems. In that case, the force on a particle at position
x is given by F (x) = −m∇Φ(x) with Φ(x) satisfying the Poisson equation
∇2Φ(x, t) = 4piGρ(x, t) = 4piGm
∫
R3
f(x,v, t) dv . (4.10)
As non-stationary solutions to the Vlasov equation with such a force are hard to find, one
usually looks for stationary solutions and one studies afterwards their stability. Generally,
non-equilibrium situations require the use of numerical simulations.
For periodic system, one has to consider the force given by eq (3.55), that is 2
F (x, t) = Gm
∑
n∈Z3
∫
CL
y + Ln− x
|y + Ln− x|3 ρ(y, t) d
3y (4.11)
where
ρ(x, t) = m
∫
R3
f(x,v, t) dv (4.12)
and ρ0 = Nm/V .
An important point to note is that, in astronomy and cosmology, the Vlasov equation
is really the basic tool to study the evolution of gravitating systems. With this equation,
the discrete nature of the particles is neglected as one usually assume that effects due to
discreteness are not important when one is interested in large scale — larger than the typical
distance between particles — properties of a system.
2In this chapter we will omit to write the limit limR→∞ for the radius of the sphere in which the force is
calculated.
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4.2 The BBGKY hierarchy
If we have a system for which we can write a Hamiltonian, we know, by using the Liouville
theorem 3, how an ensemble of such systems evolves: if the function f(qµ, pν , t) is the
density function of these systems in phase space, it satisfies
∂tf +
3N∑
µ=1
q˙µ∂qµf +
3N∑
ν=1
p˙ν∂pνf = 0 , (4.13)
where we have assumed that the system contains N particles in 3 dimensions. It is import-
ant to note that this equations is very similar to the Vlasov equation (4.9) but it is crucial
to understand that they describe two different quantities. Equation (4.13) describes exactly
the evolution of an ensemble f(qµ, pν , t) of identical systems in phase space (6N dimen-
sions), while the Vlasov equation describes approximatively the evolution of the particle
density f(x,v, t) in the six-dimensional (x,v)-space for one of these systems. What we
are going to see now is that we can obtain the Vlasov equation from eq. (4.13). We will
illustrate this for a periodic gravitating system.
Following [BT94], we denote by f (N) the density in phase space used with the Li-
ouville theorem. This reminds us that this function depends on the coordinates of the N
particles. We make also a change of variables to replace the momenta with the velocities:
pµ → mvµ and write xµ instead of qµ for the positions so that eq. (4.13) becomes
∂tf
(N) +
3N∑
µ=1
x˙µ∂xµf
(N) +
3N∑
ν=1
v˙ν∂vνf
(N) = 0 , (4.14)
or equivalently
∂tf
(N) +
N∑
i=1
vi · ∇xif (N) +
N∑
i=1
1
m
F i · ∇vif (N) = 0 (4.15)
with
F i = Gm2
∑
n∈Z3
∑
i 6=j
xi − xj + Ln
|xi − xj + Ln|3 . (4.16)
where L is the period of the system. The subscripts are such that x1 = (x1, x2, x3),
x2 = (x4, x5, x6), . . . ,xN = (x3N−2, x3N−1, x3N ). A similar notation is used for the
velocities.
We define now the function f (1) by
f (1)(x1,v1, t) =
∫
f (N)(xµ, vν , t) d3x2 d3v2 · · · d3xN d3vN , (4.17)
that is by integrating f (N) over all the particle positions and velocities except those of the
first particle. The integrals for the positions are done over the box size while those for the
velocities are done over the whole real axis. The next step is to integrate in the same way
eq. (4.14) or (4.15). The first term becomes ∂tf (1). For the other terms, we note that 4
L∫
0
x˙µ∂xµf
(N) dxν = vµ∂xµ
L∫
0
f (N) dxν (4.18a)
3See footnote 13 at page 21.
4There is no implicit summation over repeated indices!
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if µ 6= ν ;
L∫
0
x˙µ∂xµf
(N) dxµ = vµ
L∫
0
∂xµf
(N) dxµ = 0 (4.18b)
because of the periodicity of the box;
∞∫
−∞
v˙µ∂vµf
(N)dvν =
Fµ
m
∂vµ
∞∫
−∞
f (N)dvν (4.18c)
if µ 6= ν and finally
∞∫
−∞
v˙µ∂vµf
(N)dxµ =
Fµ
m
[
f (N)
∣∣∞
vµ=−∞
]
= 0 (4.18d)
by assuming that limvµ→±∞ f (N) = 0 which is a reasonable hypothesis even if we con-
sider a perfect 1/r potential, without modification at small scale. By putting all this to-
gether, we get
∂tf
(1) + v1 · ∇x1f (1) +
∫
1
m
F 1 · ∇v1f (N) d3x2 d3v2 · · · d3xN d3vN = 0. (4.19)
Let us suppose now that the function f (N) is a symmetric function of the particles numbers:
f (N)(x1,v1, . . . ,xN ,vN , t) = f (N)(xσ(1),vσ(1), . . . ,xσ(N),vσ(N), t) (4.20)
for any permutation σ of the first N integers. Note that this has no effect on the dynamics
of a system. We are free to choose any phase space functions in the Liouville equation and
our choice is only motivated by the fact that it puts all the particles on the same level.5 By
noting that
1
m
F 1 =
N∑
i=2
Gm
∑
n∈Z3
xi − x1 + Ln
|xi − x1 + Ln|3 ≡
1
m
N∑
i=2
F 1,i (4.21)
where F 1,i is the force on particle 1 due to particle i, the symmetry of f (N) allows us to
write the third term of eq. (4.19) as
+
(N − 1)
m
∫
F 1,2 · ∇v1f (N) d3x2 d3v2 · · · d3xN d3vN . (4.22)
By defining the following function
f (2)(x1,v1,x2,v2, t) =
∫
f (N) d3x3 d3v3 · · · d3xN d3vN , (4.23)
eq. (4.19) becomes
∂tf
(1) + v1 · ∇x1f (1) +
(N − 1)
m
∫
F 1,2 · ∇v1f (2) d3x2 d3v2 = 0 . (4.24)
5And according to [BT94], it only simplifies the demonstration.
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This gives the evolution of the one particle function f (1) in function of the two particles
function f (2). If we had started by integrating over x3,v3, · · · ,xN ,vN , we would have
obtained an equation for the evolution of f (2) in function of the three particles function
f (3)(x1, . . . ,v3) =
∫
f (N) d3x4 d3v4 · · · d3xN d3vN . (4.25)
We can continue in a similar way for higher order functions and obtain a sequence of
equations of the type
∂tf
(n) = fonction of f (n+1) (4.26)
known as the Bogoliubov-Born-Green-Kirkwood-Yvon hierarchy or BBGKY hierarchy.
Without any approximations these equations are not easier to solve than Liouville eq. (4.13).
The advantage is that by choosing a judicious approximative function for one of the f (i),
we can reduce the number of equations and have a chance to solve them or at least obtain
interesting informations concerning the evolution of the system studied.
Let us assume that
f (2)(x1,v1,x2,v2) = f (1)(x1,v1)f (1)(x2,v2) + g(x1,v1,x2,v2) (4.27)
and consider the last function g to be negligible. We can assume without lost of generality
that ∫
f (N) d3x1 d3v1 · · · d3xN d3vN = 1 . (4.28)
This allows us to see f (1)(x,v) as the probability density for finding a particle at (x,v)
in the ensemble of systems represented by f (N). The function f (2)(x1,v1,x2,v2) is
then simply the density probability to have one particle at (x1,v1) and one at (x2,v2).
Therefore g(x1,v1,x2,v2) is the two-particle correlation function as it gives the change
in the probability to find a particles at (x1,v1) when it is known that there is another
one at (x2,v2) (if it is zero, it means that the probability to find two particles is just the
probability to find the first times the probability to find the second). By replacing f (2) by
eq. (4.27) in eq. (4.24), we obtain
∂tf
(1) + v1 · ∇x1f (1)
+
(N − 1)
m
∇v1f (1) ·
∫
F 1,2 f
(1)(x2,v2, t) d3x2 d3v2
+
(N − 1)
m
∫
F 1,2 · ∇v1g d3x2 d3v2 = 0 (4.29)
In the Vlasov equation, eq. (4.9), the function f satisfies∫
f(x,v, t) d3x d3v = N . (4.30)
Multiplying eq. (4.29) by N and writing f ≡ Nf (1), we get
∂tf + v1 · ∇x1f
+
(N − 1)
Nm
∇v1f ·
∫
F 1,2 f(x2,v2, t) d3x2 d3v2
+
N(N − 1)
m
∫
F 1,2 · ∇v1g d3x2 d3v2 = 0 . (4.31)
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By assuming that g(x1, . . . ,v2) = 0, we find
∂tf + v1 · ∇x1f +
(N − 1)
Nm2
∇vf ·
∫
F 1,2 ρ(x2, t) d3x2 = 0 . (4.32)
where we have used the fact that the integral of f over the velocity is the mass density
ρ(x, t) divided by the mass of a particle. By approximating (N − 1)/N ≈ 1, we have
N − 1
N
∫
CL
F 1,2 ρ(x2, t) d3x2 = Gm2
∑
n∈Z3
∫
CL
y + Ln− x1
|y + Ln− x1|3 ρ(y, t) d
3y
≡ mF (x1, t)
(4.33)
so that eq. (4.32) becomes after having removed the subscript “1”,
∂tf + v · ∇xf + 1
m
F · ∇vf = 0 . (4.34)
This is the Vlasov equation (4.9) for our periodic system as the force F is exactly the one
in eq. (4.11).
Two important points have to be noted concerning this demonstration to obtain the
Vlasov equation from the Liouville equation. The first one is that the function f does not
describe a particular system but is an average over an ensemble of systems and it gives only
a probability to find a particle at a certain point. According to [Dor01] (p. 36), Boltzmann’s
point of view was that the evolution of f has to be understood as “the most probable be-
haviour of a member of an ensemble of systems”. By choosing an ensemble of systems
with equal functions f(x,v, t) (the systems can be microscopically different), one can
therefore expect that the Vlasov equation describes relatively well the evolution of one
particular system of the ensemble as they should all behave similarly concerning macro-
scopic quantities. The second point is that we have neglected the two-particle correlation
function g and approximated (N − 1)/N by 1.6
4.3 Fluid equations
We have just seen that the Vlasov equation can be derived from the Liouville equation by
doing important simplifications. In this section we show that with further approximations,
the Vlasov equation yields the fluid equations.7
Using that m
∫
f dv = ρ(x, t), we obtain after having integrated the Vlasov eq. (4.9)
or (4.34) with respect to v,
∂tρ+m
∫
R3
v · ∇xf dv = 0 . (4.35)
We have assumed that limvi→±∞ f = 0. We can calculate the average of one of the
component of the velocity at a point x by calculating
v¯i ≡
∫
R3 f vi d
3v∫
R3 f d
3v
=
m
ρ(x, t)
∫
R3
f vi d3v . (4.36)
6Note that N must also be large since the mass density at a point is approximated by the integral of f (1) over
the velocity which is actually just a probability distribution.
7See any textbook on fluid mechanics, e.g., [LL89].
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This allows us to write eq. (4.35) as
∂tρ+∇x · (ρ v¯) = 0 (4.37)
with v¯ ≡ (v¯1, v¯2, v¯3). This is the so-called continuity equation of fluid dynamics.
Now we multiply the Vlasov equation by vi and integrate over v:
∂t
∫
fvi d3v +
∫
vi v · ∇xf d3v + 1
m
F ·
∫
(vi∇vf) d3v = 0 . (4.38)
The last term can be evaluated by noting that∫
vi∂vjf dvj = −
∫
δijf dvj . (4.39)
Using eq. (4.36), we get
∂t(ρv¯i) +
3∑
j=1
∂xj (vivj ρ)−
1
m
Fi ρ = 0 . (4.40)
With eq. (4.37), the first term can be written as
∂t(ρv¯i) = ρ∂tv¯i − v¯i∂xj (ρv¯j) (4.41)
and defining
σ2ij ≡ vivj − v¯iv¯j , (4.42)
eq. (4.40) becomes
∂tv¯i + v¯ · ∇xv¯i = Fi
m
− 1
ρ
∂xj (ρσ
2
ij) . (4.43)
This equation is very similar to the second usual fluid equation: the Euler equation. The
only difference is with the term containing σ2ij . In the Euler equation, this term is related to
the pressure as it is given by −(∂xip)/ρ. This shows that ρσ2ij can be related to a pressure
due to the particle velocities.
4.3.1 Lagrangian theory
We describe now one way to study the fluid equations. It has given interesting results in
cosmology where it was introduced by Zeldovich (see for example [SZ89]). The reference
paper which we follow is [EB97].
We consider the two fluid equations (4.43) and (4.37) for a medium whose pressure is
negligible (dust):
∂tρ+∇x · (ρv) = 0 , (4.44a)
∂tv + (v · ∇x)v = g , (4.44b)
where we have replaced v¯ by v and denoted by g the gravitational field (F /m). This field
satisfies eq. (3.61)
∇x · g = −4piG(ρ− ρ0) , (4.44c)
∇x × g = 0 . (4.44d)
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To summarise, we have a fixed space (R3) on which there are a scalar field ρ(x, t)
and two vector fields, v(x, t) and g(x, t). The above set of equations describes how these
quantities change as time increases: at each time t we should in principle be able to find
the value of these quantities at every point if we know v(x, 0) and ρ(x, 0). This is the
Eulerian approach.
There is an alternative approach: the Lagrangian description. As we have a vector field
v(x, t) which describes the velocity of the fluid at (x, t), we can look for integral curves
of this vector field, that is the function f(x, t) such that for any x0 in the fixed space,
f(x0, 0) = x0 and
df
dt
∣∣∣
(x0,t)
=
∂f
∂t
∣∣∣
(x0,t)
= v
(
f(x0, t), t
)
. (4.45)
This means that for a given x0, by varying t, f(x0, t) traces the trajectory of a point in
the fluid which follows the flow and which is at x0 when t = t0. The left hand side of
eq. (4.44b) contains two terms: the first, ∂tv, is related to the variation of v at a fixed x
while the second is related to the variation of v in the direction of the flow at a fixed time.
The sum of the two is therefore the acceleration of a point following the flow. Indeed, if
such a point is at x at time t, it goes to x + v dt at time t + dt and its velocities is given
by
v(x+ v dt, t+ dt) = v(x, t) + ∂tv
∣∣
(x,t)
dt+ (v · ∇x)v
∣∣
(x,t)
dt+O(dt2). (4.46)
so that its acceleration is ∂tv + (v · ∇x)v. According to eq. (4.44b), this acceleration is
equal to g(x, t) and using f , we can rewrite this equation as
d2f
dt2
∣∣∣
(x0,t)
= g
(
f(x0, t), t
) (4.47)
since, for a fixed x0, f(x0, t) follows the flow, i.e., satisfies eq. (4.45). Equation (4.44a)
describes mass conservation: if we consider an infinite volume d3x, the variation of ρ d3x
— the mass in an infinitesimal volume around x — is equal to the difference between
what comes in and what goes out. If we follow the fluid, the infinitesimal volume d3x is
deformed. For instance, if it is contracted, this means that locally the density increases.
This can be expressed by the following formula
ρ(x0, 0) d3x = ρ
(
f(x0, t), t
)
d3x′ = ρ
(
f(x0, t), t
)
Jf (x0, t) d3x (4.48)
where Jf (x, t) is the determinant, evaluated at (x, t), of the Jacobian matrix Jf ≡ (∂f/∂x)
related to the transformation x→ f(x, t). If we know the function f(x, t) and its inverse,
that is the function h(x, t) such that h
(
f(x, t), t
)
= x, we can find the density at any
point from the density at t = 0:
ρ(x, t) =
1
Jf
(
h(x, t), t
)ρ(h(x, t), 0) . (4.49)
This is eq. (4.44a) expressed in terms of f(x, t). What remains to do now is to obtain
equations (4.44c) and (4.44d) in terms of function. From now on we assume that f has an
inverse h.8 Equation (4.47) tells us that
g(x, t) =
d2f
dt2
∣∣∣(
h(x,t),t
) ≡ f¨(h(x, t), t) . (4.50)
8I have not denoted this function by f−1 as it makes the equations a bit “heavy”. Note also that if v(x, t) and
its derivatives ∂vi/∂xi are bounded for t ∈ [0, t1], f is a diffeomorphism on this interval of time. For further
details, see [EB97].
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Since we are interested in∇·g and∇×g, the first quantity to calculate is ∂gi/∂xj ≡ gi,j .
By using the last equation, we find
gi,j =
∂f¨i
∂xk
∂hk
∂xj
≡ f¨i,khk,j (4.51)
where summation over repeated indices is implicit. Note that as h is the inverse of f , the
Jacobian matrix of h is related to the one of f by
Jh(x, t) ≡
(
∂h
∂x
)
=
1
Jf
(
h(x, t), t
) adj [Jf(h(x, t), t)] . (4.52)
Here, adj means “adjoint”:
(adj Jf )ij =
1
2
²imn²jklfk,mfl,n , (4.53)
where ²ijk is the permutation or Levi-Civita tensor. The divergence of g can then be written
has
(∇ · g)(x, t) = f¨i,k 12Jf ²kmn²irsfr,mfs,n =
[
²irs
2Jf
∂(f¨i, fr, fs)
∂(x1, x2, x3)
]
(
h(x,t),t
) (4.54)
with
∂(f¨i, fr, fs)
∂(x1, x2, x3)
≡
∣∣∣∣∣∣∣
f¨i,1 f¨i,2 f¨i,3
fr,1 fr,2 fr,3
fs,1 fs,2 fs,3
∣∣∣∣∣∣∣ = ²jklf¨i,jfr,kfs,l . (4.55)
The equation (4.44c) becomes by using eq. (4.49)[
²irs
∂(f¨i, fr, fs)
∂(x1, x2, x3)
]
(x,t)
= −4piG [ρ(x, 0)− ρ0Jf (x, t)] . (4.56)
For the rotational of g, we have
(∇× g)i = ²ijkgk,j (4.57)
so that, after some calculations, eq. (4.44d) becomes 9
∂(f¨k, fk, fi)
∂(x1, x2, x3)
= 0 (4.58)
for i = 1, 2, 3. Thus, the set of equations (4.44) has been rewritten in terms of f(x, t):
ρ
(
f(x, t), t) =
1
Jf (x, t)
ρ(x, 0) , (4.59a)
v
(
f(x, t), t
)
= f˙(x, t) , (4.59b)[
²irs
∂(f¨i, fr, fs)
∂(x1, x2, x3)
]
(x,t)
= −4piG [ρ(x, 0)− ρ0Jf (x, t)] , (4.59c)
∂(f¨k, fk, fi)
∂(x1, x2, x3)
= 0 (i = 1, 2, 3) . (4.59d)
9The following identity can be useful: ²ijk²rsk = δirδjs − δisδjr .
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By definition we have f(x, 0) = x. This implies that Jf (x, 0) = 1. If v(x, 0) and ρ(x, 0)
are known, the second equation gives us f˙(x, 0) and what remains to do is to solve the last
two equations.
4.4 Perturbation theory
General solutions to the equations — Vlasov equation, fluid equation — which we have
discussed in this chapter and which are supposed to approximate the evolution of gravitat-
ing systems are not known. Their study is mainly restricted to a perturbative analysis. This
is what we discuss in this section.
4.4.1 The Jeans instability
Let us consider the Vlasov equation (4.34) for a periodic system. We assume that f(x,v, t) =
f0(v). This is actually a solution of the Vlasov equation (the resulting density function is
constant so that F = 0). We suppose now small perturbations:
f(x,v, t) = f0(v) + f1(x,v, t) (4.60)
with |f1(x,v, t)| ¿ f0(v). We assume that these fluctuation do not change the the number
of particles 10, that is
N =
∫
CL
d3x
∫
R3
f(x,v, t) d3v =
∫
CL
d3x
∫
R3
f0(v) d3v =
L3ρ0
m
. (4.61)
According to the modified Poisson equation
∇2Φ1 = 4piGm
∫
R3
f1(x,v, t) d3v. (4.62a)
We have denoted the potential by Φ1 in order to remember that this is a perturbation around
Φ0 = 0. The Vlasov equation is, at linear order in the perturbations,
∂tf1 + v · ∇xf1 −∇xΦ1 · ∇vf0 = 0 . (4.62b)
Because of the periodicity of the system we can expand f1 and Φ1 in Fourier series and
because of the linearity of the “linear” Vlasov equation, we look for solutions of the type
([BT94])
f1(x,v, t) = fk(v) exp [i(k · x− ωt)] , (4.63a)
Φ1(x, t) = Φk exp [i(k · x− ωt)] , (4.63b)
with as usual k = 2pin/L. Inserting this in (4.62a) and (4.62b), we obtain that the follow-
ing equations must be satisfied
− k2Φk = 4piGm
∫
R3
fk(v) d3v , (4.64a)
Φk k · ∇vf0 = fk(v) (v · k − ω) . (4.64b)
10Remember that f is related to the number of particles in an infinitesimal volume and not to the total mass in
such a volume: f d3xd3v gives a number of particles.
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Integrating the second with respect to v, and combining the two together we obtain a
dispersion relation
1 +
4piGm
k2
∫
R3
k · ∇vf0
v · k − ω d
3v = 0 . (4.65)
Considering a Maxwellian distribution for f0
f0(v) =
ρ0
m
1
(2piσ2)3/2
exp
(−v2
2σ2
)
(4.66)
where ρ0 the average density, the dispersion relation becomes
1− 2
√
2piGρ0
kσ3
∞∫
−∞
v exp(−v2/2σ2)
kv − ω dv = 0 . (4.67)
If ω = 0, one finds
k2(ω = 0) ≡ k2J =
4piGρ0
σ2
(4.68)
A calculation ([BT94] or [Kie99]) shows that if k2 < k2J , ω has to be complex in order
to satisfy the dispersion relation and therefore the perturbations becomes unstable as they
can grow exponentially. This implies that if there are fluctuations of a size larger than
λJ ≡ 2pi/kJ , they will start to develop. The length λJ is called the Jeans length and the
instability related to this length is the Jeans instability. Qualitatively this instability is due
to the fact that if a density fluctuation is large enough, it contains enough matter to collapse
as the velocity dispersion — or temperature — of the particles, which acts as a pressure, is
not sufficiently large to counter the gravitational force.
4.4.2 Linear fluid equations
We consider the fluid equations described in section 4.3:
∂tρ+∇(ρv) = 0 , (4.69a)
∂tv + (v · ∇)v = −∇Φ+ 1
ρ
∂xj (ρσ
2
ij) eˆi , (4.69b)
with Φ given by
∇2Φ = 4piG(ρ− ρ0) . (4.69c)
As done before, we study how little perturbations behave. We start by rewriting these
equations in terms of the density contrast δ(x, t) =
(
ρ(x, t)− ρ0
)
/ρ0 (cf. eq. (3.62)):
∂tδ +∇ · [(1 + δ)v] = 0 , (4.70a)
∂tv + (v · ∇)v = −∇Φ− 1
δ + 1
∂xj [(δ + 1)σ
2
ij ] eˆi , (4.70b)
∇2Φ = 4piGρ0δ . (4.70c)
We assume that the system is originally at rest v(x, t) = 0 and that δ(x, t) = 0. This
satisfies the fluid equations. We suppose now that there are small density fluctuations such
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that |δ(x, t)| ¿ 1. They give rise to small fluctuations in the potential Φ and in the velocity
field v. At first order in these quantities, the set of equations (4.70) becomes
∂tδ +∇ · v = 0 , (4.71a)
∂tv = −∇Φ , (4.71b)
∇2Φ = 4piGρ0δ . (4.71c)
Differentiating (4.71a) with respect to t, one gets δ¨+∇·∂tv = 0. Taking the divergence of
(4.71b), one can use (4.71c) to get ∇ · ∂tv = −4piGρ0δ. Putting these last two equations
together, one finds
δ¨ = 4piGρ0δ (4.72)
whose general solution is a+ exp(
√
4piGρ0 t) + a− exp(−
√
4piGρ0 t). Assuming that
δ(x, 0) = δ0(x) and that initially, the system is stationary, δ˙(x, 0) = 0, one finds
δ(x, t) = δ0(x) cosh(
√
4piGρ0 t) (4.73)
The choice of the initial conditions is due to the fact that such initial conditions are used in
the simulations described in the last part of this thesis.
It is also important to note that if we expand the density contrast in Fourier series (see
eq. (3.65)), eq. (4.73) becomes
δk(t) = δk(0) cosh(
√
4piGρ0 t) . (4.74)
Each mode evolves independently from all the others.
4.4.3 Linear Lagrangian theory
In the previous section, we have considered the evolution of small perturbations of density
on a uniform distribution of matter. With the Lagrangian approach, the function which
describes the evolution of the matter is the displacement field f(x, t) of the fluid elements.
In this section we are going to look at a perturbation theory for this displacement field. This
can be particularly interesting as it can describe situations in which the density fluctuations
can become very large and which can therefore not be described with the linear approach
we have considered in the previous section.
Let us write the displacement field as ([Buc92])
f(x, t) = x+ p(x, t) (4.75)
with p(x, 0) = 0. We assume as before that initially the system is stationary so that
p˙(x, 0) = 0. Inserting f into (4.59c) and (4.59d), one finds at first order in p
∇× p¨ = 0 , (4.76a)
∇ · (p¨− 4piGρ0 p) = −4piGρ0 δ(x, 0) (4.76b)
where δ(x) is the density contrast. The first equation can be solved by assuming that
p = ∇χ. The second equation can be rewritten as
∇2(χ¨− 4piGρ0χ) = −4piGρ0 δ(x, 0) . (4.77)
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If we consider a periodic system one can write
δ(x, 0) =
∑
k 6=0
δk exp(ik · x) , (4.78a)
χ(x, t) =
∑
k 6=0
χk(t) exp(ik · x) . (4.78b)
Equation (4.77) becomes
χ¨k − 4piGρ0 χk = 4piGρ0
k2
δk . (4.79)
The general solution is
χk = A+ exp
(√
4piGρ0 t
)
+A− exp
(
−
√
4piGρ0 t
)
− δk
k2
. (4.80)
With the initial conditions for p, we find that
p(x, t) =
[
cosh
(√
4piGρ0 t
)
− 1
]∑
k 6=0
ikδk
k2
exp(ik · x) . (4.81)
Comparing this expression with eq. (3.67b), one can rewrite this solutions as
p(x, t) =
[
cosh
(√
4piGρ0 t
)− 1
4piGρ0
]
g(x, 0) (4.82)
where g is the force field. This means that a fluid element, initially at x, is accelerated
according to
p¨(x, t) = cosh
(√
4piGρ0 t
)
g(x, 0) . (4.83)
It is interesting to compare these result with the result (4.74):
δk(t) = δk(0) cosh
(√
4piGρ0 t
)
. (4.84)
This implies that
g(x, t) = cosh
(√
4piGρ0 t
)
g(x, 0) (4.85)
since g(x, t) can be expressed in terms of the δk (see eq. (3.67)). We would then expect
that a fluid element is accelerated according to
p¨(x, t) = g
(
x+ p(x, t), t
)
= cosh
(√
4piGρ0 t
)
g
(
x+ p(x, t), 0) (4.86)
and for small displacement this gives eq. (4.83). A way to improve a bit this solution would
be therefore to consider the equation
p¨(x, t) = cosh
(√
4piGρ0 t
) [
g
(
x, 0) + (p(x, t) · ∇)g] . (4.87)
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4.5 A non-continuous approach
For the moment, we have only considered a continuous approach to study the evolution of
a periodic gravitating system. We have indeed introduced a continuous function f(x,v, t)
whose evolution is described by a “partial integro-differential equation”, the Vlasov equa-
tion. We have then simplified this equation to get a new set of equations, the fluid equa-
tions, by making some additional assumptions. This has allowed us to obtain different
results concerning the evolution of a gravitating system by using a perturbative approach.
In [Pee80], §27, the problem is studied without using a continuous approach. This is what
we discussed in this section.
Let us consider again N particles of mass m in a periodic box of volume V = L3. The
density function at a time t is given by
ρ(x, t) = m
N∑
i=1
δD
(
x− xi(t)
) (4.88)
where xi(t) is the position of particle i at time t. According to what we have discussed in
sec. 3.3.1, the Fourier coefficients of the density contrast are given by
δk(t) =
1
N
N∑
i=1
exp
(− ik · xi(t)) . (4.89)
for k 6= 0 as δ0 = 0 according to eq. (3.73). Two derivatives yield
δ˙k =
1
N
N∑
i=1
(−ik · x˙i) exp(−ik · xi) , (4.90)
δ¨k =
1
N
N∑
i=1
[−ik · x¨i − (k · x˙i)2] exp(−ik · xi) . (4.91)
We know that x¨i = g(xi) where g(xi) is given by equations (3.67b) and (3.73) (see also
equations (3.79) and (3.80)):
x¨i = 4piGρ0
∑
k 6=0
ik
k2
δk exp(ik · xi) (4.92)
so that
δ¨k =
4piGρ0
N
N∑
i=1
∑
k′ 6=0
k · k′
k′2
δk exp[i(k′ − k) · xi]− 1
N
N∑
i=1
(k · x˙i)2 exp(−ik · xi)
= 4piGρ0δk +
4piGρ0
N
N∑
i=1
∑
k′ 6=0,k
k · k′
k′2
δk exp[i(k′ − k) · xi]
− 1
N
N∑
i=1
(k · x˙i)2 exp(−ik · xi)
= 4piGρ0δk + 4piGρ0
∑
k′ 6=0,k
k · k′
k′2
δkδk−k′ − 1
N
N∑
i=1
(k · x˙i)2 exp(−ik · xi) .
(4.93)
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If we can neglect during some time the last two terms on the right hand side in the last
line, we are left with a linear equation identical to what we have obtained with the linear
theory in sec. 4.4.2. Assuming that δ˙k = 0 at t = 0, the solution is exactly the one given
by eq. (4.74). This shows that the last two terms of the last line of eq. (4.93) are due to
non-linear effects and the discrete nature of the particles. A careful analysis of these two
terms should therefore provide us interesting informations on the applicability of the linear
theory. For example, if initially the particle velocities are equal to 0 so that the third term
is 0, the solution (4.74) can give a correct description only at values of k for which the
second term is negligible compared to 4piGρ0δk.
The problem with equation (4.93) is that it is not closed for the δk as it still contains
the particle velocities x˙i. Despite of this we are going to show an interesting result: even
if at small scales the dynamics are non-linear, the linear theory can be used at large scales.
First let us remember the virial theorem seen in sec. 2.2.2. For a finite bounded system
with N particles of mass m, without periodic boundary conditions, the moment of inertia
tensor defined by eq. (2.82), or with the notations we are using now
Iµν =
N∑
i=1
m xi,µxi,ν , (4.94)
satisfies eq. (2.85), i.e.,
I¨µν = 2m
N∑
i=1
x˙i,µx˙i,ν −Gm2
N∑
i,j=1
j 6=i
(xj,µ − xi,µ)(xj,ν − xi,ν)
|xi − xj |3 . (4.95)
We had seen that the trace of I¨µν vanishes in average (see eq. (2.90)). Actually, if the
system is relaxed, I¨µν vanishes also in average. This implies that
N∑
i=1
x˙i,µx˙i,ν =
Gm
2
N∑
i,j=1
j 6=i
(xj,µ − xi,µ)(xj,ν − xi,ν)
|xi − xj |3 (4.96)
where the equality is not mathematically correct but is valid only in average. We can now
come back to the periodic system. Let us assume that we have a relatively homogeneous
distribution of particles. Once gravity starts to act, some clusters can be created. By
“clusters” we mean virialised structures. The velocities of the particles in such objects can
be very high. This implies that the third term of the last line in eq. (4.93) can be very large
and this could have an important effect on the evolution of every δk. This is in fact not
true. Using eq. (4.91), we have
δ¨k =
1
N
N∑
i=1
[−ik · g(xi)− (k · x˙i)2] exp(−ik · xi) . (4.97)
where g(xi) is the gravitational field at xi. If NC clusters are created, we can rewrite this
expression as
δ¨k =
1
N
{
NC∑
α=1
∑
i∈Iα
[−ik · g(xi)− (k · x˙i)2] exp(−ik · xi)
+
∑
i 6∈cluster
[−ik · g(xi)− (k · x˙i)2] exp(−ik · xi)
 (4.98)
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where “i ∈ Iα” means all the particles in the cluster α — which contains Nα particles —
and “i 6∈ cluster” means all the particles which are not in a cluster. For particles which
are in a cluster we can decompose the field g(x) into two parts: g1(x) + g2(x) where the
first term is due to force of all the other particles in the same cluster while the second is
the force from the rest. If we consider one cluster, we can write its contribution to the right
hand side of eq. (4.98) as∑
i∈Iα
[−ik · g1(xi)− ik · g2(xi)− (k · x˙i)2] exp(−ik · xi) . (4.99)
The part containing g1(xi) can be written as∑
i∈Iα
[−ik · g1(xi)] exp(−ik · xi) =
∑
i∈Iα
[
− ik ·Gm
∑
j∈Iα
j 6=i
xj − xi
|xj − xi|3
]
exp(−ik · xi) .
(4.100)
Defining Xα as the centre of mass of the cluster, i.e.,
Xα =
1
Nα
∑
i∈Iα
xi , (4.101)
the last expression becomes
exp(−ik ·Xα)
∑
i∈Iα
[
− ik ·Gm
∑
j∈Iα
j 6=i
yj − yi
|yj − yi|3
]
exp(−ik · yi) (4.102)
where yi ≡ xi − Xα. These vectors do not have a length longer than the cluster size
which we will denote by R. This means that for k such that |k| ¿ 1/R we can make the
following approximation∑
i∈Iα
[−ik · g1(xi)] exp(−ik · xi) ≈
exp(−ik ·Xα)
∑
i∈Iα
[
− ik ·Gm
∑
j∈Iα
j 6=i
yj − yi
|yj − yi|3
]
(1− ik · yi) (4.103)
which can written as
Gm
2
exp(−ik ·Xα) kµkν
∑
i,j∈Iα
j 6=i
(yi,µ − yj,µ)(yi,ν − yj,ν)
|yi − yj |3
(4.104)
with an implicit summation over µ and ν. Using eq. (4.96), this becomes simply∑
i∈Iα
[−ik · g1(xi)] exp(−ik · xi) = exp(−ik ·Xα)
∑
i∈Iα
(k · y˙i)2 . (4.105)
Inserting this expression in eq. (4.99) and neglecting terms of order (kR)2, it comes
exp(−ik ·Xα)
∑
i∈Iα
{
(k · y˙i)2 −
[
ik · g2(xi) + (k · x˙i)2
]
exp(−ik · yi)
}
≈ Nα exp(−ik ·Xα)
[
−ik · g2(Xα)− (k · X˙α)2
]
.
(4.106)
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Equation (4.98) becomes
δ¨k =
1
N
{
NC∑
α=1
Nα
[
−ik · g2(Xα)− (k · X˙α)2
]
exp(−ik ·Xα)
+
∑
i 6∈cluster
[−ik · g(xi)− (k · x˙i)2] exp(−ik · xi)
 . (4.107)
This shows that clusters can be considered as “macro-particles” for what concerns the
evolution of δk for kmuch smaller than the inverse of the cluster size. Indeed this evolution
depends to a good approximation only on the motion of the centre of mass of the clusters
and not on what happens inside them. This is actually quite in agreement with the intuition
that once a cluster is created, it is seen as a big particle when it is looked from far away.
Note that one has to be careful about this conclusion: if the right hand side of eq. (4.107)
is itself small, terms of order (kR)2 could becomes important and our conclusion would
be wrong.
Let us have a look now at how δk is calculated. According to eq. (3.65) and footnote 15
at page 57, we have for k 6= 0 (remember that δ0 = 0)
δk =
1
V ρ0
∫
CL
(
ρ(x, t)− ρ0
)
exp(−ik · x) d3x
=
1
V ρ0
∫
CL
ρ(x, t) exp(−ik · x) d3x
(4.108)
We can now split the box into ND small domains (Ωα) of similar size in such a way that
each of them contains at least a few particles. We calculate the centre of mass Xα in all of
them. If we denote by R their size, we have for k much smaller than 1/R,
δk =
1
V ρ0
ND∑
α=1
∫
Ωα
ρ(x, t) exp(−ik · x) d3x
=
1
V ρ0
ND∑
α=1
exp(−ik ·Xα)
∫
y+Xα∈Ωα
ρ(Xα + y, t) exp(−ik · y) d3y
≈ 1
V ρ0
ND∑
α=1
exp(−ik ·Xα)
∫
y+Xα∈Ωα
ρ(Xα + y, t)(1− ik · y) d3y
=
1
V ρ0
ND∑
α=1
exp(−ik ·Xα)Nαm
=
1
N
ND∑
α=1
Nα exp(−ik ·Xα)
(4.109)
where Nα is the number of particles in the domain Ωα. This means that up to terms of
order (kR)2, δk depends only on the positions of the centres of mass Xα as if they were
simply particles of different masses. As before, we can draw the conclusion that dynamics
which do not change the positions of the centres of mass above a certain scale R, as it is
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the case when some particles collapse, have no effects on δk for k much smaller than the
inverse of this scale. But clearly, as before, this is true only if terms of order (kR)2 are
really negligible compared to the right hand side of the last line of eq. (4.109).
A conclusion which can be drawn from this discussion but which should be handle
with care is the following: if at t = 0, for a fixed value of k and a scale R, one has on the
one hand
δk ≈ 1
N
ND∑
α=1
Nα exp(−ik ·Xα) (4.110)
as in eq. (4.109), and on the other hand
4piGρ0δk + 4piGρ0
∑
k′ 6=0,k
k · k′
k′2
δkδk−k′ − 1
N
N∑
i=1
(k · x˙i)2 exp(−ik · xi) ≈ 4piGρ0δk ,
(4.111)
then the evolution of δk will satisfy approximatively the equation
δ¨k = 4piGρ0δk , (4.112)
describing the motion of the centres of mass in the domains of size R as long as the clusters
will have a size smaller than 1/k ∼ R, without being influenced by the complicated dy-
namics on smaller scales. According to eq. (4.107) these dynamics have only negligible
effects on centres of mass at a scale equal to R. For k such that |k| < 1/R, the simple
linear fluid approach should be justified and if everything hold for all k of similar size,
δ(x, t) should also be described by the linear fluid theory at scales larger than R.
4.6 Dynamical time
When one has to study any time-evolving dynamical system, it is always useful to have an
appropriate unit of time based on a characteristic timescale of the system.
In the case of bounded finite gravitating systems, i.e., without periodic boundary con-
ditions (sec. 2.2), the usual unit of time is the dynamical time ([BT94]). It is based on a
characteristic time of the trajectory of a particle in a spherical distribution of matter with a
constant density:
ρ(x) =
ρ0 if |x| < R0 if |x| ≥ R (4.113)
A particle of mass m at a distance r < R from the origin feels a force in direction of the
centre whose norm is
F (r) =
GM(r)m
r2
=
4
3
piGρ0rm (4.114)
where M(r) is the total mass in the sphere of radius r, that is 4pir3ρ0/3.11 If the particle
has no initial velocity, the only parameter of its trajectory is its distance r(t) from the
11This is what is commonly called “Gauss’s law” in electrodynamics textbooks. For gravity, taking the Poisson
equation, one has
4piGm
Z
V
ρ(x) d3x = −
Z
S
F · d2S
where V is a volume and S its surface. For a constant density and a spherical volume, this gives eq. (4.114).
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centre. For such an initial condition, using Newton’s law and the force F (r), we obtain
r(t) = r0 cos
(√
4
3
piGρ0 t
)
(4.115)
where r0 = r(0). The time to reach the centre is given by
tdyn =
1
4
2pi√
4piGρ0/3
=
√
3pi
16Gρ0
≈ 0.77√
Gρ0
. (4.116)
This is one dynamical time. This time is useful since it is independent from r0. Even if
we have obtained it from a very idealised system, it is an appropriate unit of time for the
dynamics of bounded gravitating systems as it gives a typical timescale for a particle to
move in a non-negligible way.
For periodic systems, we could also use tdyn as a unit of time but we have seen in
previous section on perturbation theory that, both in the linear fluid theory and linear Lag-
rangian theory, the time evolution is described by a factor cosh(
√
4piGρ0 t). Thus, we use
a slightly different definition of the dynamical time:
τdyn =
1√
4piGρ0
≈ 0.28√
Gρ0
. (4.117)
4.7 Numerical simulations
Experimental results on the evolution of a periodic gravitating systems are obtained from
numerical simulations. These results allow one to test whether a theoretical model is sens-
ible or not since it is impossible to carry out a real experiment.
Numerical simulations for gravitating systems are a subject in itself and we will there-
fore not spend too much time on it. In this section, we only briefly discuss the main aspects
related to these simulations.
Most gravitational simulations are done by using molecular dynamics. This means
that every particle in such a simulation is evolved according to Newton’s law by using an
appropriate numerical method to solve the equations of motion. The most commonly used
numerical method is the leap-frog method, also called the Verlet or Störmer method. Since
Newton’s law is given by
q¨ = f(q) (4.118)
with q(t) ≡ (q1, q2, . . .), it can be brought into a discrete form
qn+1 − 2qn + qn−1 = δt2 f(qn) (4.119a)
where qn is an approximation of the real solution q(t) of eq. (4.118) at t = n δt. The
velocity is obtained by using
vn =
qn+1 − qn−1
2 δt
. (4.119b)
In a typical problem, q(0) = q0 and q˙(0) = v0 are given. Putting n = 0 in (4.119a)
and (4.119b), one can eliminate q−1 and find
q1 = q0 + v0 δt+
δt2
2
f(q0) . (4.120)
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At latter time, we have
qn+1 = qn + vn δt+
δt2
2
f(qn) . (4.121)
But in order to find vn+1 one needs to calculate qn+2. The leap-frog method consists in
introducing an intermediate step which avoids this problem. One first calculates vn+1/2 =
vn + δt f(qn). Introducing this relation into (4.121), one obtains
vn+1/2 = vn +
δt
2
f(qn) , (4.122a)
qn+1 = qn + δt vn+1/2 , (4.122b)
vn+1 = vn+1/2 +
δt
2
f(qn+1) . (4.122c)
This allows one to determine (qn+1, vn+1) from (qn, vn). For further details on this
method (precision, ...) and other informations on numerical methods for solving eq. (4.118),
the book [HLW02], which has been used for these brief explanations, is of a great interest
and particularly well written.
The main problem when simulating a gravitating system is the calculation of the force
on each particle which determine the function f in (4.122). In our case, the force on one
particle is given by eq. (3.70). It is therefore a really heavy and time-consuming calculation
to do.12
Different methods have been “invented” to reduce the cost of this operation. For in-
stance, one can define a mesh (grid) in the box on which the mass of the particles are
“distributed” to create a density field. The masses are actually distributed on each corner
of every cells. One simple way to do it is the following.13 Initially a zero is assigned to
each corner of every cell. For every particle, one finds the cell in which it is located. Its
mass is split into eight parts. Each of these parts is then added to the value of one of the
eight corners of the cell which contains the cell. Of course the mass is not split into eight
equal parts. Corners which are closer from the particle get more of mass:
mj =
mdj∑8
i=1 di
(4.123)
where mj is the mass added at the jth corner and di is the distance between the particle
and the ith corner. Once all the particles have been distributed, one can solve the modified
Poisson equation in order to find the force at all the corner of the cells. The force is then
extrapolated at each particle position. This method is called PM for “Particle-Mesh”.
A variant of the PM method is the P3M method for “Particle-Particle + Particle-Mesh”
([HE99]). It was invented to have a better resolution than with the PM method. Indeed,
with this latter method, once a cell contains many particles, the force on each of them
cannot be estimated accurately. With the P3M method, in addition to the PM method, the
force on a particle due to another one is directly calculated, i.e. Fij = Gm2/r2ij , if both
particles are in the same cell. Actually, as it can become very time consuming to calculate
these forces if a cell contains a lot of particles, another method has been invented with
which cells of the initial mesh can split into new smaller cells if necessary. This is the
“adaptive P3M” method ([Cou91]).
12Actually much more than the already heavy simple “O(N2)” of finite systems as the sum over the replicas
can be very slowly converging.
13More elaborated methods are generally used. See [HE99].
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Figure 4.1: The “tree” decomposition. On the left the tree corresponding to the decompos-
ition of the cube on the right. There are 6 particles in total on the “whole branch”. The
numbers on the points of the tree indicate the number of particles on the branches starting
from the corresponding point. Note that this example is in two dimensions and only three
levels of the decomposition are shown.
Figure 4.2: Force calculation in a tree. To calculate the force on the particle at the left,
one calculates the real force from close particles (the one in the nearest cell) while an
approximation (first terms of a multipole expansion) is used to calculate the force from
particles in a far away branch (the cell containing four particles).
A different method is based on “trees”: codes based on this method are the so-called
“tree-codes”. The technique consists in building a hierarchy of cubes, the largest one is
the whole box while the smallest ones contain only one particle. For a given cube, one
first looks at its content. If one finds more than one particle, the cube is split into smallest
cubes which are themselves analysed. Nothing is done if it contains one or no particle.
The whole hierarchy can be seen as a “tree” (fig. 4.1). Once the tree is built, the force
on a particle can be calculated by using the structure of the tree. The force between two
close particles, which are also close in the tree, is calculated more or less exactly. But the
force on a particle due to far away particles can be calculated by using a whole branch
as a single “heavy” particle (fig. 4.2). Therefore, the number of forces which has to be
calculated is reduced. In order to take into account the periodicity of the box, an optimised
version of the formula (3.79) is used (see [HBS91]). Further details on this method can be
found [SYW01] which describes GADGET ([Gad]), the code which has been used for the
numerical simulations presented in the last part of this thesis.
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Before going to the next chapter, it is worth noticing that some codes with the different
techniques we have just described are freely available on the web. Most of them have
been developed in order to study the Vlasov equation. This means that the particles in a
simulation are generally not meant to be real particles but clouds of matter even if they
are treated as real particles. The approach is therefore similar to the Lagrangian approach
which has been discussed before but actually there are no precise signs which are “sent”
to the particles to tell them that they have to behave as “fluid” elements and not as real
particles. When the PM method is used, one can think that the lack of resolution due to the
finite size of the mesh cell avoid a “particle behaviour” as close particles (inside a same
cell) do not feel each other. But the lack of resolution can have some effects on the precise
shape of the structures which are created. More precise methods (P3M, adaptive P3M,
treecodes) are therefore used. With such methods, one thinks that a modification of the
gravitational potential at small scale can allow the particle to behave as fluid elements or
mass tracers (see sec. 1.2). The force F (r) obtained from the modified potential must have
the following properties: at large scale it must be equal to the true gravitational force (1/r2)
but below a certain scale, the so-called softening length, it must satisfy limr→0 F (r) =
0. An example of a modified potential, with these properties, is the the potential given
in eq. (2.44). With this potential, the parameter ² is considered as the softening length,
namely the scale below which the potential becomes notably different from 1/r. With an
adapted choice of this parameter, one hopes that particles behave as fluid elements since
strong scatterings after close encounters between two particles are not possible anymore.
Such events would be only due to the discrete nature of the particles and not to a “fluid”
behaviour. The modification of the potential also prevents numerical problems during such
events. Indeed, for a 1/r potential, a high precision numerical integration is required in
order to simulate a close encounter which is always very time consuming. The following
articles [Mel90, KMS96, MSSS97, SMSS98, BK01, DMSK04] discuss problems related
to the particle approach of continuous dynamics. Note that in addition to the change of
the potential, non-trivial initial conditions are used. References can be found in [BSL02]
where problems related to these initial conditions are also discussed (see also [BSL03,
EDFW85, DK03, KD03, JM]).
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Chapter 5
Characterisation of particle
distributions
In this chapter we discuss different tools to study particle distributions. To this end, we
introduce several statistical quantities like correlation functions, the power spectrum and
the nearest neighbour distribution.
Initial conditions of the systems studied in the last part of this thesis are obtained from
stochastic processes. For a given stochastic process, what interests us is to study the evol-
ution of a system from its initial conditions. But the aim is not to describe precisely the
evolution of a single system but to determine an average evolution with respect to the
stochastic process considered, hence the use of statistical quantities.
A large part of this chapter can be found in the book [GSLJP04].
5.1 Stochastic processes and particle distributions
A random variable X is defined by a set of possible values x and a probability distribution
P (x) over this set.1 The set of values can be discrete or continuous. In the latter case, the
function P (x) is usually called the probability density function.
From a given a random variable X , one can construct new random variables. For ex-
ample, every function f(x) which takes as an argument the result x of the random variable
X is itself a random variable. We can also consider the case of a function which depends on
some other parameters like a function f(x, t). Once a value x has is obtained from the ran-
dom variable X , one can define a function Yx(t) ≡ f(x, t). The function Y (t) ≡ f(X, t),
whose a realization is as we have seen a function Yx(t) ≡ f(x, t), is a random function for
t as it depends on a random variable X . It is actually called a stochastic process.
1See for instance [VK92] which is the book we follow for this short introduction on stochastic processes.
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The initial conditions of a periodic gravitating system can be obtained from a stochastic
process. As in the last part of this thesis we only consider stationary initial conditions, the
only quantity which has to be defined is the mass density function ρ(x). It depends on the
particles positions xi which can be considered as random variables Xi. The mass density
function is therefore the stochastic process
ρ(x) ≡ m
N∑
i=1
δD(x−Xi) (5.1)
whose a realization is a function ρxi(x) given by 2
ρxi(x) = m
N∑
i=1
δD(x− xi) . (5.2)
For example, we can consider that the particles are randomly distributed in the box: the N
random variables Xi give values in [0, L[3 with the following probability density function
P (xi) =
1
V
(5.3)
for xi ∈ [0, L[3. Different initial conditions can be generated by using less trivial probab-
ility distributions for the set of Xi.
In a gravitating system, as it evolves, the mass density function evolves since the
particles move. This function is initially one realization of a stochastic process. It therefore
remains a stochastic process as time increases. Once the random variables Xi are defined,
each realization of this set of random variables can be evolved to an arbitrary time, so that
the set of the new particle positions is a stochastic process. Thus, the mass density function
is also a stochastic process at all time. For a given time t, one writes it as ρ(x, t). One
realization of this stochastic process is given by a function
ρxi(x, t) = m
N∑
i=1
δN
(
x− xi(t)
) (5.4)
where for each i, xi(t) is the position of the particle i at time t, initially at xi (one of the
possible values of the random variable Xi).
For a given stochastic process, one can calculate average quantities on all the possible
realizations. For example, if we consider a random variable X with a probability density
function P (x) and a stochastic process Y (t) ≡ f(X, t) defined for t ∈ [t1, t2], we can
calculate the average value of Y (t) at any time t ∈ [t1, t2]:
〈Y (t)〉 =
∫
f(x, t)P (x) dx . (5.5)
For a gravitating system, the corresponding quantity is the average density at a point x ∈
[0, L[3:
〈ρ(x, t)〉 =
∫
ρxi(x, t) P (x1) . . . P (xN ) d
3x1 . . . d3xN (5.6)
where P (xi) is the probability density function of the random variable Xi . The quantity
〈ρ(x, t)〉 dx gives the average mass that we find in the infinitesimal volume d3x around
2Note that we write ρxi (x) which means that it is only a single realization of the stochastic process. The
quantities xi are vectors and not stochastic variables.
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x. Other quantities of interest are the complete l-point correlation functions defined by
〈ρ(y1) . . . ρ(yl)〉 .
Since we work with particles, it can be useful to consider average quantities with the
condition that a specific infinitesimal volume contains a particle. An example of such
a quantity is the conditional average density, that is the average density at a point x 6=
0 when the origin is occupied: 〈ρ(x, t)〉p where the suffix p indicates that the origin is
occupied by a particle. We can actually express this quantity in terms of the complete
two-point correlation function as we are going to see.
We have seen before that 〈ρ(x, t)〉d3x gives the average mass in an infinitesimal
volume around x. If we divide this quantity by the mass m of the particles, this gives
therefore the average number of particles in the corresponding volume. By choosing the
size of the infinitesimal volumes small enough so that they can contain only one or zero
particle3, this average becomes the probability that the volume d3x is occupied since we
have
1
m
〈ρ(x, t)〉d3x︸ ︷︷ ︸
Average number of
particle at around x
= 0 ·
(
1− 1
m
〈ρ(x, t)〉d3x
)
︸ ︷︷ ︸
Probability to have no
particle around x
+1 · 1
m
〈ρ(x, t)〉d3x︸ ︷︷ ︸
Probability to have
one particle around x
. (5.7)
As all the particles have the same mass, it is useful to introduce the number density function
n(x, t) ≡ ρ(x, t)/m. The probability of having a particle in an infinitesimal volume d3x
around x is then simply 〈n(x, t)〉d3x. The following complete l-point correlation function
〈n(y1) . . . n(yl)〉d3y1 . . . d3yl (5.8)
gives the probability to have a particle at each of the l points yi. The conditional average
number density 〈n(x, t)〉p, which is related to the probability of having a particle at xwhen
one knows that the origin is occupied, can be expressed in terms of the complete two-point
correlation function. Indeed, using the rule for conditional probabilities 4, we have
〈n(x, t)〉p =
〈n(0, t)n(x, t)〉
〈n(0, t)〉 . (5.10)
We can then write
〈ρ(x, t)〉p = m 〈n(x, t)〉p =
〈ρ(0, t)ρ(x, t)〉
〈ρ(0, t)〉 (5.11)
which relates the conditional average density to the complete two-point correlation func-
tion.
5.1.1 Statistically homogeneous and isotropic distributions
Depending on the the random variables chosen to define a stochastic process ρ(x, t), the
value that we get for 〈ρ(x, t)〉 depends more or less on the position x. For example, for a
3We have also to make the hypothesis that there is no chance for to particles to be exactly on the same point.
Clearly, this is not a too strong hypothesis.
4 This rule is
P (A|B) = P (A ∩B)
P (B)
(5.9)
if P (B) 6= 0: the probability for the event A to happen knowing that B happened is the probability that A and
B happen divided by the probability of B.
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distribution where the particles are randomly distributed (P (xi) = 1/V ), we have 5
〈ρ(x, t)〉 = ρ0 = Nm
V
(5.12)
which is independent of x. We say that a stochastic process ρ(x, t) is statistically homo-
geneous if for any given set of l points yi (i = 1, .., l) in [0, L[3 and any vector d ∈ [0, L[3
〈ρ(y1 + d, t) . . . ρ(yl + d, t)〉 = 〈ρ(y1, t) . . . ρ(yl, t)〉 . (5.13)
The periodic boundary conditions — x + Ln = x for every x ∈ [0, L[3 and n ∈ Z3 —
must be taken into account in order to verify this property. If it is satisfied, 〈ρ(x, t)〉 is a
constant and is equal to ρ0 ≡ Nm/V since
V ρ0 =
∫
CL
〈ρ(x, t)〉 d3x =
〈 ∫
CL
ρ(x, t) d3x
〉
= Nm . (5.14)
On the other hand the complete l-point correlation functions depend only on the relative
vectors between all the different pairs of points:
〈ρ(y1, t) . . . ρ(yl, t)〉 = function of (y1 − y2,y1 − y3, . . . ,yl−1 − yl) . (5.15)
The function has to be defined for all its arguments on ] − L,L[3 since the difference
between two vectors in [0, L[3 is in this subspace of R3. It has also to be periodic, that
is invariant if one of its arguments is changed by a constant Ln with n ∈ Z3. Moreover,
it must be invariant under all the different permutations of the vectors yi. We define two
such functions, the reduced two and three-point correlation functions ξ˜ and ζ˜, by the two
following relations:
〈ρ(y1, t)ρ(y2, t)〉 = ρ20
(
1 + ξ˜(y12, t)
) (5.16a)
and
〈ρ(y1, t)ρ(y2, t)ρ(y3, t)〉 = ρ30
[
1 + ξ˜(y12, t) + ξ˜(y13, t)
+ξ˜(y23, t) + ζ˜(y12,y13,y23, t)
] (5.16b)
where yij ≡ yi− yj . If we use instead of the density function ρ(x, t) the density contrast
δ(x, t), defined in eq. (3.62), we get
〈δ(y1, t)δ(y2, t)〉 = ξ˜(y12, t) (5.17a)
〈δ(y1, t)δ(y2, t)δ(y3, t)〉 = ζ˜(y12,y13,y23, t) (5.17b)
as 〈δ(x, t)〉 = 0.
For a non-periodic stochastic process, if in addition to the statistical homogeneity, there
is also an invariance with respect to rotations, that is if for any R ∈ O(3) and set of l points
yi
〈ρ(Ry1, t) . . . ρ(Ryl, t)〉 = 〈ρ(y1, t) . . . ρ(yl, t)〉 , (5.18)
5See sec. 5.2.
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Figure 5.1: Illustration in two dimensions of the behaviour of the function ξ˜ under “badly
defined” rotations. We choose a point x close to 0. The invariance of ξ˜ under rotations
makes this function constant one a circle of radius |x|. This is represented by the smallest
circle around 0. By periodicity we plot identical circles around “image” points of 0, e.g.,
(0, L). We can repeat the process for a new point x. If this point is located at a distance
bigger than L/2, the circle of invariance will start to intersect smaller circle around image
points of 0. As ξ˜ has to be constant on any circles, these intersections show that this
function has to be a constant as it cannot take two different values at a same points.
the stochastic process is said to be statistically isotropic. As a consequence, the complete
l-point correlation functions depend only on the relative distances between the different
points yi:
〈ρ(y1, t) . . . ρ(yl, t)〉 = function of (|y1 − y2|, |y1 − y3|, . . . , |yl−1 − yl|) . (5.19)
For a periodic system, rotations are not very natural. Let us consider a statistically
homogeneous periodic stochastic process ρ(x, t). As discussed before, the reduced two-
point correlation function satisfies ξ˜(x, t) = ξ˜(−x, t) and ξ˜(x, t) = ξ˜(x + Ln, t) with
n ∈ Z3. If the complete two-point correlation function is invariant under rotations, that is
〈ρ(Ry1, t)ρ(Ry2, t)〉 = 〈ρ(y1, t)ρ(y2, t)〉 (5.20)
for all y1, y2 ∈ [0, L[3 and R ∈ O(3), the reduced two-point correlation function must be
a constant as shown in fig. 5.1.
One can solve the “problem” by always considering the closest images of two points.
This means that for any given pair of points x, y ∈ [0, L[3, we look for the vector n ∈ Z3
such that the vector x− y + Ln is in the subset [−L/2, L/2[. Rotations are then defined
only for vectors of this subset, that is for any pair of points x, y ∈ [0, L[3, a rotation R is
defined by
〈ρ(Rx, t)ρ(Ry, t)〉 ≡ ρ20
[
1 + ξ˜
(
R(x− y + Ln), t)] (5.21)
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Figure 5.2: Illustration in two dimensions of the behaviour of the function ξ˜ under rota-
tions. We choose a point x ∈ [−L/2, L/2[ and as in fig. 5.1 draw “invariant” circles. If
the point satisfies |x| > L/2, its circle will start to intersect smaller circles. Therefore
ξ˜(x, t) is constant for |x| > (1 − √2/2)L. In three dimensions, ξ˜(x, t) is constant for
|x| > (1−√3/2)L ≈ 0.133L.
where n ∈ Z3 is such that x−y+Ln ∈ [−L/2, L/2[. We can apply the same method for
higher order correlation functions and call a stochastic process ρ(x, t) statistically isotropic
if it is statistically homogeneous and satisfies the following property: given an integer l,
for any set of l vectors yi ∈ [0, L[3,
〈ρ(Ry1, t) . . . ρ(Ryl, t)〉 ≡ f
(
R(y1 − y2 + Ln1,2), . . . , R(yl−1 − yl + Ln(l−1),l)
= f(y1 − y2 + Ln1,2, . . . ,yl−1 − yl + Ln(l−1),l)
≡ 〈ρ(y1, t) . . . ρ(yl, t)〉
(5.22)
where f is the function described in eq. (5.15) and the vectors ni,j ∈ Z3 are such that
yi − yj + Lni,j ∈ [−L/2, L/2[3.
With this definition of statistical isotropy, we can see what it implies on the behaviour
of ξ˜ by looking at fig. 5.2: ξ˜(x, t) must be constant for all x ∈ [−L/2, L/2[3 such that
|x| ≥ (1 − √3/2)L as the point which is the furthest from 0 in [−L/2, L/2[3 is at a
distance
√
3L/2.
This result can motivate the introduction of a statistical isotropy at small scales in peri-
odic systems. A stochastic process would satisfy this property if it is statistically isotropic
but only for points which are separated by a distance smaller thanL/2. The following prop-
erty should therefore be satisfied: given an integer l, for any set of l vectors yi ∈ [0, L[3
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separated by a distance smaller than L/2,
〈ρ(Ry1, t) . . . ρ(Ryl, t)〉 ≡ f
(
R(y1 − y2 + Ln1,2), . . . , R(yl−1 − yl + Ln(l−1),l)
= f(y1 − y2 + Ln1,2, . . . ,yl−1 − yl + Ln(l−1),l)
≡ 〈ρ(y1, t) . . . ρ(yl, t)〉
(5.23)
where f is the function described in eq. (5.15) and the vectors ni,j ∈ Z3 are such that
yi−yj +Lni,j ∈ [−L/2, L/2[3. Here, two vectors yi and yj are separated by a distance
smaller than L/2 if |yi − yj + Lni,j | < L/2.
For a stochastic process statistically isotropic at small scales, the circles in a figure
similar to fig. 5.2 would not cross the border of the cube [−L/2, L/2[ and ξ˜ would not
necessarily be mostly constant.
We finish this section by three remarks. First, we have considered that ρ(x, t) evolves
in time. It is therefore a priori possible that for some values of t the stochastic process
satisfies one or both of the equations (5.13) and (5.18) while for some other values it not
case. It can for instance start without being statistically homogeneous but becoming it at
later time.
The second remark is that usually stochastic processes are functions of time like the
example Y (t) = f(X, t) which we have seen before. When such a process satisfies the
condition
〈Y (t1 + τ) . . . Y (tl + τ)〉 = 〈Y (t1) . . . Y (tl)〉 (5.24)
for any time shift τ , it is said to be stationary. For a stochastic process ρ(x, t), the term
“stationary” is also used but it means that the process is statistically homogeneous.
The last remark is the following: if we look at 〈ρ(x)〉p for a statistically homogeneous
distribution, we note that our choice of the origin for the occupied point is not important
as this origin can be shifted to any points without changing the result. This implies that
〈ρ(x, t)〉p = ρ0
(
1 + ξ˜(x, t)
) (5.25)
independently of the choice of the origin. One should also note that the reduced two-
point correlation function ξ˜(x, t) is defined for all x while the conditional average density
〈ρ(x)〉p is defined only for |x| > 0 .
5.1.2 Normalised variance, power spectrum and nearest neighbour
distribution
We introduce now three other statistical quantities to characterise a particle distribution.
The first one is the normalised mass variance in a sphere: σ2(R, t). We put a sphere of
radius R randomly in our box, taking into account the periodicity, and calculate the total
mass inside. For one realization of the stochastic process ρ(x, t) this gives
Mxi(R, t) =
∫
BR(x)
ρxi(y, t) d
3y (5.26)
whereBR(x) is a sphere of radiusR centred on x, the randomly chosen point. The average
over many realizations is given by
〈M(R, t)〉 =
∫
BR(x)
〈ρ(y, t)〉 d3y . (5.27)
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We can then calculate the average squared mass:
〈
M(R, t)2
〉
=
〈 ∫
BR(x)
ρxi(y1, t) d
3y1
∫
BR(x)
ρxi(y2, t) d
3y2
〉
=
∫
BR(x)
∫
BR(x)
〈ρ(y1, t)ρ(y2, t)〉 d3y1 d3y2
(5.28)
The quantity σ2(R, t) in which we are interested is then defined by
σ2(R, t) ≡
〈
M(R, t)2
〉− 〈M(R, t)〉2
〈M(R, t)〉2 (5.29)
Clearly this quantity is interesting when the stochastic process ρ(x, t) is statistically ho-
mogeneous since, in that case, the result does not depend on the position of the sphere.
Moreover in such case we have 〈M(R, t)〉 = (4piR3/3) ρ0 and
σ2(R, t) =
(
4
3
piR3
)−2 ∫
BR(x)
∫
BR(x)
ξ˜(y1 − y2, t) d3y1 d3y2 . (5.30)
The second quantity is the power spectrum, defined by
P (k, t) =
〈|δk(t)|2〉 (5.31)
where the δk(t) are the Fourier coefficients of the density contrast δ(x, t) (see eq. (3.62)). If
the stochastic process ρ(x, t) is statistically homogeneous, the power spectrum is related to
the reduced 2-point correlation function. This is the Wiener-Khinchin or simply Khinchin
theorem ([GSLJP04, VK92]). As we consider periodic systems, it can be easily (but not
rigorously) demonstrated. Being periodic, ξ˜(x, t) can be written as a Fourier series:
ξ˜(x, t) =
∑
k
ξ˜k(t) exp(ik · x) . (5.32)
Therefore, we have the following relation
〈|δk(t)|2〉 = 〈 1
V
∫
CL
δ(x, t) exp(−ik · x) d3x 1
V
∫
CL
δ(y, t) exp(+ik · y) d3y
〉
=
1
V 2
∫
CL
∫
CL
〈δ(x, t)δ(y, t)〉 exp[−ik · (x− y)] d3x d3y
=
1
V 2
∫
CL
∫
CL
[∑
k′
ξ˜k′(t) exp[ik
′ · (x− y)]
]
exp[−ik · (x− y)] d3x d3y
= ξ˜k(t) .
(5.33)
For a given value of k = 2pin/L, the power spectrum P (k, t) is just the Fourier coefficient
ξ˜k(t) of ξ˜. By the Parseval identity ([App02]), we have the following relation:
1
V
∫
CL
〈
δ2(x, t)
〉
d3x =
∑
k
〈|δk(t)|2〉 =∑
k
P (k, t) . (5.34)
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The last quantity which we introduce is the nearest neighbour distribution ω(r, t). The
quantity ω(r, t) dr gives the probability that a particle has its nearest neighbour at a dis-
tance between r and r + dr. As it is a probability density, it is normalised to one
∞∫
0
ω(r) dr = 1 . (5.35)
We could clearly use a smaller value for the upper value of the integral since we consider
periodic boundary conditions, so that the nearest neighbour of a particle must be some-
where in the box. For a statistically homogeneous stochastic process ρ(x, t), the nearest
neighbour distribution can be related to the conditional density 〈ρ(x, t)〉p. Indeed we have
seen that 〈ρ(x, t)〉p /m ≡ 〈n(x, t)〉p gives the probability that there is a particle at a posi-
tionx if there is a particle at 0 and the choice of this origin is not important for a statistically
homogeneous system. We can therefore write the following relation
ω(r, t) dr︸ ︷︷ ︸
Probability of having a
NN at a distance r
=
(
1−
r∫
0
ω(R, t) dR
)
︸ ︷︷ ︸
Probability of having no NN
between 0 and r
2pi∫
0
dφ
pi∫
0
dθ r2 sin θ 〈n(rrˆ, t)〉p dr︸ ︷︷ ︸
Probability of having one particle
between r and r + dr
(5.36)
Of course this relation does not hold for every value of r. It must be small enough so that
the integral of 〈n(x, t)〉p on the right hand side of this expression can really be interpreted
as a probability. We have seen — below eq. (5.8) — that 〈n(x, t)〉p d3x gives the probab-
ility of having a particle in the infinitesimal volume d3x around x if the origin is occupied
and if the probability of having more than one particle in an infinitesimal volume is totally
negligible. Now if we consider a volume made of different infinitesimal volumes d3xi, the
probability of having one particle in this volume is given by∑
i
〈n(xi, t)〉p d3xi →
∫
volume
〈n(x, t)〉p d3x (5.37)
as long as the probability of finding two particles is still completely negligible.6 This im-
plies that the relation (5.36) is valid for r such that a sphere of volume r and an infinitesimal
spherical shell of inner and outer radii r and r+dr have a negligible probability to contain
two particles.
If the nearest neighbour distribution is known, one can determine the average distance
between a particle and its nearest neighbour:
〈Λ〉 =
∞∫
0
r ω(r) dr . (5.38)
This quantity is useful as it gives the typical distances between particles.
6This follows from the fact that if A and B are to events, like “one particle is at a position xA” and “one
particle is at xB”, the probability P (A ∪ B) of having A or B, “a particle at xA or xB”, is given by P (A) +
P (B) only if P (A ∩B) = 0, that is if the probability to have A and B is 0 (the probability to have one particle
at xA and at xB is 0).
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5.1.3 Ergodicity and estimators
So far we have talked about ensemble averages, that is averages on all possible realizations
of a stochastic process ρ(x, t). In practice, what we have is only one or at most a few
realizations of it of a stochastic process. If the stochastic process is ergodic, one is enough
to obtain any ensemble averages. While in statistical mechanics, ergodicity implies equal-
ity between time average and ensemble average (see sec. 2.2.1), here it implies equality
between space average and ensemble average. Let us consider a quantity F depending on
the stochastic process ρ(x, t) at some positions y1, . . . ,yn. For one realization ρxi , the
ensemble average of F is given by
〈F 〉 =
∫
F
(
ρxi(y1, t), . . . , ρxi(yn, t)
)
P (x1) . . . P (xN ) d3x1 . . . d3xN . (5.39)
The ergodicity implies that the space average
F¯ =
1
V
∫
CL
F
(
ρxi(y1 − z, t), · · · , ρxi(yn − z, t)
)
d3z (5.40)
is equal to the ensemble average 〈F 〉. An estimation of the space average can be obtained
by reducing the volume on which the integral is done or even considering an average over
a set of points z1, . . . , zm:
F¯m =
1
m
m∑
j=1
F
(
ρxi(y1 − zj , t), . . . , ρxi(yn − zj , t)
)
. (5.41)
This quantity is an estimator of F¯ and therefore of 〈F 〉 if the stochastic process is ergodic.
The estimators which are used in this thesis are always based on the hypothesis that
the stochastic processes are “sufficiently” ergodic and “isotropic at small scale”. For all
the stochastic processes we will consider, we always use the estimators which we describe
now.
In order to estimate the reduced two-point correlation ξ˜, we calculate first an estimation
of the conditional average density 〈ρ(x)〉p: we choose randomly Nc particles (centres) in
the distribution resulting from one realization of the considered stochastic process and for
each of them we calculate the average density in spherical shells of different radii, taking
into account the periodicity. This can be summarised by the following formula:
ρ(x, t)p = mΓ(|x|, t) ≡
1
Nc
Nc∑
i=1
m
V (|x|, |x|+ δr)Ni(|x|, |x|+ δr) (5.42)
where V (a, b) is the volume of a spherical shell of inner radius a and outer radius b, i.e.,
V (a, b) =
4
3
pi(b3 − a3) (5.43)
and Ni(a, b) is the number of particles in the spherical shell of volume V (a, b) centred on
the centre i. Clearly the result is a function which does not depend on the direction of x
but only on its norm. An estimation of ξ˜(x, t) for x 6= 0 is obtained by using eq. (5.25)
ξ˜(x, t) ≈ ρ(x, t)p
ρ0
− 1 = Γ(|x|, t)
n0
− 1 . (5.44)
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Note that we will generally restrict ourselves to scales where |x| < L/2 in order to avoid
problems with the periodicity of the system. Actually if one looks at larger scales, the
estimators ρ(x, t)p gives always a value close to ρ0. Note also the introduction of the
function Γ(r, t) which will be used very often. It is actually an estimator of the conditional
〈n(x, t)〉p.
For the power spectrum, statistical isotropy implies that P (k, t) = P (|k|, t) so that we
use the following quantity to estimate it:
P (k, t) ≈ 1
Nk′
∑
|k|≤|k′|≤|k|+δk
|δ(k′, t)|2 (5.45)
where Nk′ is the total number of elements in the sum.
In the case of the normalised variance, we choose Nr random points in the cube (not
particles of the distribution) and calculate the mass inside spheres centred on them: if
Ni(R) is the number of particles in the sphere centred on the point i and N(R, t) its
average, i.e.,
N(R, t) =
1
Nr
Nr∑
i=1
Ni(R) (5.46)
then
σ2(R, t) ≈
1
Nr
∑Nr
i=1N
2
i (R)−N(R, t)
2
N(R, t)
2 (5.47)
For the nearest neighbour distribution, the nearest neighbour of each particle is looked
for and one keeps its distance once it is found. ω(r, t) is obtained by doing an histogram
of these values.
It is important to note that in this thesis, we always consider one realization of a
stochastic process ρ(x, t). We therefore always study the estimators which we have just
introduced, but we generally assume that they are equal to their corresponding ensemble
average quantity and use the same name for both of them.
5.2 An example: the Poisson distribution
As a first example of a stochastic process ρ(x, t), we consider the simplest case that we
have already discussed briefly many times: we put N particles of mass m randomly in the
cube [0, L[3. Up to now we have called such a distribution a “random distribution” but one
usually calls it a Poisson distribution for a reason which will become clear in a moment.
We split our box into u small cells of volume δv so that V = u δv. As before, we
assume that these volumes are so small that the probability of having two particles in one
of them is completely negligible. This implies that N ¿ u. The number of possible
combinations to put the particles in the cells is given by
CuN =
u!
(u−N)! N ! ≡
(
u
N
)
. (5.48)
Now if we count the number of these combinations for which one particular cell is occu-
pied, we find
Cu−1N−1 =
(u− 1)!
(u−N)! (N − 1)! (5.49)
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so that the probability to have one particular cell occupied is given by
p =
Cu−1N−1
CuN
=
N
u
=
N
V
δv = n0 δv (5.50)
where n0 ≡ N/V . With this result, we can calculate 7 〈n(x)〉 and 〈ρ(x)〉
〈n(x)〉 = 〈ρ(x)〉
m
=
0 · (1− p) + 1 · p
δv
= n0 . (5.51)
The probability of having N ′ < N particles in a given set of u′ cells (N ′ < u′ < u) is
given by the product
P (N ′, u′) ≡ Cu′N ′pN
′
(1− p)u′−N ′ (5.52)
where the first term is the number of combination ofN ′ particle in the u′ cells, the second is
the probability that N ′ cells are occupied while the last is the probability that the remaining
u′ − N ′ cells contain no particle. If the probability p is small and u′p is not too large,
P (N ′, u′) can be approximated by a Poisson law:
P (N ′, u′) ≈ (u
′p)N
′
N ′!
exp(−u′p) (5.53)
which is reason to call the distribution a Poisson distribution. We can write the following
result in a more convenient form: if the set of u′ cells has a volume V ′ = u′ δv, the
probability of having N ′ particles in this volume is
P (N ′, V ′) ≈ (V
′n0)N
′
N ′!
exp(−V ′n0) (5.54)
valid actually for any volume not too large. This last formula does not depend anymore on
the volume δv but only on n0.
For the two-point correlation function 〈ρ(y1)ρ(y2)〉, we can first note that, if y1 6= y2,
it is just ρ20 as the particles are randomly distributed. This implies that the reduced 2-point
correlation function ξ˜(x) = 0 for x 6= 0 in [−L/2, L/2[3. At x = 0 or if y1 = y2, the
result is different. From the one hand, we can see that〈
n2(x)
〉
=
〈
ρ2(x)
〉
m2
=
0 · (1− p) + 12 · p
δv2
=
n0
δv
(5.55)
is a divergent quantity when δv goes to 0. On the other hand, using eq. (5.54), the average
number of particles in a sphere of radius R and its variance are given by
〈N(R)〉 = 〈N(R)2〉− 〈N(R)〉2 = 4
3
piR3n0 (5.56)
so that the normalised variance is
σ2(R) =
(
4
3
piR3n0
)−1
=
1
〈N(R)〉 . (5.57)
Because of eq. (5.30), this implies that
n0
(
4
3
piR3
)−1 ∫
BR(x)
∫
BR(x)
ξ˜(y1 − y2) d3y1 d3y2 = 1 (5.58)
7Note that in this section, we do not consider the time evolution of a distribution so we omit the time depend-
ence of the different quantities. For instance, we do not write 〈ρ(x, t)〉 but only 〈ρ(x)〉.
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As ξ˜(x) can be different from 0 only at 0, it must be proportional to a Dirac delta function
in order that the integral does not vanish. The solution is
ξ˜(x) =
δD(x)
n0
(5.59)
for x ∈ [−L/2, L/2[ . The conditional average, being defined only for x 6= 0, is given
simply by
〈ρ(x)〉p = ρ0 . (5.60)
It is important to note that for any statistically homogeneous particle distribution, the
reduced two-point correlation function is always of the following form
ξ˜(x) =
δD(x)
n0
+ ξ(x) (5.61)
where ξ(x) is defined only for x 6= 0. This means that it always contains a term δD(x)/n0
since it is a particle distribution and a correlation term for x 6= 0 which satisfies
ξ(x) =
〈ρ(x)〉p
ρ0
− 1 (5.62)
according to eq. (5.25). This term is equal to 0 in a Poisson distribution.
As the reduced two-point correlation function is known, we can easily determine the
power spectrum by using eq. (5.33):
P (k) =
1
V
∫
CL
exp(−ik · x) ξ˜(x) d3x = 1
n0V
=
1
N
. (5.63)
For the nearest neighbour distribution ω(r), we can use eq. (5.36) with 〈n(x)〉 = n0
since we are interested in vectors x such that x 6= 0. This gives
ω(r)
4pir2n0
=
1− r∫
0
ω(r) dr
 . (5.64)
By derivating once with respect to r, we get the differential equation
ω′(r) =
(
2
r
− 4pir2n0
)
ω(r) (5.65)
whose solution is
ω(r) = 4pir2n0 exp
(
−4pir
3n0
3
)
(5.66)
by using the normalisation condition (5.35). The average distance between nearest neigh-
bours is given by
〈Λ〉 =
∞∫
0
r ω(r) dr =
(
3
4pin0
)1/3
ΓE
(
4
3
)
(5.67)
where ΓE is the Euler’s gamma function.
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In figure 5.3 a Poisson distribution is shown. The box size is 1 and the number of
particles is N = 104. Figures 5.4 to 5.8 show estimations of the quantities we have just
calculated. In fig. 5.5, two dashed curves illustrate the typical noise of the estimator Γ(r)
defined in eq. (5.42). Considering one centre, the typical number of particles in a spherical
shell of volume Vr around is given by n0Vr±
√
n0Vr according to the Poisson law (the first
term is the mean while the second term is the standard deviation). The density is just this
quantity divided by Vr. Now when Γ(r) is calculated, more than one centre is considered.
Assuming that the density around them is independent, we have
n0 −
√
n0
VrNc
. Γ(r) . n0 +
√
n0
VrNc
(5.68)
where Nc is the number of centre considered.8 The two dashed lines in fig. 5.5 represent
the two bounds and if we had used more centres they two would have been closer to n0.
From eq. (5.44), one gets that ξ˜ is bounded by
− 1√
n0VrNc
. ξ˜(x) . 1√
n0VrNc
. (5.69)
In fig. 5.6, the absolute value of the estimation of ξ˜ is shown and the dashed line “The-
oretical noise” is the upper bound in eq. (5.69). Without the absolute value, the estimate
oscillates around 0 and the amplitude of the oscillations decreases if the number of centres
is increased. At first glance, the minimal size of the fluctuations should be reached when
Nc is equal to N (it cannot be larger) but actually in that case our estimation of the fluctu-
ations is not valid anymore as the spherical shells around the centres are not independent
anymore from each other and the minimal size of the fluctuations is reached before Nc is
equal to N . The only way to reduce more the fluctuations would be to average Γ(r, t) over
many realizations.
8 This follows from the fact that if Y is a random variable defined from a set of n independent random
variables Xi by
Y =
1
n
(X1 + . . .+Xn)
and that all the Xi have the same mean µ and variance σ2, then the average of Y is µ while its variance is σ2/n
so that its standard deviation is
p
σ2/n.
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Figure 5.3: Two dimensional projection of a Poisson distribution in three dimensions in a
cube of size L = 1. The number of particles is N = 104.
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Figure 5.4: Estimation of the normalised variance σ2(R). Note that at large scales (R &
0.4) the behaviour changes due to the periodicity. At small scales the behaviour is also not
correct as there is not enough “statistics”. Indeed the random spheres are so small that they
never contain particles and σ2 cannot be defined since the resulting estimation of 〈M(R)〉
is equal to 0.
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Figure 5.5: Estimation of the conditional average number density 〈n(x)〉p by using Γ(r)
defined in eq. (5.42). The two curves “Theoretical noise” show the average fluctuations
around the mean n0 = 104 (see eq. (5.68)). The spherical shells are such that Rout =
1.14Rin and the corresponding r is defined by (Rout − Rin)/2. The number of centres is
1000. Note that there is no point for r . 3 · 103. This simply means that no particles
have been found in all the spherical shells with smaller size around the 1000 centres. To
be exact, Γ(r) is therefore equal to 0 at these scales.
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Figure 5.6: Estimation of the reduced 2-point correlation function ξ˜(x) obtained from Γ(r)
and eq. 5.44.
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Figure 5.7: Estimation of the power spectrum P (k) and comparison with the theoretical
ensemble average, eq. (5.63).
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Figure 5.8: Nearest neighbour distribution ω(r). The measured average distance between
nearest neighbour is 0.02579 while the theoretical value 〈Λ〉 obtained with eq. (5.67) is
0.02571.
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5.3 Theoretical evolution of some statistical quantities ac-
cording to linear theory
In this section, we discuss the evolution according to the linear theory (see sec. 4.4.2) of the
different statistical quantities we have introduced. In the “fluid” approach, the microscopic
density function ρ(x, t) made by a sum of Dirac delta functions is replaced by a smooth
macroscopic one. As long as the density contrast of this smooth density function is small,
it grows according to
δ(x, t) = δ(x, 0) cosh
(√
4piGρ0 t
)
. (5.70)
We therefore use this result to obtain how the different statistical quantities we have seen in
this chapter are supposed to grow. Clearly it cannot give the correct behaviour at all scales
as from the one hand, the density contrast in the above formula is not the microscopic one
and from the other hand, it is a solution valid only when δ(x, t) is small.
We consider a statistically homogeneous distribution. Writing δ(x, t) as a Fourier
series, each mode grows like
δk(t) = δk(0) cosh
(√
4piGρ0 t
)
(5.71)
(see eq. (4.74)) so that, by using the definition of the power spectrum, eq. (5.31), we obtain
P (k, t) = P (k, 0) cosh2
(√
4piGρ0 t
)
. (5.72)
Since ξ˜(x, t) = 〈δ(x+ y, t)δ(y, t)〉, we have
ξ˜(x, t) = ξ˜(x, 0) cosh2
(√
4piGρ0 t
)
(5.73)
in agreement with the fact that P (k, t) = ξ˜k(t). We also easily obtain from eq. (5.30) that
σ2(R, t) = σ2(R, 0) cosh2
(√
4piGρ0 t
)
. (5.74)
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Chapter 6
Technical introduction
After having reviewed the necessary elements to study the evolution of a set of gravitating
particles in a cubic box with periodic boundary conditions, we now discuss the results on
this subject, obtained during my thesis.
The main points which we have tried to understand are the formation of “non-linear”
structures and the evolution of homogeneity scales. These two aspects of the evolution
of a gravitating system will be defined precisely in sec. 6.1. The results are based on
numerical simulations done with the treecode GADGET ([Gad]). As already discussed in
sections 1.2 and 4.7, unlike simulations performed in cosmology, these simulations aim to
study the evolution of a set of particles and not of “fluid elements”. This means that on
the one hand we have not used specific initial conditions in order to reproduce a precise
continuous density field with the particles and on the other hand, we have never tried to
reduce dynamical effects due to the discrete nature of the particles.
Concerning this last point, it has to be noted that the gravitational potential used in the
simulations is modified at small scale. Instead of −Gm/r, the potential of a particle is
given by
G
m
ε
W
(r
ε
)
(6.1)
where W (u) is a four times differentiable spline given by
W (u) =

16
3 u
2 − 485 u4 + 325 u5 − 145 for 0 ≤ u < 12 ,
1
15u +
32
3 u
2 − 16u3 + 485 u4 − 3215u5 − 165 for 12 ≤ u < 1,
− 1u for u ≥ 1,
(6.2)
where ε is the softening length. It is also a potential whose force is zero at r = 0 as we
have discussed in sec. 4.7. The choice of this potential is just due to the fact that it is
the one used by GADGET. Actually it is a good choice since it is exactly equal to 1/r
when r is larger than the softening length — hence its complicated form to make it four
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times differentiable — while this is not true for the potential (2.44) which is the most used
potential in numerical simulations. The effect of a non-zero softening length is something
which we will discussed in section 6.2. The reasons for using a non-zero softening length
in our simulations are related to the precision of the numerical integration of the equations
of motion. GADGET has indeed not been created to be very precise when two particles go
very close together. If such an event happens, this can give rise to some problems. Even
if it can be of no consequence in the statistical quantities which we study, it can change
the total energy of the system in an important way. Since the energy is the only parameter
at our disposal to control the quality of a simulation, a sudden important change of this
quantity would require a non-negligible additional work in order to determine if it is due to
a close encounters without any consequences or if it is due to something more important.
A last comment has to be done on the “size” of the simulations we have done. The
size refers here to the number of particles. The largest one which we have been able to
perform contains N = 643 = 262144 particles. This has been done on a cluster of 4
PC at the Geneva’s observatory. Compared to actual cosmological simulations which can
contain nowadays more than 2563 ≈ 1.6 · 107 particles 1, our simulations can appear to
be completely ridiculous. Actually for what we have studied, the simulations we have
performed are sufficiently large. It is clear that larger simulations would be useful as they
allow one to have a better precision on the quantities we measure. Our philosophy has
been to do with what we had at our disposal. Now that we have results which would need
some further investigations, it would be worth spending time to find the computer means
to perform larger simulations. But only because we have good reasons to do it.
6.1 Non-linear structures and homogeneity scales
In this section we define the concepts of “non-linear structures” and “homogeneity-scale”
since they are the two main issues on which we will focus in the next chapters.
Figure 6.1 shows the evolution of Γ(r, t)/n0 in a Poisson simulation, that is a simu-
lation with a Poisson distribution as initial conditions, with N = 323 = 32768 particles.
Initially (t = 0) the curve is defined only for r & 2 · 10−3L which means that, as we
have already discussed in fig. 5.5, no particles have been found in spherical shells of radius
smaller than this value around all the centres. To be exact, Γ(r, t) is therefore equal to 0
for r . 2 · 10−3L and it cannot be shown on a logarithmic plot. At scales larger than
this value, Γ(r, t) is roughly flat and equal to n0, which is, as we have seen in sec. 5.2,
the value we expect for a Poisson distribution: the average number density in a spherical
shell centred on a particle is equal to the average number density in the whole box, i.e.,
n0 = N/V . In one dynamical time, Γ(r, t) becomes notably different at scales smaller
than the average distance between nearest neighbours: in average the number density in
the neighbourhood of a particle is larger than n0 as Γ(r, t) > n0 at these scales. The reason
of this change is that gravity tends to bring close particles together so that little clusters are
created. In other words, gravity creates correlations between particles positions. Looking
at equations (5.44) and (5.61), one sees that the reduced two-point correlation function ξ˜ is
modified:
ξ˜(x, 0) =
δD(x)
n0
→ ξ˜(x, t) = δD(x)
n0
+ ξ(x, t) (6.3)
with ξ(x, t) different from 0.
1This value is the one which has been used by the Virgo consortium [JFP+98] in a set of famous simulations
in 1997. The value of 5123 = 1.34 · 108 has been reached these last years.
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Figure 6.1: Evolution of Γ(r, t)/n0 in a Poisson simulation (N = 323). In the legend the
time is expressed in unit of the dynamical time τdyn defined in eq. (4.117). The two vertical
lines indicate the softening length ε and the average distance between nearest neighbour
〈Λ〉 at t = 0. The x axis shows values of r in unit of the box size L.
At later time, we observe that the scale below which Γ(r, t) differs notably from n0
increases, indicating that gravity creates larger and larger structures. This is confirmed by
looking at fig. 6.2 which shows the evolution of the particle distribution. It allows one to
see clearly the formation of these structures.
With this example in mind, we can define the concepts of non-linear structures and
homogeneity scales. In this thesis, non-linear structures refers to structures which make
Γ(r, t) notably larger than the average density n0 and which are therefore created by gravity
when initial conditions are such that Γ(r, 0) ≈ n0 for all values of r, i.e., from the typical
distance between particles to the size of the box. The homogeneity scale gives a typical
size of the non-linear structures. This size depends on time and we will denote it by λ(t).
A way to define it is for instance by the relation:
Γ
(
λ(t), t
)
= (1 + ²)n0 (6.4)
where ² is a constant slightly larger than 0. In fig. 6.1, we can see that ² = 1 is a relatively
good choice as Γ(r, t) goes rapidly to n0 once it is below 2n0. An alternative way to define
a homogeneity scale is to use the normalised variance σ2(r, t). For a given r, this quantity
gives the amplitude of the typical fluctuations of density at a scale of the order of r. If
it is smaller than one, it means that the typical fluctuations of the number of particles in
a sphere of radius r are of the order of the typical number of particles contained in the
sphere. When it is much smaller than one, fluctuations are small which means that any
spheres contain more or less the same number of particles. This implies that we are at a
scale larger than the typical non-linear structures. The homogeneity scale can therefore
also be defined by the following relation
σ2
(
λ(t), t
)
= a (6.5)
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(a) Distribution at t = 0 (b) Distribution at t = τdyn
(c) Distribution at t = 2 τdyn (d) Distribution at t = 3 τdyn
(e) Distribution at t = 4 τdyn
Figure 6.2: Evolution of the Poisson distribution (N = 323).
106
10-8
10-6
10-4
10-2
100
102
104
10-4 10-3 10-2 10-1 100
σ
2 (r
,t)
r/L
〈Λ〉ε
0
1
2
3
4
Figure 6.3: Evolution of σ2(r, t) in a Poisson simulation (N = 323). In the legend the
time is expressed in unit of the dynamical time τdyn defined in eq. (4.117). The two vertical
lines indicate the softening length ε and the average distance between nearest neighbour
〈Λ〉 at t = 0. The x axis shows values of r in unit of the box size L.
with a smaller than 1. Figure 6.3 shows the evolution of σ2(r, t) in the Poisson simulation
we have considered before. This allows us to observe that, for a fixed value a, the value of
r at which σ(r, t) = a increases with time when a . 10.
The two ways of defining λ(t) are actually related since Γ(r, t) and σ2(r, t) are them-
selves related. Indeed, from the equations (5.61) and (5.30), we obtain
σ2(r, t) =
(
4
3
pir3n0
)−1
+
(
4
3
pir3
)−2 ∫
Br(x)
∫
Br(x)
ξ(y1 − y2, t) d3y1 d3y2 , (6.6)
and the relation between Γ(r, t) and σ2(r, t) is found by using (5.44) and (5.62). In some
cases the double integral in eq. (6.6) can be approximated at some values of r:∫
Br(x)
∫
Br(x)
ξ(y1 − y2, t) d3y1 d3y2 ≈
(
4
3
pir3
) ∫
Br(x)
ξ(y) d3y . (6.7)
We then obtain
σ2(r, t) ≈
(
4
3
pir3n0
)−11 + ∫
Br(0)
Γ(|x|, t) d3x
− 1 . (6.8)
This relation can motivate the use of the function Γ∗(r, t) defined by the relation
Γ∗(r, t) =
(
4
3
pir3
)−1 ∫
Br(0)
Γ(|x|, t) d3x . (6.9)
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Figure 6.4: Illustration of the relation (6.10). The time goes from 1 to 5 τdyn. (Simulation
with N = 643)
It gives actually the average density in spheres of radius r centred on occupied points
instead of spherical shells when using Γ(r, t). A new definition of λ(t) can be given using
this new function as we did for Γ(r, t). The relation with λ(t) obtained with σ2(r, t) is in
that case direct as
σ2(r, t) ≈
(
4
3
pir3n0
)−1
+
1
n0
Γ∗(r, t)− 1 . (6.10)
There is maybe advantage of using Γ∗ instead of σ2 due to practical considerations: as for
Γ(r, t), when one looks at Γ∗(r, t) it is easy to find the homogeneity scale as it corresponds
to the scale where this function starts to be different from n0. The fig. 6.4 illustrates the
relation (6.10) in a Poisson simulation. This relation holds relatively well at the scale where
Γ∗ becomes of the order of n0.
What is presented in the next chapter are results concerning mainly the shape of the
function Γ(r, t) and the evolution of the typical size of gravitational structures. This size
is not a quantity which is rigorously defined. Our study is based on the evolution of the
functions Γ(r, t), σ2(r, t) and Γ∗(r, t) and the different homogeneity scales “λ(t)” which
can be defined from these functions.
An important point to note is that we are interested in structures which are independent
of the box size. In the example we have just discussed, small structures are first created
from what we observe by looking at the evolution Γ(r, t). Therefore, if we enlarge the box
and increase the number of particles in such a way that ρ0 remains constant, the evolution
of Γ(r, t) is similar for a while. But once structures in the small simulation reach a size
of the order of the box, they cannot grow anymore while, in the larger simulation, they
can. When we study a simulation, we do it only for a time during which we know more
or less that what happens is independent of the box size. In figures 6.5, the evolution of
Γ(r, t) in two Poisson simulations of different size are compared. The small one contains
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Figure 6.5: Illustration of finite size effects. Γ(r, t) is shown in two identical Poisson
simulations of different size. The large one has 643 particles in a box of size 2L while for
the small one, these two parameters are respectively 323 and L. At t = 3τdyn one sees that
Γ(r, t) starts to be different. At very small scales, it is actually always different but this is
due to bad statistics. For what concerns us, important differences are the scale at which
Γ(r, t) = 2n0, for instance, since this is a good definition of the homogeneity scale.
323 particles in a box of size L while the large one has 643 particles in a box of size 2L.
One clearly sees that after a while the small one goes “slower” due to finite size effects.
6.2 Effects of the softening length
In this section, we discuss the effects of the softening length on non-linear structure form-
ation.
Three simulations were performed with different values of this parameter but exactly
identical initial conditions: a Poisson distribution with 323 particles in a box of size L. The
initial measured average distance between nearest neighbour 〈Λ〉 is equal to 0.0172L. We
have chosen the three following softening lengths: ε1 = 0.00175 L, ε1 = 0.0175 L and
ε3 = 0.175 L which are to a good approximation 0.1 〈Λ〉 , 1 〈Λ〉 and 10 〈Λ〉. Figure 6.6
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Figure 6.6: Evolution of Γ(r, t) in the three simulations with different softening lengths
(N = 323). These parameters are represented by the vertical lines as well as 〈Λ〉.
compares the evolution of Γ(r, t) in these three simulations. The two small values of the
parameter give nearly identical results. There is a difference only at small scales (r ∼ ε1).
The large softening length gives a results which is completely different. Note that these
simulations do not allow us to give an answer to the following interesting question: if
we could do a larger simulation, would Γ(r, t) be equal in the three simulations after a
sufficiently large time. Indeed the time at which non-linear correlations appear in the
large softening length simulation correspond to a time when the simulations are already
perturbed by the finite size of the box. This is a question which would need some further
investigations and especially larger simulations.
It is possible to do a new perturbation analysis as we have done in sec. 4.4.2 but taking
into account a non-zero softening length. Neglecting the pressure terms, the fluid equa-
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tions (4.69) become
∂tρ+∇(ρv) = 0 , (6.11a)
∂tv + (v · ∇)v = −∇Φ , (6.11b)
Φ(x, t) =
G
ε
∫
[ρ(x′, t)− ρ0]W
( |x′ − x|
ε
)
d3x′ (6.11c)
with W given by eq. (6.2). Using the density contrast δ(x, t) and assuming that it is small,
as the velocity, we obtain
∂tδ +∇ · v = 0 , (6.12a)
∂tv = −∇Φ , (6.12b)
Φ(x, t) =
Gρ0
ε
∫
δ(x′, t)W
( |x′ − x|
ε
)
d3x′ . (6.12c)
Differentiating the first one with respect to t, we can rewrite the second one as
∂2t δ −∇2Φ = 0 .
In Fourier space, this yields
∂2t δk + k
2Φk = 0 . (6.13)
The Fourier transform of Φ is
Φk =
Gρ0
εV
∫
d3x eik·x
∫
δ(x′, t)W
( |x′ − x|
ε
)
d3x′
=
Gρ0
εV
∫
d3x′ δ(x′, t)
∫
d3x eik·x W
( |x′ − x|
ε
)
=
Gρ0
εV
∫
d3x′ δ(x′, t)eik·x
′
∫
d3y eik·y W
( |y|
ε
)
= δk
4piGρ0
kε
∞∫
0
y sin(ky)W
(y
ε
)
dy
(6.14)
According to the definition of W , one can split the integral into three parts:
∞∫
0
y sin(ky)W
(y
ε
)
dy =
ε/2∫
0
y sin(ky)w1
(y
ε
)
dy
+
ε∫
ε/2
y sin(ky)w2
(y
ε
)
dy +
∞∫
ε
y sin(ky)w3
(y
ε
)
dy (6.15)
The third term is in fact an improper integral as we must integrate a sinus. Let us assume
that instead of w3(u) = − 1u , one has − 1uα with α > 1. We will see that in that case the
integral can be calculated and that the limit when α goes to 1 which gives the standard
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linear theory when ε = 0 :
lim
α↘1
∞∫
ε
y
yα
sin(ky) dy = lim
α↘1
∞∫
0
y
yα
sin(ky) dy −
ε∫
0
sin(ky) dy (6.16)
= lim
α↘1
21−α kα−2 Γ
(
3
2 − 12α
)√
pi
Γ
(
α
2
) + cos kε− 1
k
(6.17)
=
cos kε
k
(6.18)
The first two terms in (6.15) are “easily” calculated and left as an exercise for the reader.
The result of the whole integral is
∞∫
0
y sin(ky)W
(y
ε
)
dy
=
384
ε5k7
[2kε sin(kε/2) + 16 cos(kε/2)− 12− 4 cos kε− kε sin kε] (6.19)
Using (6.13) and (6.14), we finally obtain
∂2t δk − 4piGρ0δkF (kε) = 0 (6.20)
where
F (s) =
384
s6
[
12 + 4 cos s+ s sin s− 2s sin s
2
− 16 cos s
2
]
. (6.21)
The solution is
δk(t) = δk(0) cosh
[√
4piGρ0F (kε) t
]
(6.22)
if δ˙k(0) = 0.
The function F (s) has the following limits:
lim
s→0
F (s) = 1 and lim
s→∞F (s) = 0 .
This means that, at large scale, when kε → 0, one recovers standard linear theory while
when kε → ∞) δk(t) does not increase. The function F (s) is actually not only positive.
For some values of s & 10, it becomes negative so that the solution (6.22) can be written
as
δk(t) = δk(0) cos
[√
4piGρ0|F (kε)| t
]
, (6.23)
i.e., the modes do not grow exponentially but oscillate.
Using eq. (6.22), we easily get that the power spectrum should behave as
P (k, t) = P (k, 0) cosh
[√
4piGρ0F (kε) t
]
(6.24)
with a cosinus instead of the hyperbolic cosinus when necessary.
Figure 6.7 compares this theoretical behaviour with the one measured in the three dif-
ferent simulations at times 12τdyn and 2τdyn and also at 32τdyn and 4τdyn for the large
softening length simulation (ε3). For the latter, the behaviour is perfectly well described
up to 2τdyn by the modified linear theory while this is not the case anymore at later times.
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For the small softening length simulations (ε1, ε2), the behaviour is well described by lin-
ear theory only at small and large values of k. For small values, the use of the modified
linear theory, i.e., taking into account the softening length, does not bring something new
compared to the standard linear theory, i.e., without considering the softening length, as the
function F (s) is very close to one. Concerning large values of k, the modified linear the-
ory seems to explain why the power spectrum is not amplified. Actually, this is certainly
not a good explanation since large values of k correspond to small scales where density
fluctuations are the largest. The conditions are therefore very far from what is required in
order to use the linear theory.
In fig. 6.8, the power spectrum in these two small softening length simulations are
compared up to t = 4τdyn. This allows us to see that, as for Γ(r, t), there is nearly no
difference between them.
The conclusions which can be drawn from this experiment are the following:
1. if the softening length is chosen to be smaller than the initial average distance
between nearest neighbour, it has no noticeable effects for what concerns quantit-
ies in which we are interested;
2. if the softening length is large, the linear fluid theory is able to describe for a while
the evolution of the power spectrum at all values of k;
3. for smaller softening lengths, the evolution of the power spectrum is only well de-
scribed at small values of k and the fact to use the modified theory does not bring
anything new.
Of course these conclusions are drawn from what we have observed in a Poisson simulation
and one can wonder if they would be similar in a different simulation. Concerning the
ability of linear theory to describe the evolution of the power spectrum, this is a point
which we have already discussed in sec. 4.5 and a Poisson distribution seems to satisfy the
conditions we have seen there. For other kind of distribution, one should take care before
applying linear theory at all values of k. The fact that the softening length has no important
effects when it is smaller than the initial distance between nearest neighbour can also be
related to what we have discussed in sec. 4.5. On the one hand a softening length plays a
role on the motion of the particles at scales smaller than its size and not on the motion of
the centre of mass of large regions. On the other hand we have seen that the coefficients
δk can in some conditions depend only on the positions of the centres of mass in regions
of size R < 1/k, therefore if these conditions are satisfied, the δk as well as the power
spectrum, should not depend on the softening length when k is smaller than the inverse of
this parameter. This seems to indicate that choosing this parameter 2 times, 10 times or
1000 times smaller than the initial average distance between nearest neighbour particles
should not give significantly different results when considering a distribution at a scale
larger than the initial distance between nearest neighbour particles.
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(a) Softening length ε = 0.00175L ≈ 〈Λ〉 /10
10-5
10-4
10-3
10 1 10 2 10 3 10 4
P(
k)
kL
Measured, 1
Theory, 1
Measured, 2
Theory, 2
Theory, 0
(b) Softening length ε = 0.0175L ≈ 〈Λ〉
10-5
10-4
10-3
10 1 10 2 10 3 10 4
P(
k)
kL
Measured, 1
Theory, 1
Measured, 2
Theory, 2
Theory, 0
(c) Softening length ε = 0.175L ≈ 10 〈Λ〉
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(d) Softening length ε = 0.175L ≈ 10 〈Λ〉 at
later time
Figure 6.7: Comparison of the measured power spectrum and the one obtained by using
the linear theory with softening, i.e., eq. (6.24). The time is indicated in the legend: “1”
means one dynamical time τdyn and “2”, two and so on. In all the plots, the horizontal line
“Theory, 0” is actually 1/323 according eq. (5.63). Note that the theoretical behaviour at
t > 0 is obtained by using the measured power spectrum at t = 0 and not 1/323. The
vertical line is at k = 2pi/ 〈Λ〉 where 〈Λ〉 is the initial average distance between nearest
neighbours. (Simulations with N = 323.)
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Figure 6.8: Comparison of the evolution of the power spectrum in the simulation with
softening length ε1 and ε2 (N = 323). As in fig. 6.7, the time in the legend is in unit of
τdyn. The vertical line is at k = 2pi/ 〈Λ〉. Looking at this plot, it is actually really hard to
distinguish all the curves as they almost overlap perfectly.
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Chapter 7
Poisson simulations
In this chapter we discuss in detail Poisson simulations, namely simulations whose initial
particle distribution is a Poisson distribution. The starting point is to study what linear
theory is able to explain concerning non-linear structure formation and the evolution of
the homogeneity scale. Then we present results on the early evolution of the conditional
density Γ(r, t).
All this chapter concerns the evolution of Poisson distributions which are initially sta-
tionary. A small softening length, i.e., smaller than the initial distance between nearest
neighbour, is used. According to what we have discussed in the previous chapter, this
means that its effect are negligible on the quantities we study and the modified linear fluid
theory introduced in the previous chapter is not “better” than the standard linear fluid the-
ory.
7.1 What linear theory is able to explain
In sec. 5.2, we have demonstrated the following results concerning a Poisson distribution
with N particles of mass m in a box of size L:
ξ˜(x) =
δD(x)
n0
, P (k) =
1
N
and σ2(r) =
(
4
3
pir3n0
)−1
. (7.1)
Linear fluid theory predicts that the power spectrum and the normalised variance evolve
according to
P (k, t) =
1
N
cosh2
(√
4piGρ0 t
)
(7.2)
and
σ2(r, t) =
(
4
3
pir3n0
)−1
cosh2
(√
4piGρ0 t
)
(7.3)
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as we have seen in sec. 5.3. Comparisons between these predictions and what is measured
in a simulation are shown in figures 7.1 and 7.2. The simulation has N = 643 particles.
The measured value of 〈Λ〉 at t = 0 is 8.658 · 10−3L (the ensemble average value is
8.656 · 10−3L). The softening length used is equal to 1.75 · 10−3L ∼ 〈Λ〉 /5.
At small k, the evolution of the power spectrum is in very good agreement with the
prediction of linear theory up to t = 5 τdyn. Actually if we try to vary the exponent in the
hyperbolic cosinus at this time, by replacing 4piGρ0 by α4piGρ0, and playing with α, one
can find that taking α slightly outside of the interval [0.98, 1.02] already destroys the good
agreement. This seems to show that the exponent is really 4piGρ and not something else.
Concerning σ2(r, t), the prediction of linear theory gives satisfying results at large scales
only up to t = 4 τdyn.
These two observations illustrate what has been discussed in sec. 4.5: non-linear dy-
namics at small scales have no effect on the evolution at larger scales. At these scales, the
system can be described as a fluid evolving according to eq. (4.112). For a given k, δk
depends only on the position of the centres of mass in regions of size R < 1/|k|. Indeed,
as the power spectrum is 1/N , δk must be approximatively given by
δk ≈
√
1
N
exp(iθ) (7.4)
where θ is a phase which is not important for the present discussion. From eq. (4.109), we
know that since δk is not proportional to k2, it depends only on these centres of mass and
is therefore not affected by the complex dynamics which take place at small scales.
According to linear theory, sec. 5.3, the evolution of ξ˜(x, t) satisfies
ξ˜(x, t) =
δD(x)
n0
cosh2
(√
4piGρ0 t
)
(7.5)
so that nothing changes except at x = 0. There is no generation of correlations, which
would, according to eq. (5.61), be described by a function ξ(x, t) 6= 0 for x 6= 0. It is
indeed impossible to satisfy the following equation:
δD(x)
n0
cosh2
(√
4piGρ0 t
)
=
δD(x)
n0
+ ξ(x, t) (7.6)
with ξ defined everywhere except at 0. If we use now eq. (6.8) or (6.10) — according to
fig. 6.4 these approximations works — with eq. (7.3), we obtain that
Γ∗(r, t) ≡
(
4
3
pir3
)−1 ∫
Br(0)
Γ(|x|, t) d3x
≈
{(
4
3
pir3n0
)−1
sinh2
(√
4piGρ0 t
)
+ 1
}
n0 .
(7.7)
Figure (7.3) illustrates this prediction. The agreement with the observed behaviour of
Γ∗(r, t) is actually quite good as the linear theory is able to predict the scale below which
this function becomes different from n0, that is the homogeneity scale λ(t) defined by
Γ∗
(
λ(t), t
)
= (1 + ²)n0 (7.8)
with ² sufficiently small. Solving for λ(t), we find
λ(t) =
[
cosh2
(√
4piGρ0 t
)− 1
4pin0²/3
]1/3
. (7.9)
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Figure 7.1: Evolution of the power spectrum in a Poisson simulation (see text, N = 643).
The theoretical behaviour “LT” is obtained by using the measured power spectrum at t = 0.
The horizontal line “1/N” is the theoretical power spectrum at t = 0, i.e., 1/643. The
vertical line indicates k = 2pi/ 〈Λ〉.
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Figure 7.2: Evolution of the normalised variance in a Poisson simulation (see text,
N = 643). Actually it is r3σ2(r, t) which is represented. The theoretical behaviour “LT”
is obtained by using the measured normalised variance at t = 0. The horizontal line is
the theoretical behaviour of r3σ2(r, 0). Note that at very large scales, σ2(r, t) decreases
rapidly. This is due to the periodicity of the box. At these scales the distribution is not any-
more a “real” Poisson distribution. The initial average distance between nearest neighbours
(〈Λ〉) is always indicated by an arrow.
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Figure 7.3: Evolution of Γ∗(r, t) (“M”) in a Poisson simulation (N = 643) and linear
theory prediction with eq. (7.7) (“T”). The times are given as usual in unit of τdyn. The
initial value of 〈Λ〉 is indicated by a little arrow.
In figure 7.4, measurements of λ(t) defined by eq. (7.8) are compared with this prediction
for different values of ². The agreement is relatively good for small values of ² except for
t larger than 5 τdyn. This seems to be due to finite size effects. If λ(t) was shown at latter
time, we would see that it actually stops increasing after a while, indicating that there is
only one huge structure in the box. The time at which the transition between the phase of
structure formation and the phase of equilibrium where this single structure dominates the
whole box seems to be equal to t = 5 τdyn. We note also that the amplitude of λ(t) given
by (7.8) is slightly larger than what we measure.
If we now try to obtain Γ(r, t) from eq. (7.7), it is like with ξ˜ : by derivating with
respect to r
4pi
r∫
0
x2Γ(x, t) dx =
(
4
3
pir3n0
){(
4
3
pir3n0
)−1 [
cosh2
(√
4piGρ0 t
)
− 1
]
+ 1
}
(7.10)
we get that Γ(r, t) = n0, i.e., Γ(r, t) does not evolve. This is in agreement with the fact
that ξ˜(x, t) remains equal to zero at x 6= 0, according to linear theory.
The problem is due to the fact that linear theory describes the evolution of the system
on large scales compared to the typical distance between particles. One has therefore to
consider the evolution of the matter by looking in volume of the same scale. The agreement
of σ2(r, t) with linear theory at large scale can be explained by the fact that the relation for
the density contrast
δ(x, t) = δ(x, 0) cosh
(√
4piGρ0 t
)
(7.11)
holds at such scales. This means that the density fluctuations at these scales grow according
to linear theory and therefore the average fluctuations in spheres — what is measured by
σ2 — are indeed well described by linear theory. If we now think about the way Γ(r, t) is
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Figure 7.4: Homogeneity scale defined by eq. (7.8) for different values of the parameter
². These values are indicated in the legend. The measures are labelled with a “M” while
a “T” corresponds to the predictions of linear theory, i.e., eq. (7.9). The horizontal line
represents the initial value of 〈Λ〉. (Simulation with N = 643.)
calculated, one can easily understand why it does not evolve with time: some particles see
that the density in spherical shells around them increases while some others see that this
quantity decreases. In average, this quantity remains therefore constant. The problem is
now to understand why Γ∗(r, t) evolves at some scales according to linear theory, and is in
a good agreement with what can be observed. One would imagine that it is as for Γ(r, t),
i.e., some particles see that the density in spheres around them grows while others see that
it decreases. In average it should remains constant. If we just use
Γ∗(r, t) =
(
4
3
pir3
)−1 ∫
Br(0)
Γ(|x|, t) d3x (7.12)
then Γ∗(r, t) does not grow according to linear theory since Γ(r, t) remains constant. This
is therefore the use of σ2(r, t) which allows the evolution of Γ∗(r, t) according to the linear
theory to be in a relatively good agreement with what is measured.
Figures 7.5 and 7.6 show for different values of ² (0.1, 0.2, 0.5, 1) the observed evolu-
tion of λ(t) defined with Γ∗(r, t) — using eq. (7.8) — and Γ(r, t) — using eq. (6.4) — in
the N = 643 simulation. We have fitted all these curves with the function
f(t) = A0
[
cosh2
(√
A14piGρ0 t
)− 1]1/3 (7.13)
inspired by eq. (7.9) with the free parameters A0 and A1, focusing on the latter. Results
are given in the table 7.1. We see that A1 is always close to 1. A conclusion which can
be drawn from these results is that the homogeneity scale defined by Γ∗ or Γ seems to
be relatively well described by the function f(t) with a parameter A1 close to one and
therefore close to what linear theory predicts. The amplitude A0 can be obtained from this
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Figure 7.5: Homogeneity scale defined by Γ∗(r, t) and relation (7.8) for different values
of the parameter ² (see the legend). Each curve has been fitted with the function defined in
eq. (7.13). The parameters A1 obtained are given in table 7.1. For clarity, the curves have
been renormalised (λ(t)→ aλ(t)). (Simulation with N = 643.)
² Γ∗ Γ
0.1 1.04 1.26
0.2 1.07 1.13
0.5 0.99 1.03
1.0 1.02 1.00
Table 7.1: Values of the parameter A1 in the fit of all the curves shown in figures 7.5
and 7.6 with the function f(t) defined in eq. (7.13). The first column gives the value of ²
while the two others give A1 for the fit of λ(t) defined with Γ∗ and Γ.
theory for λ(t) defined with Γ∗ according to eq. (7.9) but seems to be a bit too large as
we have seen in fig. 7.4. As the difference seems to be smaller for small value of ², one
could be tempted to say that, for ² going to 0, the agreement would be perfect. In order
to draw stronger conclusions, larger simulations would be required. On the one hand, the
noise in the measurements of λ(t) would be reduced and on the other hand, a larger time
scale could be studied. Thus, the parameter A1 could be measured more precisely.
7.2 Non-linear correlations
In this section we go a bit beyond linear theory. The goal is to understand the behaviour
of Γ(r, t) at a scale below the homogeneity scale. What is presented is mainly part of the
paper [BSL04]. It was inspired by M. Bottaccio’s work during his PhD thesis [Bot01]
which can also be found in [BAM+02].1
1The main points which can found in these two documents will be discussed in detail in sec. 7.3.
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Figure 7.6: Homogeneity scale defined by Γ(r, t) and relation (6.4) for different values of
the parameter ² (see the legend). Each curve has been fitted with the function defined in
eq. (7.13). The parameters A1 obtained are given in table 7.1. For clarity, the curves have
been renormalised (λ(t)→ aλ(t)). (Simulation with N = 643.)
An important fact concerning the evolution of Γ(r, t) or Γ∗(r, t) is that up to a rescal-
ing of r, these functions almost do not evolve once correlations are created, that is when
Γ(r, t) 6= n0 for all r. This is what fig. 7.7 shows. Γ(α · r, t) and Γ∗(α · r, t) are plotted at
different times: by playing with the time-dependent factor α we observe that
Γ(∗)(r, t+ h) ≈ Γ(∗)(f(t, h)r, t) (7.14)
where Γ(∗)(r, t) is either Γ or Γ∗. If we look at the prediction of Γ∗ according to linear
theory, equation (7.9), the above scaling relation holds when the hyperbolic cosinus can be
approximated by an exponential. Indeed, since we have from the one hand
Γ∗(r, t+ h)
n0
≈
[
3
4pir3n0
exp
(
2
√
4piGρ0 (t+ h)
)
4
]
+ 1 (7.15)
and on the other hand
Γ∗
(
f(t, h)r, t
)
n0
≈
[
1
f3(t, h)
3
4pir3n0
exp
(
2
√
4piGρ0 t
)
4
]
+ 1 , (7.16)
we find
f(t, h) ≈ exp
(
−2
3
√
4piGρ0 h
)
. (7.17)
In fig. 7.7 we have collapsed all the curves on Γ(r, τdyn) and Γ∗(r, τdyn). The function
f(t, h) takes for both Γ and Γ∗ the values indicated in the second column of table 7.2.
The corresponding values obtained by using eq. (7.17) are listed in the third column of this
table. This shows that even if Γ and Γ∗, when plotted in function of r at a given time, have
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Figure 7.7: Illustration of the non-evolution of the “shape” of Γ(r, t) and Γ∗(r, t). Each
curve has its x coordinate rescaled as described by eq. (7.14) in order to put all the curves
together. One observes that Γ and Γ∗ can be described in terms of two power laws. (Sim-
ulation with N = 643.)
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h/τdyn f(τdyn, h) measured f(τdyn, h) from eq. (7.17)
1 1/2.0 1/1.84
2 1/3.5 1/3.39
3 1/6.0 1/6.24
4 1/12.0 1/11.49
Table 7.2: Values of the function f(t, h) defined in eq. (7.14) related to the fig. 7.7.
a behaviour which is not in agreement with linear theory — for Γ∗ it is clear from fig. 7.3
— these functions evolves according to
Γ(∗)
(
f(t, h)r, t
) ≈ Γ(∗)(r, t+ h) (7.18)
with f(t, h) obtained from linear theory as we have just seen This is clearly related to what
we have observed for the homogeneity scale before.
An important point to understand now is the behaviour of Γ or Γ∗ at a given time
t once correlations are developed. One of the main feature that one should study is the
approximative power law behaviour which can be observed in fig. 7.7. Such study is maybe
possible with a second order perturbation theory or a careful analysis of formula (4.93). In
sec. 7.2.1, we are just going to show that correlations at early time can be easily understood
from two-body interactions. Actually, according to what we have just seen, this should be
possible to understand the latter correlations by a kind of renormalisation argument. We
will address this problem in sec. 7.3 and in chap. 9.
An observation which deserves an explanation is the fact that the density at small
scales measured by Γ(r, t) or Γ∗(r, t) saturates once correlations are developed. Indeed,
in fig. 7.7, one sees that these two functions remain always smaller than ∼ 1000. The
phenomenon can be explained by the following argument. When particles create non-
linear structures, their velocity increases and this acts as a pressure against the gravitational
force.2 It is therefore impossible that many particles end up in a very small volume and
create a cluster with a huge density. If we assume that non-linear structures are virialised,
we can make this explanation more qualitative ([Bot01]). Let us assume that the particles
found at a time t in a spherical cluster of radius λ(t) — the homogeneity scale — are ini-
tially in a spherical region of radius λ0. The total mass of these particles is therefore given
by M = 4piλ30/3. Since the particles are initially at rest, their energy can be approxim-
ated by E0 = −GM/λ0, the potential energy of a spherical distribution of matter with a
constant density. Using the virial theorem (sec. 2.2.2), we know that once the cluster is
created, its kinetic energy K and potential energy U satisfy the relation−2K = U = 2E0.
Writing the potential energy as U = −GM/λ(t), we find that λ0 = 2λ(t). Since the
density in the cluster is given by ρ ∝M/λ(t)3, it comes
ρ ∝ ρ0 . (7.19)
Thus, the density in a cluster is independent of its size.
The fact that particles do not create high density structures can also be observed by
looking at the evolution of the normalised variance σ2(r, t) in fig 7.2. At small values of r,
this function does not increase. This is due to the fact that, if r is smaller than the typical
distance between particles, the spheres used to calculate σ2(r, t) are too small to detect
2See the Jeans instability, sec. 4.4.1.
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the existence of clusters. The value of σ2 remains therefore equal to it initial value. A
similar argument can be used to explain why the power spectrum does not evolve at large
k (see fig. 7.1). These effects may be explained by the fluid equations if the pressure term
is not neglected (see eq. (4.43)). Since at linear order this term vanishes, it would be again
interesting to consider a second order perturbation theory.
7.2.1 Early non-linear correlations
In a Poisson distribution, the force on a particle is mainly due to the force from its nearest
neighbour ([Cha43, GSLJP04]). The reason is that the contribution from far away particles
cancels due to the isotropy. As we consider simulations in which there is no initial velocity,
this nearest neighbour force should be an important ingredient in the formation of the first
correlations. This is what we discuss in this section.
Let us compute the probability, in a Poisson distribution, that given a particle and its
nearest neighbour (NN), they are mutually nearest neighbour. Let us suppose that a particle
A has the particle B as NN at distance r. The probability that A is the NN of B is equal to
the probability that no other particles are in the volume v(r) defined by the portion of the
sphere of radius r around B which is not contained in the sphere of radius r around A. For
a Poisson distribution this is simply 3
p2(r) = exp
(− n0v(r)) (7.20)
where v(r) is given by
v(r) =
11
12
pir3 . (7.21)
Averaging on r, we get the probability that two particles are mutually NN:
p3 =
∞∫
0
ω(r) exp
(− n0v(r)) dr ≈ 0.6 (7.22)
where ω(r) is the NN distribution defined in eq. (5.66). Hence we have that more than the
half of the particles are mutually NN. If we restrict ourselves to particles which have a NN
at a distance l < 〈Λ〉, this probability becomes
p4 =
〈Λ〉∫
0
ω(r) exp
(− n0v(r)) dr
〈Λ〉∫
0
ω(s) ds
≈ 0.8 . (7.23)
This result together with the fact that in a Poisson distribution the force on a particle is
mainly due to its NN, should allow us to treat for an initial short time the many-body
problem as an ensemble of independent and isolated two-body systems.
Before going further it is interesting to determine this initial short time which is actually
the time for two particles to fall on its NN. To this aim, one can use conservation of energy
3Remember that in a Poisson distribution, the probability that there are k particles in a volume v is given by
(n0v)k exp(−n0v)/k!.
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in a pair of particles of mass m:
E = −Gm
2
r0
=
m
2
(x˙21 + x˙
2
2)−
Gm2
r(t)
. (7.24)
where we have used the Newtonian potential and denoted |x1 − x2| by r0. As we will
see in more detail later, the problem can be reduced to a single dimension and choosing
centre of mass coordinates, we get x1(t) = −x2(t). After some algebraic manipulations
eq. (7.24) becomes
x˙1 = −
√
Gm
(
1
2x1
− 1
r0
)
(7.25)
assuming that x1(0) > 0. The time of fall is
tfall(r0) = −
0∫
r0/2
[
Gm
(
1
2x
− 1
r0
)]−1/2
dx
=
r
3/2
0 pi
4
1√
Gm
(7.26)
Taking for r0 the mean distance between NNs, 〈Λ〉 given by eq. (5.67), we get
tfall(〈Λ〉) = pi4
√
3Γ3E(4/3)
1√
4piGρ0
≈ 1.148√
4piGρ0
(7.27)
where ρ0 = mn0 is the mass density. This is an interesting result as this time is just a
bit larger than one dynamical time and our model should therefore be able to explain the
correlations up to this time.
We are actually ready now to go further with this model. Let us consider that the inter-
action potential is U(r) = U(r) 4. As said before, we make the assumption that the force
on a particle is only due to its NN and that the Poisson distribution can be approximated by
an ensemble of particle pairs evolving independently. The evolution of one of these pairs
is given by the following equations:
mx¨1 = −∇x1U(r12) = −
dU
dr
∣∣∣∣
r12
· x1 − x2
r12
(7.28a)
mx¨2 = −∇x2U(r12) = +
dU
dr
∣∣∣∣
r12
· x1 − x2
r12
(7.28b)
with r12 = |x1 − x2|. Adding these two equations, one gets x¨1 = −x¨2 (conservation
of total momentum). As the particles are supposed to be at rest at t = 0, one has x1 =
−x2 with a proper choice of the origin (centre of mass coordinates). With this relation,
x1 − x2 = 2x1 = −2x2 and one has to solve only one equation of motion, for particle 1
for instance:
mx¨1 = −dUdr
∣∣∣∣
2|x1|
· x1|x1| . (7.29)
Using again the fact that the initial velocity is null, one can reduce the number of dimen-
sions to one:
mx¨ = −dU
dr
∣∣∣∣
2|x|
· sign(x) = −dV
dx
(7.30)
4We do not restrict ourselves to a precise potential as it can vary in different simulations.
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with V (x) = U(|2x|)/2 which is the equation for the evolution of a single particle in
the potential V . One can now use Liouville theorem in order to study the evolution of a
phase space density function of systems evolving according to this equation and choosing
an appropriate density function, one can obtain the evolution of ω(r).
If f(x, v, t) is a phase space density function, Liouville theorem states that
(∂t + v∂x + v˙∂v)f = 0 , (7.31)
where, in our case, mv˙ = −dV/dx. The appropriate initial condition is
f(x, v, 0) = δD(v)
ω(2|x|)
2
. (7.32)
with ω(r) given by (5.66). We divide it by 2 in order to have half of the particles with
x > 0 and half with x < 0. Knowing f(x, v, t), one can obtain ω(r, t), the time evolved
NN probability distribution, with
ω(r, t) =
∞∫
−∞
f(−r/2, v, t) dv +
∞∫
−∞
f(r/2, v, t) dv. (7.33)
In order to solve the Liouville equation, let us denote by
φt(x0, v0) ≡
(
Xt(x0, v0), Vt(t, x0, v0)
) (7.34)
the solution of the equation of motion with initial condition x0, v0 at t = 0. The Liouville
equation implies that f(x, v, t) remains constant along a phase space trajectory:
f
(
Xt(x0, v0), Vt(x0, v0), t
)
= f(x0, v0, 0). (7.35)
With our initial conditions, the solution of this equation is therefore
f(x, v, t) = f
(
φ−t(x, v), 0
)
=
∫∫
R2
dx1dv1
[
f
(
φ−t(x1, v1), 0
)
× δD(x− x1) δD(v − v1)]
=
∫∫
R2
dx0dv0 [f(x0, v0, 0)
× δD
(
x−Xt(x0, v0)
)
δD
(
v − Vt(x0, v0)
)]
(7.36)
with f
(
Xt(x, v), Vt(x, v), t
) ≡ f(φt(x, v), t). We have used the fact that the determinant
of the Jacobian matrix in the change of variables from (x1, v1) to (x0, v0) is det(∂φt/∂(x, v)) =
1. This is just another way to state the Liouville theorem.
With this solution, we can get the evolution of ω(r, t). First let us remark that f(x, v, 0) =
f(−x,−v, 0) and as the force in (7.30) is odd, if x(t) is a solution,−x(t) is also a solution.
This permits to show that f(x, v, t) = f(−x,−v, t). It is then easy to see that (7.33) can
be rewritten as
ω(r, t) = 2
∞∫
−∞
f(r/2, v, t) dv . (7.37)
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Using this last equation and eq. (7.36), one has:
ω(r, t) = 2
∞∫
−∞
dx0
∞∫
−∞
dv0 f(x0, v0, 0) δD
(
r/2−Xt(x0, v0)
)
. (7.38)
As f(x, v, 0) = δD(v)ω(2|x|)/2, this becomes
ω(r, t) =
∞∫
−∞
dx0 ω(2|x0|) δD
(
r/2−Xt(x0, 0)
)
. (7.39)
Using the fact that for a function f : R→ R one has
δ(f(x)) =
∑
y∈Z(f)
δ(x− y)
|f ′(y)| (7.40)
with Z(f) = {y ∈ R | f(y) = 0}, we get
ω(r, t) =
∑
x0∈Srt
∣∣∣∣dXt(x0, 0)dx0
∣∣∣∣−1 ω(2|x0|) (7.41)
with Srt = {x0 ∈ R | Xt(x0, 0) = r/2}. Of course there are points x0 in Srt such that
dXt(x0, 0)/dx0 = 0 and therefore ω(r, t) is not well defined at some isolated points.
Without taking care of this problem, we have the following results: by using eq. (5.36) and
remembering that Γ(r, t) is the estimation of 〈n(x, t)〉p for |x| = r, we get
Γ(r, t) =
ω(r, t)
4pir2
1− r∫
0
ω(r, t) dr
 . (7.42)
We may solve numerically eq. (7.30) to find a solution for Xt(x0, 0). The steps to get
ω(r, t) for a given t are the following. We start with a set {x0,i = x0,min + iδ | δ > 0, 0 ≤
i ≤ n} where xmin, δ and n are chosen so that the region covered gives non-negligible
values for ω(2x) and that this region is sufficiently sampled. For each i, one calculates
numerically Xi ≡ Xt(x0,i, 0). By doing a linear interpolation with these values, we have
an estimate of Xt(x0, 0) for all x0 in the region covered by the x0,i. The last step is to find
the set of x which solve Xt(x, 0) = r/2. Once we have ω(r, t), we find Γ(r, t) by using
eq. (7.42).
Results concerning the evolution of ω(r, t) according to our “2-body” model compared
to the full gravity case are illustrated in fig 7.8 at times 0.5τdyn, τdyn and 1.5 τdyn. As
estimated, the model is relatively good up to t ∼ τdyn. The differences which appear at this
time seem to be explained by the following arguments.
First of all we remind that in a Poisson distribution the force acting on a particle can be
decomposed in two terms: the one given by the NN particle and the one due to all the other
particles. While the first represents a large contribution, the second rapidly goes to zero for
symmetry reasons. However, for particles which have a NN further than the average 〈Λ〉,
the situation is different. Let us denote by A such a particle and its NN by B. The force
FBA from the latter on A being weaker than the average force on a particle from its NN,
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Figure 7.8: Evolution of ω(r, t) according to the “2-body” model compared with its evolu-
tion in a full gravity simulation (simulation with N = 323). The vertical line indicates the
initial value of the average distance between nearest neighbours 〈Λ〉. In the three plots, the
initial theoretical behaviour of ω(r, t) given by eq. (5.66) is shown (“t = 0”).
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the force contribution of other particles nearby becomes also important on the total force
on A. This total force is then not necessarily in the direction of B and the particle A will
not “fall” on it. Furthermore the particle B has a high probability of having a NN different
from A; it should therefore not go towards A. This explain why the “full-gravity” ω(r, t)
is larger than the prediction of the two-body model for r & 〈Λ〉. Actually if we think a
bit further, the distance between our particle A and its NN B could even grow and this is
indeed what we observe if we look carefully fig. 7.8(c): looking the value of r/L at large
scales where ω(r, t) goes below 5, we see that it is bigger than initially, showing that some
particles have seen their NN going away.
Secondly, concerning particles which have their NN at a distance closer than the aver-
age 〈Λ〉 we observe that at scales between 10−3L and 8 · 10−3L a bump is created: our
simple model predicts less particles than observed in the simulation. This seems to be a
sign of the creation of larger structures. If two particles are isolated, they will move in a
regular oscillating motion. This is what the model predicts. In the simulation these two
particles, i.e. a particle and its NN, will move together for a while as in the model but in
the same time be attracted toward another pair or group of particles, which is not described
by the model. This could have the effect of bringing the two particles closer together and
even give rise to an exchange of NN with the other group of particles, making the evolution
of the NN probability distribution evolving differently from the model. The bump reflects
therefore this step of the clustering which tends to bring pairs together.
In fig. 7.9 we compare the evolution of Γ(r, t) according to our model, with the one
from a simulation at the same times than for ω(r, t). One sees that our approximation works
again relatively well as it succeeds in reproducing the development of the correlations. This
means that these correlations are therefore only a consequence of the interaction of NNs.
We may also notice an interesting thing: at t = 1.5 τ , even if the agreement is marginally
good at scales larger than 10−3L, it is still correct at smaller scales. An explanation is that
these scales correspond to pairs whose particles were very close (i.e. < 〈Λ〉) initially and
therefore well bounded. When they start to feel the effect of particles around, their relative
motion is not affected and is still described by a two-body interaction.
At scales where there are no correlations, our approximation fails to reproduce the
correct behaviour at all times. For a certain r, Γ(r, t) goes rapidly to 0. This is due to
the fact that at these scales, the NN probability distribution is really small and eq. (5.36)
or (7.42) are not valid anymore: these equations implies that the density around a particle
is only due to its NN and that there are no particles further than the NN. Therefore at
distances larger than the average distance between NNs, the density has to go to 0 as there
are no other particles to maintain a non-zero density.
7.3 Comments for a renormalisation approach and on the
role of discreteness
In the previous section we have seen two results. The first one is the fact that, while
structures become larger and larger, the functions used to characterise them, Γ(r, t) or
Γ∗(r, t), seem — at least during the simulations we have performed — to evolve according
to the following relation
Γ(∗)(r, t+ h) = Γ(∗)
(
f(t, h)r, t) (7.43)
once these functions are different from n0 at small scales — one cannot use Γ(r, 0) = n0
in the right hand side of this relation —, with a function f(t, h) which agrees relatively
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Figure 7.9: Evolution of Γ(r, t) according to the “2-body” model compared with its evol-
ution in a full gravity simulation (N = 323). The two vertical lines indicate the softening
length ² and the initial value of the average distance between nearest neighbours 〈Λ〉.
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well with what linear theory predicts (see table 7.2). As already discussed in sec. 7.2.1,
this can suggest that the underlying dynamics are in some sense renormalizable: roughly
speaking, what happens at a given time is similar to what happens at another time but at a
different scale.
The second result is that the early correlations are only due to the interactions between
pairs of nearest neighbour particles which can be considered as isolated and independent
systems. We have indeed observed that up to approximatively one dynamical time, a two-
body model explains very well the evolution of Γ(r, t) (see fig. 7.9).
From these two results, one could be tempted to describe the whole evolution by the
following simple model. At the beginning nearest neighbour particles fall on each other,
creating the first clusters. These 2-body structures can be seen as new particles which
themselves fall on their nearest neighbour, creating 4-body clusters. The process continues
in this way, creating clusters of increasing size.
In [Bot01, BAM+02], such a model of evolution is analysed. The characteristic time
scale for the fall of nearest neighbour particles of mass m0 separated by a distance r0 is
taken to be
t1 =
√
r30
Gm0
. (7.44)
After this time, pairs are considered to be bounded and at rest. The characteristic size of
these little clusters of mass m1 = 2m0 is taken to be r1 = 21/3r0 and it is assumed that
they also form a Poisson distribution. Being at rest, the characteristic time scale for these
new structures, i.e., their time of fall, is then simply
t2 =
√
r31
Gm1
= t1 . (7.45)
Iterating the process, structures of mass mn = 2nm0 are found at time tn with a charac-
teristic size of order 2n/3r0. Using the fact that n = t/t1, it is found that the scale r(t) at
which “activity takes place” at time t is given by
r(t) = 2t/(3t1) r0 = exp
(
ln 2
3
√
Gm0
r30
t
)
r0 . (7.46)
This result is considered to be the explanation of the exponential behaviour of the function
f(t, h) in eq. (7.43) which is found to be ([Bot01])
f(t, h) = exp
(
−
√
Gρ0 h/0.44
)
. (7.47)
Actually, eq. (7.46) explains only the exponential behaviour but not with the correct expo-
nent. Indeed if we take for r0 the average distance between nearest neighbours, we have
r(t) = exp
(
ln 2
3
√
4piGρ0
3Γ3E(4/3)
t
)
r0 = exp
(√
Gρ0 h/1.78
)
r0 . (7.48)
This is slower than what eq. (7.47) gives, while we have seen that f(t, h) was well approx-
imated by the linear theory prediction, eq. (7.17), which can be written as
f(t, h) ≈ exp
(
−
√
Gρ0 h/0.42
)
, (7.49)
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in good agreement with eq. (7.47).
We have done some real tests of this simple renormalisation process by running some
numerical simulations. The rules were the following:
1. initially N particles of mass m without velocity are Poisson distributed in a box of
volume L3 ;
2. at early time, the force on a particle is initially due only to its nearest neighbour;
3. when two particles are closer than a given value, they are considered as a single new
particle of mass 2m , conserving the momentum of the two merging particles;
4. the force on particles of mass 2m is due to the particle whose force is the largest one
(it can be either a single particle or a 2m particle);
5. the rule 3 is adapted to any kind of particle, i.e., if a particle of any mass is sufficiently
close to any other particle, both merge into a new particle whose mass is the sum of
the two merging particles;
6. the rule 4 is also adapted to any particles.
The result of such a simulation is that it works only up to one dynamical time. After, it is
much too slow to develop correlations on a scale larger than the average distance between
nearest neighbour. The crucial element which is missing is, as expected, the long range
of gravity. At the beginning in a full gravity simulation, even if the correlations can be
explained at early time, as we have seen, only in terms of nearest neighbour interactions,
there are particle motions on larger scales 5 and they are crucial for later evolution. If
we think about two pairs of nearest neighbour particles, it is easy to understand what this
means. In the toy model we have just described, the two pairs evolve independently and it
is only once they merge that the resulting new particles start to fall on each other whereas
in a full gravity simulation, while the two pairs have their own particles collapsing almost
independently, they are themselves slowly falling on each other but in a way which is dur-
ing a while completely invisible when looking at Γ(r, t) or Γ∗(r, t). This motion allows the
second step of the clustering process to start faster. Fig. 7.10 illustrates these explanations.
In [Bot01] (see also [BPA+02]), it is also described a simple way to estimate the early
evolution of Γ∗(r, t) based on a two-body approach. If two nearest neighbour particles are
separated by a distance r0 initially, then after a short time t, this distance is given by
r(t) ≈ r0 − Gm
r20
t2 . (7.50)
Using the conservation of the number of particles, we obtain that Γ∗(r, t) must satisfy the
relation
4
3
pir(t)3Γ∗
(
r(t), t
)
=
4
3
pir30Γ
∗(r0, 0) . (7.51)
According to (7.50), we have approximatively
r0 ≈ r(t) + Gm
r(t)2
t2 , (7.52)
5This explains the amplification of the power spectrum at small k.
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(a) Nearest neighbour in-
teraction.
(b) Full gravity
Figure 7.10: Illustration of the difference between the nearest neighbour force and the full
gravity: on the left, the two pairs of nearest neighbours are first collapsing independently
and only after they start to fall on each other, while, on the right, the full gravity bring the
pairs closer together at the same time. The second level of clustering in which the four
particles go all together is therefore faster in the full gravity case.
so that, since Γ∗(r, 0) = n0, we obtain
Γ∗(r, t) ≈ n0
r3
(
r +
Gm
r2
t2
)3
≈ n0
(
1 + 3
Gm
r3
t2
)
. (7.53)
This result is found to be in a good agreement with what is measured in simulations up to
roughly one dynamical time.6 This result is used to predict the evolution of the homogen-
eity scale defined by the relation (7.8) and the agreement with measurements is considered
as being very good. Adding the fact that the simple renormalisation model that we have
described before is able to explain the exponential behaviour of the function f(t, h), the
conclusions drawn in [Bot01, BPA+02] are that a continuous approach, valid only on large
scale (larger than the homogeneity scale), cannot be used to explain the clustering in a
Poisson simulation — the evolution of Γ∗(r, t) or the homogeneity scale cannot be based
on such an approach — but it has to be seen from a “discrete” point of view: “we have iden-
tified non-analyticity as a fundamental ingredient to understand the evolution of an infinite
gravitating system”. This last point means that the whole evolution has to be understood in
terms of particles exactly as in the simple renormalisation model. At the beginning the lack
of isotropy at small scales has for consequence that nearest neighbour particles fall on each
other creating new 2-body “particles”. This breaks the isotropy on a larger scale so that
nearest neighbour 2-body particles fall on each other and the process continues on larger
and larger scales, with heavier and heavier “discrete” particles. This self-similar process is
described has being very different from the self-similarity known in cosmology where it is
related to a continuous approach.
We have discussed before that on the one hand, simulations using the simple renor-
malisation rules are not able to describe correctly — with respect to the full gravity case
— the evolution of a Poisson distribution and on the other hand that the calculations done
in [Bot01, BAM+02] do not give the correct exponent of the function f(t, h). These two
facts could of course be explained by the fact that the model is maybe too simple and that
some small improvements, keeping discreteness as the main ingredient, would allow one
to recover what is found with full gravity, but it has to be noted that linear theory, based on
6It has to be noted that in [Bot01] the noise in Γ∗(r, t) is also taken into account. This adds a 1/r1.5 term.
But it can be neglected at small scales as 1/r3 always dominates. Moreover this noise has an amplitude which
decreases with the number of centres taken into account to calculate Γ∗(r, t).
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a continuous approach, is able to explain the function f(t, h) with a correct exponent and
moreover it is actually also able to predict the result in eq. (7.53): with eq. (7.7), we have
at early time
Γ∗(r, t) ≈ n0
[(
4
3
pir3n0
)−1
(4piGρ0t2) + 1
]
= n0
(
1 + 3
Gm
r3
t2
)
(7.54)
as ρ0 = mn0. We can therefore be seriously tempted to draw different conclusions from
those given in [Bot01, BAM+02]. This is actually exactly what we have already discussed
in sec. 7.1: a continuous approach — and even the simplest one — is able to describe
clustering or “the evolution” of a Poisson simulation, if by this we mean the evolution of
the typical size of non-linear structures measured by using Γ∗ or Γ as we do. What is
really astonishing is the fact that even at times smaller than τdyn, linear theory prediction
for the homogeneity scale seems to be in a “very good” agreement with what is measured,
according to what is observed in [Bot01, BPA+02], even if we have seen in the previous
section that at these times correlations can be completely and very accurately explained in
terms of two-body interactions.
How can we explain this duality? The important point is that we are talking about the
homogeneity scale. What seems clear from what we have seen in sec. 7.1 is that linear
theory is able to describe the power spectrum at small k and σ2(r, t) at large r. With
respect to what we have seen in sec. 4.5, we can conclude that in a Poisson simulation,
even if there are non-linearities up to a certain scale, it has no effect on larger scales which
are described by linear theory. The crucial point is that the homogeneity scale, as it has
been defined, seems to be at the limit where these “larger scales” begin. The transition
between the scale where linear theory is valid and the scale, below which it is not — where
Γ(r, t) starts to deviate in a non-negligible way from n0 when r is decreased — is in some
ways quite “sudden”. If instead of plotting Γ∗(r, t)/n0 we plot Γ∗/n0 − 1, this allows
to see better the behaviour of Γ∗(r, t) around n0. We had discussed in sec. 5.2 that when
measuring Γ in a Poisson distribution, there is some noise (see eq. (5.68)). For the same
reasons, when measuring Γ∗ in such a distribution, we have that
n0 −
√
3
4pir3n0Nc
. Γ∗(r) . n0 +
√
3
4pir3n0Nc
, (7.55)
which can be rewritten by using σ2 as there are no correlations between particles 7:
n0 −
√
σ2(r)
Nc
. Γ∗(r) . n0 +
√
σ2(r)
Nc
. (7.56)
Using eq. (7.7), and the “linear” evolution of σ2(r, t), we obtain∣∣∣∣Γ∗(r, t)n0 − 1
∣∣∣∣ ≈(43pir3n0
)−1 [
cosh2
(√
4piGρ0 t
)
− 1
]
+
(
4
3
pir3n0Nc
)−1/2
cosh
(√
4piGρ0 t
)
.
(7.57)
This prediction is compared to what is measured in a simulation in fig. 7.11. The agreement
is relatively good when Γ∗/n0 − 1 is smaller than 1. The noise, which evolves to a good
7Γ∗ is measured from occupied points why σ2 is not.
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Figure 7.11: Estimation of Γ∗. The curves “Measured” are obtained from the simulation
at times 0.5, 1 , 2 , 3 , 4 and 5 in unit of τdyn (simulation with N = 643). The ones with
the label “Theory” are obtained form eq. (7.57). The horizontal lines at 0.1 and 1 show the
extreme values at which we have defined the homogeneity scale (value of ² in eq. (7.8)).
The initial value of 〈Λ〉 is indicated by an arrow.
approximation according to linear theory, does not hide any small correlations which would
not be described by linear theory.8 We can conclude that above the homogeneity scale,
defined with ² ≤ 1, the dynamics are well described by the linear theory.
Another way to understand the situation is the following. By using equations (6.10)
and (7.9), we find that
σ2
(
λ(t), t
) ≈ ²
sinh2
(√
4piGρ0 t
) + ² . (7.58)
Figure (7.12) shows this relation. We see that for times larger than half of a dynamical time
(the first time usually considered after 0), σ(λ(t), t) is smaller than 10 and goes rapidly to 1
(this maximum value is for ² = 1). This shows that we are not at scales where fluctuations
are very much larger than what linear theory is made for. Actually they should be much
smaller than 1 but it is hard to estimate what “much smaller” means. If we look at fig. 7.13,
where the evolution of σ2 measured in a simulation as well as according to linear theory
is shown, one can see that for fluctuations smaller than 10−1, and even 1 at one dynamical
time, the agreement is very good. This last fact is important since it shows that at early
time, even if σ2
(
λ(t), t
)
is larger than 1, the agreement is still relatively good, or in any
case, sufficiently good to give a valid prediction of the homogeneity scale.
A last comment can be done. If instead of thinking in terms of the “standard” linear
approach, we consider the Lagrangian approach, we can maybe gain some more under-
standing. We have seen in sec. 4.4.3 that in the limit of small displacements, the position
8The noise can be seen when Γ∗(r, t) behaves as r−1.5. This happens well below the two horizontal lines.
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Figure 7.12: Value of σ2(r, t) at the homogeneity scale defined with Γ∗(r, t) for different
value of ² (in the legend) according to eq. (7.58). The horizontal line indicates the smallest
time (t = τdyn/2) at which our measurements are taken.
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Figure 7.13: Evolution of σ2(r, t) at times 0, 1, 2, 3, 4 and 5 τdyn (“Measured”). Predic-
tions of linear theory are also shown (dashed lines, “Theory”). The two horizontal lines
are at 0.1 and 1 as reference. Note that a scales of the order of the box size the difference
between the theory and what is measured is normal (see fig. 7.2).
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of a fluid element without any initial velocity is changed by a vector
p(x, t) =
[
cosh
(√
4piGρ0 t
)− 1
4piGρ0
]
g(x, 0) (7.59)
where x is its initial position of and g(x, 0) its initial acceleration. We have discussed that
it is actually just due to the global “linear” change of the density contrast. In the limit of
small times, we have
p(x, t) ≈ t
2
2
g(x, 0) , (7.60)
exactly as for a particle and what has been used in the 2-body approach starting at eq. (7.50).
If we think that our fluid is distributed to imitate a Poisson distribution (the particles would
be represented by smooth spherical distributions of fluid), we should see during a while,
when eq. (7.60) is still a good approximation, an evolution similar to what is found in a
particle distribution, at least for scales larger than the typical size of the smooth distribu-
tions. This could explain why the 2-body approach and the linear fluid approach give some
similar results for the early evolution of the homogeneity scale.
To conclude, we can say that in view of the relative success of the linear fluid approach
concerning the homogeneity scale, it would be worth studying in greater detail the fluid
equations. A second order perturbation theory would allow us to see if the predictions are
improved. Some interesting works done in cosmology could also bring some new interest-
ing results: among others, we can cite works on self-similarity in [Pee80], §71, [JB96] and
[JB98] as well as works based on a mixture between a continuous and a discrete approach,
[PS74, She95b, She95a, CS02]. We cannot omit to mention that a better understanding
of what is developed in 4.5 would be useful. The next chapter is also instructive. Further
comments can also be found in the last chapter (see sec. 9.3).
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Chapter 8
Shuffled lattice simulations
In this chapter we study simulations with different initial conditions. Instead of Poisson
distributions, we consider shuffled lattices ([GJSL02]). A part of what is presented is still
in progress.
8.1 Shuffled lattices
The way to create such a shuffled lattice consists in two stages. In the first one, N = n3
(n ∈ N) particles are put on the sites of a cubic lattice which fills the box, i.e., on the set
of points {
x ∈ [0, L[3 such that x = L
n
m with m ∈ {0, 1, . . . , n− 1}3
}
. (8.1)
In the second stage, each particle is moved randomly (shuffled) in a little cubic box centred
on its lattice site by taking into account the periodicity of the system. The resulting dis-
tribution is a shuffled lattice. We denote by a the mesh size L/n and the size of the little
cubic box in which each particle is moved is 2∆. We generally assume that ∆ . a. Each
particle is moved from its lattice site with a vector η whose probability distribution is
P (η) =
(2∆)−3 if η ∈ [−∆,∆]3 ,0 otherwise. (8.2)
One can easily determine that the average displacement of a particle is 〈η〉 = 0 and〈
η2
〉
= ∆2 . (8.3)
The way we have built a shuffled lattice does not make it a statistically homogeneous
distribution. It is clear that if ∆ is smaller than a/2, there are regions in which its im-
possible to find a particle. 〈ρ(x)〉 is therefore not constant. In order to make a shuffled
141
lattice statistically homogeneous, we have to add a third stage to our construction method:
the whole distribution is shifted by a random vector d — by taking into account the peri-
odicity of the system — once the particles have been shuffled.
We now estimate the power spectrum of a shuffled lattice. From eq. (3.73), we have
δk =
1
N
N∑
i=1
exp(−ik · xi) = 1
N
exp(−ik · d)
∑
m
exp [−ik · (am+ ηm)] (8.4)
where m is a vector similar to the one used in the set (8.1) and ηm is the displacement
of the particle on the site m. For k such that k · ηm ¿ 1, we obtain, by using the
approximation exp(ix) ≈ 1− ix− x2/2 and 〈ηm〉 = 0, that the power spectrum is given
by
P (k) =
〈|δk|2〉 ≈ 1
N2
∑
m1,m2
exp [−iak · (m1 −m2)]
{
1− 1
2
〈[
k · (ηm1 − ηm2)
]2〉}
.
(8.5)
The independence of ηm1 and ηm2 if m1 6=m2 implies that〈[
k · (ηm1 − ηm2)
]2〉 = 2
3
∆2k2 (1− δm1,m2) (8.6)
with δm1,m2 = 1 if m1 =m2 and 0 otherwise and therefore
P (k) ≈ 1
3N
k2∆2 +
1−∆2k2/3
N2
∑
m1,m2
exp [−iak · (m1 −m2)] . (8.7)
What remains to do is the double sum. Using that k = 2pin′/L, a = L/n and
n−1∑
i=0
xi =
1− xn
1− x (8.8)
for any x 6= 1, we have
∑
m1
exp (−iak ·m1) =
n3 if k = n 2piL n′ with n′ ∈ Z3 ,0 otherwise . (8.9)
This yields 〈|δk|2〉 ≈ 13N∆2k2 + 1−∆2k2/3N2 n6 δk,n2pin′/L . (8.10)
As the second term vanishes most for most k (especially if n is large as we are considering
small values of k), we can omit it so that
P (k) ≈ 1
3N
∆2k2 =
1
3V
∆2a3k2 (8.11)
when k is small (V is the volume of the box, i.e., L3). This is an important result for what
we will see later. For large value of k, the power spectrum is as in a Poisson distribution,
i.e., P (k) = 1/N . Indeed, the sum in eq. (8.4) can be seen in that case as a sum of random
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Figure 8.1: Two dimensional projection of a shuffled lattice with 323 particles in a box
of size L. The parameters a and ∆ are respectively L/32 = 0.03125L and 0.177a =
0.00553125L.
unit vectors so that 1 ∣∣∣∣∣
N∑
i=1
exp(−ik · xi)
∣∣∣∣∣
2
= N (8.12)
and
P (k) ≈ 1
N
. (8.13)
The fig. 8.1 shows a shuffled lattice with 323 particles. Its power spectrum is shown in
fig. 8.2 with the two asymptotic behaviours (8.11) and (8.13).
A shuffled lattice is an example of superhomogeneous distribution ([GSLJP04, GJSL02]).
Other examples of such a distribution are the perfect lattice and the “one component
plasma”. These distributions are characterised by a fast decay of the normalised vari-
ance σ2(r) on large scales, i.e., faster than in a Poisson distribution where σ2(r) ∝ r−3.
To see this, we can use the same argument which we have used in sec. 3.3.1 to calculate
the average density in a periodic system (see fig. 3.4). We can think of a lattice as being
created by moving matter in a continuous density field with ρ(x) = ρ0. As the matter does
not need to be moved on a distance larger than a distance of the order of a, a randomly
placed sphere of radius r contains therefore a mass M(r) such that
4
3
pir3ρ0 − 43piρ0
[
r3 − (r − a)3] ≤M(r) ≤ 4
3
pir3ρ0 +
4
3
piρ0
[
(r + a)3 − r3] (8.14)
Fluctuations around the average 〈M(R)〉 = 4pir3ρ0/3 are bounded by a function pro-
portional to r2 while in a Poisson fluctuations of all size are possible. The normalised
1If the vectors vi, i = 1, . . . , N , are uncorrelated random vectors of size `, then*ÃX
i=1
vi
!2+
=
NX
i=1
ŋ
v2i
ő
+
X
i6=j
〈vi · vj〉 = N`2
as 〈vi · vj〉 = 0 if i 6= j.
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Figure 8.2: Estimation of the power spectrum in the shuffled lattice shown in fig. 8.1. The
curves “small k” and “large k” correspond respectively to eq. (8.11) and eq. (8.13). The
transition between the two regimes is at k ≈ 1/∆.
variance of a shuffled lattice decreases therefore faster than in a Poisson distribution. It can
be shown that it actually satisfies
σ2(r) ∝ r−4 . (8.15)
One should note that such a variance is observed in any simulation of a periodic gravitating
system if one estimates it on scales larger than the box size.
The characteristic behaviour of the variance has an important consequence on the re-
duced two-point correlation function: using eq. (6.6), we can see that the function ξ(r)
must contain a negative part in order to cancel the first term which goes as r−3.
Fig. 8.3 shows Γ(r) and σ2(r) for the shuffled lattice of the fig. 8.1.
8.2 Simulations
In this section, results concerning non-linear structure formation in shuffled lattice simula-
tions are presented. There are actually two good reasons to study such simulations.
First, we have seen that the power spectrum is given by
P (k) ≈ 1
3N
∆2k2 (8.16)
when k is small. This implies that by changing the number of particles N , we can easily
keep the same power spectrum for small values of k by playing with the shuffling parameter
∆. This fact is important with respect to what we have discussed in sec. 4.5. If we split the
box into ND regions of size R, we have according to eq. (4.109)
δk ≈ 1
N
ND∑
α=1
Nα exp(−ik ·Xα) +O
(
(kR)2
) (8.17)
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Figure 8.3: Illustration of σ2(r) and Γ(r) in a shuffled lattice. The curve “r−4” in the plot
of σ2(r) is only meant to show the 1/r4 behaviour of σ2. Its amplitude has been adapted
to be close to σ2(r). In the plot of Γ(r), one can note that at small scales, i.e. smaller than
a, it goes rapidly to 0 as there is no chance to find a particle very close from another. At
these scales, ξ(r) is therefore negative, which allows a cancellation of the r−3 term in the
normalised variance as discussed in the text.
for k < 1/R. From eq. (8.16) we obtain
δk ≈
√
1
3N
∆2k2 exp(−iθ) ∝ O(k) . (8.18)
Comparing this equation with the penultimate one, we can conclude that for small k
δk ≈ 1
N
ND∑
α=1
Nα exp(−ik ·Xα) (8.19)
is a good approximation as the term of order k2 in eq. (8.17) can be neglected according
to eq. (8.18). Therefore the power spectrum at small k depends only on the position of
the centre of mass of regions of size R ¿ 1/k. This implies that if we have two shuffled
lattices in two boxes of volume V with N1, respectively N2 particles (N1 > N2), shuffling
parameters ∆1, ∆2 and masses m1, m2 in such a way that
∆21
N1
=
∆22
N2
and N1m1 = N2m2 = ρ0V , (8.20)
we can consider the second system as a coarse-grained representation of the first one, i.e.,
as if it has been created by splitting the first one into different regions and by considering
the centres of mass in these regions as new particles. While a coarse-grained Poisson
distribution gives particles of different mass, in a shuffled lattice, these mass fluctuations
are so small that we can neglect them. They actually even vanish if the shuffling parameter
is small and if the splitting is well done (cubic regions). The shuffled lattice is therefore
a simple system with interesting coarse-graining properties. This will allow us to study
easily the evolution of different distributions with similar power spectra at small k.
The second reason to be interested in a shuffled lattice is that simulations done in
cosmology use initial conditions obtained by applying a displacement field to a perfect
145
Name N n a/L ∆/L δ/L m/m64
SL64 262144 64 0.015625 0.015625 1 1
SL32 32768 32 0.03125 0.0553 0.177 8
SL24 13824 24 0.041667 0.00359 0.0861 18.96
SL16 4096 16 0.0625 0.00195 0.03125 64
Table 8.1: Details of the four shuffled lattices simulations. The meaning of all the para-
meters are explained in section 8.1 apart from δ which is simply the shuffling parameter ∆
expressed in unit of a, i.e., δ ≡ ∆/a. This parameter allows one to see that SL64 is more
“shuffled” than all the others while SL16 is the one which is the closest to a perfect lattice.
The masses are given in unit of the mass of the particles in SL64.
lattice.2 An appropriate choice of this displacement (its correlation function or power
spectrum) allows one to obtain distributions with different power spectra at small k (see
[GJSL02, GJJ+03, JM] and [GSLJP04], chapter 7). From this point of view the shuffled
lattice, being the simplest distribution obtained from a perfect lattice, is an interesting sys-
tem to start with before considering more complicated cases with correlated displacements.
8.2.1 A set of simulations
Four simulations with shuffled lattices as initial conditions have been performed. The
parameters are given in table 8.1. The size of the box L is the same in all simulations.
The main points are that the four shuffled lattices have the same power spectrum at small
k as it can be seen in fig. 8.4 and the masses of the particles have been chosen so that
the average mass density is identical in all of them — which implies that the dynamical
times are also equal —. Each of these shuffled lattice simulations is evolved up to roughly
six dynamical times. The softening parameter used is ² = 0.00175L while the smallest
initial average distance between nearest neighbour particles, in SL64, is 0.0088L. This is
similar to what we would find in a Poisson distribution with the same number of particles:
according to eq. (5.67), the ensemble average of this distance is 0.0087L. Clearly, when
the shuffling parameter ∆ is of the order of a, which is the case with SL64, the nearest
neighbour distribution is very similar to the one of a Poisson distribution, while when this
parameter goes to 0, the nearest neighbour distribution looks more and more like a Dirac
delta function around a.
Figure 8.5 shows the evolution of the power spectrum. At small k, this evolution is
well described by linear theory up to t ∼ 5τdyn, i.e.,
P (k, t) = P (k, 0) cosh2
(√
4piGρ0 t
)
. (8.21)
This seems to indicate that this evolution is due to the motion of the centre of mass of
large regions as we have seen that δk depends precisely on the location of these centres of
mass for small value of k. At 5τdyn, the whole box is in the non-linear regime. At large
values of k, as in Poisson simulations, there is no amplification at all so that the power
spectra remains equal to their initial asymptotic value 1/N according to eq. (8.13). At
2Actually the perfect lattice is not the only distribution used to generate these initial conditions. Another
method used a distribution obtained by running a gravitational simulation with a gravitational constant negative
so that the force becomes repulsive. This also creates a superhomogeneous distribution (σ2 ∝ r−4) on which a
displacement field is applied.
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Figure 8.4: Power spectrum of the four shuffled lattices described in tab. 8.1.
intermediate values of k, there is a transition in which the four power spectra becomes
different and reach these asymptotic value. What is interesting is that for k . 102/L,
which corresponds to values of k for which the four power spectra are equal initially, one
observes that the evolution is very similar in the four simulations, even if linear theory is
not able to describe this evolution. This seems to indicate that the non-linear evolution of
a given Fourier coefficient δk depends mainly on the other coefficients with k′ such that
|k| & |k′| which is certainly explainable with what we have seen in sec. 4.5.
Figure 8.6 shows the evolution of Γ(r, t)/n0 in the four simulations between t = 0 and
t = 5τdyn. SL64 is the first simulation in which non-linear correlations are created. This
happens at scales slightly below 1/64, i.e., the mesh size in SL64, and between t = 0 and
τdyn. Between t = τdyn and 2τdyn, non-linear correlations are created in SL32. Correlations
in SL24 and SL16 appear between t = 2τdyn and 3τdyn and t = 4τdyn and 5τdyn respectively.
In each simulation, the first correlations are created at a scale below the corresponding
value of a indicated with little arrows in fig. 8.6. The most important observation is that
once these correlations are created, they are to a very good approximation identical in each
simulation, that is
Γ(r, t)
n0
∣∣∣∣
SL64
=
Γ(r, t)
n0
∣∣∣∣
SL32
=
Γ(r, t)
n0
∣∣∣∣
SL24
=
Γ(r, t)
n0
∣∣∣∣
SL16
. (8.22)
The only difference is before the creation of the correlations. SL64 is the simulation which
is initially the more “shuffled” and we have seen that concerning the nearest neighbour
distribution, this simulation looks like a Poisson distribution so that the force on a particle
is itself as in a Poisson distribution, namely dominated by the contribution from the nearest
neighbour. With such a force, the creation of non-linear correlations are relatively fast,
while in SL16, which is the simulation initially the closest to a perfect lattice, the force on
a particle is initially very small due to symmetry — it would vanish in a perfect lattice —
and non-linear correlations are therefore slow to develop.
The observation of the similar evolution of Γ(r, t) in the four simulations once non-
linear correlations are created allows us to draw important conclusions: as the only charac-
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Figure 8.5: Evolution of the power spectrum of the four shuffled lattices described in
tab. 8.1. The “LT” curve corresponds to the prediction of linear theory with P (k, 0) given
by the approximation (8.11). The time goes from t = τdyn to 6 τdyn.
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Figure 8.6: Evolution of Γ(r, t)/n0 in the four shuffled lattice simulations described in
tab. 8.1. The time goes from t = 0 to 5τdyn. At t = 6τdyn, Γ(r, t)/n0 is identical in the
four simulations and it is therefore not shown. The little arrows on the x axis indicate 1/a
for a = 64 (1), 32 (2), 24 (3), 16 (4).
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teristic that the four simulations have in common initially is their power spectrum 3 at small
k, this statistical quantity seems to be very relevant for the evolution of the correlations.
We have seen before that for a shuffled lattice the power spectrum at a given k depends
mainly on the coarse-grained description at a scale R ¿ 1/k of the particle distribution.
The evolution of Γ(r, t) once the first non-linear correlations are created depends therefore
only on this description and is not influenced by what happens at smaller scales. In other
words, in order to understand non-linear correlations in a shuffled lattice A at a time t,
it is enough to study what happens in another shuffled lattice B with less particles and a
smaller shuffling parameter such that the power spectrum agrees with the one of A below a
certain value of k. This value is clearly related to the time t, as if it is too small, non-linear
correlations will be created in B after this time.
In cosmology, we have already discussed that simulations aim to study the evolution
of dark matter. This is done by looking at the evolution of massive particles, i.e. much
heavier than dark matter particles as they can be up to 1070 times heavier, treated as clas-
sical particles. The initial distribution of these macro-particles is supposed to have the
same power spectrum as the initial cold dark matter one at k smaller than approximatively
2pi/ 〈Λ〉, 〈Λ〉 being the initial average distance between nearest neighbour in the distri-
bution of macro-particles. The four shuffled lattice simulations described above seem to
show that such an approach is valid — at least in the case of an initial k2 power spectrum
— for what concerns the evolution of the homogeneity scale and even for the shape of the
non-linear correlations.
8.2.2 Linear theory and homogeneity scale
Since the evolution of the power spectrum is well described by linear theory at small k in a
shuffled lattice simulation, we have to see if the homogeneity scale is itself well described
by linear theory. It is actually interesting to consider first the evolution of the normal-
ised variance since it can be related approximatively to the one of Γ∗(r, t) with eq. (6.10).
Moreover, we have seen in the Poisson case, sec. 7.1, that the normalised variance is the
only “real space” quantity whose evolution can be simply compared to linear theory pre-
diction. Figure 8.7 compares the evolution of the normalised variance σ2(r, t) with linear
theory prediction, eq. (5.74). Clearly there is no agreement. At all scales, the evolution is
slower than what linear theory predicts.
According to eq. (5.30), the power spectrum and the variance are related:
σ2(R, t) =
(
4
3
piR3
)−2∑
k 6=0
P (k, t)
∣∣∣∣∣∣∣
∫
BR(0)
exp(ik · x) d3x
∣∣∣∣∣∣∣
2
=
(
4
3
piR3
)−2∑
k 6=0
P (k, t)
4
k6
(sin kR− kR cos kR)2 .
(8.23)
In [GJSL02], it is shown by using this relation that in a Poisson distribution, one has
σ2(R) ≈ 1
2
P (k)k3
∣∣∣
k=R−1
, (8.24)
that is the value of σ2(R) is simply related to P (k) at k = R−1, but this is not true in
a shuffled lattice. In this case, the main contribution in the sum of (8.23) are terms with
3Of course there is also the average mass density ρ0 and the fact that there is no initial velocity.
150
10-8
10-6
10-4
10-2
10 0
10 2
10 4
10 6
10-4 10-3 10-2 10-1 10 0
σ
2 (r
)
r/L
Measured
LT
Figure 8.7: Evolution of σ2(r, t) in SL64 compared to linear theory prediction (“LT”). The
time goes from t = 0 to 4 τdyn with steps of τdyn.
k at scales where the power spectrum stops to behave as k2. This seems to show that in
a shuffled lattice, even if the power spectrum grows according to linear theory at small
k, the normalised variance on large scales cannot grow according to linear theory as the
dominating terms in (8.23) are not well described by linear theory.
From what we have just observed, one could be seriously tempted to conclude that
linear theory is not able to describe the evolution of the homogeneity scale since it is not
even able to predict the evolution of the normalised variance at any scales. But we are
going to show a strange result concerning this homogeneity scale which is not understood
for the moment. The mass in a sphere of radius R centred on a point x can be written as
M(R) =
∫
BR(x)
ρ(y) d3y =
∫
R3
WR(y)ρ(y) d3y (8.25)
whereWR(y) is equal to zero a part in the sphere of radiusR centred on xwhere it is equal
to one. One can define a new kind of mass by using another function WR(y). For instance
one could use Gaussian windows: WR(y) ∝ exp(−y2/R2). With such a function, the
variance in a shuffled lattice becomes
σ2(r) ∝ r−5 (8.26)
instead of the r−4 behaviour ([GJSL02]). If the homogeneity scale λ(t) is defined by the
relation
σ2
(
λ(t), t
)
= a (8.27)
and it is supposed that linear theory is able to describe the evolution of the normalised
variance in Gaussian windows at the homogeneity scale, one has
λ(t) =
[
1
a
cosh2
(√
4piGρ0 t
)]1/5
≈ 1
(4a)1/5
exp
(
2
5
√
4piGρ0 t
)
(8.28)
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Figure 8.8: Evolution of the function defined in eq. (8.29) with λ(t) obtained from Γ
(plot a) or Γ∗ (plot b) and eq. (8.30). The different curves correspond to different values
of the parameter ² which are indicated in the legend. The horizontal lines shows that
λ(t) ∝ exp(2√4piGρ0 t/5) at sufficiently large times as predicted by linear theory in
Gaussian windows.
where the approximation holds for sufficiently large times. In fig. 8.8, the following func-
tion is shown
λ(t) · exp
(
−2
5
√
4piGρ0 t
)
(8.29)
with λ(t) measured in SL64 from the definition
Γ(∗)
(
λ(t), t
)
= (1 + ²)n0 (8.30)
with different values of ² for Γ(∗) equal to Γ or Γ∗. The horizontal lines in this figure allow
one to notice that
λ(t) ∝ exp
(
2
5
√
4piGρ0 t
)
(8.31)
as one would get for λ(t) defined by eq. (8.27) with Gaussian windows, according to linear
theory. The situation is strange since we never use Gaussian windows in the calculation
of any statistical quantity (Γ and Γ∗ are calculated in spheres and spherical shells). The
reason why linear theory should be used with Gaussian windows is still not understood
when these lines are written.
8.3 A renormalisation approach for the evolution of cor-
relations
In the last section, we have observed that two different shuffled lattices with the same
average mass density and same power spectrum at small scales give rise to the same non-
linear correlations once they are created in both distributions. In the chapter on Poisson
simulations, nearest neighbor interactions were shown to be enough to explain early non-
linear correlations. With these two observations in mind, the following hypothesis can be
made: non-linear correlations in a shuffled lattice can be found at any time by evolving
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another shuffled lattice, with less particles but the same power spectrum at small k and the
same average mass density, only with nearest neighbour dynamics.
For symmetry reasons, the force on a particle in a shuffled lattice cannot be due mainly
to its nearest neighbour, except of course if the shuffling parameter is of the order of the
mesh size a. In order to determine which neighbours of a particle contribute to the force
acting on it, one can start by assuming that the shuffling is very small. This should al-
low to determine a number of “symmetric nearest neighbours”, that is pairs of nearest
neighbours 4, which play a dominant role for the force on a particle.We then know that by
increasing the shuffling parameter this number cannot increase as in the limit of very large
shuffling, it must be one.
We consider a shuffled lattice with a very small shuffling parameter. The force on a
particle, which we assume to be located on the lattice point 0 before being shuffled, from
another one — denoted by an index i — is given by
F i =
ani + ηi − η0
|ani + ηi − η0|3
(8.32)
where ηi is the displacement of the particle i, η0 the one of the particle on which the force
has to be calculated and ani is the lattice position of the particle i (ni ∈ Z3). We assume
that Gm2 = 1. Since the shuffling parameter is small, i.e., ηi and η0 are much smaller
than ani, this force can be approximated:
F i =
1
a2
ni + η˜i0
(n2i + 2ni · η˜i0 + η˜2i0)3/2
≈ ni + η˜i0
(ani)2
(
1− 3
n2i
ni · η˜i0
)
≈ ni + η˜i0
(ani)2
− 3
a2n4i
(ni · η˜i0)ni
(8.33)
where η˜i0 ≡ (ηi − η0)/a. We can now calculate the force from the first six nearest
neighbours, namely the particle a step below, the one a step above, the one a step on the
right, the one a step on the left and the last two, a step forward and a step backward. This
is the smallest set of nearest neighbours which can be considered. The resulting force is
given by
F 6NN =
6∑
i=1
F i =
1
a2
[
6∑
i=1
ni +
6∑
i=1
η˜i0 − 3
6∑
i=1
(ni · η˜i0)ni
]
=
1
a2
[
6∑
i=1
η˜i − 6η˜0 − 3
6∑
i=1
(ni · η˜i)ni + 3
6∑
i=1
(ni · η˜0)ni
]
=
1
a2
[
6∑
i=1
η˜i − 3
6∑
i=1
(ni · η˜i)ni
] (8.34)
where η˜i ≡ ηi/a. Note that the vectors ni have in this case a norm equal to 1 and as they
are orthonormal,
6∑
i=1
(ni · η˜0)ni = 2η˜0 . (8.35)
4Nearest neighbours can only be considered by pairs otherwise this would break the symmetry and the force
would not be correct.
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The average force can be obtained by integrating over all the vectors η˜i whose components
can go from −δ ≡ −∆/a to +δ ≡ +∆/a :
〈F 6NN〉 =
∫
F 6NN
d3η1
(2δ)3
· · · d
3η6
(2δ)3
= 0 (8.36)
and 〈
F 26NN
〉
=
∫
F 26NN
d3η1
(2δ)3
· · · d
3η6
(2δ)3
=
∫
1
a4
6∑
i,j=1
[〈
η˜i · η˜j
〉− 6 〈(ni · η˜i)(ni · η˜j)〉
+9
〈
(ni · η˜i)(nj · η˜j)(ni · nj)
〉] d3η1
(2δ)3
· · · d
3η6
(2δ)3
= 12
δ2
a4
.
(8.37)
Some more nearest neighbours can be taken into account. Adding the next twelve nearest
neighbours (those at a distance √2 a), one finds
〈
F 218NN
〉
= (12 + 3)
δ2
a4
(8.38)
and considering the whole cube around the central particle (27 − 1 particles), the force
becomes 〈
F 226NN
〉
=
(
12 + 3 +
16
27
)
δ2
a4
. (8.39)
These last two results show that it should be sufficient to consider only the eighteen nearest
neighbours when calculating the force on a particle. The amplitude of the force should be
F ≈
√〈
F 218NN
〉
. (8.40)
But actually, something is missing in our calculation. Indeed, if we assume that no particle
except the one on which the force has to be calculated is shuffled then we find that this
force is always 0: in such case, eq. (8.33) yields
F i ≈ ni − η˜0(ani)2 +
3
a2n4i
(ni · η˜0)ni , (8.41)
and by summing over a set of particles in a symmetric way, we will see that∑
F i = 0 . (8.42)
Thus, the displacement of the central particle has no effect on the force acting on it. This
cannot be correct as this displacement breaks the symmetry around the central particle
which must generate a force. To show eq. (8.42), one must first observe that the sum is
over sets of particles whose vectors ni can all be obtained from only three integers a, b, c.
Each ni is of the form
ni = (±α,±β,±γ) (8.43)
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or any other vectors obtained by a permutation of α, β, γ. There are therefore 6 · 8 = 48
such vectors if α 6= β 6= γ 6= 0. The force from such a set of particles can be calculated as
follows. Firstly, it is easy to see that ∑
i
ni = 0 (8.44)
since for each ni there is another nj = −ni. Secondly, we have
∑
i
3
a2n4i
(ni · η˜0)ni =
3
a2n4
∑
	(α,β,γ)
∑
i,j,k=−1,1
(iαη˜0,x + jβη˜0,y + kγη˜0,z)
iαjβ
kγ

=
3
a2n4
∑
	(α,β,γ)
8
α2 η˜0,xδ2 η˜0,y
γ2 η˜0,z

=
48
a2n2
η˜0
(8.45)
where n2 = α2 + β2 + γ2 and the sum over “	 (α, β, γ)” means that all the possible
permutation of α, β, γ are considered. We finally obtain∑
i
F i =
∑
i
[
− η˜0
(ani)2
+
3
a2n4i
(ni · η˜0)ni
]
= 0 . (8.46)
A similar calculations can be done if α, β and γ are not all different or equal to 0 as for the
six nearest neighbours.
The force acting on the central particle coming from its displacement in the middle of
a perfect lattice can be estimated in the following way. The total force is the sum
F = F N + F displ . (8.47)
The first term is due to the displacement of the other particles (“N” as neighbour) and it
has been estimated before: its amplitude is given approximatively by the square root of
eq. (8.38). The second term is the one we are looking for. The total force F can be written
approximatively as as
F = Gm lim
R→∞
 ∫
BR(0)
ρ(x)
x
|x|3 d
3x
−
∫
BR(0)
ρ(x− η0)
x− η0
|x− η0|3
d3x+
∫
BR(η0)
ρ(x− η0)
x− η0
|x− η0|3
d3x
 . (8.48)
The first term is F N while the last two terms correspond to the contribution due to the
displacement as illustrated in fig. 8.9: the force from the sphere centred on 0 is removed
while the one from the sphere centred on η0 is added. As shown in fig. 8.9, the contribution
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Figure 8.9: Illustration of the last two terms of the integral in eq. (8.48). The sphere with
the dashed line is centred on 0 and the force coming from it is removed. The “continuous”
sphere is centred on η0 and the force coming from it is added. This is similar to remove
the force from the crescent on the left and add the contribution from the one on the right.
from these two terms comes from a region at a distance of the order of R from the centre
(η0 is small). We can therefore approximate ρ(x) ≈ ρ0. By symmetry,∫
BR(η0)
ρ0
x− η0
|x− η0|3
d3x = 0 (8.49)
and using Gauss’s law 5 ∫
BR(0)
ρ0
x− η0
|x− η0|3
d3x = −4
3
piρ0η0 (8.50)
so that the force on a particle in a shuffled lattice can be well approximated by
F = F 18NN +
4
3
piGmρ0η0 (8.51)
with |F 18NN| ∼ 4Gm2δ/a2 for small values of δ and |η0| ∼ δ a. The “displacement” term
which has been just obtained is verified numerically by calculating the force on a particle
slightly displaced from a perfect lattice.
For each of the four shuffled lattice simulations described in the previous section,
a second simulation has been done without using full gravity but considering only the
force (8.51). Actually for the simulations SL64, SL32 and SL24, whose shuffling paramet-
ers are not very small, it sufficient to consider only the six nearest neighbours. Moreover
the force on a particle due to its own displacement — the second term in (8.51) — is only
needed in SL24 and SL16, namely the simulations with the smallest shuffling parameters.
The evolution of Γ(r, t) in these simulations is shown in fig. 8.10. In SL64, the simple 6NN
force is sufficient to explain the non-linear correlations very well up to t ∼ 1.5τdyn (not
shown in the figure), being still relatively good at 2τdyn. In SL32, six nearest neighbours
are able to explain the correlations up to 3τdyn. As SL32 can be viewed as a coarse-grained
representation of SL64, this shows that correlations at 3τdyn in this latter simulation can
be understood as being the result of the interaction of neighbouring regions of size L/32
(the parameter a in SL32) and eight time more massive than a single particle in SL64 (see
5See any electrodynamics textbooks or sec. 4.6.
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tab. 8.1). In SL24, six nearest neighbours are also required in order to reproduce the evolu-
tion of the early non-linear correlations, but it is necessary to consider also the second term
of eq. (8.51). The correlations can then be reproduced up to roughly 4τdyn. In SL16, the
agreement is good up to 6τdyn. We can therefore interpret non-linear correlations in SL64
at any given time t between τdyn and approximatively 6τdyn 6 as being the consequence
of dynamical processes which are in some sense dominated by nearest neighbour interac-
tions between regions of a size of the order of the homogeneity scale at the time t. The
reconstruction of the correlations in SL64 is shown in fig. 8.11. The arrows in this figure
indicates the value of a in the different shuffled lattices. They allows to see that if at a time
t, the homogeneity scale is λ(t) in SL64, one can use another shuffled lattice with para-
meter a ∼ λ(t) and nearest neighbour interactions in order to reconstruct the correlations
at time t in SL64. As said before, such correlations can be understood as being the con-
sequence of the nearest neighbour interactions of regions of size a ∼ λ(t). The dynamics
in a shuffled lattice are in this sense renormalizable.
These observations suggest a way to calculate the homogeneity scale. Let us assume
that we have a set of shuffled lattices whose only difference is the parameter ∆ = δ a, i.e.,
the number of particles, their mass, the volume of the box and the length a are all the same.
If we can determine the time tc(δ) necessary for non-linear correlations to be developed up
to a with simplified dynamics (six or eighteen nearest neighbours), then we must be able
to determine the evolution of the homogeneity scale in any shuffled lattice simulations.
First, one has to note that the only relevant parameter for a shuffled lattice simulation is the
parameter δ. As the gravity constant unit is
[
distance3 ·mass−1 · time−2], any change in a
length like a or in the masses only gives rise to rescaling of the unit of time. From the set
of shuffled lattices used to determine tc(δ), we can calculate the corresponding time in any
other shuffled lattice by using the relations
a′3
m′t′c(δ)2
=
a3
mtc(δ)2
or ρ′0t
′
c(δ)
2 = ρ0tc(δ)2 (8.52)
where the primed quantities refer to this “other” shuffled lattice while the unprimed quant-
ities correspond to the reference set of shuffled lattices. Once tc(δ) is known for a set of
shuffled lattices, the evolution of the homogeneity scale in any other shuffled lattices can
be determined by using the fact that
λ
(
tc(δ)
) ∼ a (8.53)
which can be rescaled by using (8.52). For a set as SL64, SL32, SL24 and SL16, we
have a3∆2 ≡ a5δ2 = cst so that by inverting tc(δ) in order to get δ(tc) we can write
a(tc) ∝ δ(tc)−2/5 or according to eq. (8.53),
λ(t) ∝ δ(t)−2/5 (8.54)
where the subscript over the time t has been removed. This result should describe the
evolution of λ(t) in SL64 for instance. In order to verify it, different shuffled lattices with
N = 243, similar to SL24 but with different shuffling parameters, have been used 7 as
6Note that according to fig. 8.5, this time corresponds approximatively to the time when the whole box enters
in the non-linear regime. After this time everything should be dominated by a single structure in which all the
particles end up, bringing the whole system to a stable configuration. There is therefore no point in trying to go
further in the renormalisation process — by performing a SL8 simulation, for example — since the correlations
would be created directly at a scale close to the box size and this would not correspond to the kind of evolution
we are interested in.
7Actually seven different values of δ have been used, from δ = 8 · 10−5 to δ = 0.2 to be precise.
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(a)Γ(r, t) in SL64 at t = 1, 2, 3with full gravity
(FG) and 6NN force.
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(b) Γ(r, t) in SL32 at t = 1, 2, 3, 4 with full
gravity (FG) and 6NN force.
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(c) Γ(r, t) in SL24 at t = 1, 2, 3, 4, 5 with full
gravity (FG) and 6NN+ force.
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(d) Γ(r, t) in SL16 at t = 1, 2, 3, 4, 5, 6 with
full gravity (FG) and 18NN+ force.
Figure 8.10: Early correlations in the four shuffled lattice simulations obtained with full
gravity and the simplified force: 6NN means that the force on a particle is obtained from its
six nearest neighbours and 6NN+ means that in addition to the 6NN force there is also the
contribution due to the displacement of the particle on which the force is calculated which
is taken into account, namely the second term in eq. (8.51). For SL16, eighteen nearest
neighbours were needed to calculate the force. The times are given in unit of τdyn.
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Figure 8.11: Reconstruction of the non-linear correlations in SL64 from nearest neighbour
dynamics in SL64, SL32, SL24 and SL16. The times are 1.5, 3, 4 and 5.5 in unit of τdyn.
The little arrows indicate a in the four simulations. “FG” means full gravity while “N” is
for nearest neighbour simulations.
initial conditions in a set of simulations with the force given (8.51). Figure 8.12 shows the
function
exp
(
−2
5
√
4piGρ0 t
)
(8.55)
which describes up to a multiplicative constant the evolution of the homogeneity scale in a
shuffled lattice as observed in sec. 8.2.2 and δ(t)−2/5 obtained from the set of simulations
similar to SL24. The amplitude of these two functions has been adapted to make their
comparison possible. The agreement is relatively good. One should note that the meas-
urements to obtain δ(t) are not very precise. Indeed, the time tc at which the homogeneity
scale is of the order of a in a simulation has been measured only to an accuracy of τdyn/2.
More precise measurements should be performed in the near future. A second point which
has to be mentioned is that when the shuffling parameter δ goes to 0, simulations require
a lot of precision in order to be meaningful since the initial forces are very small. This is
should deserve a particular attention as it is also important for full gravity simulations even
in the case of large shuffling (δ ∼ 1) according to the renormalisation picture, i.e., what
happens at late time and on larges can be can be understood by using a shuffled lattice with
smaller shuffling parameter.
8.3.1 Toward a better understanding of the early displacements of
particles
The relative success of the renormalisation approach combined with the use of a simple
nearest neighbour force instead of full gravity to explain the evolution of non-linear cor-
relations at all times has motivated us to study carefully the early displacement of particles
in a shuffled lattice simulation. An important point to understand is how this result can
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Figure 8.12: Comparison of the exponential behaviour of the homogeneity scale as it has
been observed in sec. 8.2.2 (LT) with the result obtained from the set of simulations based
on SL24 with different shuffling parameters δ (SL24 set). Note that the amplitude of the
two curves have been adapted in order to have them at the same level.
be in agreement with the fact that linear theory is able to predict the growth of the power
spectrum at small k as well as the evolution of the homogeneity scale. This may help to
find a way to understand eq. (4.93) better and to get a deeper understanding of the renor-
malisation approach itself. It would also be interesting to be able to determine analytically
the exponential behaviour of the homogeneity scale from a particle point of view.
When studying the evolution of the particles in a shuffled lattice simulation, one ob-
serves that during the time tc(δ), i.e., the time to create the first non-linear correlations,
the motion of a particle can be described by two distinct phases. In the first one, the force
is dominated by a set of nearest neighbours (six or eighteen) as well as the displacement
term (the second term in eq. (8.51)). As the initial shuffling of the particles are random,
the consequence of this phase is the destruction of the partial symmetries of the shuffled
lattice. This brings the system slowly in the second phase where the motion of a particle
is mainly dominated by the force of a single nearest neighbour as in a Poisson distribution
(see fig. 8.13). This makes this phase slightly easier to analyse compared to the the first
one.
We have seen in sec. 4.4.3 that linear Lagrangian theory gives as main information the
displacement of a fluid element from its initial position in the limit of small displacement.
This is actually exactly what we would like to understand in a shuffled lattice but for
particles. What if we apply linear Lagrangian theory to a shuffled lattice? A shuffled
lattice has some interesting coarse-grained properties since any given shuffled lattice can
always be seen as a coarse-grained representation of another shuffled lattice. This means
that a given particle in a shuffled lattice can be considered as a fluid element, namely
describing a set of lighter particles whose centre of mass would be located at the position
of this particle. On the other hand, as it has been discussed in sec. 7.3, (see eq. (7.60)),
linear Lagrangian theory and particle dynamics gives the same result in the limit of small
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Figure 8.13: Evolution of the nearest neighbour distribution ω(r) in SL24. The times are
0, 3 and 3.5τdyn. The nearest neighbour distribution of a Poisson distribution with 243 is
also shown. This allows to see that at 3 and 3.5τdyn, SL24 looks like a Poisson distribution
at small scales and is therefore dominated by nearest neighbour interactions. These times
correspond to the time at which the first non-linear correlations are created.
times. These arguments indicate that it could be interesting to use linear Lagrangian theory
to study the early evolution of a shuffled lattice.
The shuffled lattice SL24 has been evolved by using for each particle the force
F (t) = F (0) cosh
(√
4piGρ0 t
)
(8.56)
where F (0) is the force at t = 0.8 This is what is predicted by Lagrangian theory,
eq. (4.83). The evolution of both Γ(r, t) and the power spectrum are shown in fig. 8.14
for t ≤ 3τdyn (the time at which the first non-linear correlations appears in SL24). In both
cases, one can note that the Lagrangian simulation is too slow with respect to the full grav-
ity simulation but contains anyway a part of the “truth”. The fig. 8.15 shows the average
scalar displacement of a particle, that is the function
d(t) ≡ 1
N
N∑
i=1
|xi(t)− xi(0)| . (8.57)
In the Lagrangian simulation, according to eq. (8.56) or eq. (4.82), one has
d(t) = |F (0)|
[
cosh
(√
4piGρ0 t
)− 1
4piGρ0
]
(8.58)
where |F (0)| is the average norm of the force. In fig. 8.15 one sees that on the contrary
to what happens for Γ(r, t) or the power spectrum, the Lagrangian simulation is faster
8This force is obtained from GADGET in the full gravity simulation.
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Figure 8.14: Comparison of the evolution of Γ(r, t) and the power spectrum between SL24
with full gravity (FG) and SL24 according to linear Lagrangian theory (LLT). The times
are 1, 2 and 3τdyn but also 4τdyn for Γ(r, t) in the Lagrangian simulation (LLT 4). When
t = 3τdyn non-linear correlations appears in the full gravity simulation while they only
appear between 3 and 4τdyn in the Lagrangian simulation.
than the full gravity simulation but both simulations are in a relatively good agreement up
to 3.5τdyn. Actually, up to this time, d(t) in the full gravity simulation can be fitted by
replacing 4piGρ0 by 0.86 · 4piGρ0 in eq. (8.58). Another check we have done is to study
for each particle the angle between the vector F (0) (force on the particle at t = 0) and
its displacement xi(t)− xi(0) : according to linear Lagrangian theory, this angle must be
0. As shown in fig. 8.16, in average 9, this angle remains below 10 degrees for t ≤ 3τdyn,
which can be considered to be relatively small.
The comparison of the full gravity simulation SL24 and the corresponding (linear) Lag-
rangian simulation provide interesting informations. On the one hand, linear Lagrangian
theory is not perfect since it predicts an evolution for both Γ(r, t) and the power spectrum
slower than what is observed with full gravity and a faster evolution for the average dis-
placement of the particles. But on the other hand, the predictions are not far from the truth
and it really seems that particles are displaced according to
xi(t)− xi(0) ≈ F (0)
[
cosh
(√
α4piGρ0 t
)− 1
α4piGρ0
]
, (8.59)
with a parameter α close to one. From the evolution of d(t), this parameter is of the order
of 0.86 but with such a parameter one can expect that the evolution of both Γ(r, t) and the
power spectrum would be even slower compared to the full gravity simulation. The fact
that the evolution of these two functions according to linear Lagrangian theory is slower
while the average displacement is faster is in fact quite strange. A test suggests that this
may be due to a problem of precision in the calculation of the initial forces.
If a simulation based on SL24 is done by considering 342 nearest neighbours 10 instead
of 6 or 18 for the force on each particle, one recovers more or less exactly what is obtained
9Again, the average is done over all the particles.
10This number represent the number of particles in a cube of 73 − 1 particles around the particle on which the
force has to be calculated.
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Figure 8.15: Evolution of the average distance travelled by a particle in SL24 with full
gravity and according to Lagrangian theory. The third curve, F (0)t2/2, shows what a
constant force would give. This allows one to see that linear Lagrangian theory — that is
eq. (8.58) — is better than a constant force approximation.
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Figure 8.16: Evolution of the average angle (in degrees) between the initial force F (0) on
a particle and the displacement of the particle xi(t)− xi(0) in the full gravity simulation.
According to the linear Lagrangian theory this angle is zero at all times.
163
10-1
10 0
10 1
10 2
10-3 10-2 10-1
Γ(
r)/
n
0
r/L
a
FG
342NN
(a) Γ(r, t)/n0
10-7
10-6
10-5
10-4
10-3
10-2
10 1 10 2 10 3 10 4
P(
k,t
)
k L
FG
342NN
(b) Power spectrum
Figure 8.17: Comparison of the evolution of both Γ(r, t) and the power spectrum between
SL24 with full gravity (FG) and with the 342 nearest neighbours force (342NN). The time
goes from 1 to 5τdyn.
with full gravity, without needing the displacement term (the second term in eq. (8.51).
This is illustrated in fig. 8.17 where the evolution of both Γ(r, t) and the power spectrum
in the 342 nearest neighbours simulation and in the full gravity simulation (SL24) are com-
pared. If one looks at the displacements d(t) (not shown here) one notice that, apart from a
really small difference in the amplitude, both simulations are to a very good approximation
similar. What if the initial force in the 342 nearest neighbour simulation is used to perform
a new Lagrangian simulation?11 The result is shown in fig. 8.18. For both Γ(r, t) and the
power spectrum, the modified Lagrangian simulation reproduces is very similar to the full
gravity simulation up to 3τdyn when the first non-linear correlation appears. If one looks
at the corresponding evolution of d(t) in fig. 8.19, one sees as before that the full gravity
simulation is slower. This indicates that there may be a little numerical problem with the
initial force in the true Lagrangian simulation. Without it, the evolution of both Γ(r, t) and
the power spectrum would be correctly described as in the modified Lagrangian simula-
tion. There is indeed a little difference of 5 % in the average norm of the force between
the full gravity force and the one obtained with 342 nearest neighbours — the latter is the
larger — but this difference is not sufficient to explain the difference in the evolution of
Γ(r, t) or the power spectrum. Further investigations are necessary but whatever they can
reveal, the fact that the displacements of the particles are not far from being described by
eq. (8.59) — with α slightly smaller than one, around 0.86 — seems to be relatively clear
and this is a point which should be understood.
With the renormalisation approach we have discussed before, the force in eq. (8.51) is
sufficient to understand the evolution of non-linear correlations. It is now interesting to see
how this force can be related to the motion of particles according to eq. (8.59). Using the
calculations done at the beginning of sec. 8.3, the force on a particle in a shuffled lattice
11This means that instead of the initial full gravity force in eq. (8.56), it is the initial 342 nearest neighbour
force which is used.
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Figure 8.18: Comparison of the evolution of Γ(r, t) and the power spectrum between SL24
with full gravity (FG) and with the Lagrangian 342 nearest neighbours force. The time goes
from 1 to 3τdyn.
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Figure 8.19: Evolution of the average distance travelled by a particle in SL24 with full
gravity and with the Lagrangian 342 nearest neighbour force.
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can be written in the limit of small displacement as 12
F j = Gm2
∑
i
[
η˜i
(anij)2
− 3
a2n4ij
(nij · η˜i)nij
]
+
4
3
piGmρ0aη˜j (8.60)
where the sum is made over the eighteen nearest neighbours of the particle considered and
nij ≡ ni − nj (considering periodic boundary conditions). Now, using the fact that the
position of a particle can be written at any time as
xi = a
(
ni + η˜i(t)
) (8.61)
with η˜i(0) = η˜i (the initial shuffling of the particle), one has according to Newton’s law
¨˜ηj = Gm
∑
i6=j
[
η˜i
a3n2ij
− 3
a3n4ij
(nij · η˜i)nij
]
+
4
3
piGρ0η˜j , (8.62)
where the sum is still over the eighteen nearest neighbours of the particle j. Taking into
account all the particles, this can be written in matrix form
Θ¨ = AΘ (8.63)
where Θ ≡ (η˜1, . . . , η˜N )T and A is a 3N × 3N matrix whose diagonal elements are
4piGρ0/3, according to eq. (8.62). One can show that this matrix is symmetric. An element
Aab gives the dependence of ¨˜ηi,µ with respect to η˜j,ν if (i, µ) and (j, ν) are associated to a
and b respectively (µ, ν = 1, 2, 3). Using eq. (8.62), on has, for (j, µ)→ a and (j, ν)→ b
with µ 6= ν
Aab = 0 . (8.64)
For j 6= i, by noting that
¨˜ηj,µ = . . .+
η˜i,µ
a3n2ij
− 3
a3n4ij
(nij,1η˜i,1 + . . .+ nij,3η˜i,3)nij,µ + . . . (8.65)
if the particle i is one of the eighteen nearest neighbours of the particle j, we find that for
(i, µ)→ a and (j, ν)→ b with µ 6= ν,
Aab = − 3
a3n4ij
nij,µnij,ν (8.66)
and for µ = ν,
Aab =
1
a3n2ij
− 3
a3n4ij
n2ij,µ . (8.67)
Using the fact that, for a small shuffling parameter, “if I am one of your eighteen nearest
neighbours, your one of mines”, these results show that the matrix A is symmetric: the
exchange of (i, µ) ↔ (j, ν) in equations (8.64), (8.66) and (8.67) only changes nij into
nji = −nij so that Aab is equal to Aba. This implies that all the eigenvalues λ of A are
real and that one can create an orthonormal basis of eigenvectors to express any vectors
12This is obtained from eq. (8.33) and by remembering that when a sum over some “symmetric” neighbours is
done, some terms vanishes.
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Θ = (η˜1, . . . , η˜N )T : assuming that there are nλ eigenvalues λ1, . . . , λnλ and that the
multiplicity of each of them is denoted by mi,
Θ =
nλ∑
i=1
mi∑
j=1
aijΘij (8.68)
where Θij is the jth eigenvectors associated to the eigenvalue λi and aij ≡ Θ · Θij .
Taking into account the evolution according to (8.63), one has
Θij(t) = cosh
(√
λi t
)
Θij (8.69)
if Θ˙ij = 0 and Θij(0) ≡ Θij initially, so that
Θ(t) =
nλ∑
i=1
cosh
(√
λi t
)mi∑
j=1
aijΘij
 . (8.70)
The knowledge of all the eigenvalues, but mainly the largest ones, should help us to under-
stand why the motion of the particles is well described by eq. (8.59).13 In association with
the renormalisation approach, this could also provide interesting informations concerning
linear theory. At the time when this thesis is being written, this work on eigenvalues is still
in progress.
13It has to be noted that some eigenvectors correspond to particle configurations in which the full gravity force
could not be approximated by a simple eighteen nearest neighbours force. These eigenvectors should not be taken
into account.
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Chapter 9
Discussion and conclusions
9.1 A brief summary of what has been done and observed
We have studied the evolution of periodic gravitating systems. Two types of initial particle
configurations have been considered: Poisson and shuffled lattice. In both cases, the
particles are initially at rest. According to what we have discussed in sec 4.4.1 — the Jeans
instability —, this implies that all scales are unstable. Different numerical simulations have
been analysed with a number of particles between 163 and 643. A small softening length
is used in all these simulations, namely smaller that the initial average distance between
nearest neighbour particles.
The aim has been the study of the evolution of non-linear structures. To characterise
these structures, the behavior of conditional density function Γ(r, t) (see eq. (5.42)) is
analysed at scales where this function is larger than the average number density n0 ≡
N/V . The shape of this function at these scales and the evolution of the homogeneity
scale, defined from this function by eq. (6.4), are the main aspects studied.
In Poisson simulations, the following facts have been observed: the evolution of the
homogeneity scale is very well described by the prediction of linear theory (sec. 4.4.2) at
all times and the early non-linear evolution of Γ(r, t) can be explained by simple two-body
interactions. Moreover, once this Γ(r, t) is notably different from n0, it evolves to a good
approximation in a simple “self-similar” way (eq. (7.43)). The evolution of the power
spectrum at small k is similar to what is predicted by linear theory.
In shuffled lattice simulations, the evolution of the homogeneity scale is also very well
described by linear theory. But this requires the introduction of Gaussian windows, which
have not been used in the measurements. As in Poisson simulations, the evolution of the
power spectrum at small k is similar to what is predicted by linear theory. Concerning
the evolution of Γ(r, t), the following facts have been observed. On the one hand, at
early times, this evolution can be explained by the interaction of each particle with its
eighteen nearest neighbours — for symmetry reasons — in addition to a force due the
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Figure 9.1: Comparison of Γ(r, t)/n0 in a Poisson simulation (P) and in a shuffled lattice
(SL). The times are not the same in the two cases. A simple power law, r−1.9, has been
added for comparison.
initial displacement of the particle itself. On the other hand, two shuffled lattices with a
different average number density n0 give rise to the same function Γ(r, t)/n0 when this
function becomes different from 1, if their initial power spectra are similar at small k. From
these two observations, we have shown that the evolution of Γ(r, t) can be described by a
renormalisation approach based on eighteen nearest neighbour interactions.
9.2 A universal behaviour
In this section, a last result is presented concerning both Poisson and shuffled lattice simu-
lations.
In Poisson simulations, we have observed that the conditional density Γ(r, t) evolves
after a while — once non-linear correlations are developed — in a “self-similar” way, in
the sense that the following relation
Γ(r, t+ h) ≈ Γ(f(t, h)r, t) (9.1)
correctly describes the evolution of Γ(r, t). Actually this relation can also be observed
in a shuffled lattice simulation 1, and moreover, as shown in fig. 9.1, the function Γ(r, t)
in a Poisson simulation and a shuffled lattice are very similar. This seems to indicate
that non-linear correlations are independent of the initial conditions which implies that the
underlying dynamics responsible for their creation are in a sense universal. This result is
still not explained. This should be one of the main subject of forthcoming research.
In two papers ([BJSL02, SLBJ04]), in addition to shuffled lattice and Poisson simula-
tions, we have shown that some cosmological simulations 2 give rise to the same kind of
1Note that the function f(t, h) is not the same as in a Poisson simulation.
2These simulations are different from the ones presented in this thesis as they take into account the expansion
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non-linear correlations, namely with an exponent close to −1.9 as shown in fig. 9.1.3 In
these papers, we have argued that this universal behaviour was a consequence of discrete-
ness: as all the simulations are based on the evolution of particles, they have in common
large density fluctuations at a scale of the order of the average initial distance between
nearest neighbours which must play an important role in the formation of non-linear cor-
relations and explain the universal behaviour. This idea was mainly supported by the fact
that, as has been observed in sec. 7.2, early non-linear correlations in a Poisson simulation
can be explained by two-body interactions — a clear discreteness effect — and are already
similar to the “universal” non-linear correlations. By a simple force analysis, we have
also shown that in cosmological simulations, despite the very peculiar initial conditions,
the contribution of nearest neighbour particles to the force on a particle are not negligible.
In [BSL04], attempts to put our argument on firmer ground have lead us to show that in all
the simulations considered (Poisson, shuffled lattice and cosmological), early correlations
are all nearest neighbour correlations: by considering the early evolution of the nearest
neighbour distribution ω(r, t), it is possible to reconstruct the early evolution of Γ(r, t) by
using eq. (5.36) or (7.42). Since in the Poisson case, the evolution of ω(r, t) is driven by
2-body dynamics, one can be tempted to conclude that this is similar in other simulations.
In cosmology, one thinks that non-linear correlations can be determined from initial
conditions and inversely that one should be able to reconstruct the initial power spectrum
by looking at non-linear correlations. For instance, in [Pee80], §73. B, one can find that, if
the initial power spectrum is initially a power law kn, non-linear correlations must be also
a power law whose exponent is given by
γ = −9 + 3n
5 + n
. (9.2)
By putting n = 0 as in a Poisson simulation, one finds γ = −1.8 which is not far from
the −1.9 in fig. 9.1 but this is not correct anymore if one puts n = 2 as in a shuffled
lattice. More advanced methods to relate characteristics of initial conditions to non-linear
quantities at latter time can be found in [HKLM91, PD96, SPJ+03]. All these methods
are based on numerical simulations in which effects of the discrete nature of the particles
are supposed to be negligible. Non-linear correlations are explained only in terms of the
evolution of the continuous medium which one wants to simulate. In this perspective, the
non-linear correlations are supposed to be directly related to the initial small correlated
density fluctuations at a scale larger than the typical distance between nearest neighbour
particles. This is therefore in contradiction with what we have described in [BJSL02,
SLBJ04]. This point is going to be discussed in the last section of this thesis.
9.3 Concluding comments
Finally, I present ideas I have in mind after having spent four years with gravitating systems
and especially after having put most of my current knowledge on the subject in a written
form in this thesis.
of the universe. Their initial conditions are created from a perfect lattice on which a correlated displacement field
of small amplitude is applied. As in the simulations presented here, the initial velocities are also very small as
well as the softening length.
3Note that in [SLBJ04], it is Γ∗(r, t)which is shown instead of Γ(r, t) but the universal behaviour is identical.
The only difference is the exponent which is found to be close to −1.6 in average for all the simulations as in
fig. 7.7 on page 125.
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To start, let us come back to the contradiction seen at the end of the last section. I think
that it is actually not so strong as it may appear. What can be found in [HKLM91, PD96,
SPJ+03] is a precise characterisation of non-linear correlations which seem to go well bey-
ond the level of our comparisons in [SLBJ04] which is only based on the typical exponent
of the power law able to describe the shape of non-linear correlations in a first rough ap-
proximation. If the different non-linear correlations presented for instance in [HKLM91]
(p. L3, fig. 2) had to be characterised in this way, they all would be represented more
or less by the same power law with an exponent close to −1.9 as in fig. 9.1. If now the
two curves in this figure had to be characterised precisely, it would not be hard to find
differences and make a fit better than a power law.4 There is therefore no contradiction
as it is well possible that some traces from the initial conditions remain at all times in the
non-linear correlations even though they can be approximated at first order by a simple
power law with the same exponent.
This brings us now to the discreteness effects: is discreteness really the reason of the
approximate universal power law behaviour — with an exponent close to −1.9 — of non-
linear correlations? Or can this be explained in terms of a continuous approach? The role
of discreteness in gravitational clustering has been one of the main points of all the work
done in this thesis. The reader may find this fact a bit astonishing since this is not an aspect
on which I have insisted so much in the previous chapters, apart maybe in sec. 7.3. The
reason is simply that now I am not so sure that discreteness is so important.
When I started this thesis, our main idea was the one presented in M. Bottaccio’s thesis
and which has been presented in sec. 7.3: gravitational clustering can be seen as self-
similar in the sense that at each time non-linear structures can be seen as new particles
which fall on each other with nearest neighbour interactions, so that discreteness 5 is at all
time the main ingredient. This is actually the explanation which is given in [SLBJ04] after
having shown that early non-linear correlations in a Poisson simulation is due to nearest
neighbour interactions:
“The analysis applies clearly only up to the time at which clustering devel-
ops at scales of the order of the initial inter-particle separation. At larger
times what is observed is that the non-linear clustering which develops first
at these scales develops in a self-similar manner at larger and larger scales.
The self-similarity refers to the fact that the exponent of the correlation func-
tion remains approximatively the same. The fact that this is so suggests very
strongly that the dynamics at play is the same as that at early times, which is
essentially that of particles interacting by NN forces. The evolution of the sys-
tem would then be described as defining a coarse-graining to new “particles”
as a function of time. This is intrinsically a dynamics of a discrete system
in which the fluctuations at the smallest (inter-”particle”) distance are those
which are dominant in the gravitational evolution.”
It is then mentioned that “small fluctuations at large scales”, which could be found in a
continuous medium, are not irrelevant in the evolution of the system as they fix the time
scale for the evolution, namely the evolution of the homogeneity scale. This is something
which is shown in this thesis, in the chapter on Poisson simulations and the one on shuffled
lattices (see equations (7.9) and (8.28)) and what is interesting is the fact that linear fluid
4Note that in [SLBJ04], the exponent of the power law is found to be slightly different in a shuffled lattice and
a Poisson simulation.
5Or even “non-analyticity” ([Bot01]) or “non-analytical behaviour of the density field” ([SLBJ04].
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theory is able to predict the exponential evolution, including the exponent, of the homo-
geneity scale.
This last fact is the starting point of my thought on the role of discreteness: if the
simplest continuous approach which can exist, the linear fluid theory, can explain the evol-
ution of the homogeneity scale, what would a more sophisticated continuous approach be
able to explain? Without knowing the answer to this question, it is a bit hazardous to claim
that discreteness is really the crucial element to understand the approximative universal
behaviour of non-linear correlations.
The shuffled lattice is a very interesting case with respect to discreteness effects. As
observed in the chapter on shuffled lattices, two shuffled lattices with different numbers of
particles but similar power spectra at small k give rise to the same non-linear correlations
after a while (once non-linear correlations are created in both of them), that is for any
time larger than a certain characteristic time, the functions Γ(r, t)/n0 are to a very good
approximation identical (similar power law but also the same homogeneity scale). But if
we think about what can be found in both particle distributions, it is not hard to realize
that we have two very distinct situations, especially if the number of particles in the two
shuffled lattice are very different: in one case we have non-linear structures made of a
large number of particles and in the other one we have non-linear structures made by a few
particles. As linear theory is able to explain the evolution of the homogeneity scale, the
rate at which these structures merge together to create larger structures must be in some
way contained in this theory.
This is a very subtle point. On the one hand, the renormalisation approach (sec. 8.3)
seems to tell us that everything can be understood in terms of nearest neighbours interac-
tions (at different scales and different times) but on the other hand we know that on large
scale a shuffled lattice is correctly described by linear theory as it can be seen from the
power spectrum at small k. Confronting these two facts, we are obliged to admit that the
motion of particles driven by nearest neighbour interactions is in a way related to linear
theory: in the shuffled lattice with a small number of particles, the early motion of the
particles — driven by nearest neighbour interactions — arises at a scale large with respect
to the shuffled lattice with a large number of particles and must be therefore related to the
amplification of the power spectrum in agreement with linear theory. This point might be
clarified by the eigenvalue approach seen in sec. 8.3.1 and it is also necessary to remember
what we have found in sec. 4.5: on sufficiently large scales (small k), what is observed
with the power spectrum (and therefore with the correlations) is only the dynamics of the
centres of mass of large regions. Such dynamics are coming from the interactions between
the different regions which can be approximated by the interaction between their centres
of mass. As it is clear that a given region interacts more strongly with other regions which
are closest, we have a situation which at the same time is in agreement with linear theory
and similar to what would be observed if the centres of mass of the regions is replaced by
particles. This seems to be what happens in the two shuffled lattices and the reason why
the homogeneity scale is well described by linear theory, even though its evolution is due
to the merging of non-linear structures under nearest neighbour forces, independently of
the number of particles inside them. This must be the reason of the duality discussed in
sec. 7.3.
What linear theory certainly cannot explain is what happens inside these structures. Is
discreteness important for this? In a very ideal case, one could think of these structures as
spherical matter distributions whose virial ratio 6 is close to 1. What would then be their
density profile? The universality is maybe here, namely in the way that gravity arranges
6See beginning of chap. 3.
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matter in virialised structures.7 This is clearly a subject which is well studied in the as-
trophysics literature and on which a few words have been given in chap. 2. As far as I
know most work done on this subject uses a mean field approach which allows a treatment
based on continuous functions so that discreteness is completely neglected. Could this
explain the universality of the correlations which, as it has been just said for the shuffled
lattice case, seems to be completely independent of the number of particles in non-linear
structures?
This last point rises the question to know exactly what is measured by Γ(r, t). As it
is an average over random particles, it is not sure that the universal behaviour is really
related to the shape of (almost) virialised non-linear structures. The fact that the nearest
neighbour distribution ω(r, t) can be used to reconstruct Γ(r, t) up to the time when the first
non-linear correlation appear 8 with the perspective of the renormalisation approach seems
to indicate that this universal behaviour is due to correlations between nearest non-linear
structures at the moment when they fall on each other, before merging together. A complete
understanding of the behaviour of these structures would in that case not necessarily be
useful to understand the universality. A simple test which could bring some informations
on what is measured by Γ(r, t) would be to give some rules when selecting the set of
particles to calculate this function (like considering only particles which are on a local
overdensity) and to see how this affects the universal behaviour.
An explanation of the reason why the universal behaviour of the non-linear correlations
is already observed when reconstructing Γ(r, t) with the nearest neighbour distribution is
maybe the following. The simulations studied (Poisson, shuffled lattice but also some
cosmological) could have in common some peculiarities in the density fluctuations whose
consequence would be that non-linear structures merge by pairs. In other words, the prob-
ability for more than two non-linear structures to merge together at the same time is maybe
negligible.9 Such a property would actually be similar when non-linearities extend one lar-
ger scales if the evolution on large scale is in agreement with linear theory. For example, if
we consider a Poisson simulation, the power spectrum grows according to linear theory at
small k. This implies that on these scales the distribution remains a Poisson distribution but
with less particles.10 This means that on smaller scales, particles create clusters which can
be considered as new particles. According to the linear evolution of the power spectrum
at small k, these new particles are in a Poisson configuration. This implies that when they
start to merge together, they merge by pairs like the particles at the beginning of a Poisson
simulation. But it is important to note that these new particles are in fact attracted by pairs
since the beginning of the simulation when they are still linear structures.
The hypothesis that non-linear structures always merge by pairs in the simulations we
have considered is related to correlations of the density fluctuations between more than two
points. Indeed, a way to verify it would be to see if a distribution with a function Γ(r, t)
initially close to n0 and whose first structures would be created by the collapses of groups
of three particles would give rise to the universal correlations. Such a distribution would
clearly have a non-trivial 3-point correlation functions.
7See [NFW96] and [NFW97].
8This fact has been only shown in the case of Poisson distributions but is also true for shuffled lattices as it
has been briefly discussed on p. 171. Details can be found in [BSL04].
9It is very important to understand that in a shuffled lattice, it is only the very early evolution of correlations
which depends on eighteen nearest neighbour interactions. When the evolution becomes non-linear, it is driven by
two-body interactions. Moreover, Γ(r, t) can be reconstructed in these two phases by using the nearest neighour
distribution.
10The power spectrum at small k evolves according to cosh2
ą√
4piGρ0 t
ć
/N as if the number of particles N
was reduced but the resulting configuration was still a Poisson distribution.
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Correlations of order higher than two are statistical quantities which we have not stud-
ied as they are relatively hard to calculate but it is clearly a subject on which future works
should focus. What would be interesting is to find a way to create distributions with similar
two-point correlations but different three-points correlation. How would then the evolution
under gravity differ between two such distributions?
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