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Abstract 
Convolutional Neural Network-based Optical Camera 
Communication System for Internet of Vehicles 
 Amirul Islam 
Department of Electronics Engineering 
Graduate School, Kookmin University 
Seoul, Korea 
 
The evolution of internet of vehicles (IoV) and the growing use of mobile 
devices with the development of the Internet of Things, demand has grown for 
alternative wireless communication technologies. As a promising alternative, 
optical-camera communication (OCC) has emerged that uses light-emitting diode 
(LED) and camera as transmitter and receiver respectively. Since LEDs and 
cameras are exploring in traffic lights, vehicles, and public lightings, OCC has the 
potential to handle the transport systems intelligently. Though some technologies 
have been proposed or developed, these are not mature enough to uphold the huge 
requirements of IoV. However, most of the OCC applications are limited to single 
vehicle and there has been limited focus on the use of multiple vehicles detection 
(spatial) or fast processing (temporal) systems. Also, there has no system to 
challenge with the bad weather condition. In this research, a vision camera and 
high-speed camera has been proposed to provide multiple vehicle detection and fast 
data processing. Here, a convolutional neural network (CNN) based vehicular OCC 
system has been introduced to guarantee communication to maintain 
communication at the adverse condition and near-infrared is proposed in addition to 
visible lights to provide long range and secure communication. To support IoV 
communication, software-defined networking (SDN) has been proposed. Finally, 
the results represent the required conditions for vehicular OCC system analysis and 
improved performance demonstration using the proposed intelligent system. 
 xi 
 
Keywords— Optical Wireless Communication, Optical Camera Communication, 
Vehicular Communication, Automotive Vehicle, Near-infrared, Internet-of-
Vehicles, Convolutional Neural Networks, Software-defined Networking. 
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Chapter 1  
Introduction 
1.1  Introduction 
We are living in a technologically developed world where everything is going to 
be connected with each other. In recent years, the number of sensor-enabled 
technological devices in our daily life (e.g., smartphones, laptops, music systems, 
televisions, vehicles, traffic lights, and others) has increased greatly. The universal 
network framework for these devices constitutes the basis of a future Internet of 
Things (IoT), to which 25 billion “things” will one day be connected, of which a 
significant portion will consist of on-road vehicles. This growth will create a 
challenging but profitable market for future connected vehicles [1]. As more 
vehicles are connected to the IoT, conventional vehicular networks are mobilizing 
into the Internet of Vehicles (IoV). Fig. 1.1 illustrates IoT opportunities for next-
generation information and communication (ICT) areas. 
IoV represents the evolution of vehicular ad-hoc networks (VANETs) for 
providing “smart transportation” [2]. The primary purpose of VANETs was to 
improve efficiency and traffic safety of the vehicular network through 
communication that connects every vehicle by a router or mobile node which in turn, 
create a large network [3]. As a consequence, if any vehicle drops out of VANET  
Smart grid Smart industry Smart transport 
system
Smart health care Smart house
 
Fig. 1.1 The smart IoT for ICT convergence 
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network signal coverage, another vehicle can participate by creating a new network. 
However, the commercialization interests of VANETs have not emerged 
sufficiently, regardless of having massive possibility to ensure vehicular safety at 
less operating cost [4]. VANETs are also limited in the number of connected 
vehicles and mobility support, because they cover very small areas and cannot 
provide global services for the desired applications. However, with safety being the 
prime goal in the continuous modernization of vehicles and road infrastructures, 
growing traffic casualties throughout recent years have become a serious concern. 
Thus, reliable cooperative vehicular communication can introduce a new era by 
reducing traffic casualties [5].  
To avoid collisions and accidents with vehicles, information from the 
surrounding vehicles and infrastructure is necessary for highly accurate and precise 
localization, as well as maintaining communications. The concept of establishing 
communication between them is promising concepts and communication between 
automotive vehicles (AV) is taking tremendous attention from both academia and 
industries, with many researchers attempting to develop the best automotive 
solutions. However, due to the absence of commercially available vehicles, with 
most of using fixed and standardized advanced technologies, it is unclear which 
technology is optimal. In addition, new automotive technologies must be 
implemented considering the regulations on the use of autonomous vehicular 
technology in order to ensure human safety and user trust on the machine. Google’s 
AV has driven for more than 500,000 miles without a crash. However, the system 
relies on gathering information on driving conditions from around the world and on 
increasingly complex and sophisticated algorithms to process the sensor data and 
control the vehicle. Correspondingly, it requires a high amount of computational 
power to run in real time. Certain AV systems use combinations of sensors; 
however, these can mutually interfere when collecting sensor data. 
The first technologies developed for sensing objects were radar and ultrasound. 
These two techniques were first used outside of cars to provide automated parking. 
Though, these technologies could be applied for detection of vehicles or pedestrians. 
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Moreover, the global positioning system (GPS) has a long positioning range [6] but 
cannot provide orientation information about the surrounding vehicles or 
infrastructures. Using radio waves in GPS-based positioning systems creates some 
problems such as radio interference error, reduced security, and multipath 
propagation. Its accuracy can also be hampered by the blockage of signals by 
tunnels, urban canyons, or dense trees. Moreover, GPS does not provide a reliable 
vehicular positioning because classification of the vehicle locations on various lanes 
are not satisfying enough. In addition to GPS, other localization technologies, such 
as light detection and ranging (LiDAR), light-emitting-diode detection and ranging 
(LEDDAR) which are mainly based on lasers, have been proposed for positioning 
or ranging applications. Generally, LiDAR uses light pulses from a laser source and 
works on the principle of time-of-flight (ToF) [7]. LiDAR can be used as an 
alternative approach for measuring distance between vehicles [8]. Unfortunately, 
LiDAR is harmful to humans, very expensive, and often very heavy; the cost of the 
LiDAR system can sometimes be more than that of the vehicle. More importantly, it 
does not have any mechanism to establish communication within the surrounding 
environments (e.g., vehicles, infrastructures). As information exchange between the 
surroundings will be essential for future intelligent transportation systems (ITS), its 
integration has become one of the toughest challenges to the development of ultra-
reliable AV systems Thus, an optical-identification system is imperative for next-
generation intelligent AV that can directly deliver the vehicles identification 
efficiently. 
The optical spectrum can serve as a good resource for wide-band wireless 
communications. Optical wireless communications (OWC) are attractive for next-
generation communication due to their applications to different emerging services. 
There are two main advantages to OWC: the potential large-transmission bandwidth 
due to the high-frequency carrier, and the communication security due to lack of 
radio-frequency (RF) radiation. Applications of this technology include 3D 
localization, kinetic camera-based ranging or distance measurements, various 
intelligent applications (e.g., virtual reality, augmented reality), different digital or 
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display-signage applications [9] and, more importantly, autonomous-vehicular 
applications [10], [11]. OWC operates in three spectrum bands: the infrared, the 
visible, and the ultra-violet. Daily OWC applications, which typically use the 
visible-light spectrum can be achieved using LEDs as transmitters and photodiodes 
(PDs) or avalanche photodiodes (APDs) as receivers known as visible light 
communication (VLC). Much of VLC’s potential lies in its use of light-emitting 
diodes (LEDs). Over the past few decades, the application of LEDs are accelerating 
in lighting infrastructures due to the advantages of energy efficiency, cost effective, 
and extended lifespan. Besides maintaining the essential functionality of lighting 
applications, LEDs can be triggered at a very high speed/rate and various levels of 
light intensity that allows data to be modulated through LED speed in a manner not 
detectable to the human eye [12], [13]. The VLC technology has received 
considerable attention in various fields of research by adopting the combined 
functionalities of both lighting and communication [14], [15]. Although most of 
these studies have mainly focused on indoor positioning, clarifications to difficulties, 
including communication resolution and implementation method have not been 
realized yet. VLC is mainly used in indoor environments for such applications as 
handheld terminals, robots, and intelligent furniture and appliances. Due to the non-
coherent characteristic of LED-based VLC signals, signal processing using 
intensity-modulation or direct-detection (IM/DD) has been adopted.  
Although radio frequency (RF)-based communication mechanisms (e.g., cellular, 
Wi-Fi, and sensor networks) are an essential part of existing wireless 
communication systems, such technologies have limitations that can be overcome 
through the use of LED-based VLC technology. Advantages of VLC over RF- and 
laser-based systems (e.g., LiDAR system) includes longer lifespans, low price and 
implementation cost, a license-free spectrum, and enhanced security owing to its 
line-of-sight (LOS) properties. More importantly, visible light does not pose any 
potential harm to human bodies or eyes, is not affected by electromagnetic 
interference (EMI), and allows for the smooth implementation of multiple input 
multiple output (MIMO) scenarios. Furthermore, it is easier to integrate VLC with 
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the existing vehicular communication systems at a minimum additional cost and 
without any significant infrastructure changes because the application of LED lights 
are already existing in traffic lights or infrastructures and vehicles. The potential 
advantages of VLC have led to its recent inclusion in vehicle-to-everything (V2X) 
for simultaneous localization and communication [16], [17]. Although VLC can 
face challenges due to its LOS properties (i.e., communication links can be 
obstructed by objects or bad weather conditions, for example buildings, walls, rain, 
cloud, or fog), this is not a significant issue to consider here. 
In a traditional optical communication system, the receiver often consists of a 
non-imaging device (i.e., PD). PDs are generally small devices that ensure a quick 
response. However, they operate over very small scales and the use of PDs in 
communication systems can reduce optical power, thereby limiting the transmission 
range. Correspondingly, it offers restriction due to the trade-off between 
transmission range and signal reception. However, these limitations can effectively 
be bottled-up with the development of new signal processing techniques and new 
materials. The use of cameras or image sensor (IS) in OWC, also known as optical 
camera communication (OCC) represents one innovation. Recently, cameras with 
visible light have been integrated into AVs for several applications including 
backup cameras, road-sign detection, roadside-LED detection, blind-spot detection, 
monitoring lane-departure. Cameras are also being introduced in vehicles for 
observing driver tiredness, adaptive cruise control, and distance measurements of 
vehicles, infrastructure. Accordingly, as a means of autonomous evolution, it is 
necessary to afford intelligence to the entire system in order to maintain smart 
decisions adaptively. The application of OCC technology to autonomous systems 
can be an attractive area for researchers and companies and will ensure an 
intelligent advanced-driver-assistance system (ADAS) in automotive environments.  
LEDs are used in vehicular OCC systems to broadcast inter-vehicle information 
or safety information to the nearby vehicles or roadside units, while ISs are used to 
receive LED-transmitted information and various algorithms are used to decode 
information relayed by the LEDs. ISs receive the transmitted data from vehicle 
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backlights or headlights [16], traffic lights, and signage. The important feature of an 
IS is that it can capture an entire scene and receive all signals within a field of view 
(FOV). ISs can spatially separate objects and easily distinguish among sources, 
allowing for the easy discrimination of the data light from interfering sources (e.g., 
streetlights, sunlight, and other background lighting). This ensures a high signal-to-
noise ratio (SNR). In addition, OCC system provides reliable and consistent 
communication performance even if the distance increases [18]. 
Most ongoing research on autonomous localization and simultaneous V2X 
communication is based on visible light [11], [19] having a short distance 
localization (up to 10 m) without using a high-speed camera (which is very 
expensive); it also cannot provide reliable communication due to interference from 
various sources, such as sunlight or bad weather (fog, rain, or smoke). Near-infrared 
(NIR) light offers a promising solution to these problems. The signs of drowsiness 
in drivers can be detected using NIR by remotely monitoring bioelectrical signals 
(mainly heart rate), but much reliability improvement is needed before these 
systems can be implemented. 
NIR offers advantages of low angular dependency. NIR can be easily used in 
day and night, is unaffected by bad weather conditions, and has long-distance 
transmission. As it is not visible, it will not be annoying to pedestrians or other 
drivers, and it can be easily integrated with existing visible-light-based vehicular 
infrastructure. NIR offers a long range and an improved detection ability than 
visible light, particularly in urban regions where cities are decorated with many 
lights. Another application of NIR systems is the adaptive control of beams, so as to 
automatically switch from high to less beam depending on the presence of vehicles 
while maintaining minimum beam forming. In NIR system, NIR-filtered camera is 
used to detect the presence of vehicles and decide the region-of-interest (RoI). In 
this research, NIR spectrum has been proposed instead of visible light considering 
the advantages of NIR over other spectra. Thus, the system can provide a cost 
effective system with simply using NIR LEDs and normal or high-speed IS which 
will be a very simple system.  
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1.2  Motivations 
The motivations that influenced to introduce this work has been driven by 
several aspects. The prominent issues are specified below. 
1. Continuous traffic causalities 
2. Lack of established system for vehicular environment   
3. Although studies on the capabilities and potentials of vehicular OCC 
systems are already being conducted, only a few of these have assessed the 
actual implementation. 
4. Detection of multiple vehicles and providing high-speed communication 
simultaneously is necessary in the automotive environments.  
5. Consideration of bad weather condition (fog, rain, snow, cloud, and etc.) 
6. Maintain communication at long distance using central cloud server 
7. Ensure profitable and emerging market in the coming years 
1.3  Service Scenarios and Applications 
The emerging of vehicular OCC will create lot of services and applications in 
the coming years. It will provide a great revolution in the AV industries. Since the 
IoT is starting to play an important role in everyday life, it is expected to become a 
major part of next-generation IoV architectures. The architecture of the IoT 
incorporates smart industries, smart homes, e-health, and smart grids connected 
through the Internet; essentially, it is anything that can be made available anytime 
and anywhere. In future, it will be possible to monitor the movements of trains and 
ships through a core network. Cellular and radio communications will also be 
included in these centralized networks. Fig. 1.2 illustrates multi-layer architectures 
of OCC networks containing both existing and upcoming technologies, such as 
OCC, V2X communication, device-to-device (D2D) or cellular communication, IoT 
clouds, and cloud-based communication. As shown in Fig. 1.2, a core network 
monitors the entire network and small-cell or cloud-based networks work under the 
supervision of this core network; in essence, the core network acts as the backbone 
of the entire structure. Finally, the core networks can be controlled by software- 
 8 
 
Small Cell 
Massive MIMO 
Network
Optical Camera Communication
SDN and NFV 
based Cloud 
Network
D2D Communication
Communication Link
Cellular 
Communication 
Vehicle-to-Everything 
Communication
Vehicle-to- Vehicle
(V2V) Vehicle-to- Pedestrian
(V2P) 
Vehicle-to- Network
(V2N) 
Vehicle-to- Infrastructure 
(V2I)
Smart Home
E
-H
ea
lt
h
Smart Industry
Cloud
Waterway
Train
Core 
Network
IoT
Cognitive 
Radio Network
Satellite
Internet
Internet
Server
Cloud
Anything
Smart Grid
 
Fig. 1.2 A multi-layer architecture of future networks with OCC and IoT 
defined networking (SDN)-based cloud networks which will provide centralized 
services at both the user end. Because SDN provides scalable and secure centralized 
control of all systems through its interface. 
OCC can also be used in tunnel environment as inside tunnel there has been a lot 
of accidents for lack of secure and precise localization and communications 
between users or workers and central controller. Fig. 1.3 shows an example of 
positioning and communication mechanism in tunnel environments. As shown in 
Fig. 1.3, the system is comprised of visible lights (e.g.; LEDs), cameras, LTE (long-
term evolution) line, power line carrier (PLC), and a central controller to control 
and monitor the whole system. The central controller communicates with the system 
through LTE and the PLC. The center can transmit the details information of the 
current conditions by transmitting modulated signal through LEDs. The users or 
workers can receive the information about the vehicle or anything by only pointing 
ISs or smart devices. Some other application of OCC has been illustrated in Fig. 1.4 
and Fig. 1.5. 
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Fig. 1.3. Localization and communication in tunnel environment using OCC 
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Fig. 1.4 Vehicle to vehicle communications  
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Fig. 1.5 Drone to drone communication for collision avoidance 
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However, intelligent optical vehicular communication can also be used for the 
following applications. 
1. V2X communication 
i. Collision avoidance 
ii. Forward/rear collision warning 
iii. Blind-spot monitoring 
iv. Forward/rear collision warning 
v. Adaptive cruise control 
vi. Automatic emergency braking 
vii. Monitoring driver drowsiness,  
viii. Traffic sign and object recognition 
ix. Intelligent speed adaptation 
2. V2X communication for safe driving and smart navigation 
3. Cross traffic alert 
4. Parking assistance 
5. Autonomous vehicle detection and monitoring 
6. Traffic jam assistance 
7. Safety (reduce accidents) 
8. Drone-to-drone communication for collision avoidance 
1.4  Contributions 
The work includes the development of an intelligent OCC system for AV that 
will ensure both vehicular-safety requirements and communication link between 
V2X and the central server. The prime offerings of the thesis are listed as follows: 
1) Study of adaptive optical vehicular communication visible light and NIR 
light sources as transmitters and image sensor as receiver to provide 
intelligent IoV functionality.  
2) Study the capability of OCC at outdoor environments which are mainly 
posed by the ambient noise and daylight conditions. Then, test the prospect 
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of NIR-based IoV system to detect vehicles accurately and to satisfy 
vehicular-safety requirements. 
3) Identify the temporal and spatial case to support multiple RoIs (multiple 
vehicles) detection and fast data decoding and fast processing of the 
decoded information of the targeted vehicles.  
4) An in-depth performance analysis of OCC platform for ITS to ensure long 
range communication, interference avoidance, scalability of the system and 
least communication delay.  
1.5  Organization of the Thesis 
The remaining parts of the thesis are structured as follows. 
Chapter 2 presents the relevant works of optical vehicular communication and 
IoV. 
Chapter 3 describes the overview of the vehicular OCC system with the details 
of the transmitter, receiver, and channel model. 
Chapter 4 presents the proposed architecture based on the concept of an 
adaptive spatial and temporal resolution scheme with mathematical analysis and 
performance evaluation.  
Chapter 5 we report the proposed NIR based IoV system with detailed 
algorithms and performance analyses. 
Chapter 6 concludes the research along with future research directions. 
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Chapter 2  
Related Works 
2.1  Introduction 
Researchers are currently striving to develop reliable systems for AVs. To make 
vehicles fully automotive, vehicular communication systems for smart 
transportation are being introduced in a process that is abetted by a continuous 
stream of significant technological advancements. However, consumer expectations 
regarding autonomous cars making their journeys easier and more comfortable will 
lead to increasingly complex scenarios for AV operation and therefore more 
challenges in their implementation, particularly with regard to safety and collision 
avoidance (CA), congestion, environmental concerns (i.e., energy use and 
emissions), road capacity, and congestion pricing [20]. Thus, AVs have a long road 
ahead of them until full implementation.   
Severe road accident avoidance and traffic congestion are the two most 
important issues faced by AVs. Various researchers are attempting to develop CA 
systems for AVs; however, to date, such research has tended to focus on single-
vehicle systems. A CA system implemented through autonomous interventions 
involving braking or steering has been described in a previous study [21]. The 
authors proposed a technique for the CA system performance estimation in worst 
case scenario while attempting to minimize execution errors, including early or 
unnecessary intervention, estimation error, and longitudinal or lateral prediction 
faults. They primarily focused on the measurement errors, nonlinear state 
predictions, and sensor and predication delays. Similar research results can be found 
in [22]. Unfortunately, current methodologies for AV cannot meet realistic system 
demands because researchers have neither focused on multiple vehicle detection nor 
on temporal or spatial cases.  
In a real-time environment, there are multiple lanes and vehicles moving on the 
road at various speeds. Thus, multiple target cases should be considered while 
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designing the systems for AVs. Unfortunately, little research has been conducted on 
CA in multiple vehicle situations; however, in [23], single and multiple targets for 
an AV have been considered. The authors built a U-disparity map based on the 
created RoI to characterize on road obstacles and presented a particle filter 
framework to track multiple targets based on the previous detection. Similar work 
has found in [24], where authors have used a hierarchical data association method to 
detect multiple targets on the road. Some other researchers are also working on 
multi-object detection in a different point of view [25]. But still, the amount of 
research result stay bottom of the bottle. Because most of the proposed technology 
focus on every obstacle along with the vehicle. Therefore these technologies 
processing some false data and the make the overall autonomous system variable.   
Another important issue is that current AV are deploying a number of sensors 
that generate a large amount of data, which should be aggregated and analyzed in 
order for the vehicle to execute a decision. Data fusion for AV has been described 
in a previous study [26]. However, as we are concerned with issues arising from the 
small amounts time needed to avoid collisions, multiple vehicle detection, and, most 
importantly, reducing execution time to enable fast decision making, we believe that 
it is necessary to replace multiple sensors with a system comprising only a few 
sensors, e.g., ISs.  
Revolutionary advancements in OWC have made the technology a potentially 
invaluable tool for use in the field of AV communication. Some important research 
progress in V2V communication using OWC with LEDs as transmitters and a 
CMOS IS as a receiver was reported in previous studies [10], [27]. Based on 
variation in LED light intensity, a flag image was generated via communication 
pixels with a 10-Mbps data rate. In other research, the data rate was improved to 15 
Mbps with 16.6-ms real-time LED detection [11]. In [28], the transmission 
performance was improved to 54 Mbps with a bit error rate (BER) <10-5 and to 45 
Mbps with a zero BER. To increase the data rate, the authors proposed an optical 
orthogonal frequency-division multiplexing (optical-OFDM) with a transmission 
data rate of 54 Mbps based on the IEEE802.11p standardization. 
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2.2  Conventional VANETs   
In the modern world, the number of vehicles and vehicle-assisting infrastructures 
is increasing rapidly, making the transportation system more vulnerable than ever. 
This results in more traffic congestion, road causalities, and accidents, and less road 
safety. To cope with the current complex traffic system, we need a unique network 
to accumulate vehicular-system information and ensure an effective transportation 
system such as VANET [29], thus providing proficient communication on the road 
with the help of pre-established infrastructure. VANETs connect all vehicles and 
infrastructure within their coverage area through a wireless router or wireless access 
point (WAP). The connection between the vehicle and the network can be lost when 
a vehicle moves away from the signal range of the network. As a consequence, a 
new free WAP is generated in the existing VANET for other vehicles outside of the 
network. Improving traffic safety and enhancing traffic efficiency by reducing time, 
cost and pollution are two major reasons behind the demand for VANETs.  
Though creating greater opportunity in the transportation system at lower 
operational cost [4], VANETs suffer drawbacks such as lack of pure ad-hoc-
network architecture [30], incompatibility with personal devices [31], unreliable 
Internet service [32], lower service accuracy, unavailability of cloud computing [33], 
and cooperative operational dependency of the network. Concurrently, there are a 
limited number of access points for particular networks. Few countries (e.g., the US 
and Japan) have tried to implement the basic VANET architecture but not the whole 
system due to the lack of commercializability. This leads to demand for more 
reliable and market-oriented architecture for modern transportation systems [5]. IoV 
can be a good candidate to meet the challenges of the commercialization problems 
of VANETs and the growing traffic casualties. Moreover, IoV will ensure a huge 
profitable market ahead for “connected vehicles” [1]. 
2.3  Current Standardization Status 
Visible light was first introduced in Japan named as Visible Light 
Communication Consortium (VLCC) [34]. To provide more worldwide application, 
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VLC has been standardized in recent years. As a consequences, IEEE 802.15.7 has 
promoted a standardization based on VLC which was completed in 2011. An 
amendment of 15.7 has been proposed in IEEE named as IEEE 802.15.7m OWC 
Task Group which is mainly based on OCC [35]. This group is now going to make 
final comments on draft version D2 which will be finished in May 2018. They 
designed different MAC and PHY format of which a special section has been 
proposed for vehicular communication. Recently, a new standardization group, 
known as IEEE 802.15 Vehicular Assistive Technology (VAT) Interest Group, has 
been created mainly for vehicular scenario using OWC [36]. This standard are 
mainly focusing on long range vehicular technologies. There have also many 
ongoing standardization for ITS in ISO namely ISO/TC (International Organization 
for Standardization/Technical committee) 204 [37]. 
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Chapter 3  
Image Sensor based Vehicular Communication  
3.1  Overview 
Over the past few years, there have been many advancements in camera-based 
applications and services, such as multimedia, security tracking, localization [38], 
broadcasting [9], and ITS [10], [19]. Cameras can build image pixels projected from 
various light sources within their FOV. Most of the relevant research has focused 
upon the performances of visual communication systems based on imaging or non-
imaging techniques. OWC using IS, known as OCC, is a promising technology with 
the functionality of LOS service and LED illumination and it has considerable 
superiority over existing communication technologies in wireless domain, (e.g., 
radio waves or single-element PDs-based communication [16], [18]). In the general 
OCC system, LED arrays act as transmitter which are embedded on vehicle or on 
traffic light and camera performs as receiver (see Fig. 3.1). Fig. 3.1 illustrates the 
characteristics of an IS. As shown in the figure, the data transmitted from two 
different LED transmitters (vehicle#1 and vehicle#2 rear LED array) can easily be 
captured and distinguished simultaneously using the IS. Background noise sources 
(e.g., sunlight, ambient light, and digital signage) can be discarded by separating the 
pixels associated with such noise sources. In this manner, interference-free, reliable, 
and secure communications can be achieved using IS. 
Camera 
lens
Noise sources (Sunlight, ambient 
light, digital signage, etc.)
Vehicle#2 rear LED 
array
Detected 
vehicle#2
Detected 
vehicle#1
Detected 
noise source
Image sensor
Vehicle#1 rear LED 
array
 
Fig. 3.1 Characteristic of an image sensor to identify vehicles or noise sources 
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Fig. 3.2 illustrates the overall architecture of vehicular OCC system where more 
than one vehicle or other noise sources serve as transmitters, while the IS serves as 
a receiver. In our case, the targeted or forward vehicles (transmitter) have rear LED 
arrays that transmit data. The LED arrays transmit vehicle safety information, 
including traffic information, vehicle position, LED coordinates of the targeted 
vehicles. Meanwhile, the IS camera receiver of the host vehicle targets the LED 
array and captures video frames. Then, the IS forms pixel arrays on the IS receiver 
focal plane through the imaging lens in order to determine the RoI within the 
captured images. Based on the captured images, the processor decodes information 
from the LED array signals using a number of demodulation techniques. The 
decoded information is then sent to the following vehicle’s processor. Finally, based 
on the information broadcast from the LED arrays, the host vehicle can perform 
actions (e.g., reduce speed, apply braking, etc.) using a machine learning algorithm. 
This process is repetitively executed to improve information accuracy and obtain 
more data. The use of an IS considerably improves the optical energy and enables 
relatively high-speed, long-distance communication. Fig. 3.3 shows a simplified 
block diagram of an image sensor-based OWC system, which uses modulation and 
demodulation blocks, a communication channel, and an IS to accurately recover the 
transmitted data. 
One of the most important advantages of the proposed technique is that a 
complex processing module is not required to filter out the noise sources which 
convey no information. These can be completely discarded using IS. More 
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Fig. 3.2 Overall architecture of optical vehicular communication system. 
 18 
 
Image sensor
Modulation
Input 
data
Serial to parallel 
converter 
LED array
Parallel to serial 
converter 
Data 
recovery
Demodulation
Noise 
sources
Channel
 
Fig. 3.3 Simplified block diagram of vehicular OCC 
interestingly, the communication distance does not depend on the incident light 
power on the image pixels [18] in OCC system. In fact, distance is not affected until 
the image pixel size is reduced less than one pixel [39]. Thus, the communication 
distance can be increased to ensure stable communication. Although the optical 
communication distance can be further increased using zooming techniques, doing 
so can affect the FOV of the IS. Furthermore, in many cases, the proper lens type 
for particular applications has not yet been determined. 
Main advantages of OCC:  
1. Interference-free communication: IS can spatially separate the lights from 
various sources on its focal plane as a huge number of pixels appears in IS, which 
rules out the possibility of signals mixing. Therefore, communication is likely to 
happen even if the actual data light signals and ambient lights are present in the 
scene. 
2. High SNR quality: OCC system provides very high SNR level and therefore 
eliminating the requirement of complex protocol for communication among 
multiple transmitters simultaneously. 
3. Eliminate complicated signal processing: The unwanted LEDs can be 
omitted perfectly from the IS because IS can easily distinguish the communication 
pixels from an image, which eliminates the requirement of sophisticated signal 
processing.  
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4. Stable against changing communication distances: The communication 
distance does not depend on the incident light power on the image pixels in OCC 
system. In fact, distance is not affected until the image pixel size is reduced less 
than one pixel. 
3.2  NIR based OCC 
Most of the recent OCC-based V2X communication systems are using visible light 
as a transmitter [40]. In this study, we have also proposed a vehicular OCC system 
using NIR spectrum. Fundamentally, NIR is employed in kinetic cameras for 3D 
imaging [41] as well as it is not harmful like laser light, and does not require 
expensive and bulky hardware to implement. NIR is less affected by interference 
and can be employed for long-distance communication. It can also penetrate 
through bad weather condition, such as snow, rain, or fog (see Fig. 3.4), which 
ensure long-range transmission. NIR is not visible to human eye and its signal can 
be detected by normal cameras. As a result, it can be used in the road environment 
in daytime without annoying drivers or pedestrians whilst simultaneously 
maintaining communication functionality. We present a comparison of NIR, visible 
light, and RF to prove the advantages and usefulness of NIR in Table 3.1. We 
propose NIR-based camera communication in vehicular environments. We transmit 
the emergency information of the vehicles through NIR LEDs and cameras receive 
the NIR signal to maintain communication between the vehicles. The transmitter 
and receiver, together with the channel modeling of the proposed system, is 
explained in the next part of this section.  
Receiver
Snow
Rain
Fog
Bad weather 
condition
NIR transmitter
(e.g., LED array)
Following vehicleForward vehicle  
Fig. 3.4 Advantages of NIR at bad weather condition (pass through snow, rain, and fog) 
 20 
 
Table 3.1 Comparison of NIR performance with other spectra 
 
3.2.1  Transmitter 
The transmitter unit is composed of an optical-NIR-emitting-diode source 
(typically using high-power LEDs or semiconductor laser diodes), an optical 
amplifier (if necessary), a modulator, optics for beam-forming, driving circuits, and 
a controller to control the source of data streaming as shown in Fig. 3.5. Before 
modulating the transmitter signals, the data from the vehicles are accumulated and 
channel coding is used to mitigate the receiver signal intensity fluctuations. A 
spatial-2-phase-shift keying (S2-PSK) [19] modulation scheme is used to modulate 
the NIR signal and intensified by an optical amplifier. S2-PSK modulated signals 
are robust and perceptible than the spatially coded signals, which are exposed to 
both camera-sensor resolution and partial occultation. To make the NIR safe for 
human eyes, we limit the average and peak-transmission powers of the optical 
source. 
Category/Properties NIR Visible Light RF 
Channel model Lambertian 
emission, 
Perspective 
distortion  
Lambertian 
emission, 
Multipath 
propagation  
Doppler 
effect, 
Multipath 
propagation 
Band / wavelength (700-1100) nm Unlimited, 
(400-750) nm 
3 Hz - 3000 
GHz 
EMI No No Yes 
Security High due to LoS High Low 
MIMO implementation Easy  Easy Difficult 
Visibility range Long distance Short distance No 
Human safety Yes Yes No 
License Requirement No No Yes 
Interferences  Less More More 
LOS support Yes Yes No 
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Fig. 3.5 Block diagram of the NIR transmitter 
3.2.2  Receiver 
The receiver consists of high frequency, low resolution camera equipped with a 
bandpass NIR filter and a decoding algorithm. The camera captures the road 
environments images and the decoding algorithm extracts the signal from the 
emitters. Fig. 3.6 illustrates the block diagram of a NIR-based OCC receiver. The 
whole receiver system is classified into two types: coherent and non-coherent. In the 
coherent system, a locally generated optical oscillator is mixed optically with the 
received field and then sent back to IS. On the other hand, in a non-coherent system, 
the emitted light intensity conveys the information. There is no requirement for a 
local oscillator; the IS can detect the light intensity directly. The received beam is 
focused onto an IS by a lens. A trans-impedance circuit converts the output current 
from IS into a voltage which are determined by the transmission rate, matching 
impedance with other receiver parts, and thermal noise generated from the receiver. 
Decoder Demodulator
Received 
information 
from transmitter
Image 
sensor
Receive optics  
Fig. 3.6 Block diagram of the NIR receiver 
3.2.3  Channel Model 
The channel features of OCC are generally defined by the physical 
characteristics of transmitter and receiver. We consider additive-white Gaussian 
noise (AWGN) in the communication channel between transmitter and receiver. 
The total signal power received at the IS can be expressed by (3.1). 
a
y h Rx n                                                        (3.1) 
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where ha is used to explain the state of channel which represents a random variable, 
R presents the detector responsivity, x defines the intensity of the transmitted binary 
signal, and n shows the AWGN with variance, 𝜎𝑛
2. For OOK modulation, the SNR 
is specified by (3.2). 
2
2 2
2
2
2
( ) t a
o a
n
P R h
h h 

                                                (3.2) 
where Pt represents average transmitted optical power so that {0, 2 }tx P  have equal 
prior probability, and
2
2 2
(2 ) /
o t n
P R  . 
In order to measure the communication system performance, the probability 
distribution function (PDF) of the SNR can be derived as bellow: 
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where 0 o   . For faded channels, the average SNR can be expressed as a 
function of PDF in (3.4). 
0
( )f d   

                                                      (3.4) 
3.3  Modulation Scheme in OCC  
A range of modulation and coding schemes have been investigated for use in 
OCC systems because they are considered to be the key drivers in a communication 
system’s performance. A suitable modulation scheme depends on the image sensor 
used, the method by which the exposure is made, and the light source used. 
However, constructing a classification of modulation schemes and systems solely 
based on the characteristics of the light source or image sensor would prevent an 
acceptable classification from being derived. Table 3.2 summarizes the existing 
OCC modulation techniques in IEEE 802.18.7m Task Group (TG7m). Some of the 
modulation scheme has been illustrated in Fig. 3.7 which have been explained 
below. 
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Table 3.2 A classification of OCC modulation techniques 
Modulation schemes 
Flicker 
modulation 
Flicker-free modulation 
PixNet [42] 
COBRA [43] 
Color Shift Keying and CDMA [44] 
Picapi camera app [45]  
Hierarchical scheme MIMO RGB-LED [46] 
Microsoft LightSync color code [47]  
Structure-light-assisted OWC [48] 
Nyquist 
sampling 
(NS) 
   
A-On-A'-Off protocol [49]  
Space Shift Keying [50] 
Layered Space-Time Code [51] 
Hierarchical Rate adaption Scheme [52] 
Erasure Coding [53] 
 
Frame-
rate NS 
 
 
TG7m UFSOOK twinkle VPPM [54] 
UPSOOK [55] 
TG7m S2-PSK [19] 
  
RoI 
Under 
sampling 
 
OOK Manchester coding [56] 
Light Encryption based on OOK[57] 
Compatible OOK [58] 
TG7m PWM/PPM code [59] 
M-FSK [60]  
Rolling Shutter-FSK [61]  
Compatible M-FSK [62] 
Hybrid M-FSK/2-PSK [62] 
   
Rolling 
Shutter 
NS 
One of the modulation schemes for OCC system i.e., Nyquist sampling method 
using on-off keying (OOK) modulation scheme has been proposed in [63, 43]. In 
this scheme sampling is performed using the formula, frame rate = 2 × pulse rate. 
For OOK, high brightness data bits are represented as ‘1’ whereas low brightness 
bits is indicated as ‘0’ as shown in Fig. 3.7(a). As frame rate being twice the pulse 
rate, two consecutive frames indicate similar data bit. One frame can indicate 
unclear state (i.e., not fully on or fully off) due to the LED transition. For this case, 
the brightness pixel represents the data bit in other frame. The maximum data rate 
can be between 150 bps and 1.1kbps using a high-speed camera (typically 600 fps –
4.6 kfps) and pulse rate between 300 Hz and 2.3 kHz using OOK (mono-color) 
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modulation. Also, data rate of 5 bps was achieved using a camera of low frame rate 
(11 fps) named as “Picapicamera”. 
Another modulation scheme is proposed in [54], known as undersampled 
frequency shift OOK (UFSOOK). In this modulation scheme logic 0 (space) and 
logic 1 (mark) frequencies are set more than 100 Hz to mitigate flickering. These 
two frequencies are directed within two consecutive frames. In which space 
frequency represents the harmonics of frame rate of the camera having no offset 
frequency and mark frequency represents the harmonics of frame rate of the camera 
with addition of offset frequency. The selection of space and mark frequency are 
performed, respectively as 120 Hz and 105 Hz and sub-sampled using a typical 30 
fps camera as illustrated in Fig. 3.7(b). In this modulation scheme, start frame 
delimiter (SFD) technique performs synchronization. The main advantage of 
UFSOOK is that it can be applied both in global and rolling shutter cameras though 
it can achieves maximum half data  rate of the camera frame rate (e.g., 10 bps for a 
20 fps camera). A scheme to decrypt modulated data from two OOK signal  
ON OFF ON OFF
Bit pulse 
(20 pps)
1 0 1 0
1 0 1 0
Frame Rate 
(30 fps)
(a) (b)
(c) (d)
Mono-color 
modulation
Light 
ON
Light 
OFF
1/30 s
Pixel Brightness at (x, y) image point 
1 0 1 1
t
Exposer 
Time
Hue Value at (x, y) image point 
R G B B
color 
modulation
t
Space Frequency Mark Frequency
 
Fig. 3.7 Several OCC modulation schemes with data decoding: (a) Nyquist sampling [63], (b) 
USFOOK [54], (c) scheme in [64], and (d) rolling shutter scheme [56] 
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simultaneously was proposed in [64] where three frames were used to perform 
sampling and decode two data as shown in Fig. 3.7(c). It achieved maximum data 
rate of 20 bps using a 30 fps camera. The flickering difficulty cannot be mitigated 
using this process though increasing the data rate higher. 
As cameras of most smart phones cameras are CMOS-based on rolling-shutter 
type, rolling-shutter modulation scheme is very essential. Generally, CMOS 
imagers are preferred compared to CCD image sensors as they guarantee least 
possible cost and declined size. The flickering is mitigated by LEDs switching (i.e., 
rapidly changing the on-off state) and varying light emitting intervals so that this 
flickering cannot be perceived by human eyes. The exciting frequency is made less 
than the scanning frequency of rolling-shutter type though keeping more than the 
frame rates of camera which makes LEDs lights in the state of dark (‘0’) and bright 
(‘1’) as exemplified in Fig. 3.7(d). Sampling based on rolling-shutter proposed for 
data decoding in [56]. But the decoder takes long time to process the frame and it 
has synchronization problems which increase the drop rate of packet [65]. Besides 
OOK, another scheme named as binary frequency shift keying (BFSK) is proposed 
to modulate signal. In this process, the LED state is represented by two frequency 
(i.e., f0 for ‘0’ and f1 for ‘1’). However, in OCC system, the decoding mainly varies 
based on the frame rate of camera where camera frame rate depends on camera 
hardware design, received light intensity, API constraints, and firmware setting. 
Therefore, different manufacturing companies employ various frame rate for several 
cameras [47]. Though variable frame rate leads to bit error and poor 
synchronization. As a result, comprehensive investigation is essential to alleviate 
variable frame rate. So, in order to design modulation scheme in OCC system, the 
main challenges are to mitigate synchronization problem, low data rate, and 
flickering problem. 
3.4  Interference Characterization of Artificial Light Sources 
The most important interference source in the reception of optical signals is light 
reflected from multiple artificial light sources.  Interference from these sources can 
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be severe in urban areas where urban city decorated with all modern facilities, such 
as lots of street lights, traffic lights, and advertising boards. The artificial light 
sources can be categorized in three categories. These three categories of light source 
exhibit quite different electrical power spectra. Firstly, the light sources used for 
lighting purposes (e.g., decoration lights, street lights, supportive light for 
advertising billboards) can be a fluorescent lamp, incandescent lamp, xenon lamp, 
and LED lamp. These driven by AC source with a frequency of 60Hz. So, the 
frequency spectrum can be up to several KHz causing low-frequency interference. 
Secondly, light sources for static advertising purposes generally neon sign board 
(i.e., neon light) are driven by the ballast with the spectrum extending to tens of kHz. 
And the final category includes the light sources which are used for effective 
advertising and signaling, such as e.g. LED screens, are usually driven by 
sophisticated controlling circuits to display various information on the screen. This 
light sources create interferences in low data rate communication, have frequency 
spectrum of hundreds of kHz. So, the interferences can be minimized by modulating 
the LED light sources at very high frequency such as 0~1MHz thus improving the 
robustness of the system in different scenarios, or the receiver module can 
adaptively discard the interferences. For example, in IS based communication 
system IS can spatially remove the noise sources. 
  
 27 
 
Chapter 4  
Multiple RoIs Detection and Ranging 
4.1  Introduction 
In a traditional communication system, the image properties of a detected image 
are recovered by extracting binary values from a gray image in a simple signal or 
image-processing technique. As this involves the extraction of information from an 
entire image, the process can be more time-consuming and complex. In addition, 
such techniques cannot differentiate between LED light sources and other noise 
sources (such as sunlight, digital signage, and outdoor billboards), making it 
impossible to guarantee the extraction of required data effectively. In contrast, the 
proposed vehicular OWC scheme can easily resolve these problems using the 
characteristics of an IS. As explained earlier, ISs can separate communication pixels 
from other noise sources or interfering pixels. As mentioned in Chapter 3, the LED 
array transmits modulated data which can be detected the transmitting vehicle using 
IS receivers from other vehicles. Finally, the IS can determine the RoIs and recover 
broadcast information.  
In this research, an adaptive vehicular communication system is introduced. In 
the receiver system, a vision camera and high-speed camera is combined and visible 
lights are used as transmitters. As shown in Fig. 4.1, the scenario of road 
environment can be categorized into 3 ways: Case 1: normal condition where no 
critical condition, Case 2: spatial condition where multiple vehicles are present and 
Case 3: temporal condition where one vehicle is in critical condition. The details of 
the scenario will be discussed in the next section. The vision camera is used for 
multiple vehicle detection in a spatial scenario, while the high-speed camera is used 
for communication purposes (i.e., decoding the information, for example, safety 
information, speed, information about any accident, the current movement of the 
vehicle, etc.). In [40], only a single high-speed camera were proposed for both 
temporal and spatial scenario. However, in this research, the main purpose of high-  
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Fig. 4.1 Real road scenario in vehicular communication 
speed camera is to decode information of the targeted vehicle at very high rate. The 
function of vision camera is to detect multiple vehicles accurately with their region 
of interests (RoI), for example, LED arrays. For detection of multiple RoIs, an 
algorithm is suggested which combine iterative closest point (ICP) and scale-
invariant feature transform (SIFT) algorithms. The SIFT algorithm detects the 
image features using the vision camera image, and ICP will reduce the errors 
obtained from the features map using SIFT algorithm. After detection of RoI, the 
relative distances between the vehicles are measured using vision-based distance 
measurement technology. From this distance information, the system can easily 
understand the temporal condition (i.e., which vehicle, the high-speed camera have 
to focus to avoid the collision and receive the broadcasting information) of the 
scene. To provide accurate communication in automotive applications, fast 
detection and processing is required. The proposed image sensor based vehicular 
communication system can fulfill the requirement of multiple vehicles detection and 
fast processing of information to support adaptive spatial and temporal condition. 
4.2  Proposed Architecture and Modelling 
Fig. 4.2 illustrates the proposed system architecture; from the figure it is 
apparent that the system comprises two interconnected modules: a transmission 
module that transmits vehicle-related information (e.g., safety and traffic 
information) and a receiver module that determines the RoIs of the vehicles of 
interest (VoI) and decodes information transmitted from the transmitter module.  
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Fig. 4.2 Image sensor-based vehicular system: (a) receiver module, (b) transmitter module, 
and (c) overall system architecture 
The transmitter module includes an encoder and an LED array unit. The encoder 
collects various data for sending and encodes the data into packets for relaying them 
to the LED array unit. The LED array unit comprises an LED array (i.e., left LED 
arrays and right LED arrays) and LED drivers. In this system, the LEDs can be 
modulated at considerably high rates that are not visible to the human eye.  
Consequently, the receiver module comprises a camera receiver unit and a 
decoder. The camera receiver unit contains two components: (i) a vision camera 
receiver and (ii) a high-frame-rate camera receiver. The vision camera (stereo 
camera) simultaneously detects multiple vehicles and identifies the respective RoI 
of each vehicle (i.e., the backlight LED array of the vehicle). After vehicle RoI 
identification, the inter-vehicular distance is calculated using vision technology that 
will be comprehensively explained in the next part of this section. The high-frame-
rate (up to 1,000 fps) camera is used to receive the signal from the LED array. The 
vision and high-speed cameras should operate in a synchronized manner, with the 
vision camera sending updated and accurate RoI information to the high-speed 
camera along with distance information. Based on these data, the proposed 
algorithm can adapt to recent conditions of the forward vehicles and enable the 
high-speed camera to focus on VoI to decode the required information.  
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To better understand the envisioned scenarios, the image sensor-based vehicular 
OCC system’s functionality has been categorized into two cases: a spatial case, also 
known as multiple vehicles or RoI detection, and a temporal case or fast processing 
phase. In this research, the temporal case is identified as a critical condition. 
However, in the current spatial case, a scenario is considered wherein multiple 
vehicles are present. In this case, it is necessary to detect the RoIs of multiple 
vehicles in order to gather information from each vehicle and accurate detection of 
multiple LEDs and RoIs is imperative. For the temporal case, information about the 
forward vehicles (i.e., VoI) is necessary to avoid collision within a short period of 
time. In this phase, the image is sampled faster than in the spatial case. This fast 
processing of a single vehicle’s information is performed according to the 
information of spatial detection. The proposed scheme will decide which the closest 
vehicle near to the following vehicle based on distance information obtained by 
processing multiple vehicles. 
4.2.1  Spatial Case (Detection of Vehicles and Distance Measurement) 
The primary state is the spatial case wherein multiple vehicles are present. In this 
case, it is necessary to process and detect multiple vehicles within single image, 
where the precise detection is important not the processing or sampling time. So, the 
processing time will be greater than the standard condition; in this study, the 
processing time is considered to be 1.5 times than the regular time (i.e., 1.5t T  ), 
where t represents the difference of sampling time between two consecutive 
frames and T is the normal sampling time. In this section, the procedure of detecting 
multiple RoIs (i.e., LED array) and measuring the relative distance between a host 
and forward vehicle will be described using a vision camera. Vehicle detection has 
been assessed in many recent studies using detection features such as shadows [66] 
and edge histograms [67]. However, shadows are very sensitive to illumination 
changes and the background can influence the information badly. For this scenario, 
an algorithm is proposed to detect multiple vehicles accurately using SIFT and ICP. 
The SIFT algorithm is independent of change in illumination, noise, or orientation 
of image. It offers better feature points matching algorithm by extracting interest 
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points from intensity image pixels and comparing them with its surrounding points. 
An error analysis model is constructed by combining the extracted point 
information with the ICP algorithm. The combination of SIFT and ICP algorithm 
(SIFT-ICP) minimizes the resulting errors in a noticeable edge.  
4.2.1.1. SIFT Algorithm 
The proposed algorithm is described details in [7]. The major steps for features 
extraction of multiple vehicles using SIFT are explained briefly as follows:  
Scale-Space Extrema Detection: In this step, the interesting image feature 
points are categorized using difference-of-Gaussian (DoG) function. It is a close 
approximation to normalized Laplacian of Gaussian 2 2  . DoG is calculated as, 
 ( , , ) ( ( , , ) ( , , )) * ( , )D x y G x y k G x y I x y                                         (4.1) 
In (1), 2 2 2( )/21( , , )
2
x y
G x y e


 
  is Gaussian scale space function, I(x, y) is the 
Gaussian scale space of the input image, σ is a Gaussian kernel of variance σ2 to 
provide more smooth images quickly and its domain is sampled in a particular way 
in order to reduce the redundancy. 
(1) can be normalized into Laplacian of Gaussian as, 
( , , ) ( , , ) ( , , )D x y L x y k L x y                                                (4.2) 
Then, a DoG map is updated in the database by computing the individual DoG 
value for the entire image pixels. 
Keypoint Localization: In next step, each pixel in the DoG map is plotted and 
compared with its eight nearest points in order to determine the local extrema of 
DoG function, D( , ,x y  ). 
Orientation Assignment: The histograms of multiple orientations are computed 
based on the localized keypoints, where the selected histograms should be at least 
80% higher than the maximum histogram. Finally, the unsearchable points are 
deleted to update the extrema orientation points. 
Keypoint Descriptor: In this step, the image feature points are compared with 
the extrema to estimate the location and determine the best matching features. 
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4.2.1.2. Iterative Closest Point (ICP) Algorithm 
For the correction of errors, ICP algorithm adapts the extracted image feature 
through the SIFT algorithm. Then a model is formed by mapping the points in a 
data point. The model is used to reduce the sum of square errors with the closest 
model points and data points. The estimated errors are considered as the sum of all 
errors between data points and model points. Then a rotation matrix and translation 
vector are developed to define the new data. In ICP method, the number of the 
model point should be greater than the dimension of weight matrix, and the model 
matrix cannot be empty. More importantly, the dimension of both model and data 
points have to be same. 
4.2.2  Target Achievement 
After identifying the LED light sources (i.e., RoIs) on the image plane, the risk 
factor of action taken by surrounding vehicles is determined (i.e., finding the 
temporal and spatial condition of a vehicle). So, the relative distance between the 
vehicles is necessary to compute from the captured image. According to the 
distance information, the system will decide the targeted vehicle to decode the 
necessary safety information. To obtain accurate distance measurement and 
accurate positioning, the camera calibration is required. There are many camera 
calibration methods [68], [69]. In this research, a very simple camera calibration 
process is explained [70]. In this approach, the data from a single camera (vision 
camera) is used to determine the translation vector and rotation matrix of the vision 
camera. A relationship between the camera coordinate system and world coordinate 
system for the vision camera can be stated as follows: 
          ,  1 2
miC i W i
M R M T where i                                    (4.3) 
where, 
mC
M is the camera coordinate system, WM is the world coordinate system of 
a plane. iR , and iT  are rotation matrices and translation vectors for each camera 
respectively. The rotation matrices and the translation vectors between two cameras 
are calculated using the following parameters.  
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                            (4.4) 
After the camera calibration, the distance from the captured images is computed. 
Distance information can help to make decisions for the vehicle to pay attention and 
information extraction. However, all incidents happen in the real world can be 
described in three dimensional (3D) format but the camera generates only two 
dimensional (2D) image. Thus, an adaptive convention algorithm is required to 
measure the distance from a 2D image. There are various approaches to measure the 
depth from 2D image. The most recent trend is to use a stereo-vision camera, rather 
than a single camera, in a manner analogous to vision system [71]. A stereo-vision 
camera consists of two cameras mounted at a fixed position on a single apparatus 
for (i) synchronizing the focal point and (ii) adjusting the image-focal plane of both 
cameras. Both cameras capture the same scene but with a slightly shifted FOV, 
allowing formation of a stereo-image pair. Distance measurement relies on 
matching the pixels in the left and right image. The following algorithm is being 
used to complete the task. 
i) Image acquisition (i.e., input image from both left and right cameras). 
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Fig. 4.3 Distance measurement: (a) using stereo images of stereo camera, (b) system 
platform algorithm 
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ii) Image rectification to align epipolar line of two camera images horizontally 
by using linear transformation.  
iii) Segmentation for detection, recognition, and measurement of objects in 
images. 
iv) Algorithms for stereo matching for depth calculation. There are different 
algorithms are being used for stereo matching, such as sum of absolute differences 
(SAD), correlation, normalized cross correlation (NCC), and sum of squared 
differences (SSD). The SAD algorithm computes the intensity differences for each 
center pixel (i, j) in a window W(x, y): 
( , ) ( , )
( , , ) | ( , ) ( , ) |
N
L R
i j W x y
SAD x y d I i j I i d j

                         (4.5) 
where LI  and RI  are pixel-intensity functions of the left and right image, 
respectively. W(x, y) is a square window that surrounds the position (x, y) of the 
pixel. The minimum difference value over the frame indicates the best matching 
pixel, and the position of the minimum defines the disparity of the actual pixel. 
v) Depth map estimation: For stereo cameras with parallel optical axes (see 
Fig. 4.3), focal length f, baseline b, and corresponding image points (xl, yl) and (xr, 
yr), the coordinates of a 3D point ( , , )P P PP x y z  from 2D image can be determine 
by the following equations: 
P P P P P
l r l r
z x x b y y
f x x y y

                                                (4.6) 
l r
P
x z x z
x b
f f
                                                         (4.7) 
l r
P
y z y z
y
f f
                                                          (4.8) 
The depth is calculated from the disparity map using the rectified image from 
stereo camera. The disparity map (4.9) is determined by the difference between the 
x-coordinate of the projected 3D coordinate, xP, onto the left camera image plane 
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and is the x-coordinate of the projection onto the right image plane. Therefore, the 
disparity can be calculated from the following equation,  
2 2( )
P P
i r
P P P
b b
x x
fb
d x x f
z z z
 
                                        (4.9) 
                    or, 
P
fb
z
d
                                                           (4.10) 
Inter-vehicle distance can be measured as follows: 
.
f d
D
a n
   
    
   
                                                           (4.11) 
where, D is the distance between the host vehicle and the forward, d is the distance 
between the left and right LED array units, f is the lens focal length, n is the 
distance (i.e., number of pixels) between the left and right LED array units on the 
image, and a is the image pixel size. D (obtained from the host vehicle), f and a are 
known values for any ISs. The value of n is easily obtained using simple image-
processing techniques. In this manner, the system uses both the received data and 
captured images to provide communication and ranging functionalities. 
4.2.3  Temporal Case (Information Decoding) 
The second condition of the proposed technique is the temporal condition 
wherein upcoming vehicles or objects at very close distances present a potential 
hazard. In this case, the sampling time consideration is crucial as collisions or 
accidents can occur suddenly. The more information about the targeted vehicle is  
Data 
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Camera
Left LED array
Right LED array
Forward vehicleFollowing  Vehicle
 
Fig. 4.4 Information decoding using high-speed camera in temporal scenario  
 36 
 
 
necessary at a given sampling time. So, the sampling time is required to increase to 
get more information in a very quick time. For this a high-speed camera of frame 
rate up to 1000 fps is proposed. So, the image can be processed quickly and the 
required information of the VoI can be decoded as more as possible. Fig. 4.4 
presents a data decoding procedure using high speed camera in temporal condition. 
For temporal case, the sampling time between two frames should be faster than the 
spatial case in order to detect and process the VoI as fast as possible. For 
simplifying the simulation operation, the processing time was considered as one-
tenth that of the normal time (i.e., /10t T  ). 
In the proposed algorithm, the primary consideration is that the horizontal axis 
of the vehicle’s position have to be fixed with respect to the camera position so that 
the camera can extract more interested image points under planer motion to develop  
Table 4.1 Algorithm for information decoding high-speed camera 
1) Interest points: extract the interest points of each image pixel. 
2) Compute image homogeneity: Estimate the homogeneity between a set of 
extracted feature points based on the similarity and proximity of their neighbor 
pixel intensity. 
3) Estimation: Repeat the step 1and 2 process until N samples. 
i) Select a random four consecutive samples and estimate the homogeneity H 
between them. 
ii) Measure the distance d from each homogeneity map. 
iii) Match the uniform number of inlier with H by the number of 
correspondences so that 5.99d t    , where σ is standard deviation. 
Finally, choose H with the largest number of matching inliers. 
4) Optimal estimation: Further interest point correspondences are now determined 
using the estimated H. 
5) Iterative improvement: Repeat the steps 3 and 4 until the two consecutive 
frames are stable. 
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a line of fixed points. In the next sampling, the camera will also constitute a second 
pair of fixed points. The two image will intersect with each other at the same point 
in the image plane, though the images in different sampling time can be different in 
nature. As the two image axes are parallel, there will be a common point at infinity 
where the point will intersect. As there is one fixed point among the various views, 
this can be used to perform the projective reconstruction on the image plane at 
infinity. The overall algorithm for data decoding is presented in Table 4.1. 
4.3  Performance Analysis 
To validate the proposed algorithm, the proposed SIFT-ICP algorithm has been 
implemented in a MATLAB programming application. As a consequence, Fig. 4.5 
shows the overall proposed scenario for adaptive spatial and temporal scenario 
wherein Fig. 4.5(a) represents the spatial case scenario with vision camera and Fig. 
4.5(b) shows the temporal case scenario using high-speed (i.e., high frame rate) 
camera.  In spatial case, three vehicles were considered where the sampling time of 
the targeted image is 1.5 times greater than the normal time (i.e., 1.5t T  ). As 
discussed in the previous section, vision camera was used for multiple RoI detection 
and distance measurements. Firstly, the SIFT algorithm was used for feature points 
extraction from the intensity images. Then these extracted feature points were 
combined with ICP algorithm to analysis the feature points and produce an error 
analysis model. Finally, this combined SIFT-ICP algorithm is utilized to minimize 
the errors in a prominent margin.  
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Fig. 4.5 Adaptive spatial and temporal scenario of proposed vehicular communication 
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Frame 1 (left camera) Frame 2 (right camera)  
Fig. 4.6 Two sample frames to test the proposed algorithm 
 
Raw mean of video frame Corrected errors     
Fig. 4.7 Error model analysis of test images using SIFT-ICP 
For RoI detection, first two frames (i.e., Frame 1 and Frame 2) of a video 
sequence were employed for simulation which is shown side by side in Fig. 4.6. The 
intensity images were used to improve the processing time and it is not important to 
use color image for image stabilization. A large horizontal and vertical offset are 
visible in the figure which generates errors. To correct the error among the 
consecutive image frames is the main objective of this scheme. For this, we applied 
estimateGeometricTransform function which can be done by calibrating the camera 
accurately. For detecting this features, SIFT-ICP algorithm was employed to a given 
set of point correspondences between the two frames. During computation, a given 
set of video frames Ti (where, i=1, 2, 3, …., n) have been used. SIFT-ICP algorithm 
was applied to estimate the error between frames Ti and Ti+1 which constitute an 
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affine transforms, Hi. So, the cumulative error of a frame i, can be expressed as a 
product of all the previous inter-frame transforms which can be formulated as 
follows, 
1
, 0
i
cumulative i i j
H H


                                                (4.12) 
The affine transform has six parameters but for numerical simplicity of the 
proposed algorithm the matrix was redefined and fitted the matrix as a simpler 
scale-rotation-translation transform. This new matrix (also called scale-rotation-
translation transform) consists of only four parameters named as one angle, one 
scale factor, and two translations. So, the simplified form of the matrix can be as 
follows, 
* cos *sin 0
*sin * cos 0
1
i
x y
s s
H s s
t t
 
                                          (4.13) 
Then the all step applied to the full video frame to make the sequence smooth. 
At each step, the H transform between the present frames was calculated. Fig. 4.7 
show the error analysis of the video frame presented side by side (i.e., the mean of 
the raw video frames and of the corrected frames). The first image of Fig. 4.7 
illustrates that the original image had lot of distortions in the raw mean of the video 
frames. The right side image represents that in the corrected frame after applying 
error correction method (i.e., SIFT-ICP algorithm), with almost no error. The 
background details has been blurred as this is not important in the vehicular 
condition. Finally, the results shows the efficiency of the proposed algorithm to 
detect the vehicles and reduce the errors for a stabilization system. 
Fig. 4.8 illustrates the detailed steps for RoI detection of LED arrays. The first 
step acts as the convolution filter to determine the RoI in which light sources are 
possibly available. The second step aims to determine the accurate positions of LED 
light sources from the targeted RoI, as well as grouping these light sources into pair 
that belong to different VoIs. Each layer consists of two steps, specifically,  
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Fig. 4.8 Multiple RoIs detection and LED array classification using SIFT-ICP 
‘convolution’ and ‘RoI pooling’. In convolution, also known as convolution 
filtering, the network attempts to label the input signal by referring to what it has 
learned in the past. It is advantageous for being translational invariant. Hence, the 
pair of light sources can shift in different positions, and the SIFT algorithm would 
still be able to recognize it. In another word, in RoI pooling, the RoI is down-
sampled to reduce size, thereby minimizing cost. The sensitivity to noise and 
variations is reduced by applying RoI pooling. Noisy light sources, such as street 
lights without the features can be easily be discarded through this algorithm. The 
final RoI pooling ends when the centers of light sources are identified with the 
acceptable error. 
For the simulation purposes, several transformation were applied, such as shift 
the positions of light sources to match the interest points, resize the image, rotate 
about the center, and mirror the original image. Fig. 4.9(a) compares the 
performance of LED-lights detection accuracy between general computer vision 
approach and the proposed SIFT-ICP approach. A computer vision-based approach 
processes the entire image to track LED positions, whereas an SIFT-ICP approach 
estimates possible positions of LEDs from previous learning and validates the 
correct positions from post-processing. The advantage of SIFT-ICP is that the 
grouping of LEDs that belong to a vehicle is simple. In addition, if LEDs are 
captured as OFF states, computer vision is unable to detect the exact positions of 
LEDs but SIFT-ICP can perform the detection accurately through estimation. The 
accuracy of detection depends on the distance which changes linearly since the 
resolution of the image is constant. A linear classification of noisy LED states has 
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been performed to decide ON/OFF, is considerably affected by the exposure time of 
the camera and an additive noise; therefore, the error rate is higher than our 
proposed approach. Our SIFT-ICP can learn nonlinear classification to satisfy MSE 
of 10-3 and 10-10 within 30 and 60 iterations respectively, as shown in Fig. 4.9(b). 
1000
100 20 30 6040 50 70 80 90 100
2000
D
et
ec
ti
o
n
 e
rr
o
r 
o
f 
R
o
I
Distance (m)
Computer vision
SIFT-ICP
 
(a) 
 
    (b) 
 
Fig. 4.9 Performance analysis of: (a) RoI detection error of SIFT-ICP algorithm in 
comparison with computer vision, (b) measurement errors of vehicular identification using 
RoI signaling. 
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(a) (b)  
Fig. 4.10 (a) Extrinsic parameters visualization of camera calibration process, (b) rectified 
image of the video frame in the 3D-image plane. 
After detection of RoIs, the information of the vehicle is necessary to decode 
where two consecutive processes were followed: distance measurement and LED 
array pattern detection. For distance measurement, the stereo-camera approach and 
the MATLAB stereo-camera-calibrator app were used. Fig. 4.10(a) shows the 
visualization of extrinsic parameters of the camera in the 3D-image plane. In order 
to compute the disparity map and construct the 3D scene, the image frames from 
both cameras should be rectified. Fig. 4.10(b) shows the rectified image of the video 
frames, which are row-aligned. This will simplify the computation of the disparity 
map by reducing the search space for matching points to one dimension. The 
rectified images can be viewed using stereo red-cyan glasses, combining them into 
an anaglyph to obtain the 3D view. 
Disparity Map
60
50
40
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20
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0  
Fig. 4.11 Disparity map of the video frame in the test image 
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Fig. 4.12 Mean re-projection error per image pixel in image pairs 
Fig. 4.11 shows the disparity map of the stereo image chosen from the video 
frame. From the rectified stereo images, the corresponding points located on the 
same pixel row are paired. The distance for each pixel in the right image to the 
corresponding pixel in the left image were computed. This computed distance is 
termed as the disparity which is proportional to the corresponding distance of the 
real world coordinate from the camera. Whereas Fig. 4.12 shows the mean re-
projection error of the image pairs for each image pixel. For the simulation, 10 
image pairs were considered. The bar graph indicates the accuracy of the calibration. 
Each bar shows the mean re-projection error for the corresponding calibration 
image. The re-projection errors are the differences between the corner points 
detected in the image, and the corresponding real-world points projected onto the 
image. From the figure, we can conclude that the average mean re-projection error 
is 0.06 pixels for the image pairs. The 3D-world coordinates of each corresponding 
pixel point were reconstructed from the disparity-map image presented in Fig. 4.13. 
To visualize the point cloud, the corresponding mapping pixels were converted into 
distance values and created a point-cloud object. Finally, a streaming point cloud 
viewer has been generated to present this point cloud. 
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Fig. 4.13 Depth representation of the vehicular scenario in terms of cloud points 
10.2 meters 10.7 meters11.4 meters
13.1 meters
 
Fig. 4.14 Distance measurement using stereo camera-based depth estimation 
After depth estimation, the distance of each vehicle is determined using the 
camera of following vehicle. The 3D world coordinates of each detected vehicle 
were calculated and computed their corresponding distances using (4.10). Fig. 4.14 
shows the results of distance calculation. From a certain time lapse video, we found 
a nearest vehicle at 10.2 m distance from the following vehicle, so the system will 
focus on this vehicle to recognize the LED array patterns. Moreover, distance 
information is crucial to avoid the accidents or critical conditions. 
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Fig. 4.15 Packet arrival rate of a video sequence using high speed camera 
So, after distance measurement, the information was decoded using high-speed 
camera. The proposed decoding algorithm was tested in simulation. As a 
consequences, Fig. 4.15 shows the results of packet arrival rate in 25 seconds of a 
video scene using high-speed camera to decode the broadcasted safety information. 
The video frame was run for a time of 25 seconds to calculate the arrival rate. As 
shown in the figure, the fluctuation of packet arrival rate happened occasionally but 
the worst drop occurred at 18 seconds (54 percent). The failure of packet reception 
can happen due to the movement of forward or host vehicle on the rough road, or 
the detection error of LEDs during packet receiving or waiting. But the vehicles 
landed on the uneven road is one of the commonest causes of packet losses. The 
packet loss can be reduced by improving the LED detection rates. Though the 
reduction of payload can improve the reception rate, the efficiency of data 
transmission will reduce due to the increase in packet overhead size. 
Fig. 4.16 shows relation of average throughput with varying frame arrival rate 
where the throughput value increased rapidly from 0 to 30 fps. Its value progressed 
slowly when the frame arrival rate crossed 30 fps because there had many data 
remaining in the queue throughout the period. The throughput became almost  
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Fig. 4.16 The average throughput of the proposed adaptive system in comparison with 
standard system 
 
Fig. 4.17 BER vs SNR performance comparison between proposed adaptive system and 
standard system 
saturated after 90 fps.  However, the transmitters can only send limited packet per 
frame, so the increase in frame arrival rate cannot affect the throughput after the 
threshold value. The average throughput is related to data transmission rate; the 
higher probability LEDs can send data, the higher average throughput will result. 
The outcome from this figure is that the adaptive method enables reliable 
communication even if in noisy situations when the standard system is barely 
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feasible. Finally, the BER as a function of SNR of the image sensor-based vehicular 
communication system in comparison to standard system have been calculated (Fig. 
4.17). As shown in the figure, the BER performance of the standard system gets 
worse than our proposed adaptive system. The IS has an effect on the improvement 
of the BER performance because it has the capability to separate the light sources 
(LED array) from interferences or noise sources. 
4.4  Conclusion 
In this research, a vehicular communication system for adaptive spatial and 
temporal conditions using image sensor-based OCC system has been introduced. 
Using ISs guarantee interference-free communication which is not sensitive to noise 
or interference. After investigating some advantages of LEDs and ISs for 
communication purposes, we explained the operation and functionality of an image 
sensor-based vehicular communication technique. We then proposed a two-phase 
communication method employing image sensor-based OWC communication for 
the spatial detection of multiple vehicles and the fast processing of targeted 
vehicle’s data. The vision camera was used to detect multiple vehicles and measure 
inter-vehicular distance. Based on the obtained distance information, the transmitted 
information can be decoded using a high-speed camera. The decoded information 
using high-speed camera based algorithm has higher accuracy than other existing 
system. The results demonstrated simultaneous detection of three objects using a 
vision camera while maintaining fast processing in the temporal condition using a 
high-speed camera. In addition, results confirmed that the system can quickly adapt 
to changes in the conditions of communication environments. 
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Chapter 5  
NIR-based Communication for Internet of Vehicles 
5.1  Introduction 
The IoV is an integral part of the IoT, which connects various heterogeneous 
networks, such as inter- and intra-vehicle networks with the Internet [2]. This 
heterogeneous network architecture can be categorized into five types of vehicular 
communication. These types include vehicle-to-vehicle (V2V), vehicle-to-
infrastructure (V2I), vehicle-to-cloud (V2C), vehicle-to-sensors (V2S), and vehicle-
to-personal devices (V2P) (see Fig. 5.1). It is anticipated that enhanced traffic safety, 
improved traffic efficiency, and implementation of supervision and control can be 
assured by the IoV (e.g., information exchange through inter-vehicle 
communications, and real-time broadcast of traffic conditions to data centers [72], 
[73]). Its purposes are to ensure that devices can communicate with each other and  
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V2V
V2I
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Fig. 5.1 The five types of vehicular communication in IoV. 
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exchange information and intelligence. Moreover, the research and development of 
IoV technologies will integrate the automotive and information technologies 
together. 
Although many researchers and industries have proposed IoV for various 
purposes [74], [75], the usage of this concept is still in its initial stage. Many 
countries have already implemented or proposed some basic IoV services. The USA 
has installed security chips in vehicles to store the identify information of every 
vehicle in their data center [76]. The government of India has brought each and 
every vehicle under a network through GPS and wireless fidelity (Wi-Fi) [77]. A 
new next- generation transportation system named called the cooperative- 
intelligent transportation systems (C-ITS) has been initiated by the European 
Commission [78]. Korea and Australia are also interested in implementing such 
automotive vehicular systems in their countries [79]. Moreover, both Google and 
Apple are developing a smartphone-based connected-driving system. Apple has 
developed a system called “CarPlay,” with a voice-support feature to assist the 
driver in using all the services of iPhone through the display of car [80]. All the 
aforementioned efforts are the initial steps towards the design and development of 
the IoV. 
Lack of coordination and communication is the biggest challenge facing IoV 
implementation. Lack of standards also makes effective V2V communication and 
connection difficult and restricts use on a large scale. Thus, the challenges start with 
ensuring safety, simple implementation, energy-savings, and convenient and co-
operative communication. Large concentrations of vehicles, lighting systems, or 
drones can also limit the existing RF or ad-hoc computational resources.  Thus, it is 
of great interest to the ITS field to develop new solutions complementary to RF or 
other ad-hoc networks. Complementary efforts should be made to develop and 
enhance new platforms, which will enable analytic and semantic processing of data 
coming from vehicles. OCC is a candidate method for co-operative vehicular 
communication, enhancing driving safety, ITS, collision warning, and pedestrian 
detection, as well as providing range estimates for nearby vehicles. OCC is a new 
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technology, a development of OWC that works on the same principle. OCC uses 
LEDs as transmitters and camera as receivers instead of PD in the case of OWC. 
In section of the thesis paper, OCC system has been combined with NIR 
(detectable frequency bandwidth 700 -1000 nm) to provide IoV functionality, which 
will ensure long-range identification, remain reliable during bad weather, and not be 
vulnerable to partial occultation. In this case, two key elements are necessary to 
recognize NIR signals based on OCC technology in ITS applications: (i) the 
feasibility of OCC for outdoor conditions and under constraints posed mainly by the 
ambient noise and daylight conditions; (ii) the capability of this technology to detect 
vehicles accurately and to satisfy vehicular-safety requirements. Here, a NIR-based 
OCC system was developed by taking account of the following: 
i. Using precise optical NIR-filtering techniques at the receiver end, allowing 
to increase the prototype’s robustness against ambient noise.  
ii. Using off-the-shelf components in our implementation, with the observance 
of the standard feasible form factor of the vehicular-lighting system. 
iii. The performance of the NIR-based OCC system under daylight conditions 
and for line-of-sight (LOS) scenarios for inter-vehicle communication is 
evaluated using a MATLAB simulation model. 
iv. A convolutional neural networks (CNNs) is introduced to accurately 
identify the LEDs’ pattern and to detect this pattern even at long distances, 
under bad weather, and with signal blockage. 
v. Finally, the proposed system will ensure six significant parameters of the 
IoV system including data rate, communication range, mobility support, 
minimum communication delay, and scalability. 
5.2  Proposed Architecture and Modelling 
The proposed intelligent IoV system consists of three main forms of 
communications: V2V, V2I, and V2C. Fig. 5.2 represents the overall overview of 
the proposed IoV system based on OCC. For V2V and V2I communication, NIR 
LEDs, camera are used as transmitter and receiver, respectively. In V2C 
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communication, cellular technology can be used to uphold the connection between 
the Internet (e.g., cloud or database) and vehicles or infrastructures. The vehicles in 
V2V communication are defined as forward vehicle and following vehicle. Firstly, 
the forward vehicle transmits the information and then the following vehicle 
receives information from the forward vehicle. The vehicles can also receive traffic 
information (e.g., certain emergency information, including traffic condition, safety 
information, and accident information) from traffic lights. The forward vehicle uses 
its back light LEDs (using S2-PSK modulation scheme) to transmit this traffic 
information towards the following vehicle. The following vehicle uses CNNs to 
decode the information from the forward vehicles. 
In V2C, both forward and following vehicles can share information with cloud 
server using cellular technology. After receiving information from the vehicles, the 
cloud server will process the information using a centralized controller (e.g., SDN-
based Open Flow [81]) and broadcast this information back to the IoV (i.e., vehicles 
or traffic lights) network through cellular communication. This information can be 
useful for the vehicles which are far away from the incident. The details will be 
explained at the end of this section. 
In the remaining parts of this section, the proposed IoV model is described in 
more details. The proposed system employs a multi-criterion application in the 
following four phases: (1) detection of NIR LEDs; (2) target achievement; (3) LED-
array pattern detection and recognition using CNN; and (4) broadcast information. 
Forward vehicleFollowing vehicle
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Traffic light
Far distance car
gets data of accident 
and traffic condition
Accident scene 
CCTV 
camera
Camera
Cellular 
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Fig. 5.2 Proposed NIR-based intelligent IoV system architecture with an accident scene 
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5.2.1  Detection of NIR LEDs 
The aim of this step is to recognize vehicle NIR LED lights or traffic lights using 
a camera receiver that captures the whole scene within its FOV. For this case, we 
considered an example where a vehicle is moving down a road and identifying other 
vehicles or infrastructures with NIR-optical signals. In NIR-based OCC systems, at 
the transmitter side, LEDs emit incoherent NIR lights whose intensities are detected 
by the camera at the receiver end. The emitted signals from transmitters can be 
detected using IM/DD technique that passes through any point between the 
transmitter and receiver. For data transmission in OCC, various modulations (such 
as FSK, PSK, and OOK) have been proposed by the IEEE 802.15.7m standard [35]. 
Here, we considered S2-PSK modulation scheme [19]. An IS mounted on a vehicle 
can detect S2-PSK modulated NIR signals.  
An overview of NIR LEDs (RoIs) detection process from the image is shown in 
Fig. 5.3. As indicated in figure, the following vehicle captures an image of a night 
scenario. The captured images contain not only the NIR LED light sources, but also 
Data from 
vehicle
Data from 
street lights
 
Fig. 5.3 Multiple RoIs detection to identify data sources and remove the interference sources 
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reflected lights from various surfaces that are not related to the IoV infrastructure. 
To detect absolute optical signals, high-intensity values in the captured image will 
be extracted using an image-acquisition process. Generally, the height of the light 
sources in the road infrastructure is several meters away from the traffic lights 
depending on the surface of the road. Thus, it is expedient to differentiate between 
traffic lights and other lights that are mainly used for road decoration or lighting. 
After the intensity-filtering process, differential images are determined from two 
consecutively captured images and stored for further processing. The differential 
images help to recognize the changes between adjacent images. Therefore, the 
actual NIR LEDs can be distinguished from noise sources in the differential images. 
Here, the NIR light sources are blinking with S2-PSK modulation which represents 
two phase “0o” and “180o”. Then, the resulting image is binarized to extract the 
LED signaling features from the captured images.  
In summary, the identification algorithm processes the input images to extract 
the corresponding NIR LED region from the emitters. The other light sources 
(sunlight, advertising boards) are discarded through shape analysis. The whole 
identification algorithm can be summarized as follows: 
i) The camera acquires NIR-filtered images in which the emitters appear as 
bright spots. 
ii) To keep the brightest pixels (NIR LEDs) in the scene, the received image is 
binarized using a threshold value.  
iii) The NIR regions are made more consistent, bright, and less fragmented, 
using morphological dilatation. 
iv) The regions to be accepted or rejected will mainly depend on the size and 
shape of the detected region. For example, large regions (corresponding to the sky), 
regions which don’t look like a spot, (such as pieces of vegetation, LED signage, 
advertising boards), and regions with small spots (such as reflection from other light 
sources) are rejected. The algorithm used to determine the shape of a region 
calculates the rate of pixels of the detected region inside its circumcircle. 
v) The accepted spots are termed as RoIs or targets. 
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5.2.2  Distance Measurement 
After identifying the LED light sources (i.e., RoIs) on the image plane, the risk 
factor of action taken by surrounding vehicles is determined (which is also called 
finding the temporal and spatial condition of a vehicle). For this case, the distance 
from the captured image is measured. Distance information can help to make 
decisions in which vehicle information is important and where it is not necessary to 
pay attention. The distance measurement procedure has been described in 4.2.2.  
5.2.3  LED-array Pattern Detection and Recognition Using CNN 
After obtaining the distance information from target achievement stage, the 
information from the targeted vehicles are decoded. Here, CNN is used to recognize 
LED patterns. For instance, if the targeted vehicles are at long distance or LED 
signals are blocked due to bad weather conditions, other vehicles and infrastructures, 
it will be difficult to decode the pattern of the LEDs. Though neural networks (NN) 
and other pattern-recognition algorithms have been developed over the past 50 years, 
CNNs has developed significantly in the recent past. CNNs are being used in a 
variety of areas, such as image and pattern recognition, natural-language processing, 
speech recognition, and video analysis. The improved network structures of CNNs 
lead to memory savings and reduced computational-complexity and, at the same 
time, offer better performance for various applications. 
Moreover, CNN is robust against distortions, such as different lighting 
conditions, change in shape due to the camera lens, presence of partial occlusions, 
horizontal and vertical shifts, and so forth. In the conventional case, using a fully 
connected layer to extract the features, the input image of size 32x32 and a hidden 
layer having 1,000 features will require on the order of 106 coefficients, which 
requires a huge memory. In the CNN layer, the same coefficients are used across 
different locations in space, so the memory requirement is drastically reduced. Also 
in the standard NN, the number of parameters is much higher which increases the 
training time proportionately. On the other hand, the training time is reduced due to 
the reduced number of parameters. Assuming perfect training, we can design a  
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Fig. 5.4 Typical CNN algorithm for detection and recognition 
standard NN similar to CNN according to the performance. In practical case, a NN 
requires more parameters than a CNN that creates much noise at the time of training. 
As a result, the performance of a standard NN equivalent to a CNN will always be 
worse. 
Fig. 5.4 shows a typical CNN algorithm for detection and recognition, which 
consists of four stages: (i) pre-processing of the image; (ii) detecting the RoI; (iii) 
object recognition; and (iv) decision making. The first step contains the outside data, 
which can be used for training, especially the camera parameter. The decision-
making step works on the recognized objects; sometimes it may make complex  
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Fig. 5.5 CNN-based LED pattern classification and recognition 
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Fig. 5.6 Decoding of LED-array data using CNN at unclear state 
decisions, but it operates on much less data, so these decisions are not usually 
computationally hard or memory intensive. However, CNNs are now having a wide 
impact in object-detection and recognition stages, which are the most difficult 
challenges. Fig. 5.5 shows a visualization of CNN algorithm for a vehicle’s LED-
pattern-detection and recognition algorithm. 
Fig. 5.6 shows the operation of LED-state detection using CNN whose signal has 
been blocked by another vehicle. In our system, CNN is adopted to classify the 
LED region instead of classifying the whole image, reducing computational cost 
and total computational time. To better understand the proposed CNN system has 
been categorized it into four steps, namely design of a CNN, configuration of 
training options, training a faster CNN object detector, and evaluating the trained 
detector. 
5.2.3.1  Designing a CNN 
 Each layer in CNN performs a definite function. For example, imageInputLayer 
is for image-input layer, convolutional2dLayer is for 2D convolution layer in CNN, 
reluLayer is for rectified linear unit (ReLU) layer, fullyConnectedLayer is for fully 
connected layer, maxPooling2dLayer is for max pooling layer, and 
classificationLayer is for output layer classification and recognition of an NN. The 
composition of layer-by-layer CNN has done by NN ToolboxTM. The first step is to 
design the input layer, which defines the type and size of the imageInputLayer 
function. The input size varies for different purposes. For classification tasks, the 
input size is typically the same size as the training images. However, for detection 
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or recognition tasks, the CNN needs to analyze smaller parts (i.e., the LED region) 
of the image, so the input size must be at least the size of the smallest object in the 
data set. In this case, the CNN is used to process a [32*32]-RGB image. 
Then, the middle layers of the network are made up of convolutional repetitive 
blocks, ReLU, and pooling layers, which are the core part of the CNN. During 
network training, sets of filter weights in convolution layers are updated; non-linear 
functions have added to the network ReLU layer to map pixel of the image and the 
pooling layers downsample data as they flow through the network. A deeper 
network could be generated by repeating these basic layers, but to avoid down-
sampling of the data too early, pooling layers should be used cautiously. Because of 
early down-sampling, the important information for learning can be discarded. All 
the layers of a CNN are fully interconnected. At this point, the network must 
produce outputs that can be used to measure whether the input image belongs to one 
of the object classes or the background. Finally, the three layers were combined. 
Then, the first convolutional layer weights are initialized with a standard deviation 
of 0.0001 which improves the convergence of training. 
5.2.3.2  Configure Training Options 
The training of the CNN can be classified into four categories. In the first two 
categories, the region-proposal and -detection networks are trained. The final two 
categories combine the networks from the first two steps into a single network [82]. 
As each training category may have a different convergence rate, each category 
should be set with independent training options. We can specify the network-
training options using the trainingOptions function of the Neural Network 
ToolboxTM. In this case, we have set the learning rate for the first two steps higher 
than for the last two steps, such that the weights can be modified more slowly in the 
last two steps for fine-tuning purposes. The greatest advantage is that a training can 
be resumed from a previously saved point even though training is interrupted due to 
a power outage or system failure. 
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5.2.3.3  Training a CNN LED-pattern-recognition Detector 
After specifying the CNN and training options, we need to train the LED-pattern 
detector. The input of this detector is the pre-trained network and the training 
options. The training function can form a new network by modifying the original 
trained network automatically. The image patterns (i.e., LED patterns) are extracted 
from the training data during this process. The patterns required for training are 
defined by “PositiveOverlapRange” and “NegativeOverlapRange”. Positive training 
samples overlap by 0.6 to 1.0, whereas negative training samples overlap by 0 to 0.3. 
The best values for the positive-negative pairs should be chosen based on the testing 
value of the training detector. 
To accelerate CNN training and reduce the training time, the use of a parallel 
pool is highly recommended for MATLAB users. But the parallel pool should be 
enabled prior to training. For computational competence, a GPU of 3.0 or higher is 
strongly recommended. To save execution time, a pre-trained network can be 
loaded from a disk. If one desires to train the network oneself, one must set the 
doTraining variable manually. 
5.2.3.4  Evaluating the Detector Using a Test Set  
To verify the training, the detector investigation for a test image is required. The 
primary step for detector performance evaluation is to collect the detection results 
by running the detector on a test image set. To ensure a short evaluation time, the 
results are loaded from a previously saved disk. For this, the doTraining function 
was set from the previous section to execute the evaluation locally. To evaluate the 
detector effectively, it is recommended to test larger image sets. The common 
performance metrics can be measured using object-detector-evaluation functions, 
which are supported by the MATLAB Computer Vision System ToolboxTM; for 
example, log-average miss rates can be found using the evaluateDetectionMissRate 
function and average precision can be found using evaluateDetectionPrecision 
function. 
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5.2.4  Broadcast Information Using a Central Server 
In the proposed scheme, the concept of cloud server or database for non-LOS 
(NLOS) communication have been introduced. After receiving the information 
using CNN, emergency information (e.g., accidents or traffic condition) will be 
broadcasted to the cloud server in order to support communication with distant 
vehicles. Suppose, an emergency condition (e.g., accident) has occurred far (5 km) 
up the road from the host vehicle. If the remote vehicles can get this information 
instantly, it will be easy to change their route according to the traffic conditions. 
However, to broadcast this information to the remote vehicles instantly using OCC-
based V2V communication, it will be time-consuming to reach long distances (e.g., 
5 km). Thus, in this case, OCC-based communication will not be effective. As a 
result, cloud-based vehicular communication for long distances has been introduced.  
In V2C communication, the vehicles, at the incident can receive the information 
from the forward vehicles using cameras. Then, the processing system mounted on 
the vehicles will transmit the emergency information to the cloud server using 
cellular. After receiving information from the vehicles, the cloud server will process 
the information using a centralized controller (e.g., SDN-based Open Flow [81]) 
and broadcast the information back to the IoV networks based on the priority of the 
incident to all connected links (i.e., vehicles or traffic lights) through cellular 
technology. After receiving the information from the server, the vehicles or traffic 
lights will transmit that information through NIR LED lights to the following 
vehicles, allowing them to change direction or take other actions to reach their 
destinations based on the situation. However, this is out of the scope of this paper. 
5.2.4.1  SDN for IoV 
Networking technologies have experienced explosive evolution during the last 
decade. Moreover, the number of mobile devices and the data traffic are increasing 
exponentially because network applications are extending from the traditional 
hardware-based to real-time communication in social networks, e-commerce, and 
entertainment. However, hardware-based network systems mainly depend on 
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insecure and inflexible network architectures which generally take a typical 10-year 
for a new generation of wireless networks to be standardized and deployed. To 
facilitate these challenges of current network architectures, the most important task 
is to shift the design of current architectures for the next-generation wireless 
networks. Moreover, the complementary concept of SDN, NFV has been presented 
to separate the control functionalities from the hardware by simply decoupling the 
forwarding plane from the control plane. These functionalities will ensure the 
required flexibilities and adaptability of the ever-changing network architectures 
with the introduction of the concept of SDN.  
SDN has been introduced for data networks and next-generation Internet [83]. 
SDN has the following characteristics: (i) it decouples network control from the 
underlying data plane (e.g., routers, vehicle node, switches,); (ii) it allows the 
control plane to be programmed directly through an open interface, for instance, 
OpenFlow [84]; and (iii) it uses a network controller to define the behavior and 
operation of the networking infrastructure (i.e., SDN controller). SDN can be an 
ideal prospective for the high-bandwidth, dynamic nature of network management. 
SDN provides the flexibility to change the network configuration at the software 
level, thus reducing the necessity of modification at the hardware level. SDN makes 
it easier to introduce and deploy new applications and services than the traditional 
hardware-operated networking architectures. It also ensures the quality-of-service 
(QoS) at any level of user requirements. Consequently, it will be an enticing 
architecture from the viewpoint of reconfiguring and redirecting complex networks 
for real-time management. 
An important observation of SDN is NFV [85]. SDN and NFV are mutually 
beneficial, but they are not fully dependent on each other. In fact, network functions 
can be employed and virtualized without using an SDN and vice versa. As it is 
complementary to SDN, NFV can effectively decouple network functionalities and 
implement them in software. Thus, it can decouple network functions, for instance; 
routing decisions, from the underlying hardware devices such as routers and 
switches, and centralize them at remote network servers or in the cloud through an 
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open interface such as OpenFlow. Hence, the overall network architecture can be 
highly flexible for fast and adaptive reconfiguration. 
5.2.4.2  Proposed Architecture 
Open networking foundation (ONF) proposed a simple high-level architecture 
for SDN. This model can be separated into three layers, namely, an infrastructure 
layer, a control layer, and an application layer, assembled over each other. The 
details these three layers are described below. Fig. 5.7 illustrates the SDN 
architecture for the IoV system.  
a) Infrastructure Layer 
The infrastructure layer mainly consists of forwarding elements (e.g., physical 
and virtual switches, routers, wireless access points, and etc.) that comprise the data 
plane. These devices are mainly responsible for (i) collecting network status, storing  
A
p
p
li
c
a
ti
o
n
 
L
a
y
e
r
Computer
Computer
End User
End User
Virtualization 
plane
Switch
User
Virtual 
Switch
Handover
Handover
Sensor
Switch
In
fr
a
st
ru
ct
u
re
 L
a
y
e
r
Network 
management
Mobile
C
o
n
tr
o
l 
L
a
y
e
r
BS
BS
SecurityQuality of 
Service
Network Operating System (NOS)
Dynamic 
Bandwidth
W
iF
i/
Z
ig
b
e
e
Management 
server
EastboundWestbound
APIAPI
Southbound API
Norththbound API
SDN 
Controller
SDN 
Controller
SDN Controller
Other 
Business Apps
Network 
Virtualization
Cloud 
Computing
Load 
Balancing 
Adaptive 
Routing
Internet
 
Fig. 5.7 SDN architecture for IoV 
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Fig. 5.8 (a) OpenFlow model and (b) detailed process of OpenFlow protocol 
them temporally in local network devices and sending the stored data to the network 
controllers and (ii) for managing packets based on the rules provided by the network 
controllers or administrators. They allow the SDN architecture to perform packet 
switching and forwarding via an open interface known as the southbound interface. 
In most SDNs, OpenFlow is used as the open southbound interface. OpenFlow uses 
flow-oriented protocol. It has port and switches and port for flow control.  
OpenFlow: ONF is a fundamental component for developing SDN solutions and 
possibly treated as an encouraging consideration for any networking abstraction. 
Main function of ONF is to maintain the OpenFlow protocol. OpenFlow helps SDN 
architecture to adjust the dynamic of user applications, high-bandwidth, adjust the 
network to different business needs, and decrease maintenance and management 
complexity. Fig. 5.8(a) shows the model of the OpenFlow protocol whereas the 
algorithm is shown in the Fig. 5.8(b). As shown in figure, when a new flow or 
packet reaches, some lookup manner originates in the primary lookup table and 
concludes either with a match in the flow tables or with an error depending on the 
rules specified by the controller. A delinquency info has forwarded to the controller, 
if the packet is sent without acknowledgement of very next step “’send to controller” 
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in the case of any unmatched entry. Event based message such as triggering port or 
link change are sent to the controller by forwarding devices. Once the rules are 
matched with the flow rules, the rule’s counter is incremented and actions based on 
the set rules start getting executed. This could lead to forwarding of a packet, after 
modifying some of its header fields to a specific port or (i) dropping of the packet, 
(ii) reporting of the packet back to the controller. However, there have other API 
proposals [81] rather than OpenFlow as southbound interface. 
b)   Network Controller 
The network controller, network operating system (NOS) or SDN controller, is 
the heart of SDN architecture. It lies between network devices and applications. It is 
based on operating systems in computing. In [86], the controller is described as 
software abstraction that controls all functionalities of any networking system. It 
maintains control over the network through three interfaces, namely, southbound 
interface (e.g., OpenFlow), northbound interface (e.g., API), and east/westbound 
interfaces. The southbound interface abstracts the functionalities of programmable 
switches and connects them to the controller. The northbound interface allows high-
level policies or network applications to be deployed easily and transmits them to 
the NOS, while the east/westbound interfaces maintain communications between 
groups of SDN controllers. Thus far, many SDN controllers have been proposed by 
researchers to facilitate controller functionalities [81]. 
The SDN controller functionalities can be divided into four types: (i) a high-
level language to describe network actions; (ii) a rule update to put in regulation 
generated from high-level languages; (iii) a network status collection process to 
gather network infrastructure information; and (iv) a network status synchronization 
process to build a global network view using the network statuses collected by each 
individual controller [81].  
c) Application Layer 
At the top of SDN architecture, the application layer is located (Fig. 5.7). SDN 
application interacts using northbound interface with the controller to achieve an 
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unambiguous network function. They request network services or user requirements 
and then manipulate these services. Although there is a well-defined standardized 
southbound interface such as OpenFlow, there is no standard northbound interface 
for interactions between controllers and SDN applications. Therefore, we can say 
that the northbound interface is a set of software-defined APIs, not a protocol. SDN 
applications can provide a global network view with instantaneous status through 
northbound APIs. 
5.2.4.3  Challenges and Future Direction 
Though we presented the advantages of SDN for 5G, SDN has confronted with 
some challenges. First of all, security is a more challenging task that needs to be 
available everywhere within the SDN architecture because of: i) architecture and its 
controller, applications, devices, channels (TLS with plain text) and flow table, ii) 
connected resources, iii) services (to protect availability), and iv) information. 
Furthermore, a reliable and balance controller is still in the out of scope because of 
lacking of robust and reliable framework policy. The framework policy should be 
very simple to maintain and implement, secure, and cost effective.  
As SDN is a fully automated system with a centralized controller that has 
reducing human control, error free and fast configuration [87]. Despite these 
challenges, some remaining implementation affairs need to acknowledge such as 
flow tables and their large number of flow entries, flow level programming and 
controller programming, flow instructions and actions. Though NFV and SDN are 
independent and complementary to each other, they can provide an open 
environment to fasten the innovation, and can be easily integrated with new services 
and infrastructure like controlled and automated network resources. Packet 
forwarding or processing is performed by NFV, while the controller can control or 
update flow tables according to the needs of users or applications at any level. Here, 
NFV is responsible for creating or processing flow rules, and SDN is responsible 
for the management of the said rules. Integration of SDN and NFV will be a 
promising technology for future IoV. 
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5.3  Simulation Results 
The first part of the proposed algorithm is to detect the RoI (i.e., the NIR LED 
region in the image) where a real road video to detect the RoIs on the image plane. 
Fig. 5.9(a) shows an image frame of a time lapse video and Fig. 5.9(b) represents 
the detected RoIs on the image plane after applying the algorithm. In this case, the 
NIR LED regions were extracted using the differential images and then the resulting 
image is binarized using RGB thresholding. In the figure, the detected RoI with red 
rectangular markings represents the nearest vehicle, the green rectangular markings 
represent the far-distant vehicles, and the yellow rectangular markings represent the 
signals from the traffic lights. Fig. 5.9(c) and (d) show 3D representations of the 
original and optimized constellations of the threshold image at the receiver. It can  
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Fig. 5.9 (a) Original image, (b) successful detection of NIR LED (i.e., RoI) and 3D 
thresholding of image at the receiver end (c) before optimization, (d) after optimization 
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Fig. 5.10 CNN-based LED-light classification scenario under ambient-noise lights condition 
be seen that the optimized constellation points in 3D color space are distributed 
more uniformly than in un-optimized or original 3D color space. It implies that 
most of the constellation points are close to the threshold value, which proves the 
high efficiency of our proposed algorithm. But there have a few abnormal 
constellation points are away from the threshold-constellation points, which can be 
ignored. 
Fig. 5.10 presents an example of how a CNN-based system can easily 
distinguish desired lights information from ambient or others noise sources. The 
detection and recognition performance were determined by measuring the average  
Table 5.1 Performance parameters for CNN-based object detection 
Object detector training 3 Stages 
Model size 34x31 
Stage 1: (42 positive examples and 
210 negative examples) 
The trained classifier has 87 weak learners  
Stage 2: (Found new 210 negative 
examples) 
The trained classifier has 51 weak learners 
Stage 3: (42 positive examples and 
210 negative examples) 
The trained classifier has 19 weak learners 
Elapsed time (seconds) 13.3242 for precision rate and 
13.202 for miss rate 
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(a) (b)  
Fig. 5.11 Performance of the object detector: (a) average precision and (b) average miss rate 
precision and average miss rate of our CNN algorithm. In the first step, the previous 
detection results were utilized by running the detector on the test-image sets to 
evaluate detector-performance and then, executed the detection and recognition 
algorithm on an intended scenario. To avoid long evaluation times, the results were 
loaded from disk and the doTraining MATLAB function was set to execute the 
algorithm locally. Table 5.1 represents the performance parameters used for the 
execution of the CNN-based detection algorithm. It shows that weak learners in the 
trained classifier decrease in the final stage. 
300 vehicle samples were trained for the CNN system of which 60% of the data 
were used for training to find the precise detection and miss rates. Fig. 5.11 
compares the detection and miss rates using our proposed CNN-based detection and 
recognition algorithm. The precision/recall (PR) curve highlights how precise the 
detector is at varying levels of recall. The average precision provides a single 
number that incorporates the ability of the detector to make correct classifications 
(precision) and the ability of the detector to find all relevant objects (recall). Ideally, 
the precision would be 1 at all recall levels. In this example, the average precision is 
0.6 and the average miss rate is 0.4. The use of additional layers in the network can 
help to improve the average precision but might require additional training data and 
longer training times. In this example, the proposed approach used a single image, 
which showed promising results. To fully evaluate the detector, testing it on a larger 
set of images is recommended. 
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Fig. 5.12 SNR vs BER performance for CNN-based IoV system 
Meanwhile, BER is the number of bit errors in the number of received bits over 
the communication channel due to noise, interference, distortion, or bit-
synchronization errors. Therefore, minimizing BER is an important issue for 
maintaining good communication between multiple vehicles. The desired results of 
BER with respect to SNR are obtained for the optical channel (considering AWGN 
in the channel). Simulation result for optical channel has shown good performance 
when it is compared to the theoretical value (see Fig. 5.12). In other words, the 
system can show poor performance when the number of vehicles is increased.  
5.4  Conclusion 
IoV has emerged as a new technology due to the revolution of automated 
vehicles in the recent years. Many technologies have been proposed to support IoV. 
Due to the limitations of the existing technologies NIR based OCC system has been 
introduced in this part of the thesis. The NIR based IoV system comprised of NIR 
LEDs which act as transmitters and cameras which act as receivers mainly focusing 
on automotive vehicular applications. Here, the LED lights were detected by 
discarding other light sources (i.e., sky, digital displays, advertising boards) using 
differential images and thresholding value. A real-time video was used to obtain the 
simulation results. The results indicate the efficiency of the algorithm to 
differentiate NIR LEDs from other light sources. We then applied the stereo 
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camera-based distance-measurement algorithm to find the distance between the 
forward and following vehicle. It helps the following vehicle to decode information 
from the forward vehicle. To verify the stability of the system, the mean re-
projection errors were calculated during the camera-calibration process using 
several image pairs. After getting the distance value from the stereo-vision process, 
CNN was applied to detect and recognize the LED array pattern form the desired 
targets or RoIs. The results using CNN show that the algorithm can recognize the 
LED array pattern preciously, even under signal-blockage and bad-weather 
conditions. 
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Chapter 6  
Conclusions and Discussions 
6.1  Summary 
Optical camera communication (OCC) has been considered as a supportive and 
efficient candidate for effective AV communication. It has proved it’s applications 
in next generation communication providing communication, identification, and 
illumination simultaneously. To provide contribution in the upcoming research, an 
intelligent OCC system has been proposed for IoV system to provide smart 
vehicular communication. Firstly, vision camera and high-speed camera based 
approach has been proposed for multiple vehicles detection and fast data processing 
simultaneously. Furthermore, NIR based OCC has been introduced to provide 
communication at bad weather condition. To decode information at bad weather 
condition, CNN has been proposed. The use of high-speed camera and CNN 
provide better performance than the conventional computer vision system.  
6.2  Future Works 
CNN is sometime time consuming and complicated to implement. So, some 
algorithm will be used to reduce the time and complexity considering the significant 
drawbacks of the proposed scheme. Moreover, the implementation work for the 
outdoor environment will be commenced in future. However, OCC can be 
connected to another network through IoT functionality. This issue will be included 
in the future work. In the future, the mobility support of the transmitter and receiver 
will be considered.  
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