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1. Introduction 
 
Recently, we introduced the following nine-parameter Heun-type differential equation [1] 
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where  , , , , , , , ,a b c d A B C D E  are real dimensionless parameters with 0,1d   and positive. 
We can always take 1d  . In fact, even if 1d   then we can rewrite the equation with the same 
exact form as (1) but with a redefined set of parameters  , , , , , , , ,a b c d A B C D E          such that 
1d   . This is accomplished by making the replacement y yd  in (1) resulting in the 
following redefined parameters 
 
1d d   , ( , ) ( , )a D a D   , ( , ) ( , )b c c b   , 2( , , ) ( , , )A B C A C B d     , 1E Ed   . (2) 
 
Thereafter, the solution of Eq. (1) is obtained from the solution of the reparametrized equation 
as ( ) ( )y y d  . Now, equation (1) has four regular singularities at  0,1, ,y d  . The 
original Heun equation corresponds to 0A B C    and D   with the regularity 
condition at infinity, 1 a b c       [2,3]. If the differential equation parameters A and B 
are away from their critical values such that 24 (1 )dA a   and 214 (1 )dB b    then by using 
the Tridiagonal Representation Approach (TRA) [4], we were able to obtain four classes of 
solutions for this equation [1]. The differential equation parameters for each solution class must 
satisfy the respective constraints shown in Table I. All solutions in the four classes are written 
as convergent series of square integrable functions  ( )n y  as follows 
 
( ) ( )n n
n
y f y  .      (3) 
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The expansion coefficients are written as 0n nf f p  and  np  turn out to be orthogonal 
polynomials, some of which are either new or modified versions of known ones [1]. The 
argument and parameters of these polynomials are related to the differential equation 
parameters. Moreover, the positive definite weight function for  np  is 20f . The square 
integrable basis functions  ( )n y  are written in terms of the Jacobi polynomial ( , ) ( )nP y   as 
follows 
 
( , )( ) (1 ) ( ) ( )n n ny y y d y P y        ,     (4) 
 
where the normalization constant is conveniently chosen as ( 1) ( 1)( 1) ( 1)(2 1)n n nn nn                   . 
The basis parameters  , , , ,      are related to the differential equation parameters as shown 
in Table II for each of the four solution classes. The Jacobi polynomial is defined as 
  ( , ) 2 1( 1) , 11( 1) ( 1)( ) 1n n n nnP y F y               ,    (5) 
 
with 1   , 1    and  0, 1y  . This polynomial definition is obtained by the replacement 
2 1y y   in the classical definition in which  1, 1y   . 
 
In this work, we make a transformation that maps the Schrödinger wave equation into Eq. (1). 
Consequently, we will be able to identify the potential function, energy parameter and 
corresponding solutions (wavefunctions) using the results obtained in [1]. The transformation 
employed is a combination of independent and dependent variable transformation (i.e., 
coordinate and wavefunction transformations). In the atomic units 1m  , the one-
dimensional time-independent Schrödinger equation reads as follows 
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where V(x) is the potential function and  is the energy. In three dimensions with spherical 
symmetry, this equation could also be taken as the radial Schrödinger equation with x r  and 
2
( 1)
2( ) ( )rV x V r
   , where   is the angular momentum quantum number and V(r) is the radial 
interaction potential. Now, we make the coordinate transformation ( )x y x  in Eq. (6) and 
write ( ) ( ) ( )x h y y  . If we define ( )dydx g y , where  is a positive scale parameter with 
inverse length dimension, then these transformations map Eq. (6) into the following second 
order differential equation in the dimensionless variable y 
 
2
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               
,   (7) 
 
where  22U V    and the prime stands for the derivative with respect to y. Identifying this 
equation with (1) and assuming that 2 0hg   within the open interval  0, 1y   dictate that 
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Compatibility of the wavefunction expansion (3) and basis ansatz (4) with Eq. (8a) suggest that 
we take ( ) (1 )a bg y y y   and 2( ) ( )ch y d y  . Thus, the configuration space coordinate 
could be obtained in terms of y by evaluating the integral (1 )a bx y y dy    . This is done 
in Appendix A where x(y) is written in terms of the incomplete beta functions [5,6]. The inverse 
transform that gives the coordinate transformation y(x) is simple only for special values of the 
parameters a and b. Now, substituting g(y) and h(y) in Eq. (8b) gives 
 
   2 1 2 122 (1 ) 1
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d y d y y y
               
  ,   (9) 
 
where   14 2 1C cd c d    ,  14 2 2 2D c a b c    , and   14 2 1 2E c c d a      . 
Moreover, the wavefunction series becomes 
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x h y y f z y y d y p z P y           ,  (10) 
 
where z is some proper function of the differential equation parameters. In the ensuing analysis, 
we consider potential functions that satisfy the following two conditions: 
(1) They are energy independent functions, and 
(2) They vanish at infinity (i.e., at   if 0x  , and at   or at   if x    ). 
 
Thus, the parameters a and b must be chosen such that the right-hand side of Eq. (9) contains a 
constant to be identified with the energy parameter 22    on the left. We observe that the 
individual terms inside the square brackets in Eq. (9) are linear polynomials in y raised to the 
power zero or 1 . Therefore, a necessary (but not sufficient) condition for the right-hand side 
of Eq. (9) to contain a constant is that the factor 2 1 2 1 1(1 ) ( )a by y d y     becomes a ratio of two 
polynomials in y each with a maximum degree of two but such that the difference between their 
two degrees is either zero or 1 . Consequently, it is necessary, but not sufficient, that the 
parameters a and b assume only half integer values and must belong to the set  312 20, ,1, . 
However, the stated constraint on the degrees of the polynomial ratios in the factor 2 1ay   
2 1 1(1 ) ( )by d y    leaves only ten out of the possible sixteen choices. Moreover, due to the 
exchange symmetry a b  and 1y y   we end up with only six independent choices for 
the parameter set  ,a b  out of the possible ten. For each of these six choices, we give in Table 
III the corresponding coordinate transformation, potential function and energy parameter. The 
constants in curly brackets have been added by hand to the potentials to force them to vanish at 
infinity. Of course, the same constants were added to the energy. The two cases in the last two 
rows of Table III corresponding to 32b   are solvable only at zero energy. Obviously, if we 
allow some of the parameters in these potentials to depend on the energy, then we could also 
obtain non-zero energy solutions. This will not be done in this work, but a brief discussion of 
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this issue will be presented at the end of the Conclusion section with an example. In all 
subsequent treatment, these two zero energy solutions will be ignored. Note that although the 
energy parameter appears in the potential function, a simple parameter redefinition eliminates 
this superficial energy dependence of the potential. For example, in the case    12, ,1a b   the 
parameter redefinition ( 1)E E B d   will eliminate the energy parameter (1 )B d  from 
the potential function. It is interesting to note that the energy parameter for the potential box 
corresponding to  1 12 2( , ) ,a b   is D D , which is equal to 214 c D . On the other hand, for 
all other cases with unbounded configuration space, it is the same parameter, (1 )B d . 
 
Since Table II gives the basis parameters  , , , ,      in terms of the differential equation 
parameters  , , , ,a b c A B  then the basis elements (4) are completely determined. Hence, for a 
full realization of the solution of the Schrödinger equation as given by the series expansion (10), 
we only need to obtain the polynomial coefficients  ( )np z  and their corresponding weight 
function 20 ( )f z . In the following three sections, we do that for all solution classes derived in 
[1]. It is shown elsewhere that the physical properties of any system in a given class is 
determined from the properties of the corresponding orthogonal polynomial (e.g., its weight 
function, generating function, asymptotics, spectrum formula, zeros, etc.) [4,7]. However, these 
properties are known only for the Wilson polynomial, which is associated with the restricted 
solution class. The other two solution classes are associated either with a new polynomial or 
with a modified version of the Wilson polynomial. The properties of both are not known yet in 
the published literature. This remains an open problem in orthogonal polynomials. For a 
presentation of this and other related open problems, the reader may consult Ref. [8]. 
Nonetheless, these polynomials could be written explicitly to all degrees (albeit not in a closed 
form) using their respective recursion relation and initial value 0 ( ) 1p z  . Consequently, the 
series representation of the wavefunction (10) is fully determined and, in accordance with the 
postulates of quantum mechanics, the corresponding physical system is well defined. In the rest 
of the paper, we identify the orthogonal polynomials in the solution series for each class then 
end with a conclusion and some remarks. 
 
 
2. The general solution class 
 
Table IV is a reproduction of Table III after imposing the class constraint 24 (1 ) ( 1)C c d d  
, which makes ( 1) 4C C d d   . Aside from the scale parameter , Table IV shows that all 
potentials in this class have four parameters. Now, the orthogonal polynomial associated with 
this class of solutions satisfy the symmetric three-term recursion relation obtained in Appendix 
B of Ref. [1] as Eq. (B10b), which reads 
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  (11) 
 
for 0,1,2,...n   with 0( ) 1p z  , 1( ) : 0p z   and where 
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Comparing (11) to the recursion relation of the “Racah-Heun polynomial” given in Appendix 
B by (B5), we conclude that   2( ) 1 ( ; , , , )nn np z W z           where 
 
d  ,   2 1   ,   2 1   ,    22 1 4a b c D      ,   2z R .  (13) 
 
In the comparison, we have used the following identity: 
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                          . (14) 
 
Finally, the exact series representation of the wavefunction in this general class is written as: 
 
 1 1 2 ( , )( ) ( ) (1 ) ( ) 1 ( ; , , , ) ( )na b n n n
n
x z y y d y W z P y                      , (15) 
 
where ( )z  is the weight function for 2( ; , , , )nW z        . 
 
 
3. The special solution class 
 
Table V is a reproduction of Table III after imposing the class constraint 4 ( 2) ( 1)C c c d d  
, which makes 0C C  . In addition to the scale parameter , Table V shows that all potential 
functions in this class have four parameters. The orthogonal polynomials associated with this 
class of solutions satisfy the symmetric three-term recursion relation obtained in Appendix B 
of Ref. [1] as Eq. (B10a) that reads 
 
  1 1 122 1 ( ) ( ) 2 ( ) 2 ( )n n n n n n n
n
Rd p z F p z G p z G p z
T D   
       
 ,   (16) 
for 0,1,2,...n   with 0( ) 1p z  , 1( ) : 0p z   and where 
 
 21 14
AR R a
d
    ,      122 212 1 14n nT n a b c S            (17) 
 
Comparing (16) to the recursion relation of the recently introduced orthogonal polynomial 
( , ) ( ; , )nV z    , which is given in Appendix C by (C1), we conclude that ( , )( ) ( ; , )n np z V z     
where  
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cosh 2 1d   ,  22 1 4a b c D      , ( 1)z R d d   .  (18) 
 
Therefore, the wavefunction associated with this special class of solutions is written as the 
following series: 
 
1 1 ( , ) ( , )( ) ( ) (1 ) ( ; , ) ( )a b n n n
n
x z y y V z P y              .   (19) 
 
where ( )z  is the weight function for ( , ) ( ; , )nV z    . 
 
 
4. The restricted solution class 
 
Due to the exchange symmetry between the two families of solution in this class, we consider 
only the first family corresponding to the third column of Table II. Table VI is a reproduction 
of Table III after imposing the class constraints shown in the third column of Table I. That is, 
 
 0D  , 0C C  ,  1
A BE E Dd
d d
   
  ,   (20) 
 
Aside from the scale parameter , the number of potential parameters are three except for the 
case corresponding to  ( , ) 1,1a b   where it is two. Note that the parameter relation in Table 
VI for the case ( , ) (0,1)a b   imply that the parameter c in this case is energy dependent but 
such that the quantity 24 ( 1)B d c   dos not depend on the energy. As an explicit illustration 
for this class, we list in Table VII the potential functions in the configuration space coordinate 
showing the relations of the potential parameters to the differential equation parameters. The 
orthogonal polynomials associated with this restricted class of solutions satisfy the following 
symmetric three-term recursion relation found in Appendix B of Ref. [1] as Eq. (B10c), which 
reads 
 
       2 2
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n n n n
n n n n n n
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  
   
         
 
   (21) 
 
for 0,1,2,...n   and with 0( ) 1p z  , 1( ) : 0p z  . Comparing this to the recursion relation of the 
normalized version of the Wilson polynomial given in Appendix B by Eq. (B2), we conclude 
that 2( ) ( ; , , , )n np z W z          where 
 
2 1   ,  2 1   ,  2 1a b c     ,   224 1z    .  (22) 
 
In the comparison, we used identity (14) after making the exchange   . Since 2 0z  , then 
the spectrum is purely discrete and the spectrum formula (B4c) gives 
 
   2 22 22 11 11 4a b cB k bd           ,    (23) 
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where 0,1,2,...k N  and N is the largest integer less than or equal to 2 1a b c        . The 
parameter values in Table VI and Table II show that the size of the energy spectrum N depends 
on the parameters c and A d . The larger the positive value of c and the closer A d  to its critical 
value 214 (1 )a , the larger the value of N. One may test the validity of the spectrum formula 
(23) by comparing with well-known results, for example, with the energy spectrum of the Scarf 
potential shown in the first row of Table VII or the Pöschl-Teller potential in the second row. 
Finally, the wavefunction associated with this restricted class of solutions is written as follows: 
 
1 2 2 ( , )( ) ( ) (1 ) ( ; , , , ) ( )a b n n n
n
x k y y W z P y                 ,  (24) 
 
where ( )z  is the weight function of the Wilson polynomial 2( ; , , , )nW z        . 
 
 
5. Conclusion 
 
We made a combined coordinate and wavefunction transformation of the one-dimensional 
Schrödinger equation. The transformed equation is identified with the nine-parameter Heun-
type equation that we have already solved in an earlier publication [1]. Consequently, we were 
able to identify the potential function and energy parameter associated with any given solution 
class of the Heun-type equation found in [1]. Moreover, the series solution of the equation 
obtained in our earlier publication for each class is identified with the wavefunction that solves 
the original Schrödinger equation. 
 
In closing, we add some relevant comments. Firstly, it is remarkable to see the numerous novel 
and exactly solvable potentials associated with the Heun equation (1). Table III is a testimony 
to the richness of this class of potentials. Secondly, even the two energy-dependent potentials 
that we have ignored are worthy of further investigation. For example, the case that corresponds 
to  312 2( , ) ,a b   in the restricted solution class leads to the following potential 
 
 
  2 2 2
02 22 214
11 1( ) 2 21
V r K r
rr

      
  ,    (26) 
 
where K is an energy dependent parameter and 0  is the system’s natural frequency. The 
parameters  0, ,k    can easily be written in terms of the differential equation parameters. This 
potential is an interesting deformation of the isotropic oscillator potential with  being the 
deformation parameter. For a given range of these parameters (i.e., an energy range), the 
potential can support resonances as well as bound states. In fact, since it vanishes at infinity it 
can also have continuum scattering states. 
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Appendix A: Coordinate transformation 
 
The coordinate transformation ( )x y x  is such that 0 ( ) 1y x   and (1 )a bdydx y y  . 
Integration yields (1 )a bx y y dy    , which is a match with the integral representation of 
the incomplete beta function [5,6]. Thus, we obtain two results depending on the physical space 
(values of the parameter a and b). The first is 
 
 0 (1 ) ;1 ,1y a bt t dt B y a b     ,     (A1) 
 
where ( ; , )B z    is the lower incomplete beta function, which is equal to    2 1 ,11z F z   
. Therefore, we obtain (for 1a  ) 
 
   1 2 10 ,12(1 ) ;1 ,1 1
ay a b b a
a
yx t t dt B y a b F y
a


  
       ,  (A2) 
 
On the other hand, changing the integration limits and after some simple manipulations, we 
obtain the alternative result (the upper incomplete beta function) 
 
 1 (1 ) 1 ;1 ,1a b
y
t t dt B y b a      ,    (A3) 
 
where     ( ) ( ); , 1 ; , ( , ) ( )B y B y B
        
        is the complete beta function. 
Therefore, we obtain the alternative result (for 1b  ) 
 
   11 2 1 ,12(1 )(1 ) 1 ;1 ,1 11
b
a b
y
a b
b
yx t t dt B y b a F y
b


  

        .  (A4) 
 
For the singular case 1a b   direct integration gives 1( ) 1 xy x e    for x     
corresponding 0 1y  . 
 
 
Appendix B: The Wilson and Racah-Heun polynomials 
 
Some symbols in this Appendix are local and not related to those in the rest of the paper. 
According to Favard’s theorem [9,10], a polynomial sequence  ( )nP x  that satisfies the three-
term recursion relation 1 1 1( ) ( ) ( ) ( )n n n n n n nxP x A P x B P x C P x      is orthogonal with respect to 
a positive definite weight function if  0n nB C   for all n. The normalized version of this 
polynomial satisfies a symmetric three-term recursion relation of the form ( ) ( )n n nxp x a p x   
1 1 1( ) ( )n n n nb p x b p x    with 2n n nb B C ,  n na A  and 0( ) 1p x  . The completely continuous 
version of this polynomial has an orthogonality that reads: ,( ) ( ) ( )
x
n m n mx
x p x p x dx 

  where 
( )x  is the positive definite normalized weight function. However, if the spectrum is a mix of 
9 
 
continuous and discrete parts then this orthogonality is modified by the addition of a discrete 
(finite or infinite) sum. Now, the normalized version of the four-parameter Wilson polynomial 
is written as (see, Appendix A in Ref. [11]) 
 
   
2
4 3
( ) ( ) ( ) ( ) , 1, i , i2 1 , ,1 ( ) ( ) ( ) !
( ; , , , )
1
n
n n n n
n n n
a b a c a d a b c d n n a b c d a z a zn a b c d
a b a c a dn a b c d b c b d c d n
W z a b c d
F                           

 (B1) 
 
It satisfies the following symmetric three-term recursion relation 
 
2 2( )( )( )( 1) ( 1)( 1)( 1)
(2 )(2 1) (2 1)(2 2)
( 1)( 1)( 1)( 1)( 1)(1
2 2
n n
n a b n a c n a d n a b c d n n b c n b d n c d
n a b c d n a b c d n a b c d n a b c d
n n a b n c d n a c n a d n b c n b d
z W a W
n a b c d
                   
                  
                 
     
      1
1
1)( 2)
(2 3)(2 1)
( 1)( )( )( )( )( )( )( 1)
(2 1)(2 1)
1
2
n
n
n a b c d
n a b c d n a b c d
n n a b n c d n a c n a d n b c n b d n a b c d
n a b c d n a b c d
W
W
n a b c d


    
         
                 
             
 (B2) 
 
If Re( , , , ) 0a b c d   and non-real parameters occur in conjugate pairs, then the polynomial has 
only a continuous positive spectrum with the following normalized weight function 
 
2( ) ( i ) ( i ) ( i ) ( i ) (2i )1( ) 2 ( ) ( ) ( ) ( ) ( ) ( )
a b c d a z b z c z d z z
z
a b c d a c a d b c b d
 
                         . (B3) 
 
On the other hand, if the parameters are such that 0a   and a b , a c , a d  are positive 
or a pair of complex conjugates with positive real parts, then the polynomial will have a mix of 
continuous positive spectrum and a finite-size negative discrete spectrum and the polynomial 
satisfies a generalized orthogonality relation [see, Eq. (C3) in Ref. 7 and Eq. (9.1.3) in Ref. 12]. 
The asymptotics ( n  ) of the Wilson polynomial gives the following scattering amplitude, 
phase shift and spectrum formula, respectively (see Appendix B in Ref. [11]) 
 
( ) 2 ( )A z z  ,     (B4a) 
 ( ) arg (2i ) arg ( i ) ( i ) ( i ) ( i )z z a z b z c z d z            ,  (B4b) 
2 2( )kz k a   ,      (B4c) 
 
where 0,1,..,k N and N is the largest integer less than or equal to a . 
 
The modified version of the Wilson polynomial (named the “Racah-Heun polynomial” by the 
authors of Ref. [13]) is written as 2( ; , , , )nW z a b c d , where  is the deformation (modification) 
parameter. It satisfies a modified version of the three-term recursion relation (B2) that reads 
 
2
1 1
12( )( ) (2 1)
n n n n n n n
n
z W A W B W B W
n a c n b d n a b c d W
   

   
            
   (B5) 
 
where  ,n nA B  are the recursion coefficients in (B2). All properties of the polynomial 
2( ; , , , )nW z a b c d  are yet to be derived analytically. This is still an open problem in orthogonal 
polynomials [8]. 
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Appendix C: The new orthogonal polynomial associated with the 
class of special solutions 
 
This polynomial, referred to as ( , ) ( ; , )nV z    , was introduced as an open problem in orthogonal 
polynomials [8]. It is defined, up to now, by its three-term recursion relation and initial value 
( , )
0 ( ; , ) 1V z     . Its other properties (weight function, generating function, orthogonality, 
asymptotics, zeros, etc.) are yet to be derived analytically. Its normalized version satisfies the 
following symmetric three-term recursion relation   
 
      12( , ) 2 ( , )
( , ) ( , )
1 1 1
1
2cosh ( ; , ) sinh ( ; , )
2 ( ; , ) 2 ( ; , )
n n n
n n n n
V z z n F V z
G V z G V z
   
   
       
   

  
            
 
  (C1) 
 
where 0   and  ,n nF G  are defined by Eq. (12) in the text above. It was conjectured that if  
is pure imaginary, then the spectrum is purely continuous and positive. However, if  is real 
then the spectrum is a mix of a continuous positive spectrum and a discrete negative spectrum 
of finite size 1N  , where N is the largest integer less than or equal to 12    . In that case, 
the polynomial satisfies the following generalized orthogonality 
 
( , ) ( , ) ( , ) ( , )
,0 0
( ) ( ; , ) ( ; , ) ( ) ( ; , ) ( ; , )
N
n m n k m k n m
k
z V z V z dz k V z V z                 

  , (C2) 
 
where ( )z  and ( )k  are the positive definite continuous and discrete weight functions, 
respectively. The finite discrete spectrum   0Nk kz   could be determined from the condition that 
forces the asymptotics ( n   ) of ( , ) ( ; , )nV z     to vanish. It remains an open problem to 
determine the discrete spectrum and weight functions analytically. 
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Table I: The conditions on the parameters of the differential equation (1) in each of its four 
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Table II: The parameters  , , , ,      of the basis elements (4) in terms of the differential 
equation parameters for each of the four solution classes. 
 
Table III: The six choices for the parameter set  ,a b  along with the corresponding coordinate 
transformation, energy parameter and potential function. Parameters redefinition shows how to 
eliminate the superficial energy dependence in the corresponding potential.  
 
Table IV: The potential function and energy parameter for each of the four cases corresponding 
to a given set of parameters  ,a b  in the class of general solutions. 
 
Table V: The potential function and energy parameter for each of the four cases corresponding 
to a given set of parameters  ,a b  in the class of special solutions.  
 
Table VI: The potential function and energy parameter for each of the three cases 
corresponding to a given set of parameters  ,a b  in the class of restricted solutions.  
 
Table VII: The potential functions of Table VI written explicitly in the configuration space 
coordinate x. 
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Table I 
 
General Solution Special Solution Two Restricted Solutions 
24 (1 )A a
d
   24 (1 )A a
d
   24 (1 )A a
d
   
24 (1 )1
B b
d
    
24 (1 )1
B b
d
    
24 (1 )1
B b
d
    
24 (1 )( 1)
C c
d d
   
24 (1 ) 1( 1)
C c
d d
    
24 (1 ) 1( 1)
C c
d d
    
  0D   
   2 11 2 2
A B c cE d a b c a
d d
              
 
 
 
 
 
Table II 
 
General Solution Special Solution First Restricted Solution 
Second Restricted 
Solution 
2 1 a     2 1 a     2 1 a     2 2 a     
2 1 b     2 1 b     2 2 b     2 1 b     
2 1 c    2 c    2 c    2 c    
2 2(1 ) 4 Aa
d
     2 2(1 ) 4 Aa
d
     2 2(1 ) 4 Aa
d
     2 2( 1) (1 ) 4 Aa
d
      
2 2 4(1 ) 1
Bb
d
      
2 2 4(1 ) 1
Bb
d
      
2 2 4( 1) (1 ) 1
Bb
d
       
2 2 4(1 ) 1
Bb
d
      
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Table III 
 
 ,a b  ( )y x  22   22 ( )V x   Parameter Redefinition 
 1 12 2,  12[1 sin( )]x , 2 2x      214 c D   214
1
1
A B C CE E d c D
d y y y d y
          
   214E E d D c   
 12 ,1  2tanh ( 2)x , 0x   1Bd  
 1 14
( 1)( )
1
y c A C Cy c D
d y y d y
B d E E BE E
d y d
           
          

 
 1
BE E
d
   
 1,1  1(1 )xe   , 
x      1
B
d

  
 (1 ) 24
( 1)
1
y y c C CE E y c D
d y d y
d A Bd BdA
d y d
            
         

 1
BdA A
d
   
 0,1  1 xe  , 0x   1
B
d

  
 2
2
14
14
1 1
( )
( 1)1
1
y A C C E E B
y d y y d y d y
D c d E E B dd
d d y
Bc D
d
         
        
     
 

 
1
BD D
d
   
 
E E B  
 
 312 2,  
2
2
( 2)
( 2) 1
x
x

  , 
0x   
 
0  
2(1 )
1
y C C A BE E y D D
d y d y y y
           
   None 
 320,  2
11 ( 2)x , 
12x   
0  2(1 ) 1y C C A BE E y D Dd y d y y y           
   None 
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Table IV 
 
 ,a b  ( )y x  22   22 ( )V x   [ 22i iu V  ] Parameter Relations 
 1 12 2,  12[1 sin( )]x , 2 2x      214 c D  0
1 ( 1) 4
1
A B d du
d y y y d y
         
2
0
14( )E u E d D c   
 12 ,1  2tanh ( 2)x , 0x   1Bd  0 011 ( 1) 41 1y u A d d uu yd y y y d y d          
0
1
B uE E
d
 
  
  114 1D c c u    
 1,1  1(1 )xe   , 
x      1
B
d

  
2 1
0 0
(1 ) ( 1) 4
1
y y d du u y
d y d y
u u
d y d
      
  
 
0
1
u BdA
d
   
  114 2D c c u    
2E u E    
 0,1  1 xe  , 0x   1
B
d

  0 1 1
0
1 ( 1) 4
( )
1
y A d d
y d y y d y
u u uu
y d y d
      
    
 
21
0
141
u BD u c
d
  
0E u d B E     
 
 
 
 
 
 
 
Table V 
 
 ,a b  ( )y x  22   22 ( )V x   [ 22i iu V  ] Parameter Relations 
 1 12 2,  12[1 sin( )]x , 2 2x      
214 c D  0
1
1
A Bu
d y y y
       
2
0
14( )E u E d D c     
 12 ,1  2tanh ( 2)x , 0x   1Bd  0 011 1 1u uy Au yd y y y d          
0
1
B uE E
d
 
  
  114 1D c c u    
 1,1  1(1 )xe   , 
x      1
B
d

    0 02 1
(1 )
1
u uy y u u y
d y d y d
       
0
1
u BdA
d
   
  114 2D c c u   , 2E u E  
 0,1  1 xe  , 0x   1
B
d

  
 0 1 1
02
1
( ) 1
A yu u uu
y d y y d y d
     
21
0
141
u BD u c
d
  
0E u d B E     
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Table VI 
 
 ,a b  ( )y x  22  22 ( )V x   [ 22i iu V  ] Parameter Relations
 1 12 2,  12[1 sin( )]x , 2 2x      2 4c  
( 1)
1
A d B d
y y
    None 
 12 ,1  2tanh ( 2)x , 0x   1Bd     1 14c A dy c y        None  
 1,1  1(1 )xe   , 
x      1
B
d

     01 24
cy u c y        0 1
BdA u d
d
     
 0,1  1 xe  , 0x   1
B
d

  0 2 2
1 11 1A d du
y d y y
            
2
0 21 4
B c Au
d d
  
 
 
 
 
 
Table VII 
 
 ,a b  x 22 ( )V x   [ 22i iu V  ] Parameter Relations 
 1 12 2,  2 2x      2sin( )2 cos ( )u u xx   1B Au d d    
 12 ,1  0x   2 2( 1) 4sinh ( 2) cosh ( 2)A d c cx x   None  
 1,1  1(1 )xe   , 
x      0
1 ( 2) 4
1 1x x
c cu
e e 
       0 1
BdA u d
d
     
 0,1  1 xe  , 0x   0 2
1
1 2 cosh( ) 1
x
x
u A d e
e d x

 
    
2
0 21 4
B c Au
d d
    
 
 
