Stochastic modeling of rainfall data is an important area in meteorology. The gamma distribution is a widely used probability model for non-zero rainfall. Typically the choice of the distribution for such meteorological studies is based on two goodness-of-fit tests-the Pearson's Chisquare test and the Kolmogorov-Smirnov test. Inspired by the index of dispersion introduced by Fisher (Statistical methods for research workers. Hafner Publishing Company Inc., New York, 1925), Mooley (Mon Weather Rev 101: [160][161][162][163][164][165][166][167][168][169][170][171][172][173][174][175][176] 1973) proposed the variance test as a goodness-of-fit measure in this context and a number of researchers have implemented it since then. We show that the asymptotic distribution of the test statistic for the variance test is generally not comparable to any central Chi-square distribution and hence the test is erroneous. We also describe a method for checking the validity of the asymptotic distribution for a class of distributions. We implement the erroneous test on some simulated, as well as real datasets and demonstrate how it leads to some wrong conclusions.
Introduction
Statistical modeling of rainfall data is a very important research area in meteorology over the decades due to its immense importance in agriculture and hydrology related issues. Because of the simplicity, normal distribution assumption is a very common practice in applied statistics literatures. Sankaranarayanan (1933) and Pramanik and Jagannathan (1953) tested the normal distribution assumption for datasets collected over 68 and 30 stations across India and its neighboring countries, respectively, and found significant departure from the normality assumption for many stations. Later, several probability distributions have been identified to provide best fit to rainfall datasets, e.g., gamma (Barger and Thom 1949; Mooley and Crutcher 1968; Mooley 1973; Sen and Eljadid 1999) , log-normal (Sharma and Singh 2010; Kwaku and Duke 2007) , exponential (Duan et al. 1995; Burgueño et al. 2005; Todorovic and Woolhiser 1975) , Weibull (Duan et al. 1995; Burgueño et al. 2005) distributions for different stations. To check the model fitting, different goodness-of-fit tests have been used in the literatures, e.g., Chi-square test (Barger and Thom 1949; Mooley and Crutcher 1968; Mooley 1973; Sen and Eljadid 1999; Duan et al. 1995; Kwaku and Duke 2007) , Kolmogorov-Smirnov test (Mooley and Crutcher 1968; Mooley 1973; Sharma and Singh 2010; Hazra et al. 2014) , Anderson-Darling test (Sharma and Singh 2010) , QQ-plots (Rafa and Khanbilvardi 2014) , etc. Along with using Chi-square test and Kolmogorov-Smirnov test, Mooley (1973) introduced the idea of using variance-ratio test to check gamma probability distribution fitting for the data collected over 39 stations spread across south Asia within the area, Equator to 35 N and 70 -140 E. For each station, the rainfall data for the months June, July, August and September for more than 50 years were analyzed. Out of all the cases, the gamma distribution assumption was accepted for all the cases when Chi-square test and Kolmogorov-Smirnov test were used while rejected only for three cases when variance-ratio test was used.
The variance test, also called the variance-ratio test, provides a measure of the goodness-of-fit for a few and ''not all'' probability distribution models with one or more unknown parameters in case the estimated population variance is not equal or some multiple of the sample variance. The distributions generally used for rainfall modeling, i.e., gamma, log-normal, exponential and Weibull, have one or more parameters and they are assumed to be unknown in a real set-up to be estimated from the data. Also, the maximum likelihood estimates (MLEs) of the population variance are neither equal nor some multiple of the sample variances. Using a general notation, suppose we want to fit a random sample X 1 ; . . .; X n to a distribution whose cumulative distribution function (CDF) is given by F. We consider the following hypothesis testing problem-H 0 : the sample comes from the distribution F, versus H 1 : the sample does not come from the distribution F. The test statistic for the variance test is
where X is the sample mean and c r 2 F is the estimate of the population variance computed by a method other than the method of moments. For example, in case of Poisson distribution with parameter k, the population variance is r 2 F ¼ k and its maximum likelihood estimate is given by c r 2 F ¼ X, different from the method of moments estimate which is P n i¼1 ðX i À XÞ 2 =n, the sample variance. But the method does not work in case of normal distribution with mean l and variance r 2 as the maximum likelihood estimate of the population variance r 2 F ¼ r 2 will be same as the method of moments estimate, the sample variance and v 2 m ¼ n in that case and hence the variance test is not possible. In the spirit of the pioneering idea of Fisher (1925) as an index of dispersion, Cochran (1954) efficiently used and popularized this test, illustrating with examples in the case of small samples from the Poisson and the Binomial distributions. The test statistic was referred to the central Chi-square distribution with degrees of freedom one less than the sample size in both the cases, whether the parameters are specified or not, and a proof of this fact was given by Rao and Chakravarti (1956) for the Poisson distribution case. A modified form of the test statistic was proposed by Fisher and Yates (1957) so that its asymptotic distribution corresponds to the standard normal density.
Perhaps, due to the ignorance related to the asymptotic theory of the variance test statistic, Mooley (1973) committed a misuse of this goodness-of-fit test, assuming that the test can be used for any distribution for which the population variance can be estimated by a method other than the method of moments. The article also assumes that the asymptotic distribution of the test statistic in such a situation would be a central Chi-square distribution with degrees of freedom one less than the sample size. A significant number of other authors followed the similar misuse synergistic with the work of Mooley (1973) (Hargreaves 1975; Sarker et al. 1982; Biswas et al. 1989; Goel and Singh 1999; Upadhyaya et al. 2009 ).
As of our knowledge, no potential work has yet explored the fact that the implementation of the variance test by Mooley (1973) was incorrect. The dataset analyzed in Mooley (1973) was collected from multiple sources and because of the unavailability of the data, we generate random samples conforming to the estimates provided in Table 6 of Mooley (1973) and draw conclusion based on them. Besides considering the case of gamma distribution, the effect of using the erroneous test for log-normal, exponential and Weibull models are also analyzed. Our simulation study suggests that when the data sets have the proximity to any one of those probability distributions, the usual asymptotic distribution of the test statistic is no longer even in any central Chi-square and thus the variance test can not be used under any of these circumstances. Besides providing a simulation study based argument, we also provide a mathematical proof of the fact that the test can not be used for all distributions satisfying the mentioned criteria. A simple checking criteria for the applicability of the test is provided. Based on the seasonal rainfall data produced by weighting the actual observations collected from more than 2000 district-wise raingauges across India for the years 1901-2013, we discuss how gamma distribution is incorrectly chosen by variance test while the Chi-square test rejects the gamma distribution assumption correctly.
The paper is organized as follows. A simulation study based exposition of the misuse of the variance test is provided in Sect. 2. In Sect. 3, we describe a method for checking the validity of the asymptotic distribution for a class of distributions. Relevance of our study with rainfall data is discussed in Sect. 4. In Sect. 5, effect of the erroneous assumption of Mooley (1973) is illustrated with simulated and real datasets. Sect. 6 concludes. The mathematical proofs are provided in the ''Appendix''.
Exposition of the misuse of the test
The analytical exposition of the misuse is a bit complicated and requires rigorous mathematical arguments. We mention the theoretical result at the end of this section which illustrates the misuse and provide the proof in the ''Appendix''. We mainly present some empirical results obtained from two different simulation studies in this section.
Simulation study 1: Sampling from gamma
distributions with parameters conforming to Mooley (1973) Along with using Chi-square test and Kolmogorov-Smirnov test, Mooley (1973) introduced the idea of using variance-ratio test for checking gamma probability distribution fitting for the data collected over 39 stations spread across south Asia and for each station, the rainfall data for the months June, July, August and September for more than 50 years were analyzed. For each station and month, the data available, say, X 1 ; X 2 ; . . .; X n is assumed to be a random sample of size n collected over n years, is considered to be distributed as the gamma distribution with b and c are scale and shape parameters, where the probability density function (PDF) is given by
The population variance is given by r 2 F ¼ cb 2 and based on the MLEs of c and b, the variance test statistic is v 2 m ¼ P n i¼1 ðX i À XÞ 2 cb 2 :
The dataset analyzed in Mooley (1973) was collected from multiple sources and because of the unavailability of the data, it is difficult to analyze the exact effect of the erroneous test but based on the estimates provided in Table 6 of Mooley (1973) , synthetic data are generated conforming to the estimated values. The sample sizes are obtained using the estimates and their variances as follows n ¼b 2 w 0 ðĉÞ varðbÞðĉw 0 ðĉÞ À 1Þ ; or n ¼ĉ varðĉÞðĉw 0 ðĉÞ À 1Þ :
obtained from the properties of gamma distribution and also provided as Equation 11 in Mooley (1973) . For each case, we generate 1000 random samples from gamma distribution, calculate the variance test statistic values based on those samples, and the values of the empirical means and empirical standard deviations. In case the asymptotic distribution of the test statistic is comparable with central v 2 nÀ1 distribution, the empirical mean and the empirical standard deviation of v 2 m should be approximately n À 1 and ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2ðn À 1Þ p , respectively, the population mean and standard deviation of the central v 2 nÀ1 distribution.
Instead of presenting the exact empirical estimates of the mean and standard deviation (SD), we present their standardized values, i.e., their ratios with the corresponding moments of the central v 2 nÀ1 distribution, the empirical estimate of mean divided by n À 1 and the empirical estimate of SD divided by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2ðn À 1Þ p . The results are presented in Table 1 . Because of the standardization, any entry largely deviating from 1 indicates the erroneous usage. A large number of the entries in Table 1 , particularly the values corresponding to the SD are far from 1, clearly pointing towards incorrect implementation of the test.
Simulation study 2: Sampling from exponential, gamma, log-normal and Weibull distributions
In the previous section, we have mentioned that the probability distributions generally used for modeling non-zero rainfall data are gamma, log-normal, exponential, Weibull, etc. To demonstrate the effect of the erroneous assumption of central v 2 nÀ1 as the asymptotic distribution of v 2 m for all the probability models, we consider a simulation study pertaining to these distributions based on 1000 simulated samples in each case. We have considered two cases with different values of the sample size. In case (a) and (b), sample sizes are 100 and 200, respectively. Correct usage of the variance test should yield the empirical mean and SD close to 99 and ffiffiffiffiffiffiffi ffi 198 p , respectively in case (a) and 199 and ffiffiffiffiffiffiffi ffi 398 p , respectively in case (b). Instead of presenting the exact empirical estimates of the mean and standard deviation (SD), again we present their standardized values in Table 2 .
We notice that a deviation from 1 is most frequent in the first column when we consider the means. For larger parameter values, the means are close to 1 in almost all the cases. In case of exponential distribution, the SD values do not change rapidly over the parameter values and they are close to ffiffi ffi 2 p ; the approximation is better for larger sample size. In case of gamma distribution, increasing the shape parameter leads to a sharp fall in the SD values but increasing the scale parameter does not affect them at all. In case of log-normal distribution, increasing the location parameter leads to sharp fall in the SD values when the scale parameter is fixed and increasing the scale parameter leads to a sharp upward trend when the location parameter is fixed. In case of Weibull distribution, the SD values do not change at all with the scale parameter but keeping the scale parameter to be fixed, increasing the shape parameter leads to a sharp fall in the SD values. In most of the cases with high deviation from 1, the larger sample size shows the deviations more prominently.
Analytical exposition
Analytical exposition is a bit tricky and we provide a counter-example to demonstrate that the implementation of the variance test is not plausible for any arbitrary probability distribution model which satisfies the necessary criteria described in the previous section. One possible candidate for this counter-example is the one-parameter exponential distribution. Suppose that X 1 ; X 2 ; . . .; X n is a random sample of size n from the exponential distribution with mean k, where the probability density function (PDF) is given by
In the above expression, the mean k is assumed to unknown and estimated by its MLE, i.e., the sample mean X. The population variance is r 2 F ¼ k 2 and thus, the MLE of the population variance isr 2 F ¼k 2 ¼ X 2 . Hence, the test statistic in our case is given by Table 6 of Mooley (1973) would be approximately equal to 2ðn À 1Þ. This clearly indicates that the universal applicability assumption of the variance-ratio test described in Mooley (1973) is erroneous.
3 Checking the validity of the v 2 assumption for the asymptotic distribution of the variance test statistic
Though our exposition of the misuse of the variance test proves that the test is not universally applicable, it is also important to check whether the variance test is implementable for a particular probability model or not. Simulation study is of course the easiest way to check but it is an empirical and not an exact method. In the following section, we provide a method to check that validity theoretically.
Here we restrict to the class of the distributions where the population variance is a real-valued differentiable function of the population mean with continuous non-zero derivative at the mean value (conditions for the applicability of the delta theorem). For more details, please refer to Cramer (1946) . If a random sample of size n comes from a population with finite fourth moment where the population variance is a non-zero continuously differentiable function f of the population mean under the null hypothesis, i.e., r 2 ¼ f ðlÞ, then under the condition (which we refer to as the ''condition of approximate equality'') 1 f ðlÞ 2 r 2 ðf 0 ðlÞÞ 2 À 2l 3 f 0 ðlÞ þ ðl 4 À r 4 Þ % 2;
where l; r 2 ; l 3 ; l 4 are the mean, variance, third and fourth central moments of the population respectively, the variance test statistic is asymptotically conformable with the central v 2 distribution with n À 1 degrees of freedom. If a function like f exists and the ''condition of approximate equality'' fails, then the asymptotic distribution of the variance test statistic is not central v 2 nÀ1 . The proof is provided in the ''Appendix''. The following examples can be viewed as corollaries to the above result.
Illustrative examples

Case of Poisson distribution
In the case of Poisson distribution with parameter k, the population mean l ¼ k and the population variance r 2 ¼ k. Hence, f is the identity function here, i.e., f ðxÞ ¼ x with f 0 ðxÞ ¼ 18x. The third and fourth central moments are l 3 ¼ k and l 4 ¼ 3k 2 þ k. Using these values, we have 1 f ðlÞ 2 r 2 ðf 0 ðlÞÞ 2 À 2l 3 f 0 ðlÞ þ ðl 4 À r 4 Þ ¼ 2:
has asymptotic distribution v 2 nÀ1 .
Case of binomial distribution
In the case of Binomial distribution with known size M and probability p (assume p 6 ¼ 1 2 as p ¼ 1 2 makes the derivative of the function f zero when evaluated at the mean and hence the criteria of delta theorem is not satisfied), the population mean l ¼ Mp and the population variance
The third and fourth central moments are l 3 ¼ Mpð1 À pÞð1 À 2pÞ and l 4 ¼ Mpð1 À pÞ½1 þ 3ðM À 2Þpð1 À pÞ. Using these values, we obtain 1 f ðlÞ 2 r 2 ðf 0 ðlÞÞ 2 À 2l 3 f 0 ðlÞ þ ðl 4 À r 4 Þ ¼ 2 À 2 M :
nÀ1 as the asymptotic distribution. These two illustrative examples conform with the fact that the variance test was actually proposed and illustrated in case of Poisson and binomial distributions as already mentioned in Sect. 1.
Case of exponential distribution
In the case of exponential distribution with mean k, the population mean l ¼ k and the population variance r 2 ¼ k 2 . Hence, the function f is given by f ðxÞ ¼ x 2 with f 0 ðxÞ ¼ 2x. The third and fourth central moments are l 3 ¼ 2k 3 and l 4 ¼ 9k 4 . Thus, we have 1 f ðlÞ 2 r 2 ðf 0 ðlÞÞ 2 À 2l 3 f 0 ðlÞ þ ðl 4 À r 4 Þ ¼ 4:
2 has the asymptotic distribution N(n, 4n), which can not be approximated by v 2 nÀ1 . So, the test can not be used for exponential distributions. Note that this method of validation provides a straightforward, approximate justification but not an exact proof of the erroneous implementation of the variance test.
Relevance of the study in rainfall data
As we have already discussed, using data from 39 welldistributed and long-record stations over a relevant study region, and implementing the v 2 goodness-of-fit test, the Kolmogorov-Smirnov test and the variance test, Mooley (1973) found the two-parameter gamma distribution to be the most suitable probability model among the Pearsonian models that show good fit to monthly rainfall in the Asian summer monsoon. After implementing the variance test in the context of weekly rainfall total, Hargreaves (1975) obtained the two-parameter incomplete gamma distribution suitable for the modeling purpose. Sarker et al. (1982) computed the lowest amount of rainfall in the dry farming tract of north-west and south-west India at different probability levels by fitting the same probability model, which was obtained by implementing the same variance test. On the basis of the same model they also considered 50% probabilistic rainfall as dependable precipitation on a weekly basis. Biswas et al. (1989) computed the lowest amount of rainfall at different probability levels by fitting the same model, which was obtained by implementing the same variance test on a data regarding week by week total rainfall of 82 stations in dry farming tract of Tamilnadu, state of south-east India. Goel and Singh (1999) fitted the weekly rainfall data of Soan catchment in sub-humid area of Shivalik region of northern India to the same model, which they obtained by implementing the same test. Upadhyaya et al. (2009) described a study on the variability of rainfall in Patna canal command based on the daily rainfall data for 32 years; using variance test they found that the two-parameter gamma distribution fitted the analyzed data very well and suggested a better planning about the release of water from the canal for irrigation of crops based on their results.
Effects of the erroneous assumption by Mooley (1973) on inference: illustrations with simulated and real data
We have already discussed the effect of the erroneous assumption by Mooley (1973) in Sect. 2 in an overall sense. Here, we discuss two different instances of false rejection of H 0 and false acceptance of H 0 in more details. However, in Sect. 5.2 we also investigate the effects of Mooley's erroneous assumption using a real data set obtained from an independent source. First, we draw 100,000 samples of size 92 from the gamma distribution with scale parameter k ¼ 87:5 and shape parameter a ¼ 0:756 conforming to the estimates provided in Table 6 of Mooley (1973) corresponding to the September rainfall at Lahore. The histogram of the observed test statistic is presented in Fig. 1 . Now, according to the claim of Mooley (1973) , the test statistic should be distributed as v 2 with degrees of freedom 92 À 1 ¼ 91. We draw the cut-offs as the vertical lines for a goodness of fit test of level 0.05. As we draw samples from the null hypothesis, the expected number of rejections should be 5000. But here we see that the number of rejections is 7879, which is far above than the expected number of rejections. Thus, this experiment demonstrates that there is a high chance of rejection of the null hypothesis even if the sample actually arises from the distribution under H 0 .
Second simulation study: false acceptance of H 0
We conduct another simulation study where we simulate 100,000 samples of size 30 from a mixture of three gamma distributions with equal weight (that is, each mixture component has mixing probability 1 3 ). As this distribution was not used in Mooley (1973) , it is not possible to generate random samples conforming to some provided estimates and hence we choose the parameters arbitrarily. For the three gamma components, the parameters were chosen in such a way that the modes of the components are 1, 5 and 9, respectively, while the variance under each component is specified to be 1. The true mixture density, depicted in Fig. 2 , is clearly significantly different from any single gamma distribution.
According to the claim of Mooley (1973) , the number of cases of the rejection of the null hypothesis should be large enough, much larger than 5%, that is, 5000 cases. But in our simulated example only 3411 cases were rejected, even much less than the expected number of rejections under the null hypothesis (the cases lying outside the cut-offs are shown in Fig. 3 ). This experiment thus demonstrates that this test may lead to false acceptance of the null hypothesis that the data is distributed as gamma while in reality the actual distribution is very far from gamma.
Illustration with June-September rainfall of India
We obtain the dataset of All India Seasonal Rainfall Series from the website http://www.imd.gov.in/sec tion/nhac/dynamic/data.htm of India Meteorological Department. For every year, the cumulative rainfall amount for the months June-September are considered. The data is produced by weighting the actual observations collected from more than 2000 district-wise raingauges across India.
As the months June-September are considered to be the most important for the agricultural practices across India, particularly for the rainfed agriculture, it is immensely important to identify the probability distribution correctly. In Fig. 4 , we present the histogram of the observed dataset to which we fit a gamma distribution. For the Pearson's v 2 goodness-of-fit test, the p value turns out to be 0.0216, that is, we reject the null hypothesis that the data is distributed as gamma for a test of level 0.05. From Fig. 4 , it is also evident that the fit is ''good'' only at the tails while the fitted density curve overestimates for the values less than the mode and underestimates for the values larger than the mode. Now, using the variance test in this set-up, the MLEs of the shape and scale parameters are 94.3140 and 9.5255, respectively, and the observed variance test statistic is 112.0003. Assuming that the claim of Mooley (1973) about the asymptotic null distribution of the variance test statistic is true, the p value turned out to be 0.9734 leading to the acceptance of the gamma distribution. However, poor fit exhibited by Fig. 4 , rejection of the gamma distribution by the formal v 2 test, and wisdom gained from our analytical and simulation based investigations regarding Mooley's implementation strongly suggests that this variance test wrongly accepts the false null hypothesis.
Discussions and conclusions
The increased power of the variance test over Pearson's Chisquare goodness-of-fit test was strikingly shown in some sampling experiments conducted by Berkson (1940) , in a A note on the misuses of the variance test in meteorological studies 651 situation where the data followed a Binomial distribution. Berkson (1938) presented some data to illustrate the cases where the variance test was significant but Pearson's Chisquare goodness-of-fit test was not, in the contexts where the data followed a Poisson or a Binomial distribution. However, when the underlying data follow a two-parameter gamma distribution, the asymptotic distribution of the variance-ratio test statistic is largely dependent on the shape parameter and, as a consequence, the assumption that the test statistic asymptotically follows a central Chi-square distribution, is erroneous and leads to misuse of the variance test. Mooley (1973) seems to be the first to commit this misuse and a significant number of other authors followed the same path leading to misuse. Indeed, as we have shown in this article, for probability distributions like exponential, log-normal, Weibull, etc., which are frequently used in modeling rainfall data, the asymptotic distribution of the variance-ratio test statistic is not commensurate with the central Chi-square distribution with degrees of freedom n À 1. Hence, the test should be used very cautiously, particularly by meteorologists and other scientists.
To aid the meteorologists and the other practicing scientists, in this article we have provided simple ways to check the validity of the variance test for a large class of distributions satisfying a few mild conditions. In fact, as a necessary condition for applicability of the test, first it should be checked whether the limiting mean and variance are comparable with n À 1 and 2ðn À 1Þ, respectively.
If the variance test is not applicable, it is better to use universally-used Chi-square goodness-of-fit test or Kolmogorov-Smirnov test in spite of the fact that they are less powerful in a set-up where variance test is applicable. At least they are theoretically correct and can also be used in the case of fitting a zero-inflated gamma or some other model for short-period rainfall data (Hazra et al. 2014 ). In the case of fitting non-zero rainfall data, it is more appropriate to use the Kolmogorov-Smirnov test than Chi-square goodness-of-fit test in cases where the parameters under the null hypothesis are fully specified. As of authors' knowledge, there is no free software which provides fitting of gamma, exponential, log-normal and Weibull densities directly once a dataset is provided as input. Hence, we provide some R (https://www.R-project.org/) functions in the ''Appendix''. , as well as a pvalue based on 10,000 bootstrap samples. As the implementation of these functions does not need further knowledge in theoretical statistics, we believe that these functions would be very helpful for the meteorologists.
Proof Suppose that X 1 ; X 2 ; . . .; X n is a random sample of size n from the exponential distribution with mean k, where the probability density function (PDF) is given by
In the above expression, the mean k is assumed unknown and estimated by its MLE. The likelihood function is given by test statistic density 10 20 30 40 50 0.00 0.10 0.20 Fig. 3 Histogram of the null distribution of the test statistic; the vertical lines indicate the cut-off levels according to Mooley (1973) rainfall density 700 800 900 1000 1100 0.000 0.002 0.004 0.006 Fig. 4 Histogram of the observed rainfall (in mm) and the fitted gamma density
Thus, the estimate of the unknown parameter k is k MLE ¼ X 1 þX 2 þÁÁÁþX n n ¼ X, the sample mean. The population variance is r 2 F ¼ k 2 and thus, the MLE of the population variance is c
Hence, the test statistic in our case is given by
For the remaining part of the proof we follow Rao and Chakravarti (1956) who provide justification of the asymptotic properties of the variance test in the case of the Poisson distribution, but make necessary modifications to accommodate our case of continuous distribution. From the above likelihood function, it is easy to note that the sample total given by T ¼ X 1 þ X 2 þ Á Á Á þ X n is a sufficient statistic for k (follows from the Neyman-Fisher factorization theorem). Here T follows the gamma distribution with shape parameter n and scale parameter k (it is easy to show using the characteristic function or moment generating function arguments); the density is given by
The conditional density of X 1 ; X 2 ; . . .; X n given T ¼ t is given by f X 1 ;X 2 ;...;X n jT¼t ðx 1 ; x 2 ; . . .; x n Þ ¼ CðnÞ t nÀ1 :
i.e., independent of the values x 1 ; x 2 ; . . .; x n . Hence, EðX i jTÞ ¼ X ¼ T=n (each X i receives same weight, i.e., 1 / n) and thus we can express the variance test statistic in the form v 2 m ¼ X n i¼1 ðX i À EðX i jTÞÞ 2 EðX i jTÞ 2 :
Now, by the definition of conditional expectation, we have, for any measurable function /ðx 1 ; x 2 ; . . .; x n Þ:
which, in our case, translates into Z 1 0 Eð/jT ¼ tÞe À t k t nÀ1 dt ¼ Eð/Þk n CðnÞ:
Therefore, knowing the total expectation Eð/Þ, the conditional expectation Eð/jT ¼ tÞ can be easily obtained. Let us consider the statistic S 2 ¼ P n i¼1 ðX i À XÞ 2 ¼ P n i¼1 X i 2 À nX 2 whose moments are known functions of k. Using the above definition of conditional expectation we derive the conditional moments of /ðx 1 ; x 2 . . .; x n Þ ¼ S 2 as follows. The term 1 nÀ1 S 2 is an unbiased estimator of the population variance k 2 and hence, EðS 2 Þ ¼ ðn À 1Þk 2 . Thus, we have Z 1 0 EðS 2 jT ¼ tÞe À t k t nÀ1 dt ¼ ðn À 1Þk nþ2 CðnÞ:
Now, we can write k nþ2 ¼ R 1 0 1 CðnÞ e À t k t nþ1 dt, and thus it follows that
Cðn þ 2Þ e À t k t nþ1 dt:
We know that if R 1 0 f 1 ðxÞe Àax dx ¼ R 1 0 f 2 ðxÞe Àax dx where f 1 ðxÞ; f 2 ðxÞ and both are continuous, a is some positive constant, then, f 1 ¼ f 2 by the uniqueness of the Laplace transform. As a consequence, ðn À 1Þðn 2 þ 7n À 6ÞCðnÞ nCðn þ 4Þ t 4 ¼ n 2 ðn À 1Þðn 2 þ 7n À 6Þ ðn þ 3Þðn þ 2Þðn þ 1Þ ;
and so,
