Abstract. We investigate a scaling limit of gradient stochastic dynamics associated to Gibbs states in classical continuous systems on R d , d ≥ 1. The aim is to derive macroscopic quantities from a given micro-or mesoscopic system. The scaling we consider has been investigated in [Bro80] , [Ros81], [Spo86], and [GP85] , under the assumption that the underlying potential is in C 3 0 and positive. We prove that the Dirichlet forms of the scaled stochastic dynamics converge on a core of functions to the Dirichlet form of a generalized Ornstein-Uhlenbeck process. The proof is based on the analysis and geometry on the configuration space which was developed in [AKR98a], [AKR98b], and works for general Gibbs measures of Ruelle type. Hence, the underlying potential may have a singularity at the origin, only has to be bounded from below, and may not be compactly supported. Therefore, singular interactions of physical interest are covered, as e.g. the one given by the Lennard-Jones potential, which is studied in the theory of fluids. Furthermore, using the Lyons-Zheng decomposition we give a simple proof for the tightness of the scaled processes. We also prove that the corresponding generators, however, do not converge in the L 2 -sense. This settles a conjecture formulated in [Bro80], [Ros81], [Spo86] .
Introduction
The stochastic dynamics (X(t)) t≥0 of a classical continuous system is an infinite dimensional diffusion process having a Gibbs measure µ, e.g. of the type studied by Ruelle in [Rue69] , as an invariant measure. Physically, it describes the stochastic dynamics of Brownian particles which are interacting via the gradient of a pair-potential φ. Since each particle can move through each position in space, the system is called continuous and is used for modelling gas and fluid. For realistic models which can be described by these stochastic dynamics, e.g. suspensions, we refer to [Spo86] .
Since these dynamics are stochastic, they have to be interpreted as mesoscopic processes. The aim of analyzing scaling limits, in general, is to derive from micro-or mesoscopic systems macroscopic statements and quantities. The type of scaling to study depends on which features of a given system one is interested in, see e.g. [Bro80] , [KL99] , [Spo91] .
The scaling we consider in this paper has been investigated in [Bro80] and [Ros81] . In his Doctor-thesis, [Bro80] , T. Brox has given some heuristic arguments for nonconvergence in law of the scaled process and has conjectured that there is no limiting Markov process. However, assuming the convergence of the generators of the scaled stochastic dynamics averaged over time, cf. Conjecture 6.5 below, H. Rost has given some heuristic arguments in [Ros81] for the existence of a limiting generalized OrnsteinUhlenbeck process, which, of course, contradicts the statement of Brox. A fundamental and celebrated paper on this problem is due to H. Spohn [Spo86] . Assuming that the underlying potential is smooth, compactly supported and positive, there the author describes a proof of Conjecture 6.5 within the proof of his main theorem (see, however, the remark on page 4 of [Spo86] , and Proposition 2 therein, concerning the restriction d ≤ 3). Another approach has been proposed in [GP85] . The idea of M. Z. Guo and G. Papanicolaou has been to prove convergence of the corresponding resolvent. As remarked by themselves, at that time the authors did not have an appropriate infinite dimensional analysis and geometry at their disposal, and therefore their considerations have been on a non-rigorous level.
After these contributions, for a long time there has been no progress in this problem. Recently, however, some new techniques have been introduced. In [AKR98a] , [AKR98b] an infinite dimensional analysis and geometry on the configuration space was developed. In this paper we shall make use of these concepts in order to tackle the problem described above again.
The stochastic dynamics (X(t)) t≥0 of a classical continuous system takes values in the configuration space
and informally solves the following infinite system of stochastic differential equations:
dx(t) = −β y(t)∈X(t) y(t) =x(t)
∇φ(x(t) − y(t)) dt + √ 2 dB x (t), x(t) ∈ X(t),
where (B x ) x∈γ is a sequence of independent Brownian motions. The study of such diffusions has been initiated by R. Lang [Lan77] (see also [Shi79] ), who considered the case φ ∈ C 3 0 (R d ) using finite dimensional approximations and stochastic differential equations. More singular φ, which are of particular interest in Physics, as e.g. the Lennard-Jones potential, have been treated by H. Osada, [Osa96] , and M. Yoshida, [Yos96] (see also [Tan97] , [FRT00] for the hard core case). Osada and Yoshida were the first to use Dirichlet forms for the construction of such processes. However, they could not write down the corresponding generators or martingale problems explicitly, hence could not prove that their processes actually solve (1) weakly. This, however, was proved in [AKR98b] by showing an integration by parts formula for the respective Gibbs measures. Thus the latter work became the starting point of this paper. In [AKR98b] , also Dirichlet forms were used and all constructions were designed to work particularly for singular potentials of the above mentioned type, see Theorem 3.2 below. Additionally, and this is essential for our considerations, an explicit expression for the corresponding generator and martingale problem was provided, which shows that the process in [AKR98b] indeed solves (1) in the weak sense.
The scaled process (X ǫ (t)) t≥0 studied in this paper is defined by Hence, for small ǫ > 0 this scaling concentrates the particles towards the origin. The second scaling S out,ǫ leads us out of the configuration space and is given by
where D ′ is the dual space of D := C ∞ 0 (R d ). In the second scaling we first center the configuration γ by subtracting the first correlation measure ρ
(1) µǫ dx of the Gibbs measurẽ µ ǫ := S * in,ǫ µ. Furthermore, we scale the mass of the particles by ǫ d/2 to avoid divergence of the total mass at the origin as ǫ → 0.
We start with constructing the Dirichlet form E ǫ , the generator H ǫ and the semigroup (T ǫ,t ) t≥0 associated to (X ǫ (t)) t≥0 . These objects are images of the Dirichlet form, generator, and semi-group, respectively, which are associated to the original stochastic dynamics (X(t)) t≥0 , see Theorem 4.1 below.
The first convergence we show is the following, see Theorem 5.3. We prove that
for all smooth cylinder functions
with ν µ being white noise, and associated to a generalized OrnsteinUhlenbeck process (X(t)) t≥0 solving the stochastic differential equation
where (W(t)) t≥0 is a Brownian motion in D ′ with covariance operator −∆. The coefficient ρ
(1) φ (β, 1)/χ φ (β) is called the bulk diffusion coefficient and β is the inverse temperature. The convergence (2) determines the limit process uniquely, see Remark 5.4(i), and requires only very weak assumptions. The interaction potential φ only has to be stable (S) and we have to assume the LA-HT, i.e. the low activity high temperature regime (see below for precise definitions). A basic ingredient in the proof is the convergence of the image measures µ ǫ := S * out,ǫ S * in,ǫ µ to the Gaussian white noise measure ν µ as ǫ → 0, see Theorem 5.1. The latter fact has been proved by T. Brox, [Bro80] .
The convergence in terms of the Dirichlet forms, however, up to this point has no probabilistic interpretation. Hence, we also study convergence in law of the scaled processes. By P ǫ we denote the law of the scaled equilibrium processes, i.e., the law of the scaled process starting with a distribution equal to the equilibrium measure µ ǫ . Then, in Theorem 6.1 we prove that the family (P ǫ ) ǫ>0 is tight. This has been shown before by T. Brox, [Bro80] , and H. Spohn, [Spo86] , for smooth compactly supported potentials. Our proof, again, works under quite weak assumptions on the potential. We only need conditions which ensure the existence of the original stochastic process and have to assume the LA-HT regime. In the proof we use the well-known Lyons-Zheng decomposition, [LZ88] , [LZ94] , of the scaled process and the Burkholder-Davies-Gundy inequalities in order to establish the required estimate of the increments. Since the state space of the scaled process is a space of distributions, we first prove tightness in a weak sense. Then, via some Hilbert-Schmidt embeddings, we find a negative, weighted Sobolev spaces H −m as state space such that the family (P ǫ ) ǫ>0 is tight on C([0, ∞), H −m ).
It remains to prove that all accumulation points coincide with the generalized OrnsteinUhlenbeck process (X(t)) t≥0 above. A well-known method to identify the limit is based on considering the associated martingale problem. More precisely, if we could prove that all accumulation points of (P ǫ ) ǫ>0 satisfy the martingale problem for the generator H associated to equation (3) with initial condition ν µ , then a (slight modification of a) uniqueness result of R. Holley and D. Stroock [HS78] implies that all these accumulation points coincide.
The obvious first idea to prove that all limit points solve the martingale problem for H is to try to prove strong convergence of H ǫ → H as ǫ → 0. In [Bro80] , [Ros81] , and [Spo86] it has, however, been conjectured that, in general, the difference
does not tend to zero as ǫ → 0. In Theorem 6.3 we prove that this conjecture is indeed true. The proof is quite an elaborate task and is done via a (mathematically rigorous) high temperature expansion. A basic tool for this is provided by Theorem A.4, where we derive explicit formulas for the derivative of the correlation functions with respect to the inverse temperature β using the so-called K-transform from [KK99] , and by Theorem B.1, where we prove a coercivity identity for Gibbs measures. It turns out that for the above described identification of the accumulation points of (P ǫ ) ǫ>0 , however, a weaker convergence of the generators is sufficient. In Theorem 6.7 we prove convergence in law under the assumption that Conjecture 6.5 is true, i.e., under the assumption that the generators converge in time average.
To complete the program also from a purely probabilistic point of view, it remains to prove Conjecture 6.5 in physically relevant models. This will be the subject of future work.
The progress achieved in this paper may be summarized by the following core results:
• Convergence of Dirichlet forms is shown, see Remark 6.2.
• The tightness result as in [Bro80] , [Spo86] is generalized, see Remark 5.4.
• Conjecture on non-convergence of generators is proved.
• A mathematically rigorous high temperature expansion of all correlation functionals is developed (up to second order in β = 1/T ).
• All above results apply to physically relevant potentials, in particular singularities at the origin, non-trivial negative part, and infinite range are allowed. Hypotheses on the potential are weakened not for the sake of generality, but in order to cover the physically relevant potentials (as e.g. Lennard-Jones potential). The configuration space Γ over R d is defined by
Here |A| denotes the cardinality of a set A. Via the identification of γ ∈ Γ with x∈γ ε x ∈ M p (R d ), where ε x denotes the Dirac measure in x ∈ R d , Γ can be considered as a subset of the set M p (R d ) of all positive Radon measures on R d . Hence Γ can be topologized by the vague topology, i.e., the topology generated by maps
where f ∈ C 0 (R d ), the set of continuous functions on R d with compact support. We denote by B(Γ) the corresponding Borel σ-algebra.
For a given z > 0 (activity parameter), let π z denote the Poisson measure on (Γ, B(Γ)) with intensity measure z dx. This measure is characterized via its Fourier transform
where D := C ∞ 0 (R d ), the set of smooth functions on R d with compact support.
2.2. Gibbs measures in the LA-HT regime. Let φ be a symmetric pair potential, i.e., a measurable function φ :
with empty boundary condition is defined by
where γ Λ := γ ∩ Λ and the sum over the empty set is defined to be zero. For every r = (r 1 , . . . , r d ) ∈ Z d we define a cube
These cubes form a partition of R d . For any γ ∈ Γ we set γ r := γ Qr , r ∈ Z d . Additionally, we introduce for n ∈ N a cube Λ n with side length 2n − 1 centered at the origin in R d . Let us recall some standard assumptions from Statistical Mechanics. For our results we have to require some of the following conditions.
(SS) obviously implies:
(S): (stability) For any Λ ∈ O c (R d ) and for all γ ∈ Γ we have
A consequence of (S), in turn, is, of course, that φ is bounded from below. For β ≥ 0, z > 0, let us define
We also need (UI): (uniform integrability) We have:
For a given potential φ the set of pairs (β, z) such that Condition (UI) holds is called LA-HT (low activity high temperature) regime, see [Rue63] and [Min67] . (UI) is stronger than (I) (integrability), i.e., C(βφ, z) < ∞, which is also called regularity, see e.g. [Rue69] . 
is the interaction energy and · denotes the maximum norm on R d . On (Γ, B(Γ)) we consider the finite volume Gibbs measures µ Λ in Λ ∈ O c (R d ) with empty boundary condition:
where β ≥ 0 is the inverse temperature and
is the partition function. Using (S) one easily proves that it is finite. In e.g. [Min67] and [MM91] it has been proved that in the LA-HT regime the weak limit
exists. Furthermore, it can be shown that µ is a Gibbs measure, see [Rue70] and [Kun99] . The measure µ in (4) we call Gibbs measure corresponding to (φ, β, z) and the construction with empty boundary condition.
2.3. K-transform and correlation functions. Next, we recall the definition of correlation functions using the concept of the so-called K-transform, see e.g. [KK99] , [Len73] , [Len75a] , [Len75b] . Denote by Γ 0 the space of finite configurations over R d :
Let R d×n = (x 1 , . . . , x n ) ∈ R d×n | x i = x j for i = j and let S n denote the group of all permutations of {1, . . . , n}. Through the natural bijection
one defines a topology on Γ For any γ ∈ Γ let η⋐γ denote the summation over all η ⊂ γ such that |η| < ∞. For a function G : Γ 0 → R , the K-transform of G is defined by
for each γ ∈ Γ such that at least one of the series η⋐γ G + (η) or η⋐γ G − (η) converges, where G + := max{0, G} and G − := − min{0, G}.
Let µ be a probability measure on (Γ, B(Γ)). The correlation measure corresponding to µ is defined by
ρ µ is a measure on (Γ 0 , B(Γ 0 )) (see [KK99] for details, in particular, measurability issues).
, hence KG ∈ L 1 (Γ, B(Γ), µ) and KG(γ) is for µ-a.e. γ ∈ Γ absolutely convergent. Moreover, then obviously
see [KK99] , [Len75a] , [Len75b] . The Lebesgue-Poisson measure λ on (Γ 0 , B(Γ 0 )) with activity parameter z > 0 is defined by
where dx ⊗n is defined via the bijection (5).
For the Gibbs measure µ in the LA-HT regime corresponding to φ satisfying (S) and the construction with empty boundary condition, the correlation measure ρ µ is absolutely continuous with respect to the Lebesgue-Poisson measure, see e.g. [Rue63] and [Min67] . Its Radon-Nikodym derivative
w.r.t. λ z we denote by the same symbol and the functions
are called the n-th order correlation functions of the measure µ. Furthermore, the correlation functions can be expressed as functions of the underlying potential φ, inverse temperature β and activity z, i.e., ρ µ = ρ φ (β, z), see e.g. [Rue63] , [Min67] . Hence, due to the translation invariance of the pair interaction, the correlation functions as well as the Gibbs measure µ are translation invariant. In particular, ρ
(1)
Additionally, for these functions the so-called Ruelle bound holds: for fixed β ≥ 0, z > 0, there exists a constant ξ > 0 such that for all n and x 1 , . . . ,
see [Rue63] . Using this bound one, in particular, gets that all local moments of µ are finite:
Dirichlet forms, their generators, and corresponding stochastic dynamics
Here we recall the analysis and geometry on configuration space developed in [AKR98a] and [AKR98b] .
Let
The tangent space to Γ at a point γ ∈ Γ is defined as the Hilbert space
, and
We say that a function F : Γ → R is differentiable at γ ∈ Γ if, for each x ∈ γ, the function F x (γ, ·) is differentiable at x and
where
Evidently, this definition is independent of the choice of the set O γ,x . We call ∇ Γ F (γ) the gradient of F at γ ∈ Γ. We define a set of smooth cylinder functions FC ∞ b (D, Γ) as the set of all functions on Γ of the form
where (11) is differentiable at each point γ ∈ Γ, and its gradient is given by
where ∂ j denotes the partial derivative w.r.t. the j-th variable. For
Gibbs measures µ in the LA-HT regime corresponding to stable potentials and the construction with empty boundary condition have all local moments finite, see (10). Thus, for such measures with the help of (12) we have (
To ensure closability of this bilinear form we have to assume further properties of the potential φ :
(D): (differentiability) The function exp(−φ) is weakly differentiable on R d , φ is weakly differentiable on R d \{0} and the weak gradient ∇φ (which is a locally dx-integrable function on R d \{0}), considered as a dx-a.e. defined function on
Note that, for many typical potentials in Statistical Physics, we have φ ∈ C ∞ (R d \{0}).
For such "outside the origin regular" potentials, condition (D) nevertheless does not exclude a singularity at the point 0
and (LS), and that µ is the corresponding Gibbs measure constructed with empty boundary condition, one can prove an integration by parts formula for the gradient ∇ Γ , see [AKR98b] , Theorem 4.3. Utilizing this formula we obtain for
, Lemma 4.1. Utilizing (13), in [AKR98b] , Proposition 5.1, the following statement has been proven. 
is the smallest σ-algebra containing allF t and (Θ t ) t≥0 are the corresponding natural time shifts. For a detailed discussions of these objects and the notion of quasi-continuity we refer to [MR92] . The second part of the above theorem was proved in [AKR98b] , Theorem 5.3.
Remark 3.3. Let us consider the diffusion process (X(t)) t≥0 provided by Theorem 3.2. In (14) we have an explicit formula for the action of the associated generator −H Γ µ on smooth cylinder functions. Utilizing an extension of Itô's formula to this infinite dimensional situation on a heuristic level we find the associated infinite system of stochastic differential equations:
where (B x ) x=x(0)∈X(0) is a sequence of independent Brownian motions. Theorem 3.2(ii) implies that the process ((X(t)) t≥0 , P γ ) solves the infinite system (15) in the sense of the associated martingale problem for E Γ µ -q.a. γ ∈ Γ as a starting point.
Scaling of stochastic dynamics and associated Dirichlet form
We perform the scaling of the process (X(t)) t≥0 in two steps.
First scaling: We scale the position of the particles inside the configuration space as follows:
i.e., for f ∈ D, the scaling is given through f, S in,ǫ (γ) = x∈γ f (ǫ x). Obviously, S in,ǫ is a homeomorphism on Γ. From now on we assume that µ corresponds to (φ, β, 1), β ≥ 0 and the construction with empty boundary condition. Let us define the image measurẽ µ ǫ := S * in,ǫ µ. This measure is also defined on (Γ, B(Γ)) and it is easy to check that it is the Gibbs measure corresponding to (φ ǫ , β, ǫ −d ) and the construction with empty boundary condition, where φ ǫ := φ(ǫ −1 ·). Furthermore, since C(βφ ǫ , ǫ −d ) = C(βφ, 1), recall (UI), the measureμ ǫ is in the LA-HT regime if and only if this is true for µ.
Second scaling: This scaling leads us out of the configuration space and is given by 
is the first correlation function corresponding to the Gibbs measureμ ǫ , i.e.,
Applied to a test function f ∈ D, the second scaling gives
where ·, · denotes the dual paring between D and D ′ . Here we assume the LA-HT regime. So, as mentioned before ρ Scaled process: The scaled process of our interest is
Associated Dirichlet form:
Next for each ǫ > 0 we construct a Dirichlet form E ǫ such that (X ǫ (t)) t≥0 is the unique process which is properly associated to E ǫ .
. Using this mapping we define a bilinear form (E ǫ , D(E ǫ )) as the image bilinear form of (E Γ µǫ , D(E Γ µǫ )) under the mapping S out,ǫ :
where 
where F is of the form (11) and the variable ω is running through Γ ǫ . Note that the last term is well-defined for µ ǫ -a.e. ω ∈ Γ ǫ . 
is a diffusion process and thus up to µ ǫ -equivalence the unique process in this class which is properly associated with (E ǫ , D(E ǫ )) and has µ ǫ as an invariant measure.
for µ ǫ almost all ω ∈ Γ ǫ . We note that (E Γ µǫ , D(E Γ µǫ )) is obviously the image Dirichlet form under the map S in,ǫ of (E Γ µ , D(E Γ µ )) times ǫ −2 . Hence we have for the corresponding
Using the Hille-Yosida theorem (via resolvent) and (18), (21), we can conclude that
on L 2 (Γ ǫ , µ ǫ ). Thus, by (20) and (22) the first statement of the theorem is proved. The fact that M ǫ is a diffusion is straightforward to check. In particular, it then follows by [MR92] , Chap. IV, Theorem 3.5, that M ǫ is properly associated with (E ǫ , D(E ǫ )).
Convergence of Dirichlet forms
Our aim is to show convergence of (X ǫ (t)) t≥0 to a generalized Ornstein-Uhlenbeck process (X(t)) t≥0 as ǫ → 0. In this section we prove this in terms of the corresponding Dirichlet forms.
It will turn out that the limit Dirichlet form is defined in L 2 (D ′ , ν µ ), where ν µ is the Gaussian white noise measure on D ′ with covariance operator χ φ (β) Id and
For n ∈ Z we define a weighted Sobolev spaces H n as the closure of D w.r.t. the Hilbert norm
where Af (x) = −∆f (x) + |x| 2 f (x), x ∈ R d , i.e., A is the Hamilton operator of the harmonic oscillator with ground state eigenvalue d. We identify H 0 = L 2 (R d , dx) with its dual and obtain
Here as usual S ′ (R d ) denotes the space of tempered distributions which is the topological dual of S(R d ), the Schwartz space of smooth functions on R d decaying faster than any polynomial. Of course, H −n is the topological dual of H n w.r.t. H 0 . The dual paring between these spaces we denote by ·, · . Since the embeddings H n ⊂ H n−d are HilbertSchmidt for all n ∈ Z, it follows by the Bochner-Minlos theorem that ν µ (H −d ) = 1. The first part of the following theorem is an easy generalization of Proposition 3.9 in [Bro80] . The second and third part have been proved in [Bro80] , Proposition 5.4 and Theorem 6.5, respectively. Theorem 5.1. Let us assume that (φ, β, 1) fulfill (S), (UI) and let µ be the corresponding Gibbs measure constructed with empty boundary condition. Then:
The family of measures (µ ǫ ) ǫ>0 converges weakly on H −(d+1) to the Gaussian measure ν µ as ǫ → 0.
We shall also use the following lemma, which is easy to derive by using the properties of correlation functions, see Section 2.3, and recalling thatμ ǫ = S * in,ǫ µ is the Gibbs measure corresponding to (φ ǫ , β, ǫ −d ) and the construction with empty boundary condition.
Lemma 5.2. Let the conditions of Theorem 5.1 hold. Then we have:
We define the Dirichlet form (E νµ , D(E νµ )) as the closure of the bilinear form
where N ∈ N and f 1 , . . . , f N ∈ D.
Integrating by parts in the Gaussian space, see e.g. [BK95] , Theorem 6.1.2 and 6.1.3, we obtain
It is well-known, see e.g. [BK95] , Theorem 6.1.4, that the operator H is essentially selfadjoint on FC ∞ b (D, D ′ ). We preserve the same notation for its closure. The operator H generates an infinite dimensional Ornstein-Uhlenbeck semi-group
. This semi-group is associated to a generalized Ornstein-Uhlenbeck process (X(t)) t≥0 on D ′ , see [BK95] , Chapter 6, Section 1.5.
Theorem 5.3. Suppose that (φ, β, 1) satisfy the conditions (S), (UI) and let µ be the corresponding Gibbs measure construction with empty boundary condition. Then for all
Remark 5.4. (i) The (X(t)) t≥0 is the unique process associated to the closure of the pre-
In this sense the convergence of bilinear forms proven in Theorem 5.3 uniquely determines the limiting process (X(t)) t≥0 . (ii) The generator H corresponds to the following stochastic differential equation:
where (W(t)) t≥0 is a Brownian motion in D ′ with covariance operator −∆, and the coefficient ρ
The generality of the class of admissible potentials is very important from the physical point of view. Before one could only treat smooth, compactly supported, positive potentials. However, any physical realistic potential has a singularity at the origin. Furthermore, it is of physical interest to study potentials which also have a negative part. (iv) The proof of Theorem 5.3 is straightforward. However, it identifies the bulk diffusion coefficient for very general potentials. This coefficient is, from the physical point of view, the most interesting quantity.
Proof: We first note that each function
, the measure µ ǫ can be considered as a measure on (D ′ , B(D ′ )). By the polarization identity, it is sufficient to prove (24) for the case G = F = g F ( f 1 , ω , . . . , f N , ω ) . Evaluating (17) and applying Lemma 5.2 we obtain
. (25) By Theorem 5.1(iii) we get
hence, the second term in (25) converges to E νµ (F, F ) and it only remains to show that first term in (25) converges to zero as ǫ → 0. But this is obvious from Theorem 5.1(i),
Convergence in law
The convergence in terms of the Dirichlet forms admits no probabilistic interpretation. Hence, next we study convergence in law of the scaled processes.
The laws of the scaled equilibrium processes P ǫ := Q µǫ • X −1 ǫ (= P µ • X −1 ǫ ), are probability measures on C([0, ∞), Γ ǫ ), where Q µǫ := Γǫ Q ω dµ ǫ (ω) and P µ := Γ P γ dµ(γ), cf. Theorem 4.1. Since C([0, ∞), Γ ǫ ) is a Borel subset of C([0, ∞), D ′ ) (under the natural embedding) with compatible measurable structures we can consider P ǫ as a measure on C([0, ∞), D ′ ) and by using Theorem 3.2(ii) we find that the process (X(t)) t≥0 corresponding to P ǫ , i.e., the realization of (X ǫ (t)) t≥0 as a coordinate process in C([0, ∞), D ′ ), solves the martingale problem for (−H ǫ , D(H Γ µ )) w.r.t. the corresponding minimum completed admissible filtration (F t ) t≥0 for all ǫ > 0. Remark 6.2. Theorem 6.1 has been proved before by T. Brox, [Bro80] , and H. Spohn, [Spo86] , for smooth, compactly supported potentials only. Their proof can be generalized to a more general class of potentials. However, their technique requires that ∂ j φx i (here ∂ j φ is the partial derivative of the potential in direction j and x i the i-th component of the identity) is locally integrable w.r.t. the Lebesgue measure. From the physical point of view this is a very restrictive assumption on the singularity of the potential at the origin.
Proof: Let f ∈ D. By Theorem 5.1(i) we know, in particular, that the functions f, · , ∇f, · ∈ L 2 (µ ǫ ). Hence it is easy to show by approximation that f, · ∈ D(E ǫ ). Consider the conservative diffusion process M ǫ on Γ ǫ associated with (E ǫ , D(E ǫ )) according to Theorem 4.1. We may regard M ǫ on the state space
, and P ǫ = Γǫ Q ǫ ω dµ ǫ (ω). Fix T > 0. Below we canonically project the process onto Ω T := C([0, T ], D ′ ) without expressing this explicitly. We define the time reversal r T (ω) := ω(T − ·), ω ∈ Ω T . Now, by the well-known Lyons-Zheng decomposition, cf. [LZ88] , [FOT94] , and also [LZ94] for its infinite dimensional variant, we have for all 0 ≤ t ≤ T : 
(i).
Hence by the Burkholder-Davies-Gundy inequalities and since P ǫ • r
φ (β, 1) 2 ) and C (1) as in Theorem 5.1(i). Now we can use (26) to define f, X(t) − f, X(s) for f ∈ S(R d ) via an approximation as an element in L 4 (Ω, P ǫ ). Then, of course, the estimate (26) is also true for f ∈ S(R d ).
Let m ∈ N and let (e i ) i∈N be the sequence of Hermite functions, forming an orthonormal system in H m−2d . Then (a 
In particular, for all i ∈ N we have |∇e i | 2
Hence, by the above we can estimate
where the constant
is finite, because A −d is a HilbertSchmidt operator. Since by Theorem 5.1(iii) µ ǫ → ν µ as ǫ → 0, now the tightness of (P ǫ ) ǫ>0 on C([0, ∞), H −m ) follows by standard arguments.
6.2. Identification of the limit via the associated martingale problem. In order to identify the limit by Theorem 6.7 below it would be sufficient to show that each accumulation point P of (P ǫ ) ǫ>0 solves the martingale problem for (−H, D 0 ), where
is an F t -martingale under P and P • X(0) −1 = ν µ . One well-known way to establish this property is to prove convergence of the generators H ǫ to the generator H as ǫ → 0. Thus, first we study the difference (
we use representation (23).
6.2.1. Non-convergence of generators. Using (19) and (23) again, by an approximation argument it is easy to show that f, · , f ∈ D, is an element of D(H ǫ ) and D(H). As we shall prove now at least on such functions the above convergence does not hold if we have non-trivial interactions. For the proof of the following Theorem we refer to Appendix C. 
. Then there exists a function
Remark 6.4. Theorem 6.3 states that for high temperatures (small inverse temperature) and sufficiently smooth isotropic potentials the generators do not converge in the L 2 -sense. It applies obviously to compactly supported potentials φ ∈ C 2 0 (R d ) and has been conjectured in [Bro80] , [Ros81] , and [Spo86] .
6.2.2.
A conditional theorem on convergence in law. In order to identify the limit the following weaker type of convergence is sufficient.
Conjecture 6.5. Let (φ, β, 1) fulfill conditions (SS), (UI), (LR), (D), (LS) and let µ be the corresponding Gibbs measure constructed with empty boundary condition. Furthermore, for G ∈ C 2 b (R), f ∈ D, and t, s ≥ 0, define
Remark 6.6. Conjecture 6.5 states that the scaled generators converge in time average, whereas Theorem 6.3 concerns convergence of the scaled generators at an arbitrary fixed time. Conjecture 6.5 first has been formulated in [Ros81] . In [Spo86] the author describes a proof of Conjecture 6.5 for positive, smooth, compactly supported potentials and d ≤ 3, but with G(x) = x, see [Spo86] , assumption (C), page 10. It is easy to show that, if Conjecture 6.5 holds for G(x) = x, then it also holds for all G ∈ C 2 b (R). Theorem 6.7. Let (φ, β, 1) fulfill conditions (SS), (UI), (LR), (D), (LS) and let µ be the corresponding Gibbs measure constructed with empty boundary condition. Assume Conjecture 6.5. Additionally, let P be an accumulation point of (P ǫ ) ǫ>0 on C([0, ∞), H−m) with m ∈ N as in Theorem 6.1. Then P solves the martingale problem for
is an F t -martingale under P and P•X(0) −1 = ν µ . The measure P is uniquely determined by these properties, in particular, all such P coincide. Hence P ǫ → P weakly as ǫ → 0.
Proof: Let f ∈ D, t, s ≥ 0, and define the following random variables on C([0, ∞), H −m ):
Utilizing Theorem 5.1(i) it follows that
The trace filtration obtained by restricting (F t ) t≥0 to C([0, ∞), H −m ) coincides with the natural filtration of C([0, ∞), H −m ), which we also denote by (F t ) t≥0 . Since P ǫ solves the martingale problem for (−H ǫ , D 0 ) w.r.t. (F t ) t≥0 we have for all F t -measurable bounded, continuous, F t : C([0, ∞), H −m ) → R, and ǫ > 0 that E P ǫ [F t U ǫ (f, t, s)] = 0. Thus, together with Conjecture 6.5 and (29), it follows that
Let P be an accumulation point of (P ǫ ) ǫ>0 on C([0, ∞), H −m ), i.e., P ǫn → P weakly for some subsequence ǫ n → 0 for n → ∞. Obviously, by Theorem 5.1(iii) we have P • X(t) −1 = ν µ for all t ≥ 0, in particular P • X(0) −1 = ν µ . By (30) it remains to show that
Obviously, we only have to prove (31) with U (f, t, s) replaced by the last summand in its definition, because for the first two summands convergence is clear. In order to do this we set
and for K r := {ω ∈ H −m | ω −m ≤ r}, r > 0, we have both for the positive and negative parts h + , h − of h and u ∈ [t, t + s], setting h ± r := h ± ∧ sup Kr |h|,
But for all r > 0
where we used | ∆f, ω | ≤ ∆f m ω −m and 1 ≤ ω −m /r on H −m \ K r . The constant C (1) is as in Theorem 5.1(i). Similarly,
and since the Gaussian measure ν µ has measure 1 on H −m there exists a constant C (6) ∈ (0, ∞) such that H −m ω 2 −m dν µ (ω) ≤ C (6) . Hence by the weak convergence of P ǫn → P as n → ∞ and Lebesgue's dominated convergence theorem lim sup
for all r > 0. Letting r → ∞ equality (31) follows and therefore
But by an approximation (32) is also true for all f ∈ S(R d ). Now it remains to show that P is uniquely determined by (28). But this follows by an easy generalization of Theorem 1.4 in [HS78] . All the assumptions required there are fulfilled in our situation except for the assumption on the operator B. This operator B in our case is √ −∆, which is not bounded as required in [HS78] . Analyzing the proof, however, one finds that continuity and boundedness of the function
for a fixed f ∈ S(R d ) is sufficient, which in our case is obviously true.
Appendix A. Inverse temperature derivative of correlation functions First, we have to define the finite volume correlation functions
where we restricted the Lebesgue-Poisson measure to Γ 0,Λ :=
0,Λ , see Section 2.3. The proof of the following lemma is an easy generalization of Theorem 3.3.18 in [Kun99] .
Lemma A.1. Let (φ, β 0 , z) satisfy conditions (S) and (UI). Furthermore, let φ fulfill the condition
for all z > 0 and uniformly in β, x 1 , . . . x n on any set [0, φ,Λ and vice versa, see e.g. [MM91] , [Rue69] . Their relation is given by
where u (n) φ,Λ is related to u φ,Λ analogously to (8). Correspondingly, u (n) φ and u φ are defined with ρ φ replacing ρ φ,Λ . Due to the translation invariance of the correlation functions, Ursell functions are also translation invariant. Furthermore, by an easy generalization of Theorem 4.5 in [Bro80] , see also [Rue69] , Chapter 4, we obtain the following integrability property.
Proposition A.3. Let (φ, β, z) satisfy conditions (S) and (UI). Then for each n ≥ 1, there exists a non-negative measurable function U
and
for all measurable functions f : R d×n → R.
Theorem A.4. Let (φ, β 0 , z) satisfy conditions (S), (UI), and let either
. Proof: First, we note that the expression on the r.h.s. of (36) is well-defined and finite. Indeed, since φ ∈ L 1 (R d ) and the correlation functions are bounded, see (9), the first integral in this expression is finite. Using (35) and Proposition A.3, one finds that the second integral is also finite.
Analyzing the properties of the Lebesgue-Poisson measure we find for η ∈ Γ 0,Λ :
Using (34), Proposition A.3, and that bound (9) also holds for finite volume correlation functions, uniformly in Λ ⊂ R d , twice applying the dominated convergence theorem shows
for λ z -a.e. η ∈ Γ 0 . It remains to show that derivative and the infinite volume limit can be interchanged. We evidently have to show this only for potentials which are not identically equal to zero. By using Lemma A.1 and Proposition A.3, we see that for z > 0, η ∈ Γ 0 , fixed the function
The second order derivative can be derived analogously. The only difference is that in the second order derivative the potential φ appears in its second power. Hence, for
Appendix B. Coercivity identity for Gibbs measures
Here we derive an analog of the usual coercivity identity on L 2 (R d , g dx) for L 2 (Γ, µ), where µ is a Ruelle measure on Γ, whose potential satisfies some weak additional conditions.
First we have to develop a little further the analysis and geometry as in Section 3. For each γ ∈ Γ, consider the triple
Here, T γ,0 (Γ) consists of all finite sequences from T γ (Γ), and
The pairing between any V (γ) ∈ T γ, ∞ (Γ) and v(γ) ∈ T γ,0 (Γ) with respect to the zero space
This series is, in fact, finite. For γ ∈ Γ, we define B µ (γ) = (B µ (γ, x)) x∈γ ∈ T γ, ∞ (Γ) by
As follows from the proof of Lemma 4.1 in [AKR98b] , for µ-a.e. γ ∈ Γ the series on the right hand side of (38) converges absolutely in R d , provided (φ, β, z) satisfies (SS), (UI), (LR) and (D), and that µ is the corresponding Gibbs measure constructed with empty boundary condition. Observe, that
where H Γ µ is the generator as in (14) and F ∈ FC ∞ b (D, Γ) as in (11). Of course, ∆ acting on differentiable functions defined on R d is denoting the Laplacian on R d . We call B µ the logarithmic derivative of the measure µ.
Let A(γ) ∈ (T γ, ∞ (Γ)) ⊗2 , cf. (37), so that A(γ) = (A(γ, x, y)) x,y∈γ , where A(γ, x, y)
We denote by A(γ) * its adjoint operator. For a vector field Γ ∋ γ → W (γ) ∈ T γ, ∞ (Γ), we define its derivative ∇ Γ W (γ) as a mapping
Theorem B.1 (coercivity identity). Let the potential φ satisfy (SS), (I), (LR), and the three following conditions: (i) φ ∈ C 2 (R d \ {0}), e −φ is continuous on R d , and e −φ ∇φ can be extended to a continuous, vector-valued function on R d ; (ii) for each γ ∈ S ∞ , the three series x∈γ φ(·−x), x∈γ ∇φ(·−x), and x∈γ ∇ 2 φ(·−x) converge locally uniformly on X \ γ; (iii) we have
Furthermore, let µ be the Gibbs measure corresponding to (φ, β, z) and the construction with empty boundary condition. Then, for any F ∈ FC ∞ b (D, Γ): × ∆ x 1 F (γ + ε x 1 + ε x 2 )+(B µ (γ + ε x 1 + ε x 2 , x 1 ),∇ x 1 F (γ + ε x 1 + ε x 2 )) Tx 1 (R d )
× ∆ x 2 F (γ + ε x 1 + ε x 2 )+(B µ (γ + ε x 1 + ε x 2 , x 2 ), φ(x 2 − y 2 ) − βφ(x 1 − x 2 ) ∆ x 1 F (γ + ε x 1 + ε x 2 ) + (B µ (γ + ε x 1 + ε x 2 , x 1 ), ∇ x 1 F (γ + ε x 1 + ε x 2 )) Tx 1 (R d ) ∆ x 2 F (γ + ε x 1 + ε x 2 ) + (B µ (γ + ε x 1 + ε x 2 , x 2 ), ∇ x 2 F (γ + ε x 1 + ε x 2 )) Tx 2 (R d ) dx 1 dx 2 
where C (8) ∈ (0, ∞) is a constant, and analogously 
Now, by (41)-(44), (46), and (47),
Finally, from (45) and (48) we get the second equality in (40).
where x i is the i-th component of x ∈ R d . Set
φ (β, 1, x, 0) dx.
