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A Bayesian Decision Theory Approach
to Classification Problems
Richard A. Johnson* and Abderrahmane Mouhab
University of Wisconsin
We address the classification problem where an item is declared to be from
population ?j if certain of its characteristics v are assumed to be sampled from the
distribution with pdf fj (v | %j), where j=1, 2, ..., m. We first solve the two population
classification problem and then extend the results to the general m population
classification problem. Usually only the form of the pdf's is known. To use the
classical classification rule the parameters, %j , must be replaced by their estimates.
In this paper we allow the parameters of the underlying distributions to be
generated from prior distributions. With this added structure, we obtain Bayes rules
based on predictive distributions and these are completely determined. Using the
first-order expansion of the predictive density, where the coefficients of powers of
n&1 remain uniformly bounded in n when integrated, we obtain an asymptotic
bound for the Bayes risk.  1996 Academic Press, Inc.
1. Introduction
In this paper, we derive an alternative to the classical classification rule
by allowing the parameters of the underlying distributions to be generated
from a prior distribution. This approach, without consideration of
misclassification costs, has been applied in special cases by Geisser [4]
who gives normal theory results using the ratio of population prior prob-
ability times the predictive density. The classical optimal classification rule
is based on the ratio of the true, but unknown densities [2]. The two
approaches are compared in the normal case, by Aitchison, Habbema, and
Kay [1]. Kendall, Stuart, and Ord [7] also present the normal theory
predictive approach. All of these authors appear to substitute predictive
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densities in place of the population densities in the classical optimal two
population rule. Broemeling and Son [3] and Klein and Press [8] give
further applications. They maximize the posterior predictive densities which
is equivalent to assuming equal misclassification costs.
We introduce costs of misclassification, as well as prior distributions for
the parameters, and solve the problem in a decision theory setting. This
paper is based on Mouhab [9] which precedes the material in Geisser [5].
We first solve the two-population classification problem and then, in
Section 4, we extend the results to the m-population classification problem.
In a Bayesian setting the parameters 3j , j=1, 2, are random variables
and we make the following distributional assumptions.
A(1). Let 3j , j=1, 2, be independent d_1 random vectors where the
prior distribution of 3j is absolutely continuous with probability density
function (pdf) gj (%j), for j=1, 2.
A(2). Given 3j=%j let a p_1 vector observation from population ?j
have density function fj ( } | %j), with respect to some _-finite measure +.
A(3). Let z~ 1=[z11 , ..., zn11] and z~
2=[z12 , ..., zn22] be independent
training samples from ?1 and ?2 respectively.
A(4). Let V
*
be a future vector observation from the mixture of the
two populations ?1 and ?2 , where the mixing proportion, q, is fixed and
known.
Then, given 31=%1 and 32=%2 , the distribution of V* has pdf
f (v
*
| %1 , %2)=qf1(v* | %1)+(1&q) f2(v* | %2) (1.1)
with respect to +.
We consider decision rules of the form
$(V
*
)=$(V
*
; z11 , ..., zn11 ; z21 , ..., zn22)={a1a2
if V
*
# R1 ,
if V
*
# R2 ,
(1.2)
where the action aj is to classify the item as ?j , j=1, 2, and the regions
assigned to ?1 and ?2 , are denoted Rj=Rj (z11 , ..., zn11 ; z12 , ..., zn22) for
j=1, 2. Given the usual misclassification costs c1 | 2 and c2 | 1 , with zero cost
for correct classification, the loss function can be written as
L( j, $(V
*
))={0ci | j
if $(V
*
)=aj .
if $(V
*
)=ai for i{j=1, 2.
(1.3)
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2. The Optimal Classification Rule-Two Populations
When the %j 's are also specified so that the pdf 's fj ( } | %j), j=1, 2, are
completely known, the classical optimal rule is classify the observation v
*
to ?1 if and only if
f1(v* | %1)
f2(v* | %2)

(1&q) c1 | 2
qc2 | 1
(see Anderson [2]). Unfortunately, we usually do not know both the form
and the parameters of the pdf 's fj ( } | %j), j=1, 2. Many statisticians use the
above rule with parameters replaced by estimates. That is, for application,
the rule is classify the observation v
*
to ?1 if and only if
f1(v* | %
 1)
f2(v* | %
 2)

(1&q) c1 | 2
qc2 | 1
,
where % j 's are, for instance, the maximum likelihood estimates of the %j 's.
In Theorem 1, we establish that under certain conditions it is better to use
predictive densities instead of other estimates of the pdf 's f1 and f2 . Geisser
[4] suggested the use of predictive densities in this context but his arguments
are heuristic, although they carefully treat the equal cost normal theory case.
Theorem 1. Let the costs of misclassifying an observation from ?i as
from ?j be cj | i . Then, under assumptions A(1)A(4) with q fixed, a procedure
that classifies an observation v
*
to ?1 if and only if the ratio of the predictive
densities hj (v* | z1j , ..., znj j) satisfies
(1&q) c1 | 2
qc2 | 1

h1(v* | z11 , ..., zn11)
h2(v* | z12 , ..., zn22)
(2.1)
minimizes the expected loss.
Proof. With the decision rule and loss defined by (1.2) and (1.3), the
expected loss is
E(L)=E31, 32E V , Z 1, Z 2 | 31, 32(L),
where Z j=[Z1j , ..., Zn j j], j=1, 2, denotes the j th training set. Expressing
the expectations and probabilities as integrations and changing the order of
integration, we get
E(L)=|
R p
} } } |
R p
|
R1
|
31
|
3 2
c1 | 2(1&q) f2(v* | %2)
__`
2
j=1 _`
n j
i=1
fj (zij | %j)& gj (%j)&
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_d%1 d%2 d+ (v*) `
2
j=1
`
nj
i=1
d+ (zij)
+|
R p
} } } |
R p
|
R2
|
31
|
3 2
c2 | 1qf1(v* | %1)
__`
2
j=1 _`
n j
i=1
fj (zij | %j)& gj (%j)& d%1 d%2 d+ (v*) `
2
j=1
`
nj
i=1
d+ (zij);
(2.2)
then, for the first term, we carry out the integration with respect to %1 and
for the second term with respect to %2 ,
E(L)=|
R p
} } } |
R p {|R 1 |32 c1 | 2(1&q) f2(v* | %2) _`
n2
i=1
f2(z i2 | %2)&
_g2(%2) f1(z11 , ..., zn11) d%2 d+ (v*)+|R2 |31 c2 | 1qf1(v* | %1)
__`
n1
i=1
f1(zi1 | %1)& g1(%1) f2(z12 , ..., zn 22) d%1 d+ (v*)= `
2
j=1
`
nj
i=1
d+(zij).
(2.3)
Next, we multiply and divide the first and second integrands by the
unconditional densities f2(z12 , ..., zn22) and f1(z11 , ..., zn1 1), respectively, to
obtain
|
Rp
} } } |
Rp {|R 1 |32 c1 | 2(1&q) f2(v* | %2) g2(%2 | z12 , ..., zn22) d%2 d+(v*)
+|
R2
|
31
c2 | 1 qf1(v* | %1) g1(%1 | z11 , ..., zn11) d%1 d+ (v*)=
_f1(z11 , ..., zn11) f2(z12 , ..., zn22) `
2
j=1
`
nj
i=1
d+(zij). (2.4)
Carrying out the integrations with respect to %1 and %2 , we obtain
E(L)=|
Rp
} } } |
Rp {|R1 c1 | 2(1&q) h2(v* | z12 , ..., zn22) d+(v*)
+|
R 2
|
31
c2 | 1qh1(v* | z11 , ..., zn11) d+ (v*)=
_f1(z11 , ..., zn11) f2(z12 , ..., zn2 2) `
2
j=1
`
nj
i=1
d+ (zij)
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or, equivalently,
E(L)=c2 | 1q+|
R p
} } } |
R p
|
R 1 {c1 | 2(1&q) h2(v* | z12 , ..., zn2 2)
&c2 | 1 qh1(v* | z11 , ..., zn11)= f1(z11 , ..., zn 11) f2(z12 , ..., zn22) d+ (v*)
_ `
2
j=1
`
nj
i=1
d+ (zij). (2.5)
Thus the expected loss, which is now expressed in terms of the predictive
densities, is minimized by selecting R1 of the form
R1={v*: h1(v* | z11 , ..., zn1 1)h2(v* | z12 , ..., zn22)
c1 | 2(1&q)
c2 | 1q =
Note that the sample sizes need not be large for Theorem 1 to be
applicable, as is the case in the sampling theory approach using estimators.
3. Classification of a Group One-at-a-Time
Assume that the experimenter has, in addition to the training sets, more
than one observation that needs to be classified. Moreover, any one of the
new observations has to be classified before any other observation in the
group has been correctly classified. This type of problem is encountered, for
instance, in medicine or, generally, when correct classifications takes a long
time. Theorem 2 addresses the classification of two new observations.
Theorem 2 Under the assumptions of Theorem 1, given an observation
v
*1
, the minimum expected loss procedure classifies another observation v
*2to ?1 if and only if
c1 | 2(1&q)
c2 | 1 q

\qh1(v*2 | z~
1, v
*1
) f1(z~ 1, v*1) f2(z~
2)
+(1&q) h1(v*2 | z~
1) f1(z~ 1) f2(z~ 2, v*1)
+
\qh2(v*2 | z~
2) f1(z~ 1, v*1) f2(z~
2)
+(1&q) h2(v*2 | z~
2, v
*1
) f1(z~ 1) f2(z~ 2, v*1)
+
, (3.1)
where q is fixed, z~ j denotes the training set z1j , ..., znj j for j=1, 2.
Proof. The decision rule and loss function are still defined as in (1.2)
and (1.3), but the regions assigned to the two populations, R1 and R2 , are
defined by
Rj=Rj (z11 , ..., zn 11 , z12 , ..., zn 22 , v*1), j=1, 2.
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The expected loss is
E(L)=E31, 32E Z 1, Z 2, V* 1 , V*2 | 3 1, 32(L)
=E31, 32E Z 1, Z 2, V* 1 | 3 1, 3 2[c1 | 2(1&q) P(V*2 # R1 | 32)
+c2 | 1 qP(V*2 # R2 | 31)]. (3.2)
Given 3j=%j , for j=1, 2, the density of V*1 is
f (v
*1
| %1 , %2)=q f1(v*1 | %1)+(1&q) f2(v*1 | %2). (3.3)
Expressing the expectations as integrals and proceeding as in the proof of
Theorem 1, we get
E(L)=A+B, (3.4)
where the two terms A and B are defined as
A=q(c2 | 1q)+q |
Rp
} } } |
Rp
|
R p
|
R1
(c1 | 2(1&q) h2(v*2 | z12 , ..., zn22)
&c2 | 1 qh1(v*2 | z11 , ..., zn11 , v*1)) f1(z11 , ..., zn11 , v*1)
_f2(z12 , ..., zn22) d+(v*2) d+ (v*1) `
2
j=1
`
n j
i=1
d+ (z ij) (3.5)
and
B=(1&q)(c2 | 1q)
+(1&q) |
R p
} } } |
Rp
|
Rp
|
R 1
(c1 | 2(1&q) h2(v*2 | z12 , ..., zn22 , v*1)
&c2 | 1 qh1(v*2 | z11 , ..., zn11))
_f1(z11 , ..., zn11) f2(z12 , ..., zn22 , v*1) d+ (v*2) d+ (v*1)
_ `
2
j=1
`
n j
i=1
d+ (zij). (3.6)
Thus, letting z~ j=z1j , ..., znj j , the expected loss is minimized by selecting R1
such that an observation V
*2
belongs to R1 if and only if
c1 | 2(1&q)
c2 | 1 q

\qh1(v*2 | z~
1v
*1
) f1(z~ 1, v*1) f2(z~
2)
+(1&q) h1(v*2 | z~
1) f1(z~ 1) f2(z~ 2, v*1)
+
\qh2(v*2 | z~
2) f1(z~ 1, v*1) f2(z~
2)
+(1&q) h2(v* | z~
2, v
*1
) f1(z~ 1) f2(z~ 2, v*1)
+
which is equivalent to (3.1). K
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Theorem 2 extends immediately to the case where s+1 new observations
are to be classified but the (s+1)th needs to be classified before the true
populations have been identified for the s recently classified new observa-
tions. In this case Theorem 3 describes the optimal rule.
Theorem 3. Under assumptions of Theorem 1, given v
*1
, ..., v
*s
, s new
observations from the mixture of the two populations, ?1 and ?2 , a procedure
that classifies another new observation v
*(s+1)
to ?1 if and only if
c1 | 2(1&q)
c2 | 1q

sk=0 all v*(k) q
k(1&q)s&k h1(v*(s+1)
| z~ 1, v
*
(k)) f1(z~ 1, v*
(k)) f2(z~ 2, v*
(s&k))
sk=0 all v*(k) q
k(1&q)s&k h2(v*(s+1)
| z~ 2, v
*
(s&k)) f1(z~ 1, v*
(k)) f2(z~ 2, v*
(s&k))
,
(3.7)
where
(v
*
(k) , v
*
(s&k))=[v
*i1
, ..., v
*i k
, v
*(i k+1)
, ..., v
*s
] (3.8)
and (i1 , ..., ik , ik+1, ..., is) is a permutation of (1, ..., s), minimizes the expected
loss.
Proof. Let v~ 1=[v1 , ..., vs] so the density of v~ 1 is
f (v~ 1 | %1 , %2)= :
s
k=0
:
all v
*
(k)
qk(1&q)s&k f1(v*
(k) | %1) f2(v*
(s&k) | %2),
where v
*
(k) and v
*
(s&k) are defined by (3.8) and fj (v*
(0) | %j)=1, j=1, 2. The
proof is completed using the same steps as in Theorem 2. K
4. The m-Population Classification Problem
In this section we generalize the results of Theorem 1 and Theorem 3 to
the case of m-populations. That is, the observation v
*
is sampled from a
mixture of m populations described by
f (v
*
| %1 , ..., %m)= :
m
j=1
qjfj (v* | %j), (4.1)
where the density fj ( } | %j) describes the j th population for j=1, ..., m and
mj=1 qj=1.
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We make the following assumptions:
A$(1). Let 3j , j=1, 1, ..., m, be independent d_1 random vectors
where the prior distribution of 3j is absolutely continuous with density
function gj (%j), j=1, ..., m.
A$(2). Given 3j=%j , let a p_1 vector observation from population
?j have density function fj ( } | %j) with respect to some _-finite measure +.
A$(3). Let z~ j=[z ij , ..., znj j], j=1, ..., m, be independent training
samples from ?1 , ..., ?m , respectively.
A$(4). Let V
*
be a future observation from the mixture of the m
populations ?1 , ..., ?m , where the mixture proportions q1 , ..., qm are fixed
and known.
Then, given 3j=%j , j=1, ..., m, the distribution of V* is given by (4.1).
We consider decision rules of the form
$(V
*
)= :
m
j=1
ajIRj (V*), (4.2)
where the action aj is to classify an observation to ?j and the region
assigned to ?j is denoted Rj=Rj (z~ 1, ..., z~ m), for j=1, ..., m. Given the usual
cost structure, ci | j=cost of misclassifying an observation from ?j to ?i , the
loss function is
L( j, $(V
*
))={0ci | j
if $(V
*
)=aj
if $(V
*
)=ai .
(4.3)
Theorem 4. Let the cost of misclassifying an observation from ?j as
from ?i be ci | j . Then, under assumptions A$(1)A$(4), a procedure that
classifies an observation v
*
to ?i if and only if
:
m
j=1,
j{i
ci | j qjhj (v* | z1j , ..., znj j) :
m
j=1,
j{k
ck | j qjhj (v* | z1j , ..., znj j) (4.4)
for every k=1, ..., m, k{i minimizes the expected loss.
Proof. The expected loss can be expressed as
E(L)= :
m
j=1
:
i{j
|
Rp
} } } |
R p
|
Ri
|
31
} } } |
3m
ci | j qj fj (v* | %j)
_ `
m
l=1 _ `
nl
k=1
fl (zkl | %l) gl (%l)&
_ `
m
l=1
d%l d+ (v*) `
m
l=1
`
n l
k=1
d+ (zkl).
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For the j th term in the sum above, we proceed as in the proof of Theorem 1
to get
E(L)= :
m
j=1
:
i{j
|
Rp
} } } |
Rp
|
Ri
ci | jqj hj (z* | z1j , ..., znj j)
_ `
m
l=1
fl (z1l , ..., zni l) d+ (v*) `
m
l=1
`
nl
k=1
d+ (zkl). (4.5)
Finally, interchanging the order of summation between j and i, we minimize
E(L) by selecting Ri of the form
Ri={v*; :j{i ci | j qj hj (v* | z~
j)< :
j{k
ck | j qjhj (v* | z~
j ); for every k{i= . (4.6)
K
Theorem 5 treats the group case where the experimenter must classify
the (s+1)th new observation before the true populations have been iden-
tified for the s most recently classified new observations.
Theorem 5. Under assumptions of Theorem 4, given s new observations
v
*1
, ..., v
*s
, from the mixture of the m populations ?1 , ..., ?m , the minimum
expected loss procedure classifies another new observation v
*(s+1)
to ?i if and
only if
:
j{i
:
 mr=1 kr=s
ci | jqj hj (v*(s+1) | z~
j, v
*
(kj )) `
n
l=1
[qk ll fl (z~
l, v
*
(kl ))]
< :
j{k
:
 mr=1 kr=s
ck | jqj hj (v*(s+1) | z~
j, v
*
(k j )) `
m
l=1
[qk ll fl (z~
l, v
*
(k l ))] (4.7)
for every k{i, where (v
*
(k l ), ..., v
*
(kn))=(v
*i1
, ..., v
*i s
) and (i1 , ..., is) is a per-
mutation of (1, ..., s).
Proof. The expected loss is
E(L)= :
m
j=1
:
i{j
|
31
} } } |
3m
|
Rp
} } } |
Rp
|
Ri
ci | jqj fj (v*(s+1) | %j) d+ (v*(s+1))
_f (v
*1
, ..., v
*s
| %1 , ..., %m) `
m
l=1
`
n j
k=1
f (zkl | %l) g(%l)
_ `
s
r=1
d+(v
*r
) `
m
l=1
`
n l
k=1
d+(zkl) `
m
l=1
d%l .
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But, given 3l=%l , for l=1, ..., m, the joint density of V*1 , ..., V*s is
f (v
*1
, ..., v
*s
| %1 , ..., %m)= :
m
s1=1
} } } :
m
ss=1
`
s
i=1
[qsi fs i (v*i | %si)]. (4.8)
Grouping the v
*i
's that are from the same populations, we get
f (v
*1
, ..., v
*s
| %1 , ..., %m)= :
ml=1 kl=s
`
m
l=1
qkll fl (v*
(kl ) | %l),
where (v
*
(k 1) , ..., v
*
(km))=(v
* i1
, ..., v
*i s
) and (i1 , ..., is) is a permutation of the
numbers (1, ..., s).
Substituting (4.8) into the expected loss and interchanging the order of
summation between j and i, we get
E(L)= :
m
i=1
|
31
} } } |
3m
|
Rp
} } } |
R p
|
R i
:
j{i
:
ml=1 kl=s
ci | j qj fj (v*(s+1) | %j)
_ `
m
l=1
[qkll fl (v*
(k l) | %l) fl (z~ l | %l) g(%l)] d+ (v*(s+1))
_ `
s
r=1
d+ (v
*r
) `
m
l=1 _ `
nl
k=1
d+ (zkl) d%l& .
The proof is completed along the lines of the proof of Theorem 3. K
5. Large Sample Results
The risk of our Bayesian predictive rule and the Bayes rule with
parameters estimated by maximum likelihood (ML estimated rule) are
given by
rp=qc2 | 1&E Z
1, Z 2 | H(Gp(v)) Gp(v) d+ (v) (5.1)
and
r^=qc2 | 1&E Z
1, Z 2 | H(G (v)) Gp(v) d+ (v), (5.2)
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respectively. Here H(x)=I0, (x),
Gp(v)=qc2 | 1h1(v | Z 1)&(1&q) c1 | 2 h2(v | Z 2)
and
G (v)=qc2 | 1 f1(v | % 1)&(1&q) c1 | 2 f2(v | % 2),
where % i=% i (Z i) is the MLE of %i , based on the training sample Z i from
the ith population.
In order to obtain an expansion of the Bayes risk, we employ an
asymptotic expansion for the predictive density where the coefficients
satisfy some integrability conditions (see Johnson and Mouhab [6]).
Theorem 6. Under assumptions of Theorem 1, Johnson and Mouhab
[6] the Bayes risk of the predictive rule, rp , satisfies
0 r^&rpn&11 11+n
&1
2 11+O(n
&2
0 ), (5.3)
where
1i=E _| |#~ 1i (v)| d+ (v)&, i=1, 2, (5.4)
are finite and n0=min(n1 , n2). Here #~ 1j is proportional to the first-order
correction term #ij in the expansion of the predictive density.
Proof. Using Theorem 1, Johnson and Mouhab [6] to expand h1 and
h2 , we obtain the asymptotic expansion
Gp(v)=G (v)+n&11 #~ 11(v, Z
1)&n&12 #~ 12(v, Z
2)+K (v, Z 1, Z 2), (5.5)
where
#~ 11(v, Z )=qc2 | 1#11(v, Z ), #~ 12(v, Z )=(1&q) c1 | 2 #12(v, Z ),
K (v, Z 1, Z 2)=n&21 qc2 | 1K 1(v, Z
1)&n&22 (1&q) c1 | 2K 2(v, Z
2)
and K j ( } , } ) is the second-order correction term in the expansion of the
predictive density hj ( } ) for j=1, 2.
In the sequel we will suppress the dependence of the functions #~ 11 , #~ 12 ,
and K on the training samples Z 1, Z 2, and write E[ } ] for EZ 1, Z 2.
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Let us denote A & Bc by AB. Since [Gp>0] _ [Gp0, G >0]=
[G >0] _ [Gp>0, G 0], the Bayes risk
rp=qc2 | 1&E _|[Gp>0] Gp(v) d+ (v)&
=qc2 | 1&E _|[G >0] Gp(v) d+ (v)&
&E _|[Gp>0][G >0] Gp(v) d+ (v)&&E _|[G >0][Gp>0] (&Gp(v)) d+ (v)& .
(5.6)
The second expectation on the right-hand side satisfies
0E _|[G p>0][G >0] Gp(v) d+ (v)&
E _|[G p>0]G >0] (Gp(v)&G (v)) d+(v)&
E _| (Gp(v)&G (v))+ d+ (v)&. (5.7)
Similarly,
0E _|[G >0][G p>0] (&Gp(v)) d+ (v)&
E _|[G >0][G p>0]&(Gp(v)&G (v)) d+ (v)&
E _| (Gp(v)&G (v))& d+ (v)& . (5.8)
Consequently, substituting r^ from (5.2) into (5.6) and using the bounds
(5.7)(5.8),
0 r^&rpE _| (Gp(v)&G (v))+ d+ (v)&+E _| (Gp(v)&G (v))& d+ (v)&
=E _| |Gp(v)&G (v)| d+(v)& . (5.9)
From the expansion (5.5)
0r^&rpE _| |n&11 #~ 11(v)&n&12 #~ 12(v)+K (v)| d+(v)& ,
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where the finiteness of E[ |#~ 11(v)| d+ (v)] and E[ |#~ 12(bfv)| d+ (v)]
follows from the proof of Theorem 3 in Johnson and Mouhab [6]
(see also Mouhab [9] for more details). By definition, |K (v)|
n&21 qc2 | 1 |K 1(v, Z
1)|+n&22 (1&q) c1 | 2 |K 2(v, Z
2)| and Theorem 3 in
Johnson and Mouhab [6] yields supnN|  |K i (v, Z
i)| d+ (v)< for
i=1, 2. The results follows. K
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