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ABSTRACT 
Let G(n) denote the class of all symmetric matrices of order n with zero diagonal 
and off-diagonal entries + 1. For any C E G(n), let f(C) denote a maximum 
eigenvalue of C2, and define g(n) = min{f(C): C E G(n)}. Let n = 2 (mod 4). The 
following two results are proved: (i) Suppose there exists an orthogonal matrix in 
G(n +4) but not in G(n). Then g(n)= g(n -l)= g(n -2)= n +3. (ii) Let C E G(n) 
be a matrix for which the bound g(n) = n + 3 is attained. Then, if C has a pair of 
rows whose inner product is _+2, C can be embedded as a principal submatrix of an 
orthogonal matrix in G(n + 4). The case when an orthogonal matrix exists in G(n) has 
already been investigated by Cameron, Delsarte, and Goethals. 
1. INTRODUCTION 
In his paper [l] Belevitch introduced the name conference matrix, which 
by now has become well established. In the real symmetric case it refers to a 
symmetric matrix S of order n, with zero diagonal and other entries k s, 
such that S2 = I,. In more recent applications s is usually taken as 1, so the 
modified condition would be S2 = (n - l>Z,. He also proves that a necessary 
condition for the existence of such an S is that n - 1 is the sum of the 
squares of two integers. This, together with the previously obtained condition 
that n = 2 (mod 4), means that the first value of n [ E 2 (mod 411 for which a 
real symmetric conference matrix does not exist is n = 22. He then goes on 
to consider what he terms real symmetric dissipative conference matrices. 
These are defined by the conditions that Sii = 0, Sij = Sji = k s (i # j), 
I, - S2 > 0, and the positive constant s takes its maximum value. He then 
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asks for the maximum value s, of s as a function of the order n. For such an 
S let us write S = SC so that C is (real) symmetric and has off-diagonal 
entries f 1. The maximum value of s such that I, - S2 > 0 is then the 
reciprocal of the minimum value of (Y > 0 such that ~y’l, - C2 > 0. This 
gives s = l/lA(C)l, h w ere A(C) denotes an eigenvalue of C of maximum 
absolute value. It follows that s, = l/min(lh(C)I}. Following Cameron, 
Delsarte, and Goethals [3], we interpret this in a slightly different way. 
Let G(n) denote the class of all symmetric matrices of order n with zero 
diagonal and off-diagonal entries + 1 or - 1. For any C E G(n), let f(C) 
denote a maximum eigenvalue of C2, and define 
g(n)=min{f(C):CEG(n)}. 
Then g(n) = l/ s,“. In terms of g(n) Belevitch [l] proved that if there is an 
orthogonal matrix in G(n) (so that necessarily n = 4k +2), then g(n) = 
g(n - 1) = g(n - 2) = n - 1. Later this was improved by Cameron, Delsarte, 
and Goethals [3]. Their result is that, for k > 1, g(4k +2) = g(4k + 1) = 
g(4k) = g(4k - 1) = 4k + 1 if and only if there exists an orthogonal matrix in 
G(4k +2). Thus th e rrs un ecr e cases are n = I9,20,21,22, since, as has f t d ‘d d 
already been mentioned, there does not exist an orthogonal matrix in G(22). 
Section 2 of this paper is concerned with the evaluation of g(n - i> 
(i = 0, 1,2,3) when there does not exist an orthogonal matrix in G(n) but one 
exists in G(n +4). We extend the above results of Belevitch in this case by 
showing that g(n) = g(n - 1) = g( n - 2) = n + 3. The question of the value 
of g(n -3) has proved difficult to answer. In particular, when n = 22 all 
attempts by the author to prove that g(19) = 25 have failed, as have all 
efforts to construct a conference matrix C E G(19) with f(C) < 25. In 
Section 3, with the same conditions on n, it is shown that, apart from one 
possible exception, any matrix C E G(n) with f(C) = n + 3 [ = g(n)1 can be 
embedded as a principal submatrix of an orthogonal matrix in G(n + 4). 
2. EVALUATION OF g(n - i), i = 0, I,2,3 
For C E G(n) let K be the matrix defined by 
K=C2-(n-1)1, 
so that K has zero diagonal and off-diagonal entries Kij that satisfy K, E 
n (mod 2). The following two results will prove useful. The first is due to 
Belevitch [l] and the second one to Cameron, Delsarte, and Goethals [3]. 
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LEMMA 2.1. f(C) > rz - 1+ lK,,l (1~ i < j Q n). 
This is proved by observing that every principal minor of order 2 in 
f(C>Z - C2 is nonnegative. 
LEMMA 2.2. For any three distinct suffaxes i, j, k, 
Kij+Kjk+Kik=2-n(mod4). 
Let n = 2 (mod 4), and suppose that there does not exist an orthog- 
onal matrix in G(n) but one does exist in G(n + 4). We shall show that 
g(n -2) = n +3, and from this it is immediately deduced that g(n) = 
g(n - 1) = n +3. We require the following elementary lemmas. 
LEMMA 2.3. Suppose the symmetric matrix H has a positive definite 
principal submatrix A, so that H has the form 
Then H is positive definite (H > 0) if and only if B - N*A-‘N > 0. 
Proof. The result is established immediately by considering PHP’, 
where P is the matrix 
Z 
N*A-’ 
n 
DEFINITION. Two symmetric matrices A, B E G(n) are said to be 
switching equivalent if there exists a * 1 diagonal matrix A such that 
AAA = B, while C,, C, E G(n) are termed equivalent if there exist a + 1 
diagonal matrix A and a permutation matrix P such that P’(ACrA)P = C,. 
Clearly, equivalent matrices and matrices that are switching equivalent have 
the same eigenvalues. 
Now let E be the symmetric matrix of order m > 2 every entry of which 
is zero except E,_1,, and E,,,_l, which have the value 1. Let J denote 
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the all-one matrix of order m. We shall have occasion to use the matrix 
Z - J +2 E, which, if m > 2, can be written in the form 
L-2 -In?2 - Jm-2.2 
- Jz,m--2 .lz - 12 ’ 
where I,,, and J, are the all-one matrices of order r x s, r x r respectively. 
We shall require the inverse of the matrix 2 Z + J - 2 E, which is easily shown 
to be 
(2.1) 
LEMMA 2.4. Let M E G(m) (m z S), and let h,,(M) denote a largest 
eigenvalue of M. Zf A,,,(M) < 3, then M is equivalent to Z - J or Z - J + 2 E. 
Proof. The result is true for m = 8 [4, Table 11. Suppose that it holds for 
m = k > 8, and let C E G(k + 1) with A,,(C) < 3. Then every principal 
submatrix A of C of order k has h,,,(A) < 3 and hence by the induction 
hypothesis is equivalent to Z - J or Z - J + 2 E. We suppose first that C is 
equivalent to a matrix of the form 
where X is a f 1 vector of size k. Then using Lemma 2.3, 3Z- C > 0 if and 
only if 3 - Xt(2Z + J)-‘X > 0. This is easily shown to be equivalent to the 
condition 3-i[k - a’(X)/(k +2)] > 0, where c+(X) is the sum of 
the entries of X. By switching, if necessary, we may assume that a(X) < 0, 
and it is then straightforward to show that a(X) = - k or -(k -2). Hence 
C itself is equivalent to Z - J or Z - J +2 E. The case when C has a principal 
submatrix of order k equivalent to Z - J +2E is treated similarly. Here, if C 
is equivalent to 
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then 3Z- C > 0 if and only if 3 - Xt(2Z + J -2E)-‘X > 0. Writing 
where Y, 2 are vectors of size k - 2,2 respectively, and using (2.1) we get, 
after a little manipulation, the equivalent condition 4(k - 7)+ (k - l)&“(Z) 
-4a(Y)a(Z) < 0. Since we may assume o(Z) Q 0, there are only two cases 
to consider, namely o(Z) = 0, a(Z) = - 2. Since k > 8, a(Z) = 0 is impossi- 
ble, while o(Z) = -2 yields a(Y) < -(k -4), which has the only possibility 
o(Y) = - (k - 2). From this it follows that every entry of X is - 1 and again 
C is equivalent to Z - J + 2 E. n 
THEOREM 2.5. Let C E G(4k) (k > 41, and suppose that f(C) > 4k + 1. 
Then f(C) > 4k + 5. 
The proof of this theorem is long but elementary. It involves showing that 
there does not exist C E G(4k) such that 4k + 1 <f(C) < 4k +5. We sup- 
pose, therefore, on the contrary, that C E G(4k) satisfies this latter condition. 
Then, by Lemma 2.1, C2 has the form C2 = (4k - l>Z + 2K’ where Kii = 0 
and lKi,l E (0,1,2} if i # j. On account of Lemma 2.2 we may assume that 
the rows and corresponding columns of C have been interchanged so that K’ 
takes the form 
where the principal submatrices K 1, K, have zero diagonal and off-diagonal 
entries f 1, while Nij E [O, f 1). Let K,, K, have size n,, TV respectively, 
where we may suppose rrl > 2k ( > 8). Since (4k + 5)Z - C2 = 2(3Z - K’) > 0, 
it is seen that h,,(Ki) < 3 (i = 1,2). By Lemma 2.4, K, is equivalent to 
Z - J or Z - J +2 E. In the first case K, has eigenvalues -(ni - l), lnl-‘, 
while in the second its eigenvalues are - 1, l”le3, - i{(n, -4)*,/(&f + 
4n, - 12)). In either case, A,,(K,) < -(n, - $1. It follows that Amin(2K’) < 
-2n, +3 and so A,,(C2> < 2(2k + 1- n,). Thus n1 = 2k = n2, and K, is 
also equivalent to I - J or Z - J +2E. 
In what follows we shall assume that the rows and columns of C have 
been switched and permuted so that K,, K, E {Z - J, Z - J + 2 El. 
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LEMMA 2.6. Suppose that K, = I - J. Then each column of N has at most 
one nonzero entry. 
Proof. From the fact that 31- K’ > 0 we deduce that, for any column X 
of N, 
( 21+j -2x >. -2xt 3 1 ’ 
Since (21 + J)-’ = {2(k + 1>1- J}/{4(k + l)), this latter condition, by 
Lemma 2.3, is equivalent to (k + 1x3 - 2X’X) + X “JX > 0. A little manipula- 
tion then shows that at most one entry of X is nonzero. W 
LEMMA 2.7. Suppose that K, = I- J + 2 E. Then each column of N has 
its last two entries zero and at most one other entry nonzero, or every entry 
zero except the last two, which are of opposite sign. 
Proof. As in the previous lemma, for any column X of N we require 
3-4Xt(21 + J -2E)-‘X > 0. Using (2.1) the result stated above can easily 
be proved. n 
At first sight there are four cases to be considered: 
(i) K,=K,=l-], 
(ii) K,=K,=l-J+2E, 
(iii> K,=l-J, K,=l-5+2E, 
(iv) K,=l-J+2E, K,=l- J. 
However, by interchanging the rows and columns of C, cases (iii), (iv) are 
seen to be equivalent. We examine each case in turn and show in fact that 
none can occur. 
Case (i): Let j be the all-one vector of size 4k. From the relation 
-2N 
1 
(2.2) 
we deduce that 
(j”C)(j’C)” = 4k(4k + 1) -2[8k2 -4a(N)] = 4k +80(N), 
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where, as before, (T(N) is the sum of the entries of N. Using the condition 
that (j”CXj’C>’ > 4k, it is seen that c+(N)> 0. Also, switching C with 
respect to rows and columns 2k + 1 to 4k gives a( - N) 2 0. Thus a(N) = 0. 
[However, N # 0, since N = 0 means f(C) = 4k + 1, which is not the case.) 
Now, application of Lemma 2.6 shows that each row and column of N has at 
most one nonzero entry (since N can be replaced by N ‘). We may therefore 
assume that the rows and columns of N are permuted so that N takes the 
form 
where 1 Q r < k. The condition 31- K’> 0 is equivalent to 
2z+ J- &Nt(2(k +l)Z-J}N>O, 
and it is an easy matter to see that a necessary condition for this to happen is 
that r=l. 
Now partition C into submatrices of size 2 k X 2 k, 
Then 
both have row and column sums f 1. It follows that JC, = CJ = 0. Also, 
from the fact that C commutes with K’, we obtain - 2C,N + C,J = JC, - 
2NC,, which gives C,N = NC,, an obvious contradiction. Thus case (i) is 
impossible. 
Case (ii): Here an application of Lemma 2.7 gives that each row and 
column of N has either its last two entries zero and at most one other entry 
nonzero, or every entry zero except the last two, which are of opposite sign. 
Then by interchanging the first 2k - 2 rows and columns of N if necessary 
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we may assume that N takes one of the two forms below, where x, y, z = 
0, fl: 
(b) 
If N has the form (a), the condition that 31- K’ > 0, i.e. that 
2Z+ J-2E 
-2Nt 
implies that the principal submatrix of order 4, 
41 -J -2x(2Z- J) 
-2x(21-J) 41 -J 
(submatrices of order 2) 
is positive definite. Thus x = 0. Now write 
where we suppose 
(2.3) 
N;N, = 
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say. Application of Lemma 2.3 to (2.3) yields, after some simplification, the 
equivalent constraint 
2Z,k-, + Jak--2 -2K, 
Ja,ak-2 
from which it is immediately seen that r = 0 or 1. However, if r = 1 the 
resulting matrix can easily been shown to be singular, and so we deduce that 
r = 0, i.e. N = 0. 
Suppose now that N has the form (b). Write 
N= 
so that (2.3) is equivalent to (after simplification) 
2&k_, +]2k-2 -2N,tN, - zz’ 
J2,2k -2 -2y ‘Nl 
J2k -2.2 -2N;Y 
41, - 12 -2Y2(2z2 - 12) 
> 0. 
It follows that y = 0, since otherwise 
order 2 that is zero. By replacing N 
proceeding thence as in (a), N = 0. 
Now write 
this matrix has a principal minor of 
with N’ it is seen that z = 0, and 
the submatrices having order 2k. Then from the relation 
c2=(4k-1)Z+2 0 
I- J+2E 
it is easily seen that 
(C2j)“(C2j)+(C3j)‘(C3j) =2k +8, 
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j being the all-one vector of size 24. Since C,, C, have column sums which 
are odd integers, the only possibilities are 
(C~j)‘(C~j)=Oor8, (Caj)‘(C,j) =Oor8. (2.4) 
Also, C commutes with 
( 
-]+2E 
0 -Jo+ZE ’ 1 
from which is obtained 
CJ-J&=2(&E-EC,). (2.5) 
Since CJ is a matrix comprising 2k identical columns, it is immediately 
seen that C, j f 0, Ci j + 0. But C,, Ci have row sums that are even integers, 
and we deduce from (2.4) that C, j and Ci j are vectors with two components 
k2, the remainder being 0. Postmultiply (2.5) by j to obtain ZkC, j - JC, j = 
2(C, Ej - EC, j). The left-hand side of this equality has an entry + 4k _t a 
where a = 0 or 4, while the entries of the right-hand side are 0 or k 4 or + 8. 
Since k > 4, this yields a contradiction, which shows that case (ii) cannot 
occur. 
Case (iii): Here, by Lemmas 2.6 and 2.7, each column of N has at most 
one nonzero entry, and each row of N has either its last two entries zero and 
at most one other entry nonzero, or every entry zero except the last two, 
which are of opposite sign. We may therefore suppose that the rows and the 
first 2k -2 columns are permuted amongst themselves so that N takes the 
form below, where x = 0 or f 1: 
T, 0 * . -a.  . 0 0 
0 0 
..’ f. 0 0 0 
0 0 0 
. . . 
. . . . . . 
. (j 
0 
: : .:: : . . .
0 
. . . 
00 0 
0 0 **- (T 0 *.. 0 0 0 
. . . . . . . . . . . . . . 
0 0 . . . (j 0 . . . .I’: 0 ; --x 
Write 
where X=(z or). 
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Then an application of Lemma 2.3 to 3Z- K’ gives the condition 
2z+J- 2NrN: 
0 
Since 
xxt=2r2 ; ; ) 
( 1 
this latter condition can occur only if r = 0 and NI has at most one nonzero 
entry, or x = f 1 and N, = 0. Hence 
N=Oor*(i i)or+(i y _y). 
Again, writing 
we deduce from 
that 
(C,j)“(C, j)+(Cij)‘(Cij)=2k, 
(Csj)“(C,j)+(C,j)“(C,j) =2k +8. 
The first of these gives Cl j = 0, and the second that either C, j = 0 or C, j is 
a vector whose components are (0, 0, . . . ,O, 2, - 2) in some order. Since 
C and 
( 
-J 2N 
2N’ - ]+2E ) 
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commute, we have 
2C,N-C,J+2C,E=- JC,+2NC,, 
so that 
2C,N-CeJ+2C,E=2NC,. (2.6) 
Then, if N = 0, we have C, J = 2C, E, which is absurd, since C, J either is 0 
or has precisely two nonzero rows, while C, E has two nonzero columns. 
From (2.6) we also deduce that jtCIN = jtNC3, which rules out the possibil- 
ity 
In the last remaining case, 
Nj = 0, so that (2.6) yields C, Ej - NC, j = kc, j. It is then clear that 
C, j = 0, for otherwise the right-hand side has entries 0, + 2k, while the 
left-hand side has entries 0 or + 2 or f 4. We thus obtain the two conditions 
C,Ej = NC,j, jfCIN = j’NC3. 
Now jtCIN = (O,O, . . . , s, - s), where s = & 1 is the sum of the last column of 
C,, while jfNC3 is the difference between the last two rows of C,. Hence the 
inner product of these last two rows is 2k -2, and NC, = f N. Since Nj = 0, 
we see that C, E j = 0. This means that the last two columns of C, (and 
hence the last two rows of Cl> have opposite sign. But then the (4k - 1,4k) 
entry of C2 is -2k +(2k -2)= -2, w ic is a contradiction, since it should h h 
be +2. 
We have thus shown that the three cases (i), (ii), (iii) are impossible, and 
this in turn establishes Theorem 2.5. 
The final result of this section is 
THEOREM 2.8. Suppose there does not exist an orthogonal matrix in 
G(4k +2>, butone existsin G(4k +6)(k >5). Theng(4k +2)= g(4k +l)= 
g(4k) = 4k +5. 
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Proof. Any matrix C’ E G(4k +2), G(4k + l), or G(4k) possesses a 
principal submatrix C E G(4k) for which 
A,,,( C’) > A,,(C) > A,in( c, 2 h,i,( c’)’ 
It follows from this that f(C) > 4k +5. To complete the proof, choose 
principal submatrices of orders 4k + 2,4k + 1, 4k in an orthogonal matrix of 
G(4k + 6). 8 
REMARK 1. As mentioned earlier, the author has been unable to prove 
that, under the conditions of Theorem 2.8, g(4k - 1) = 4k + 5. It would be of 
interest to know the value of g(19). 
REMARK 2. In [3], Cameron, Delsarte, and Goethals showed that any 
matrix C E G(4k + i> (i = - l,O, 1,2) for which f(C)= 4k + 1 could be 
embedded as a principal submatrix of an orthogonal matrix in G(4k +2>. It 
might be hoped that a matrix achieving the bounds of Theorem 2.8 could be 
embedded as a principal submatrix of an orthogonal matrix in G(4k +6). 
However, this need not be the case, as the following example shows. 
Let H be an orthogonal matrix in G(lO), so that Hz = 91. Let 
Then C E G(20), and 
has eigenvalues 25 , lo 13i” Since 252 - C2 has rank 10, C cannot be embed- . 
ded as a principal submatrix of an orthogonal matrix in G(26). However, 
there is one case where a result similar to that of Cameron, Delsarte, and 
Goethals is obtained. It is discussed in the next section. 
3. AN EMBEDDING THEOREM 
In what follows it will be assumed that n = 2 (mod 4), C E G(n), and that 
C2 = (n - 1)Z + K so that the entries of K satisfy 
Kij = 0 (mod 2), Kij + Kj, + Kki 3 0 (mod 4) (i, j, k distinct). 
(3.1) 
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The main result of this section is the following theorem: 
THEOREM 3.1. Let C E G(n), n = 2 (mod41 (n > 101, and suppose that 
at least one pair of rows of C has inner product +2. Then f(C) = n + 3 if and 
only if C is a principal submatrix of an orthogonal matrix in G(n + 4). 
REMARK 3. The requirements of the theorem that at least one pair of 
rows of C have inner product k2 is essential, as the following example 
shows. Let 
L= 
-1 -1 1 
-1 1 -1 
1 -1 -1 
and define symmetric matrices A and B of order 9 by 
1 -1 -1 
-1 -1 1 
-1 1 -1 
It is easily checked that A and B commute and that A2 + B2 = (211-4J181. 
Then, if 
C E G(18) and C2 = (211 - 45) Q I,. It follows that C2 has maxi- 
mum eigenvalue 21, but of course C cannot be embedded as a principal 
submatrix in an orthogonal matrix in G(22), for none such exists. 
Suppose now that C E G(n), n = 2 (mod 41, and that C2 has maximum 
eigenvalue n + 3 of multiplicity f. Then since (n + 3)f < trace(C2) = 
n(n - l), we see that f < n -4 if n > 10. It follows that (n +3)1- C2 = 41- 
K has rank at least 4 and is nonnegative definite. As a first step towards the 
proof of the theorem we find a canonical form for 41- K obtained by 
switching and interchanging rows and corresponding columns of C, which 
leaves the eigenvalues of C (and hence of C2) invariant. Observe that, by 
Lemma 2.1 JKij) E (0,2,4}. Thus, using (3.1) and switching and interchanging 
rows and corresponding columns of C if necessary, we may assume that 
41- K takes the form 
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where B, D are symmetric matrices with diagonal entries 4 and other entries 
0, f 4, and each has first row of the form (4,4,. . . ,4,0,. . . ,O). Moreover, the 
assumption that X has at least one pair of rows with inner product f2 
means that X # 0 and that every entry of X has the value & 2. We now use 
the fact that every principal minor of order 3 of 4Z- K must be nonnegative. 
Thus 4Z- K has a principal submatrix of the form 
if and only if (a - b)’ Q 0, i.e. if and only if a = b. Repeated application of 
this gives 
41-K= 
4J,, 0 e.0 0 2X, 
0 4J,, . . . 0 2X, 
. . 
0 0 . * - 45,, 2X, 
2X; 2X; ... 2X; D 
(3.2) 
where Jri denotes the all-one matrix of order ri X ri, and the Xi have entries 
f 1 and comprise ri identical rows (1 Q i < m). The submatrix D has the 
/4JS1 0 ..+ 0 
0 4J,, *. . 0 
. . 
0 ;, *. . 4J,, 
for some integer 1. Moreover, we may assume that t-r + t-a + . . . + rm > n /2, 
since otherwise we may consider 
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LEMMA 3.2. With the conditions of Theorem 3.1, rank(41- K) = 4. 
Proof. Let 
/ 
P= 
\ 
I 11 0 
0 1 
r2 
0 0 
1 
-- 
2r, 
x; +x: 
2 
then P is nonsingular and 
P(4Z - K) P” = 
. . . 
. . . 
. 
. . . 
. . . 
. . . 
. . . 
. 
. . . 
. . . 
0 
0 
?i”, 
0 
- 
D - c -X:X, 
i=l ri 
. (3.3) 
Since C~=rl(l/ri)XEXi has diagonal entries m and since P(41- K)P1 has 
the same rank and signature as 41- K, it is clear that m Q 4. Similarly 1~ 4. 
We may assume that m > 2, since if m = 1, so that r1 2 n /2, (3.2) would 
have an eigenvalue > 4 X n /2 = 2 n. This is impossible, since 4I- K = 
(n +3)Z - C2 has its eigenvalues bounded above by n +3. In fact m > 3, as 
the following argument shows. Suppose m = 2. Then 41- K has a principal 
submatrix 
which has nonzero eigenvalues 4r,,4r,, so we deduce that 4ri < n +3 
(i = 1,2). We also have the condition r1 + r2 > n /2. Combining these we 
have, when n = 4k +2, either (a) r-r = k, r2 = k + 1 (or vice versa), or 
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(b) t-i = r2 = k + 1. In either case, 4Z- K has a principal submatrix which is 
switching equivalent to 
i 4_/,, 2X1 0 4J,, %f, 0 2jrl z 4 ! , 
where jri is the all-one vector of size ri (i = 1,2>. By Haemer’s interlacing 
theorem [5, Theorem 1.2.31 this has eigenvalues interlaced by those of 
Now A’ has characteristic polynomial 
Were (a) to hold, 
Then 4I- K would have an eigenvalue > 4k +5 = n +3, which is impossi- 
ble. In case (b), A’ has eigenvalues 4k + 4, 2 k + 4 f 2dm. 
However, 2k +4 + 2dw > 4k + 5 = n + 3, so this case too is 
impossible. 
Thus m = 3 or 4. If m = 4, D - CfcI<l/ri>XiXi has zero diagonal, and 
since it is nonnegative, it itself must be zero. Thus rank(4Z - K) = 4. Simi- 
larly, if m = 3, D - C~=,(l/ri)XfXi has diagonal entries equal to 1 and 
off-diagonal entries that are odd integers ( f 1, f 3, in fact). Again, since this 
matrix is nonnegative, these off-diagonal entries must be f 1. But then every 
principal minor of order 2 is zero and so D - Cfsl(l/rj)XfXi has rank 1. It 
follows that in this case too, rank(4Z - K) = 4, and the lemma is proved. n 
We immediately deduce from Lemma 3.2 that (n + 3)Z - C2 is the Gram 
matrix of n vectors in R4 whose (normI = 4 and with angles having cosines 
1, + d, or 0. We write (n + 3)Z - C2 = NN’. From (3.2) we may assume that 
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the rows of N are partitioned into blocks R,, R,,..., R, (m = 3 or 4), 
2,. . . , SI (1~ I < 4), the rows in each block being identical. Thus Nf = 
. * * Rt, St . * * Sf], where 
(i) R, has ri identical rows (1 =G i < m); Sj has sj 
identical rows (1~ j < I); 
(ii) if x is a row of Ri (Si) and y is a row of Rj <Sj>, 
where i # j, then xy” = 0; (3.4) 
(iii) if x is a row of Ri and y is a row of Sj, then 
xyt = *2. 
Using an orthogonal transformation, if necessary, we may assume that the 
vectors in R,, R,, . . . , R, come from the set 
and since m 2 3, the vectors in S,, Sa, . . . , S, must also have components f 1 
or come from the set 
972 = (( ~2,0,0,0>, (0, *2,0,0), (O,O, _+2,0), (%O,O, +2)}. 
In the latter case the further orthogonal transformation x * xH, where 
takes the elements of 9Y9 into vectors with components fl and simultane- 
ously transforms F1 into ((1, 1, 1, - 0, (1, 1, - 1, 0, (1, - 1, 1, 0, 
(1, - 1, - 1, - 1)). Hence if C satisfies the conditions of the theorem, there 
exists a matrix N of order n X 4 and of rank 4, with entries f 1, such that 
C? + NN’= (n +3)I. 
Now let M of order 4 be defined by 
M=(n+3)1- N’N. 
Then M has diagonal entries 3 and off-diagonal entries which are even 
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integers. Since N’N and NNt have the same nonzero eigenvahres, it follows 
that M is nonnegative definite, and consequently its off-diagonal elements 
are 0, *2. 
LEMMA 3.3. Zf i, j, k are all d$hrent, then Mij + Mjk + Mik = 2 (mod 4). 
Proof. Mij + Mjk + Mik is the sum of n terms each of which is either 1 
or -3. n 
An immediate consequence is that M must be equivalent to one of the 
following matrices: 
1 2 3 2 3 2 3 2 ’ 3I 
i 3 20 2 30 2 30 0 ’ 3I 
i 3 20 2 03 0 32 2’ 0 3I 
(3.5a) 
(3.5b) 
(3.5c) 
(3.5a) has eigenvalues 9, 13, (3.5b) has eigenvalues 7,3, 12, and (3.5~) has 
eigenvalues 52, 12. However, (3.5b) cannot arise, since then C2 would have 
eigenvalues (n +3Ym4, 7,3, 12, which is impossible, the trace of C being 
zero. 
Let B be the matrix of order 4 defined by 
CN+NB=O. (3.6) 
Then, since N’N is nonsingular, 
B=-(N'N)-l(N'CN). 
Using the fact that C2 + NN’ = (n + 3)Z, so that NN’ commutes with C, it is 
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easily seen that B has rational entries, is symmetric, and satisfies 
B2=M. (3.7) 
LEMMA 3.4. trace(B) = 0. 
Proof. Suppose B has eigenvalues A,,A2,A,,h,, so that C:=,A; = 12. 
Using (3.6) it is easy to see that C has eigenvalues k dm, - A,, - A,, 
- A,, - A,. Suppose the multiplicity of dm is f and that of 
- \lTn+3) is g, so that f+ g = n -4. Then trace(C) = (f- g)dm 
- trace(B). Hence 
trace(B)=2(?-g)m 
It follows that either trace(B) = 0 or Itrace(B)I z 2 Jm. But 
Itrace(B)I< t [Ail<2 
i=l 
Thus if trace(B) + 0, then 46 2 2 Jm, i.e., n < 9, which is a contradic- 
tion, since n > 10. Hence trace(B) = 0. n 
We consider first the case when M is equivalent to (3.5a). Then B must 
have eigenvalues 3, - 1, - 1, - 1 or -3,1,1,1, and so (B+3ZXBTZ)=O, 
i.e. B2 f2B -3Z= 0. Thus 2B = +(3Z - M) = +(2Z -2j) and B = 
*(I - J). It follows immediately that 
is an orthogonal matrix in G(n + 4). 
Before proceeding to consider the case when M is equivalent to (3.5~) we 
require two preliminary lemmas. 
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LEMMA 3.5. Let B’ be a symmetric rational matrix of order 4 with zero 
trace such that 
Then 
(3.9) 
where 
(a - b)2+(x - y)” = 1 and (a + b)2+(x + y)‘=5. (3.10) 
Proof. Partition B’ into submatrices of order 2, 
where A, D, are symmetric. Then B’ satisfies (3.8) if and only if 
A’+XX’= X”X + D2 = Z +2J, AX+XD=O. 
These conditions imply that 
X( Z +2J) = X( X’X + D2) = XX’X - AXD 
=(XXt+A2)X=(Z+2])X. 
Hence Xj = IX, and X has the form 
* Y 
( 1 Y X’ 
Now X # 0, for otherwise A2 = Z +2J and A would have irrational entries. 
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it is seen from AX + XD = 0 that the equations 
have a nontrivial solution. We deduce that a + (Y’ = a’ + C-Y and a + (Y = 
a’ + cr’, so that (Y’ = CX, a’ = a, and (a + (u)* = (b + p>*. Since B’ has zero 
trace, a + cr = 0 and b + /? = 0. n 
Suppose now that M is equivalent to (3.5~). Then there exists a matrix Q 
that is the product of a permutation matrix and a diagonal f 1 matrix, such 
that 
3 2 0 0 
QMQ’ 2 3 0 0 = 
0 0 2 3 
Also, from (3.6), (3.71, 
(QBQ’)* = QMQ”, CNQ' + (NQ')( QBQ') = 0. (3.11) 
Then QBQ” satisfies the conditions of Lemma 3.5, and hence we may assume 
it to have the form given by (3.9). 
Let (n,, n2,n3, n,) be a row of N, where ni = f 1 (1~ i < 4). There are 
four possibilities: 
(i) n, = n,, n3 = n4, 
(ii) n, = - n,, n3 = - nq, 
(iii) n, = n,, n3 = - n4, 
(iv) n, = - n2, n3 = n4. 
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Now from (3.4), N has at least three rows xi,xz,xa that are mutually 
orthogonal and at least one row y such that xi y f = f 2 (1~ i Q 3). Since only 
pairs of rows of type (i), (ii) or (iii), (iv) are mutually orthogonal, the rows of 
N must include one of the following two groups: 
(a) three rows of type (i) or (ii) and one row of type (iii) or (iv), 
(b) three rows of type (iii) or (iv) and one row of type (i) or (ii). 
The same is true for NQ’. 
From (3.11), NQt(QBQ’) h as odd integral entries, and if either of the 
above conditions (a), (b) is applied, it is not difficult to show that QZIQ’, 
whose form is given by (XI), has integral entries. Since these entries satisfy 
(3.10), it is clear that one of a, b, x, y is zero and the remainder are f 1. It is 
now a straightforward matter to show that there exists a matrix P, the 
product of a permutation matrix and a diagonal + 1 matrix, such that 
(QBQ~)P E ~(4). Let 
c 
C’= 
(NQtf 
It is easy to see that C’Clt = (n + 3)Z and that C’ has zero diagonal and 
off-diagonal elements f 1. A result of Delsarte, Goethals, and Seidel 
[2, Corollary 2.21 shows that there exist diagonal f 1 matrices Al, A2 such 
that A,C’A, is symmetric. Examination then shows that P = f 1. Thus C is 
embedded as a principal submatrix of an orthogonal matrix in G(n + 4). 
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