Combinatorial optimization challenges are rooted in real-life problems, continuous optimization problems, discrete optimization problems and other significant problems in telecommunications which include, for example, routing, design of communication networks and load balancing. Load balancing applies to distributed systems and is used for managing web clusters. It allows to forward the load between web servers, using several scheduling algorithms. The main motivation for the study is the fact that combinatorial optimization problems can be solved by applying optimization algorithms. These algorithms include ant colony optimization (ACO), honey bee (HB) and multi-objective optimization (MOO). ACO and HB algorithms are inspired by the foraging behavior of ants and bees which use the process to locate and gather food. However, these two algorithms have been suggested to handle optimization problems with a single-objective. In this context, ACO and HB have to be adjusted to multiobjective optimization problems. This paper provides a summary of the surveyed optimization algorithms and discusses the adaptations of these three algorithms. This is pursued by a detailed analysis and a comparison of three major scheduling techniques mentioned above, as well as three other, new algorithms (resulting from the combination of the aforementioned techniques) used to efficiently handle load balancing issues.
Introduction
Load balancing is an important element in distributed and parallel environments, as it is used to achieve the maximum utilization of resources and to avoid the overwhelming of nodes. It is also used to provide scalability and availability of systems, to reduce response time and to avoid network bottlenecks. Therefore, it is important to improve the performance of load balancing schemes in order to ensure that good overall performance of the system may be achieved. Several techniques are used to implement load balancing, depending on the current status of the system. These techniques can be categorized into two types: static and dynamic algorithms. In the case of static algorithms, prior knowledge of the system is needed, while dynamic algorithms depend on the current system state [1] , [2] . Ant colony optimization (ACO), honey bee (HB) and multiobjective optimization (MOO) are considered to be three dynamic load balancing algorithms. The ACO algorithm relies on a meta-heuristic approach that is designed to solve the most challenging concern of combinatorial optimization problems, as well as of network applications, such as routing and load balancing [3] . Thus, the aim of the meta-heuristic algorithm is to supply high quality solutions within a feasible lead time. ACO algorithms may be applied to solve different problems, such as the traveling salesman problem (TSP), vehicle routing, sequential ordering, scheduling, quadratic assignment and so on. The HB algorithm is a search method that is used for both continuous and combinatorial optimization. The MOO algorithm is known as Pareto optimization and is classified as a multiplecriteria decision analysis (MCDA). The MOO algorithm is used in connection with optimization problems that include more than one conflicting objective function to be optimized simultaneously [4] . Multi-objective problems, such as routing in communication networks, compressor design, engineering and logistics, require a number of objective functions for simultaneous optimization. In this paper, we describe the use of three main optimization algorithms, i.e. ACO, MOO and HB, as a solution for load balancing. The adaptation of these three algorithms is demonstrated as well, resulting in three new techniques. These new techniques include multi-objective ant colony optimization (MOACO), multi-objective honey bee (MOHB) and ANT-BEE algorithms. We also provide a detailed comparison and analysis of previous works involving these six algorithms. The remaining parts of this paper are organized as follows. Section 2 gives an overview of related work. Section 3 demonstrates six optimization techniques used for load balancing. Section 4 presents the qualitative parameters and policies for load balancing techniques, while Section 5 contains a theoretical and experimental comparison of optimization algorithms. Finally, conclusions are given in Section 6.
Related Work
The existing research concerning load balancing solutions and based on optimization algorithms can be classified into three categories: methods based on ACO, HB and MOO algorithms. Several research projects have been conducted with regard to load balancing -a phenomenon that constitutes an important aspect in a distributed system. These projects aim to solve optimization problems using ACO. Zhang et al. [5] proposed a load balancing mechanism based on the ant colony and complex network theories for cloud environments. They described underload and overload balancing methods. Kumar et al. [6] implemented the ant colony algorithm in cloud computing using artificial ants in order to understand how they find the shortest path facilitating better performance. In [30] , an improved ant colony algorithm was proposed to solve the main issues of ACO, such as ACO's dependence on the initial conditions. This dependence can affect the convergence speed and the final optimal solution. In [7] , an effective load balancing algorithm was developed using the ACO algorithm in order to maximize or minimize different performance parameters in cloud environments, such as CPU load, network delay and memory capacity. Kun et al. [8] proposed a task scheduling policy based on a load balancing ACO (LBACO) algorithm for achieving optimized resource allocation to each task in a dynamic cloud system. This scheduling strategy is to balance the entire load system while minimizing the completion span of a given set of tasks. Scheduling methods based on the MOO algorithm constitute another category. Arun et al. [9] proposed a new load balancing algorithm for mobile cloud networks founded on the MOO algorithm and the genetic algorithm. This algorithm proposes a model for efficient resource allocation in cloud environments. Li et al. [10] suggested a hybrid VM live migration algorithm based on the MOO approach, in order to speed up the virtual machine load rebalancing process. In addition to solving load balancing issues in distributed systems, other efforts based on the HB algorithm have been taken as well. Paper [11] presented a load balancing method based on the BC algorithm. This method employs a resource cost model in which the cloud is partitioned into several sectors.
Load Balancing Optimization Techniques

Optimization Algorithms
In this section, we present a review of existing optimization methods inspired by the behavior of insect colonies, such as ACO and HB algorithms. The MOO algorithm is described as well.
Ant Colony Optimization Algorithm
The ACO approach [12] - [14] is based on the principle of controlling the behavior of a natural system. ACO is a meta-heuristic algorithm that is presented in Algorithm 1. It is inspired by the observation of real ant colonies during foraging, and by their innate ability to find the optimal path between their nest and the food source. Ants find the shortest path using stigmergy. It is a consensus social network mechanism where individual organisms interact with each other through the modifications of their environment. Thus, it is a form of self-organization that can produce complex structures and behaviors without the need for planning or direct communication. Initialization;
3:
while stopping criterion is not met do 4: Construct Ant Solutions();
5:
Pheromone evaporation(); 6: Daemon actions(); {optional} 7: end while 8: end procedure 9: procedure Construct Ant Solutions
10:
Initialization; 11: ant k = 1, · · · , n k ; 12: t = 0; 13: x = origin node; 14: Dest = target node; 15: S best (t) = 0 {Short path}; 16: L best (t) = 0 {Short path length}; 17: M = Manage private ant memory(); 18: while x = Dest do 19: for all ant k = 1, · · · , n k do 20: S k ← origin node of ant k; 21: x ← origin node of ant k; 22: repeat 23: Build set of neighbors for x using M; 24: Select next node y and assign the probability p xy ;
25:
Add y to the list S k (t); 26: x = y; 27: until Full path construction 28: if L k (t) < L best (t) then 29: L k (t) length of the tour defined in S k (t) 30: S best (t) ← S k (t); 31: end if 32: end for 33: for each edge (x, y) do 34: Pheromone evaporation(); 35: end for 36: t ← t + 1;
37:
end while 38: Return S best (t); 39: end procedure
In artificial swarm intelligence, the optimization problem is concerned with the collective behaviors of ants looking for food. This means that food needs to be collected while minimizing the energy required to accomplish that task. The biological analogy of the ACO algorithm consists in the fact that ants are considered to be simple agents for an iterative process, used to construct potential solutions, and are termed artificial ants. The indirect communication within a colony of simple agents relies on artificial pheromone trails. There are two main phases in the ACO algorithm: tour construction and pheromone updates.
Tour construction: Suppose an artificial ant k builds a tour from node x to y at time t. At each construction step, a probabilistic action choice is applied by the ant k, which is termed the transition probability [3] . The transition probability of the route (x, y) is noted as P k xy (t) and is defined as follows:
where J k x is the set of possible displacements that remain to be visited by ant k positioned at node x, η xy is a heuristic that represents the a priori desirability of the move from x to y, typically η xy = 1 d xy , where d is the distance of the route (x, y), τ xy is the pheromone intensity of the move from x to y, α and β are two positive parameters used to control the influence of pheromone concentrations and heuristic information. As given in Eq. (1), the transition probability of path (x, y) rises with the values of heuristic information η xy and pheromone trail τ xy .
Pheromone trails update:
Once the edge tour is constructed, each ant has deposited a certain amount of pheromone. When all ants have built their tours, the pheromone is updated at all edges due the evaporation mechanism which is presented by:
where 1 − ρ is the residual coefficient of the pheromone decay rate, 0 < ρ ≤ 1. Pheromone evaporation enables to avoid bad decisions taken beforehand. After evaporation, all ants drop the pheromone at the edge (x, y) at iteration t + 1:
with
where τ xy (t) is the pheromone concentration on the edge (x, y) and ∆τ xy (t) represents the total amount of pheromones dropped by all ants on edge (x, y), as given in Eq. (4), with m being the number of ants used for iteration t. ∆τ k xy (t), defined as in Eq. (5), is the pheromone rate deposited by ant k on the visited edge (x, y). L k is the path length performed by ant k, and Q is a constant.
Honey Bee Algorithm
The honey bee approach is a search algorithm for load balancing. The bee algorithm (BA) is designed based on the food foraging behavior of honey bee colonies. In nature, bees are social and domestic insects. Honey bee colonies are well-run organizations [15] which live on nectar serving as their source of energy. The structure of a single colony of bees includes a queen (a single fertile female within the colony), drones (thousands of males to fertilize the queen's eggs), workers (the largest population of sterile females within the colony), and broods (young bee larvae) [16] . The bees perform several functions within the group, such as rearing the young, maintaining the hive or collecting nectar. They search for the best food source, selecting it from many sites, taking into consideration both speed and accuracy. In beehives, honey bees are categorized into two classes:
• scout bees: are the workers performing random searches for new flower patches. When they find the food source, they come back to the hive for depositing their nectar. Then they inform the forager bees by performing a waggle dance in front of the hive;
• forager bees: are the bees which follow the scout bees to the food location and begin to harvest the nectar. The foragers may waggle dance to recruit other bees to proceed to abundant food patches. Generate the initial population; 7: Evaluate fitness of the population; 8: Sort the initial population based on the fitness result; 9: MaxIr ← MaxIr + 1; 11: i ← i + 1;
12:
Select elite patches and non-elite patches for neighborhood search;
13:
Recruit the forager bees for selected patches;
14:
Evaluate the fitness value of each patch;
15:
Select the fittest bee from each patch;
16:
Assign remaining bees to search randomly for elite patch;
17:
Evaluate the fitness value of elite patch; 18: end while
The communication language used by bees is fascinating. It is based on two types of dances: the round dance and the waggle dance. The round dance is short and attracts other foragers to learn the approximate distance from the hive to the food site. This distance is approximately 50 m [17] . The main purpose of the waggle dance is to advertise news about the quality, quantity, direction of the food source and the distance between the beehive and the food, provided it is greater than 50 m [18] . The pseudo-code of bee algorithm is presented as Algorithm 2.
Multi-Objective Optimization Algorithm
ACO considers optimization problems with one objective function which is addressed to a unique optimal solution, while MOO gives a countless combination of solutions [19] , [20] . In MOO, the solution is termed Pareto optimal or non-dominated. The general single-objective optimization problem is presented by Definition 1. Definition 2 describes multiobjective optimization problems.
Definition 1:
A single-objective optimization problem [21] - [23] is defined as:
where f is the objective function that is discrete or continuous. x ∈ Ω is an n-dimensional vector of decision variables from the universe Ω. Constraints g i (x) ≤ 0 and h j (x) = 0 must be achieved while optimizing f (x).
Definition 2:
A multi-objective optimization problem [24] , [25] . The goal of MOO problems is to optimize, simultaneously, p objective functions by setting up a vector function F(x) that designated:
where p is the number of objective functions. g i (x) and h j (x) are the achieved constraints for optimizing F(x):
Obviously, this can be written as:
The general multi-objective optimization problem (MOOP) is defined as:
where x ∈ Ω, x = x 1 , · · · , x n is an n-dimensional decision variables vector (also called design variables) from the universe Ω. A solution of MOOP minimizes or maximizes the components of the vector F(x).
Load Balancing Based on Optimization Methods
This section presents the results of combining the three algorithms mentioned in the Subsection 3.1.
Multi-Objective Honey Bee Algorithm
The MOHB algorithm is proposed by Soni et al. [26] . This algorithm optimizes system performance based on multiobjective requirements, by optimizing the fitness value of task priority, load and execution error. The proposed technique pursues the steps shown in the flow chart of Fig. 1.   Fig. 1 . MOHB algorithm flow chart.
Multi-Objective Ant Colony Optimization Algorithm
In this section, we define the MOACO method (summarized as Algorithm 3) that extends Eq. (1) to obtain multiple pheromone matrices [27] , [28] . The transition probability of Eq. (1) has shifted to:
where τ l xy is the amount of l-pheromone at edge (x, y) for l-th objective. Supposing that n sub-objectives require to be optimized. η xy is the attractiveness of the move from node x to node y, J k x is the feasible nodes for ant k at node x. β sets out the relative heuristic information of η xy while α l ∈ R + 0 (l = 0, 1, · · · , n) are heuristic parameters to control the influence of the appropriate objective.
Algorithm 3. The MOACO algorithm
1: Place all ants, k = 1, · · · , n k ; 2: Initialize parameters, i.e. α, β , ρ, τ 0 , n k , Q; 3: x = origin node; 4: S best (t) = 0 {Short path}; 5: L best (t) = 0 {Short path length}; 6: t = 0; 7: for each edge (x, y) do 8: τ xy (t) = τ 0 ;
9:
Initialize pheromones to τ 0 10:
η xy (t) = 1 d xy ; 11: d xy is the distance between the link (x, y) 12: end for 13: while stopping criterion is not met do 14: for all ant k = 1, · · · , n k do 15: S k ← origin node of ant k; 16: x ← origin node of ant k; 17: repeat 18: Calculate P K xy (t) using Eq. (9);
19:
Add y to the list S k (t);
20:
x = y; 21: until Full path construction 22: if L k (t) < L best (t) then 23: L k (t) length of the tour defined in S k (t) 24: S best (t) ← S k (t); 25: end if 26: end for 27: for each edge (x, y) do 28: Apply evaporation mechanism using Eq. (10);
29:
Calculate ∆τ l xy (t) using Eq. (11);
30:
Update the pheromone trail using Eq. (3);
31:
end for 32: t ← t + 1; 33: end while 34: Return S best (t);
After each cycle, the pheromone level of each objective is updated at edge (x, y) due to evaporation, using the following formula:
where ρ l ≤ 1 (l = 0, 1, · · · , n) is the pheromone decay rate for the l-th objective (1 − ρ l is the persistence trail). At every cycle for each objective, the ants left a certain quantity of pheromones through link (x, y) using the following rule:
where ∆τ l xy (t) is the quantity of pheromone dropped by ants. Ω is the set of ants that passed through path (x, y). Q is a constant, T k is the non-dominated solution (in each iteration, non-dominated solutions are stocked in archive Γ) and f l is the objective value for l-th objective functions. Create random population of ants with same pheromone value and place parameter;
9:
Sort the ants randomly for search;
10:
Store the current value of optimal solution;
11:
Update pheromone table; 12: end if 13: if all ants complete their tour then 14: Compare updated pheromone table;
15:
Select the best solution; 16: Choose the optimal node based on pheromone table;
17:
Assign best solution to optimal node; 18: Calculate fitness function; 19: if fitness function < threshold then 20: Migrate task to optimal node; 21: else 22: Find next optimal solution; 23: end if 24 : end if 25: Return best solution;
Ant-Bee Algorithm
Gothi et al. [29] suggested the ant-bee algorithm for load balancing in cloud computing. This algorithm combines both ACO and HB algorithms to obtain an efficient and feasible optimization algorithm. The generic pseudo-code of this proposed technique is presented in Algorithm 4, while Fig. 2 contains the corresponding flow chart.
Load Balancing Policies and Performance Parameters
Dynamic Load Balancing Policies
Dynamic load balancing algorithms can be defined by their implementation of strategies or policies, such as:
• Load estimation policy. It determines how to estimate the workload of a particular node. The load may vary depending on the remaining service time, which can be calculated based on:
-setting up the periodic CPU state check timer (idle/busy), -the number of CPU cycles executed per unit of real time, -speed of the CPU node, -resource demands;
• Process transfer policy. It determines if the process will be executed remotely or locally;
• Location policy. It selects which node will run the remote process;
• Priority assignment policy. It determines which local or remote processes have a higher priority on a particular node;
• State information exchange policy. It is dynamic load balancing information strategy which collects information about all nodes in the system;
• Migration limiting policy. It helps to control trashing and it sets the number of times that the process may migrate from one node to another;
• Selection policy. It is a processor matching policy which selects the processors involved in the load exchange;
• Transfer policy. It determines if the process will be migrated remotely or locally.
Performance Measurement
Load balancing techniques are particularly useful in highspeed networks required by emerging high performance applications, as they enable to distribute the workload evenly across the resources. Performance metrics used in load balancing algorithms include the following parameters [30] , [31] :
• Nature. Determines the type of load balancing algorithms: static or dynamic;
• Overload rejection. It is a parameter used to decide the maximum load supported by any server [23] .
Overload rejection measures are discontinued if the overload condition ends. Then, load balancing is shut down after a short period of time;
• Mean response time. It refers to the period of time that needs to elapse in order for a process to be executed in full. To achieve a good response time, an appropriate load balancing algorithm must be used to distribute processes among all nodes within a system. The response time can be affected by several factors, such as number of users, network bandwidth, number of submitted requests and mean thinking time. The average response time can be calculated using the following formula:
where:
-T response is the response time in seconds, -n is the number of users, -p is the number of processes per second the server receives, -T think is the mean of thinking time (which the time between one request and the next) in seconds;
• Resource utilization. It includes automatic load balancing. In a distributed environment, the number of processes might be large and that demands more processing power. Resource utilization is relied upon more frequently in dynamic algorithms than in static ones;
• Processor utilization refers to the amount of time over which a workload is handled by the central processing unit (CPU);
• Fault tolerance. This parameter enables the algorithm to work properly if a failure occurs. It determines the value of the system's performance. If the performance of an algorithm degrades when a fault of any type occurs, it causes a total failure in load balancing;
• Predictability. It determines the degree of conformity of the calculated outcome of the algorithm. In static load balancing algorithms, the outcome is predictable because it is fixed before the execution stage, while the outcome is unpredictable in dynamic load balancing, as assumptions are made at run time;
• Stability. It is the delay required for transferring information among processors and obtaining faster performance. In static load balancing algorithms, there is more stability than in their dynamic load balancing counterparts. This is explained by the information exchanged between processors in dynamic load balancing algorithms;
• Adaptability. It checks if an algorithm is capable of facing a change in the number of processes. Dynamic algorithms are perfectly adaptive, while static algorithms are not;
• Process migration. This parameter determines when a system should forward a process. That means whether it should be created locally or remotely.
Comparison and Analysis of Optimization Algorithms
In this section, a study was performed regarding various load balancing techniques based on ACO, MOO, HB, MOACO, MOHB and ant-bee algorithms in a distributed system.
The analysis and the comparison of the above mentioned algorithms were performed based on their purpose, the methods used, their advantages and disadvantages, or experimental results. Table 1 presents a comparison between ACO, MOO and MOACO algorithms, while the comparison of HB, MOHB and ant-bee algorithms is shown in Table 2 .
In [32] , the proposed SALB algorithm has better performance than the ACO algorithm. The MBBO/DE algorithm offers better results than the ACO algorithm and the genetic algorithm [33] . As can be seen in Table 1 , the MOACO algorithm provides better results than ACO, first fit (FF) and greedy scheduling (GS) algorithms [34] . From the comparison shown in Table 2 , it can be concluded that the LBA-HB algorithm is more efficient than round robin, modified throttled, ACO, artificial bee colony (ABC) and honey bee [32] .
To balance the load of the entire system and to maximize or minimize different parameters, such as performance and energy use.
Scheduling algorithm for load balancing (SALB), using ACO.
• It is efficient in finding the overloaded node within a minimum time period, • Good response time,
• Less energy consumption.
Poorer performance. It means that the performance can be increased by varying different parameters.
MOO algorithm
Multi-objective optimization algorithm based on BBO for the problem of virtual machine consolidation [33] .
To achieve good load balancing, better performance and to reduce power consumption.
Multi-objective optimization algorithm named MBBO/DE.
• Lower power consumption, • Ability to find optimal solutions, • Acceptable time cost.
• For load balancing, MBBO/DE algorithm provides same results as ACO algorithm in scenario 1, • Migration time is longer than in other algorithms simulated in scenario 2. MOACO algorithm Multi-objective virtual machine placement for load balancing [34] .
To solve the virtual machine placement problem.
Multi-objective Ant Colony Optimization (MOACO) algorithm.
Optimize multiple objectives to balance the load in different scales.
The proposed MOACO algorithm provides poor results for the two objectives OBD and IBD. [35] To avoid overutilization of resources and to minimize execution time.
Load balancing algorithm based on honey bee behavior (LBA HB).
• Shorter execution time,
• Efficient resources utilization,
• Lower degree of imbalance, • Lower makespan. MOHB algorithm A. Soni et al. [26] To schedule workload and minimize the total processing cost.
Bee colony based multiobjective algorithm.
The execution time is longer due to loop parameters.
Ant-bee algorithm M. Kashefikia et al. [36] To find different routes in order to avoid network congestion.
Multiple ant bee colony optimization (MABC) algorithm.
• Offers better effects during network failures, • More suitable for unstable networks.
behavior load balancing (HBB-LB) algorithms [35] . And the bee colony-multi-objective algorithm provides better results than the single objective bee colony algorithm [26] . From the experimental results shown in [36] , the multiple ant bee colony optimization (MABC) algorithm is significantly more effective in an unstable network than the multiple ant colony optimization (MACO) algorithm. The experimental results of ACO and MOACO algorithms [37] , related to qualitative performance parameters, are shown in Figs. 3 and 4 . Figure 3 shows that the performance of MOACO is the best when the number of tasks is bigger than in ACO. Figure 4 shows that MOACO offers a lower resource utilization rate with different resources. In [38] , an experiment was performed using ACO and HB algorithms and evaluating the execution time covering 10, 50, 200 and 1000 iterations. Its results are shown in Fig. 5 . ACO offers a better execution time than HB for a small number of iterations. However, when the number of iterations increased, both ACO and HB algorithms were almost equal in terms of the computation time.
In this paper, the significance of load balancing optimization algorithms is discussed through an analytic previous works. The results are summed up in Table 3 , showing the conclusions concerning three main optimization algo- 
Conclusions
This paper addresses load balancing-related optimization problems impacting the performance of entire systems. The research provides a comprehensive review of the optimization algorithms used to balance system loads. Furthermore, it describes three well known algorithms used in engineering applications, namely ACO, HB and MOO. A consolidation of the three methods has been performed in order to present MOACO, MOHB and ant-bee algorithms. The advantages and disadvantages of the different algorithms are discussed as well in the paper. Some optimization techniques suffer from specific limitations, e.g. the HB algorithm offers the best results only at a particular distance (short path), while ACO suffers from speed-related problems and convergence. As far as theoretical considerations are concerned, it can be concluded that the three new algorithms based on the combination of optimization methods are self-adaptive and more feasible than the original techniques.
