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RESUMEN 
 
 
WiFi es una de las tecnologías más utilizadas en las redes de computadores y su facilidad 
de instalación ha inundado las ciudades de puntos de acceso (APs)._Esto deteriora la 
calidad de los servicios prestados por la red al reducir la velocidad de transmisión de datos 
por la existencia de interferencias co-canal y de canal adyacente. 
Con el fin de reducir la contaminación electromagnética y mejorar el desempeño y uso de 
las redes inalámbricas se desarrollo un software que optimiza el número de APs y su 
posición. Todo esto, partiendo de los niveles de los campos electromagnéticos emitidos por 
los APs y los patrones de interferencia causados por la presencia de varias antenas en 
espacios pequeños. 
El software utiliza la librería de código abierto “GAOT” de algoritmos genéticos para la 
optimización. Se desarrollaron dos módulos de simulación basados en geometría óptica, 
uno aplicando la técnica de imágenes para cálculos puntuales en espacios abiertos que se 
baso en el modelo de tierra plana y otro aplicando la técnica de fuerza bruta para cálculos 
de cobertura en ambientes interiores. Este ultimo utiliza representación vectorial del 
espacio que permite introducir estructuras poligonales de altura homogénea, permite 
asignación de materiales a los diferentes obstáculos y realiza triangulación del espacio a 
través del modulo de licencia abierta “Triangle” facilitando y acelerando el procesamiento 
de los rayos. 
El modelo de rayos fue evaluado por comparación con el programa de simulación 
electromagnética SuperNEC arrojando resultados sobresalientes. 
 
Palabras Clave: Teoría de rayos, propagación,  algoritmos genéticos, redes inalámbricas, 
optimización. 
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ABSTRACT 
 
 
WiFi is one of most commonly used technologies in computer networks and due to its easy 
installation, the cities have been flooded with access points (APs). 
The presence of co-channel and adjacent channel interference reduces the data transmission 
speed causing losses in quality of services provided by network. 
In order to reduce electromagnetic pollution and improve the performance and use of WiFi 
networks was developed software that optimizes the number and position of APs. This by 
calculating the intensity of electromagnetic fields radiated from the APs and the 
interference patterns because of multiple antennas in small spaces. 
A open source library called "GAOT" of genetic algorithms is used for optimization. Two 
modules of simulation were developed based on optical geometry theory. One applies the 
image theory to calculate the fields at a point in open space, which was based on the plane 
earth model. And the other applies the brute force technique to calculate the indoor 
coverage. The latter uses the vector representation for modeling the space, which allows the 
introduction of polygonal structures with uniform height and allocation of materials to 
various obstacles. To facilitate and speed up processing of rays performs triangulation of 
space through an open licensing module called "Triangle". 
The ray model was evaluated by comparison with the electromagnetic simulation program 
SuperNEC throwing outstanding results. 
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INTRODUCCION 
El desarrollo de la tecnología, y la búsqueda de la comodidad han hecho de las redes 
inalámbricas una herramienta muy común en nuestras vidas. Es normal encontrarlas en 
lugares públicos como restaurantes, terminales de transporte, cafeterías, hogares y oficinas. 
Su uso es tan generalizado que uno puede encontrar comúnmente entre 3 y 10 redes 
operando en un mismo sitio. 
Las frecuencias en las que trabajan estas tecnologías son relativamente altas, 2.4 GHz y 5 
GHz, y sus longitudes de onda se encuentran entre los 6 y 12 centímetros, por lo que son 
ondas que pueden perturbarse fácilmente con obstáculos pequeños dependiendo de sus 
materiales. 
El diseño de estas redes no es algo sencillo, los puntos de acceso (APs) tienen un alcance 
determinado y soportan un número limitado de usuarios. Por lo que el diseño de la red debe 
tener en cuenta varias cosas: El área en la que se desea prestar servicio, una estimación de 
la cantidad de usuarios que se conectaran a la red, los obstáculos presentes en el lugar de 
instalación que influyen con su forma, material, tamaño y localización, y la posición de los 
puntos de acceso que operan en la misma área. 
Todas estas variables tienen una influencia importante en el desempeño de la red ya que 
pueden causar problemas de interferencia y por consiguiente reducir la calidad del servicio 
que se presta. Un mal diseño puede llevar incluso a problemas de sobredimensión que 
también  pueden causar una caída en la calidad del servicio además de un aumento en los 
costos de instalación de la red. 
Hay dos técnicas usadas para diseñar las redes inalámbricas, una es la medición y otro es la 
simulación. La medición requiere llevar varios equipos y modificar la posición del punto de 
acceso dentro de la edificación para tomar un muestreo de la cobertura. Mientras que la 
simulación requiere de planos del sitio y de la identificación de materiales en la estructura 
del edificio.  
El problema de diseño y optimización de las redes inalámbricas ha sido atacado desde la 
aparición de esta tecnología promoviendo un gran número de investigaciones. Dentro de los 
trabajos más importantes en los que se utilizan técnicas parecidas a la presentada en este 
trabajo se encuentran los siguientes: 
 En 1994 Pechac [1] presenta un trabajo desarrollado en la Universidad Técnica 
Checa de Praga sobre modelado y optimización de WLAN heterogéneas. Se 
implementa la optimización basada en el método de estrategias evolutivas [5]. La 
aplicación es desarrollada con lenguajes para herramientas Web. Esta permite 
modelar el cubrimiento de sitios específicos y la capacidad de la red inalámbrica 
usando modelos de propagación semi-empíricos. Soporta además varias tecnologías 
de radio frecuencia basadas en topología de malla, estas son 802.11a/b/g y 
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Bluetooth, el nivel de simulación permite manejar solo dos dimensiones  y por lo 
tanto el diseño se limita a un solo nivel en las edificaciones. 
 En 2009 Nagy [2] viendo el creciente interés en mejorara la cobertura de varios 
servicios inalámbricos como la telefonía móvil y las redes WLAN presenta un 
trabajo de optimización jerárquica para aplicaciones “indoor” en el que utiliza los 
algoritmos genéticos y el recocido simulado como técnicas de optimización para 
encontrar la posición optima de los puntos de acceso, estas simulaciones también 
son trabajadas solo en 2D. 
 En 2009 Yeong [3] realiza una combinación de Clustering basado en redes 
neuronales y algoritmos genéticos multi-objetivo sobre aplicaciones de 802.11n. El 
desarrollo requiere de mediciones para la optimización. Los datos son analizados a 
través de un cluster de redes neuronales, que está configurado para hacer 
competencias de aprendizaje. Las redes neuronales encuentra la ubicación de los 
APs reales a través de los datos y a partir de esto el AG busca la mejor 
configuración para la malla de APs. 
La optimización de las redes inalámbricas es algo que ha ido tomando cada vez más 
importancia debido a que muchos de los dispositivos que usamos comúnmente son aptos 
para conectarse a estas redes. Con la entrada del estándar IEEE 802.11n que llega con una 
mayor capacidad en los canales, tanto la red como los dispositivos portátiles deberán estar 
listos para operar con servicios de banda ancha. Las redes deberán tener una mayor 
cobertura ya que se usaran eventualmente para prestar servicios como la telefonía móvil 
sobre IP, y descarga de música y video. La reducción de la interferencia y por lo tanto de 
número de puntos de acceso a través de un posicionamiento adecuado estos mismos, es uno 
de los puntos más importantes para alcanzar el mejor desempeño de la red en cualquiera de 
lo sus servicios. 
Este proyecto busca hacer optimización de redes inalámbricas a partir de simulaciones en 
3D usando la técnica de teoría de rayos y algoritmos genéticos.  
La técnica de teoría de rayos permite, en comparación con otras técnicas, evitar una gran 
cantidad de mediciones que deben hacerse cuando se utilizan y se calibran métodos 
empíricos. Y aumenta la precisión de la simulación ya que los métodos empíricos son 
referidos a disposiciones espaciales concretas. 
Por su parte, los algoritmos genéticos son una técnica de búsqueda meta-heurística, que 
pueden optimizar funciones de múltiples variables independientes con un consumo de 
recursos relativamente bajo, ya que evita la evaluación de todas las posibilidades del 
espacio de búsqueda mediante un muestreo controlado. 
El desarrollo del proyecto se presentado en este libro de la siguiente forma: 
En el primer capítulo se hace una revisión bibliográfica en la que se presenta información 
pertinente para la contextualización del desarrollo del proyecto. 
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En primer lugar hay un resumen sobre los estándares existentes en el IEEE 802.11, que es 
el proyecto encargado de las redes WLAN, en el que se habla de las características de cada 
estándar y se da una idea de las aplicaciones a las que pretende llegar el nuevo estándar 
desarrollado, el IEEE 802.11n. 
En segundo lugar se presenta una introducción sobre la teoría de rayos. Ubicando esta 
técnica dentro de los diferentes métodos utilizados para simulación de propagación en 
ambientes interiores. Explicando algunos conceptos y fenómenos de la propagación que se 
tiene en cuanta con esta técnica, e incluyendo algunos detalles sobre los modelos que 
aplican la teoría de rayos en simulación y sus diferentes formas de implementación. 
En tercer lugar se presenta una pequeña introducción sobre los algoritmos genéticos como 
técnica de optimización. Ubicando primero estos dentro de las diferentes técnicas de 
optimización y describiendo su forma de funcionamiento. Se presentan diferentes 
posibilidades de configuración de los algoritmos genéticos y los puntos clave para hacer 
una óptima codificación del problema y así obtener un desempeño exitoso del AG. 
Para terminar el primer capítulo hay un estado del arte sobre simulación y optimización de 
redes inalámbricas. En esta se presentan diferentes técnicas de simulación y de 
optimización aplicadas en diferentes proyectos de investigación. 
En el Segundo Capitulo se presenta el desarrollo del trabajo. 
En primer lugar se presenta la implementación del modelo de dos rayos. Con este se evaluó 
la herramienta de algoritmos genéticos (GAOT) que se utilizo para la optimización de 
posición, diseñando, corrigiendo y evaluando también la función de evaluación. Mediante 
la optimización de la posición de varios puntos de acceso para varios receptores en 
distribuciones tanto canónicas como aleatorias. Verificando así la respuesta del método y su 
estabilidad. 
La segunda parte de este capítulo está dedicado a la expansión del modulo de simulación 
para ambientes interiores. Basado en el desarrollo de un modulo de simulación con traza de 
Rayos en tres dimensiones. Se detallan las estructuras utilizadas para almacenar y organizar 
la información de la simulación. Se presentan las técnicas utilizadas para la representación 
del espacio y un software de código abierto con el que se triangulo el espacio para acelerar 
el proceso de trazado. Se presenta la técnica desarrollada para el cálculo de la intensidad de 
los campos como uno de los aportes de este trabajo. 
Finalmente en el tercer capítulo se presentan los resultados del software desarrollado, 
incluyendo algunas validaciones. 
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1. REVISION BIBLIOGRAFICA 
1.1. Wi-Fi 
Wi-Fi, conocido también por el nombre del proyecto IEEE 802.11, tiene una gran 
popularidad por su rentabilidad y su fácil instalación. Hoy en día es una de las tecnologías 
más usadas en el mundo por lo que puede encontrarse fácilmente en oficinas, aeropuertos, 
hoteles, restaurantes, estaciones de transporte público y zonas residenciales. 
En el proyecto 802.11 se han desarrollado muchas especificaciones y correcciones que 
definen y mejoran el desempeño de las redes inalámbricas de Área Local. Actualmente los 
estándares más utilizados son el 802.11b y 802.11g, y se espera la masificación del nuevo 
estándar 802.11n que tendrá su espacio en el uso de aplicaciones que requieren banda 
ancha. Algunos trabajos presentan un análisis y resumen del estado de estos protocolos 
como es el caso de los artículos presentados por Farooq [4] y por Sidhu [5] en los cuales 
está basado este resumen. 
A continuación se darán algunos detalles sobre este estándar y sus puntos más relevantes 
para el desarrollo de este proyecto. 
1.1.1. IEEE 802 
El proyecto IEEE 802 [6], desarrolla los estándares para redes de área local (LAN) y de 
área Metropolitana (MAN), principalmente en los dos niveles más bajos del modelo de 
referencia ISO para la Interconexión de Sistemas Abiertos (OSI). En la Figura 1 puede 
verse una relación entre las diferentes capas del modelo OSI y los protocolos más comunes.  
El IEEE 802 es coordinado con diferentes grupos de desarrollo de estándares y algunos de 
estos están catalogados como estándares internacionales publicados por la ISO. El proyecto 
comenzó en 1980 enfocado en la capa física, el control de acceso al medio e interfaces de 
alto nivel para LAN. Después de varios años algunos temas se unificaron sobre la subcapa 
de Control de Enlace Lógico (LLC). Y el alcance del proyecto creció para incluir las MANs 
cambiando el nombre del grupo a "Comité de estándares LAN/MAN" (LMSC). 
De las diferentes líneas en desarrollo que se han abierto, solo permanecen algunas que 
pueden observarse en la Figura 2. Las demás han sido retiradas. 
1.1.2. IEEE 802.11 
En 1997 la IEEE libero el estándar 802.11 [7] para redes de área local inalámbricas 
(WLAN). En este se definen tres diferentes especificaciones para la capa física, espectro 
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expandido por salto de frecuencia (FHSS), espectro expandido de secuencia directa (DSSS) 
e infrarrojos (IR) con tasas de transmisión de hasta 2 Mbps. DSSS y FHSS operados en la 
banda de licencia libre de ISM a 2.4 GHz. 
 
 
Figura 1. Modelo OSI y los protocolos más comunes para cada capa 
 
Figura 2. Grupos de trabajo del proyecto IEEE 802 
En 1999 se introdujeron dos especificaciones. La 802.11b [8], basada en DSSS y operando 
a 2.4 GHz con una tasa de transmisión de 11 Mbps , y la 802.11a [9], basada en la técnica 
de multiplexación por división en frecuencias ortogonales (OFDM) y operando en la banda 
de 5 GHz con una tasas de transmisión de 54 Mbps. 
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En el 2003 se libero la especificación 802.11g [10], extendiendo la capa física de la 
802.11b para soportar tasas de transmisión de datos de hasta 54 Mbps en la banda de 2.4 
GHz. Estos dos protocolos han sido hasta el momento los más comunes. 
Con la liberación del protocolo 802.11n las aplicaciones que usan un gran ancho de banda 
podrán pasar a las redes inalámbricas. El 802.11n es completamente compatible con el 
802.11a, 802.11b y el 802.11g, pero su rendimiento se deteriora mucho al armar redes 
mixtas con estas tecnologías anteriores. El la Figura 3 puede verse una tabla comparativa 
entre estos estándares. Y en la Figura 4 se presentan los grupos de trabajo actuales del 
802.11 sobre los cuales se general las mejoras para el estándar. 
 
Figura 3. Tabla comparativa entre los estándares liberados para Wi-Fi 
Este estándar define dos arquitecturas diferentes. El Juego de Servicio Básico (BSS) y el 
Juego de Servicio Básico Independiente (IBSS). En un BSS un número de estaciones 
inalámbricas (STA) están asociadas a un punto de acceso (AP). De manera que la 
comunicación entre las estaciones tiene lugar a través del AP. En un IBSS las STAs pueden 
comunicarse directamente con cualquier otra, siempre que estén dentro del rango de 
transmisión de cada uno. Esta arquitectura facilita formar una red ad-hoc inalámbrica en 
ausencia de cualquier infraestructura de red. 
Varias BSS pueden ser conectadas juntas a través de un sistema de distribución para formar 
una red extendida o juego de servicio extendido (ESS). Ver Figura 5. 
1.1.3. IEEE 802.11n 
En 2009 se libero la especificación 802.11n [11] que posee una variedad de modos de 
operación y configuraciones que ofrecen diferentes tasas de trasmisión y que le  permiten 
alcanzar un máximo de 600 Mbps. Algunas de esas mejoras se presentan a continuación 
[5]. 
a) Una mejora en el desempeño de OFDM que permite elevar las tasas de transmisión de 
los protocolos anteriores de 54 a 65 Mbps. 
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Figura 4. Grupos de trabajo del proyecto 802.11 
 
Figura 5. Arquitectura de la red IEEE 802.11[4] 
b) Una mejora en el desempeño al explotar la técnica de acceso múltiple por división 
espacial (SDMA) que aprovecha la multi-trayectoria de la señal mediante la tecnología 
de Múltiple Entrada Múltiple Salida (MIMO) definiendo hasta 4 canales espaciales. Si 
se duplican los canales espaciales se duplica la tasa de transmisión. El estándar también 
incluye un modo de ahorro de energía para MIMO, que trata de mitigar el consumo de 
potencia por el uso de la multi-trayectoria. 
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c) Una mejora en el rendimiento y las tasas de transmisión que se habilitan con la 
configuración de algunos modos opcionales. Dentro de estos se encuentra la 
duplicación de la tasa de transmisión duplicando el ancho de banda del canal que 
pasaría de 20 a 40 MHz. lo que reduciría la cantidad de canales disponibles para otros 
dispositivos. Esto hace necesaria una administración dinámica que aseguren que los 
canales de 40MHz proveen una mejora general para el desempeño de la WLAN 
mediante un balance entre la demanda de algunos clientes por grandes anchos de banda 
y la de otros clientes por permanecer conectados a la red. 
Algunos de los servicios existentes actualmente que se verían especialmente beneficiados  
con este estándar son los siguientes [5]: 
Voz sobre IP (VoIP): El servicio de VoIP crecerá tanto como los consumidores y las 
empresas que puedan ahorrar dinero sobre las llamadas de larga distancia por usar internet 
en lugar de la telefonía tradicional. La telefonía no demanda grandes anchos de banda 
aunque requiere una red confiable para poder operar. Ambos, el 802.11b y el 802.11g 
consumen menos potencia que el 802.11n en los modos MIMO. Pero operando con un solo 
canal espacial el 802.11n puede prevalecer en los teléfonos de VoIP. Además estos 
teléfonos pueden beneficiarse del incremento en el rango y de la confiabilidad. 
Streaming de Video y Música: El streaming requiere conexiones de alta confiabilidad que 
puedan alcanzar todo el hogar, el alto ancho de banda no es absolutamente necesario pero el 
rango adicional y la confiabilidad sitúan este estándar mejor que los de generaciones 
anteriores. 
Almacenamiento Conectado a la Red (NAS): el NAS es una tecnología que está tomando 
fuerza para la realización de Backups ya sea en el hogar o la oficina, y necesita unas altas 
tasas de transmisión, amplios rangos y confiabilidad en la conexión. 
Transferencia de grandes archivos: así como videos pregrabados, la transferencia de un 
video de 30 minutos tarda con 802.11b 42 min con 802.11g 10 min y con 802.11n cerca de 
44 segundos con un cliente de dos antenas. En el mejor de los casos. 
En general la optimización de una red inalámbrica y por ende la optimización de la calidad 
de los servicios que presta, se basa en maximizar la velocidad de transmisión de datos. 
Estas redes soportan diferentes velocidades de datos debido a que son diseñadas para 
reducir la perdida de paquetes en presencia de interferencias destructivas que reducen los 
niveles de potencia de la señal. La protección de los paquetes se logra evitando enviar 
paquetes de datos cuando el ruido es muy alto o el canal se encuentra ocupado. O 
modificando las técnicas de modulación para proteger las señales del ruido, lo que aumenta 
el alcance de la señal pero reduce la velocidad de transmisión de datos. En conclusión la 
optimización se puede basar en evitar que los puntos de interferencia se encuentren cerca a 
los dispositivos de los usuarios, buscando los puntos donde los receptores logran potencias 
máximas. 
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1.2. TEORIA DE RAYOS 
La técnica de teoría de rayos permite, en comparación con otras técnicas, evitar una gran 
cantidad de mediciones que deben hacerse cuando se utilizan y se calibran métodos 
empíricos. Y aumenta la precisión de la simulación ya que los métodos empíricos son 
referidos a disposiciones espaciales concretas. Motivo por el que fue seleccionada como 
técnica de simulación. 
1.2.1. GENERALIDADES 
Las técnicas utilizadas para la simulación de ambientes interiores se dividen en dos grupos 
generales, las técnicas empíricas y las determinísticas, en la Figura 6 pueden observarse 
algunos ejemplos de estos modelos. 
 
Figura 6. Tipos de modelos de propagación utilizados para simulación en ambientes interiores 
1.2.1.1. Modelos Empíricos 
Las técnicas empíricas son algoritmos que tienen en cuenta diferentes fenómenos según la 
forma en que fueron diseñadas. Y aunque son muy eficientes en su ejecución, son limitadas 
respecto a los espacios en que pueden ser aplicadas con precisión. Además deben ser 
ajustadas o calibradas para cada espacio según las distribuciones de los muros y los 
diferentes obstáculos [12-14]. En la Figura 6 se presentan la expresión para el modelo 
OneSlope (1SM), el cual no tiene en cuenta ninguna clase de obstáculos y es ajustado para 
cada espacio mediante el parámetro n. También puede observarse el modelo Cost 231 
Multi-Wall (MWM) que tiene en cuenta muros y propagación entre pisos. 
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1.2.1.2. Modelos Determinísticos (Teoría de Rayos) 
Dentro de las técnicas determinísticas la más utilizada es la Teoría de Rayos que aplica la 
teoría de Óptica Geométrica (OG) [13]. La importancia de la OG radica en que permite 
calcular los campos a grandes distancias de una forma rápida, en comparación con otros 
métodos determinísticos, dependiendo de la cantidad de obstáculos.  
Debidos a que esta técnica se deriva de la teoría electromagnética (EM) su precisión 
depende de la forma en que se representen las geometrías y de los fenómenos que se tengan 
en cuenta [15]. Destacando que no presenta la necesidad de ser calibrado ni modificado 
para los diferentes espacios en que se aplica. 
La base de la OG es el concepto del rayo, que representa una trayectoria relativa de la onda 
EM. Esta trayectoria es encontrada al procesar la interacción del rayo con los diferentes 
obstáculos y materiales que conforman el espacio. Cada rayo también es asociado con una 
cantidad de energía que puede o no cambiar a lo largo de la trayectoria dependiendo de la 
forma del frente de onda (FO). Cada interacción con el medio es asociada a algunos 
mecanismos de propagación que pueden modificar el FO determinando el comportamiento 
de la energía a lo largo de la trayectoria. La OG permite distinguir claramente entre varios 
mecanismos de propagación y da a cada uno de estos una descripción física y matemática. 
Los rayos no tienen dimensiones transversales asociadas, sin embargo en algunos textos se 
tiene en cuenta lo que podría definirse como el “grosor” del rayo, representándolo mediante 
el concepto de zonas de Fresnel [16]. Pero el concepto no aplica para distancias cortas, por 
lo que no se tienen en cuenta en la simulación de espacios interiores. 
1.2.2. PROPIEDADES DE LAS ONDAS ELECTROMAGNETICAS 
1.2.2.1. Propagación en el espacio libre 
Una fuente puntual que radia en todas direcciones de forma constante y uniforme es 
llamada un radiador isotrópico. La onda radiada conforma un FO esférico, por lo que todos 
los puntos a una distancia R de la fuente en cualquier dirección tienen una densidad de 
potencia igual. Definiendo la densidad de potencia S  en la superficie de la esfera como una 
relación entre la potencia radiada rP  y el área de la esfera Ae , como se expresa en la 
ecuación (1)[17]. 
24 R
P
Ae
P
S rr

    (1) 
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La relación entre las densidades de potencia de dos puntos que se encuentran a diferentes 
distancias de la fuente 1R  y 2R , con 12 RR  , es la denominada ley inversa cuadrática. Y 
nos muestra como la potencia disminuye de forma cuadrática a la relación entre las 
distancias de los puntos. Ver ecuación (2)[17]. 
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Este fenómeno es conocido como “perdidas de espacio libre” o “perdidas por dispersión”. 
Y nos dice que a medida que el frente de onda se aleja de la fuente la densidad de potencia 
disminuye debido a la dispersión de la energía. 
En los sistemas de comunicaciones esto se debe modelar teniendo en cuenta el 
comportamiento de las antenas a partir de las potencias en el transmisor TP  y en el receptor 
RP .En este último la potencia depende de la ganancia de la antena transmisora TG  y de la 
receptora RG . De manera que en base a la ecuación (1) se obtiene la densidad de potencia a 
una distancia R  del transmisor para una antena no isotrópica. Ver ecuación (3). 
24 R
GP
S TT

     (3) 
La potencia recibida por la antena se define en (4) donde 
eRA  es la apertura efectiva de la 
antena receptora a partir de la cual se define su ganancia (5)[18]. 
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Al hacer una sustitución en (4) a partir de (5) se obtiene (6). Por lo que la relación entre RP  
y TP  quedaría en términos de pérdidas y ganancias. Esta relación es conocida como la 
formula de Friis (7)[18]. 
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Obteniendo por ultimo las pérdidas por dispersión L como se expresan en las ecuaciones 
(8) y (9)[19]. 
2 2
4 4R Rf
L
c
 

   
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   
  (8) 
10 10[ ] 32,44 20 ( [ ]) 20 ( [ ])L dB Log r Km Log f MHz     (9) 
1.2.2.2. Reflexión y Transmisión 
Cuando una onda EM incide sobre una frontera entre dos medios con características EM 
diferentes ocurre un fenómeno de reflexión y de transmisión de energía. La reflexión 
describe la energía de la onda que no logra penetrar al segundo medio y sigue una dirección 
de retorno al primer medio. La transmisión describe el comportamiento de la energía que 
continúa su propagación a través del segundo medio [17]. 
Cuando la incidencia ocurre en un ángulo normal a la frontera, la onda reflejada invierte su 
dirección de propagación retornando por la misma trayectoria de incidencia, y la onda 
transmitida sigue la misma dirección de propagación de la onda incidente. Esta 
característica cambia cuando se presenta una incidencia oblicua. En este caso las 
direcciones de propagación de la reflexión y la transmisión deben ser calculadas para poder 
obtener la intensidad de los campos de cada una. 
En la Figura 7 S  representa los vectores de Pointing, definiendo la dirección de 
propagación y la densidad de potencia de cada onda, los subíndices i, r y t representan las 
ondas incidente, reflejada y transmitida respectivamente. El ángulo   de las ondas 
incidente y reflejada es medido desde la normal n  a la superficie de la frontera,  y el de la 
onda transmitida desde n . 
La dirección de propagación de las ondas reflejadas y transmitidas son descritas por la ley 
de Snell [20] presentadas en las ecuaciones (10) para la reflexión y (11) para la transmisión. 
1n  
y 
2n son los índices de refracción de cada medio y son calculados con la ecuación (12), 
donde 
r  y r  son la permitividad y la permeabilidad relativas respectivamente. 
r i       (10) 
1 2sin sini tn n     (11) 
r rn       (12) 
 
24 
 
 
Figura 7. Reflexión y transmisión de una onda a través de la frontera entre el Medio 1 y el Medio 2 
El cálculo de la intensidad de campo se realiza a través de los coeficientes de Fresnel 
[15;20] que son presentados en las ecuaciones (13), (14), (15) y (16). Donde R representa 
los coeficientes de reflexión y T los de transmisión, los subíndices  y   representan las 
polarizaciones perpendicular y paralela respectivamente. Estas polarizaciones son relativas 
al plano de incidencia que es el plano que contiene a 
iS  
y n , y sobre este mismo se 
propagan las ondas reflejada y transmitida. 
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1.2.2.3. Difracción 
La difracción es la redistribución de la energía dentro de un frente de onda, al pasar cerca 
de la orilla de un objeto opaco [17]. Y  explica la transición de una región iluminada a una 
región de sombra detrás de algún obstáculo. La difracción por una simple cuña es resuelta 
de varias formas, la más utilizadas en simulación son la Teoría Geométrica de Difracción 
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(GTD) [21] y la Teoría Uniforme de Difracción (UTD) [22]. Los obstáculos reales resultan 
muy difíciles de modelar, aún así la difracción se modela comúnmente con formulas 
heurísticas UTD ya que son relativamente fáciles de programar, y además son usadas para 
simular difracción múltiple. 
A continuación se presenta una técnica UTD utilizada para un ambiente “indoor” publicada 
por Ji [23]. En la Figura 8una esquina con un ángulo de )2( n  difracta un campo 
eléctrico que incide con un ángulo 
0  en distintas direcciones. El coeficiente de difracción 
//D  se define por la ecuación (17). 
 
Figura 8. Fenómeno de difracción sobre un borde (UTD) 
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Con (una integral de Fresnel), 
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Donde, N es un entero cuya aproximación satisface la ecuación   )'(2 Nn . 0
es el ángulo entre el rayo incidente y el borde del muro.   es el ángulo entre el plano de 
incidencia y el plano 0. ' es el ángulo entre el plano de Difracción y el plano 0. k es el 
número de onda. Y L es un parámetro de distancia que depende de la forma del FO 
incidente, definiéndose de la siguiente forma: 
Para Onda Incidente Plana    
0
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Donde S  y 'S  son las distancias desde el punto de difracción D  a la fuente y al punto de 
observación, respectivamente. Ver Figura 8. 
//
0
R
 
y //
nR  son coeficientes de reflexión relacionados al plano 0, con un ángulo de 
incidencia  , y al plano n, con un ángulo de reflexión  n . 
1.2.2.4. Dispersión 
Las superficies rugosas y las superficies finitas dispersan la energía del rayo incidente en 
todas direcciones con un patrón de radiación que depende de la rugosidad y el tamaño de la 
superficie [15]. Este fenómeno disminuye la energía del rayo reflejado en la dirección 
especular, por lo que en algunos métodos solo se tienen en cuenta las perdidas por la 
dispersión, sin reparar en que esta se dispersa en diferentes direcciones. Algunos 
procedimientos más realistas fueron investigados con el proyecto COST 231 [13]. 
Para efecto de las simulaciones las superficies que se modelan son planas por lo que este 
fenómeno no fue tenido en cuenta. 
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1.2.2.5. Penetración y Absorción 
Las pérdidas debidas a la penetración de muros y de otros obstáculos es muy dependiente 
de la situación en particular [12;13;20]. La absorción debida a árboles o a cuerpos 
(personas) son difíciles de cuantificar con precisión pero ya se han hecho investigaciones 
que logran dar una buena aproximación. 
En el código desarrollado la penetración y la absorción de energía en materiales se tienen 
en cuenta a través del cálculo directo de la onda transmitida. 
1.2.3. SIMULACION DE RAYOS 
El primer paso para la simulación de propagación aplicando la teoría de rayos es hallar la 
trayectoria que sigue cada uno de ellos a través del recinto. De esta forma, conociendo las 
interacciones con el medio, puede calcularse la intensidad de cada rayo y cuantificar así las 
contribuciones al campo eléctrico total en un punto determinado. Hay dos métodos para 
calcular el trazo de los rayos [24]: 
1.2.3.1. Método de la imagen 
Se aplica en geometrías de baja complejidad donde la cantidad de reflexiones son reducidas 
y se evalúa solo la intensidad de campo en un punto, es decir sobre un receptor. Los 
cálculos son relativamente reducidos ya que este método encuentra y calcula únicamente 
los rayos que llegan al receptor sin necesidad de hallar puntos de intercepción con el 
entorno. Se usa generalmente para simulación de enlaces. 
El método de las imágenes se basa en tratar a cada una de las superficies como un espejo. 
Se proyectan una imagen del transmisor a través de cada superficie para hallar las 
longitudes de las trayectorias de reflexión. Luego se calcula la intensidad de la señal como 
si la propagación ocurriera en línea de vista (LoS). Y se estiman las pérdidas de energía 
según las interacciones de la señal a lo largo de la trayectoria para así calcular una 
intensidad total del campo en el punto de ubicación del receptor. 
Con este método generalmente no se realizan cálculos exactos de transmisión. Solo se 
asume que el rayo sigue una trayectoria recta y se aproximan unas pérdidas de energía al 
atravesar el obstáculo, evitando el cálculo de puntos de intersección. 
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1.2.3.2. Método de “fuerza bruta” 
Toma un determinado número de rayos y calcula sus trayectorias sin importar si llegan o no 
aun punto determinado. Este método utiliza cálculos complejos para poder determinar las 
intersecciones de los rayos con los objetos. Es el utilizado para simulaciones de cobertura 
ya que permite calcular la intensidad de campo en un área completa. 
1.2.3.3. Traza de Rayos en 3D 
El procedimiento más sencillo para seguir las trayectorias de los rayos en 3D es primero 
trazarlas en 2D, a partir de estas se pueden proyectar rayos con diferentes inclinaciones que 
sigan la misma trayectoria en 2D, es decir que todos los rayos tendrán la misma proyección 
sobre el suelo pero cada uno incidirá en diferentes puntos de este y el techo [24]. 
El trazo de trayectorias se hace modelando el rayo con funciones paramétricas, de manera 
que habrá una ecuación que describa el rayo en cada dimensión y determinaran en conjunto 
los puntos de intersección  con los objetos del ambiente. La ecuación para un  rayo en 2D 
es (23)[23]: 
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Donde, ),( 00 yx  es el origen y ),( 21 dd  es el vector dirección del rayo. Y La ecuación para 
un segmento, ya sea de un muro o cualquier otro objeto, es (24)[21]: 
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   (24) 
Donde, ),( 11 yx  es el origen y ),( 21 aa  es el vector dirección y l  es la longitud del 
segmento. A partir de (23) y (24) se pueden obtener fácilmente t  y m  y determinar el 
punto de intersección espacio-temporal.  
Desde el punto de vista geométrico un rayo puede intersectar varios segmentos, pero 
realmente solo puede reflejarse y refractarse en el punto de intersección más cercano a su 
punto de origen, antes de cambiar de dirección. Por esto, lo que se busca al tratar de 
mejorar la eficiencia del trazo de rayos es disminuir los cálculos y concentrase solo en las 
intersecciones reales. Existen varias técnicas que tratan de explotar este punto de vista unas 
más eficientes que otras. En general, de lo que tratan es de dividir el espacio, ya sea en 
bloques iguales o no, que permitan determinar cuáles son los segmentos más cercanos al 
punto de origen y mediante alguna técnica encontrar cual de todos es el segmento que 
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intersecta, y la clave de la eficiencia esta en encontrar la forma más sencilla y 
computacionalmente  rápida de evaluar si el rayo intersecta o no un segmento. 
1.2.3.4. Calculo de intensidades de campo 
Al calcular la intensidad de campo total en un punto se tienen en cuenta los rayos que 
cruzan por este, y la contribución de cada uno depende de los cambios de dirección que 
sufre en el recorrido hacia el receptor, viendo se afectado por pérdidas debidas a las 
reflexiones, refracciones, difracciones, las perdidas por espacio libre y el desvanecimiento 
selectivo debido a los retardos relativos de los rayos que causan interferencia constructiva o 
destructiva según la fase. Esta interacción se representa matemáticamente por las siguientes 
ecuaciones. 
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Donde L  es el número de rayos que llegan al punto de interés o receptor. lE  
es el campo 
producido en el punto por el rayo de la trayectoria l , el cual se calcula de la siguiente 
forma. 
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1.3. ALGORITMOS GENETICOS 
1.3.1. INTRODUCCION A LA OPTIMIZACIÓN 
La optimización maneja un modelo base que es descrito en laFigura 9. En esta se pueden 
revisar rápidamente los conceptos básicos que se resumen en lo siguiente. 
Las técnicas de Optimización son usadas para encontrar un juego de parámetros de 
diseñoX=(x1,…,xn) llamados variables de Decisión. Y pueden de alguna forma ser 
definidas como optimas. En un caso simple esto podría ser la maximización o minimización 
de alguna característica de un sistema que es dependiente de X. 
Todas las posibles combinaciones o valores de X definen un espacio R
n
 de posibles 
soluciones. En este espacio de dimensión n se definen las restricciones sobre las variables 
de decisión determinando un espacio Ω en el que las soluciones son viables o tienen sentido 
para el sistema. Este espacio es evaluado por un método de optimización para encontrar la 
solución óptima al problema. Y el problema es representado por una función objetivo f(X) 
30 
 
dependiente de las variables de decisión, cuando se logra maximizar o minimizar f(X) se ha 
encontrado la solución optima. [25] 
 
Figura 9. Diagrama básico de Optimización 
Los métodos de optimización son muy variados. Comenzando por los métodos clásicos 
donde se usan técnicas como la lineal, la lineal entera mixta, técnicas no lineales, técnicas 
estocásticas y las dinámicas. Otra clase de métodos son los meta-heurísticos dentro de los 
que se encuentran los algoritmos evolutivos y el recocido simulado. Y por ultimo tenemos 
los heurísticos, con métodos como el tabú y la búsqueda aleatoria. Incluso algunos 
investigadores optan por desarrollar sus propios métodos de optimización como se vio en la 
sección anterior [25]. 
Cada tipo de método difiere en cuanto a la forma como se explora el espacio de búsqueda 
de posibles soluciones. Algunos son rigurosos, evaluando todo el espacio y encontrando la 
solución optima y otros métodos son absolutamente aleatorios.  
Para los algoritmos genéticos (AG), por ejemplo, se desarrollo una teoría en base a los 
procesos evolutivos. Modelando el espacio de búsqueda como un espacio hipercubico que 
puede dividirse en hiperplanos que contienen soluciones con algunas características 
comunes. En base a esto se desarrolla la teoría de esquemas, que explica como las técnicas 
evolutivas hacen una exploración metódica al dividir el espacio de búsqueda. Y encuentran 
soluciones que aunque muchas veces no son las óptimas globales son soluciones 
aceptables. [26] 
Estas diferencias determinan el desempeño de los métodos de optimización y la calidad de 
la solución obtenida por cada uno. 
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1.3.2. COMO FUNCIONAN LOS ALGORITMOS GENETICOS 
Los AG son una familia de modelos computacionales inspirados en la evolución. En estos 
algoritmos se codifica una solución potencial para un problema específico sobre una 
estructura de datos parecida a un cromosoma. Sobre esta estructura se aplican operadores 
de recombinación para preservar información crítica. 
El proceso comienza con una población de cromosomas, por lo general aleatoria. A esta se 
le asigna una oportunidad reproductiva a partir de la evaluación de cada estructura, de 
manera que los cromosomas que representen una mejor solución al problema tendrán más 
oportunidades de reproducción.  
En el uso amplio del término. Los AG son modelos basados en población que usan 
operadores de selección y recombinación para generar nuevas muestras en un espacio de 
búsqueda. En general la ejecución de un AG sigue el proceso mostrado en la Figura 10 
donde los individuos son las posibles soluciones que representa cada cromosoma. Los 
pasos del 2 al 5 se repiten hasta alcanzar la convergencia del algoritmo y obtener así una 
solución optimizada. 
 
Figura 10. Proceso de ejecución de un AG 
1.3.2.1. Codificación y Evaluación 
Usualmente hay dos componentes de los AG que son dependientes de la aplicación, la 
codificación del problema y la función de evaluación. 
Los AG tiene uno o varios parámetros de entrada independientes y una función que los 
evalúa y dice que tan buena es una combinación particular de las entradas. Esta función es 
la que se busca maximizar o minimizar. Y el objetivo final es encontrar un juego de 
parámetros que optimice la función de evaluación. 
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La Codificación es la forma en que los parámetros de entrada se representaran en el AG 
para introducirse en lo que se conoce como cromosoma. El cromosoma es representado 
como una cadena. Este posee un rango de valores que define un espacio de búsqueda de la 
solución y cada valor de este representara una posible solución. Ver Figura 11. Algunas 
veces el cromosoma puede representar más combinaciones que las validas para la función 
de evaluación, lo que lleva a un espacio de no evaluación. Resultando en un defecto que 
obtendría la peor evaluación posible. Esta situación deberá ser evitada al máximo 
definiendo una buena estructura para el cromosoma. Debe tenerse en cuenta que el espacio 
de búsqueda debe ser discreto para limitar los posibles valores de la solución. Y por 
consiguiente debe haber seguridad de que la resolución de las variables permita una buena 
resolución en la función de evaluación para poder alcanzar un valor óptimo. 
 
Figura 11. El cromosoma: Codificación de los parámetros de entrada y definición del espacio de 
búsqueda 
Resolver el problema de codificación es usualmente considerado como parte del diseño de 
la función de evaluación y por lo general esta es dada como parte de la descripción del 
problema. La evaluación deberá ser relativamente rápida debido a que el AG trabaja con 
poblaciones. La población es remplazada sobre una base generacional, es decir que la 
población se reproduce y sus hijos deberán ser evaluados. Si una evaluación tarda horas, la 
evaluación de varias generaciones podría tardar años.  
La función evaluación o función objetivo da una medida del desempeño con respecto a un 
juego particular de parámetros. Pero la función directamente responsable de calificar a los 
individuos es la función aptitud que transforma esta medida en una asignación de 
oportunidad reproductiva. De esta forma la función evaluación es independiente de los 
demás individuos de la población, mientras que la aptitud de un individuo es definida de 
forma relativa a la población a la que pertenece el individuo. 
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1.3.2.2. Selección 
La ejecución de un AG puede verse como un proceso de dos estados. Cuando inicia está en 
la población actual. Se aplica la selección a la población actual para crear una población 
intermedia. Sobre esta población se aplican los operadores de recombinación y mutación 
para crear la siguiente población. El proceso de ir de la población actual a la población 
siguiente conforma una generación en la ejecución del AG. El proceso de selección se basa 
en la función de aptitud, definida como: 
ffF ii      (27) 
Donde 
if  es la evaluación asociada a la cadena i  y f  es la evaluación promedio de toda la 
población.  
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Después de calcular (27)para todas las cadenas de la población actual, se hace la selección. 
En los AG canónicos, que son el desarrollado por Jhon Holland (1975) y todas sus 
variaciones, la probabilidad de que una cadena de la población actual sea copiada y 
localizada en la población intermedia es proporcional a su aptitud. 
Hay muchas formas de hacer la selección: 
Selección por Ruleta: Es hacer selección aleatoria o un “muestreo estocástico con 
reemplazo” en el que la probabilidad de que una cadena pase a la población intermedia sea 
proporcional a su aptitud. Generando un número aleatorio. Ver la ecuación (29), donde N
Es el tamaño de la población. 
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Y seleccionando al individuo j  tal que: 
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Selección Proporcional: Asigna un número de copias proporcional a la aptitud del 
individuo, y se calcula con la siguiente expresión: 
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Una variante, que se acerca más a los valores esperados de aptitud es el “muestreo 
estocástico por residuo”, en este proceso si la aptitud es mayor que 1.0, la parte entera 
indicara el número de copias que pasaran directamente a la población intermedia. Luego, 
todas las cadenas podrán pasar copias adicionales con una probabilidad correspondiente a la 
parte decimal de la aptitud. Este último es implementado eficientemente usando un método 
conocido como “Muestreo Universal estocástico”. 
Selección por Torneo: Se seleccionan dos individuos aleatoriamente, y pasa el que tenga 
mayor aptitud. El proceso se repite N veces, este método no asegura que el número de 
copias que pasan de cada individuo sea igual al esperado. 
Selección por Ranking: La selección se realiza con esquema análogo al de ruleta, la 
diferencia está en la asignación de la probabilidad, dada por: 




N
i
i
i
iN
p
1
     (32) 
Luego se selecciona el número aleatorio: 
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Y se elije el individuo j  de la siguiente manera: 
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Como se observa, la selección de este método no tiene nada que ver con la función de 
aptitud, por lo que no guarda ninguna proporcionalidad con el valor de esta. 
1.3.2.3. Evolución 
Después de la selección, cuando la población intermedia esta completa, actúan los 
operadores de recombinación creando la siguiente población a partir de la población 
intermedia. 
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El cruce es aplicado a parejas de cadenas aleatoriamente con una probabilidad 
cp . Al 
seleccionar el par de cadenas estas son recombinadas formando dos nuevas cadenas que son 
insertadas en la siguiente población. Como las cadenas representan una posible solución a 
un problema de optimización, se generaran dos nuevas muestras en el espacio de búsqueda 
por recombinación, esta recombinación se realiza seleccionando aleatoriamente uno o 
varios puntos de corte comunes a ambas cadenas e intercambiando las partes. 
Después de la recombinación, uno puede aplicar operadores de mutación. Cada bit de la 
población, o cada sección de la cadena, mutará con alguna probabilidad muy baja 
mp , el 
valor de esta probabilidad usualmente es menor al 1%. Ver Figura 12. 
 
Figura 12. Operadores Evolutivos. Ejemplo con un parámetro de altura 
Después de que los procesos de selección, recombinación y mutación están completos, la 
siguiente población puede ser evaluada. Un ejemplo del proceso completo puede verse en la 
Figura 13. 
1.4. ESTADO DEL ARTE 
Muchos investigadores han puesto su atención en este campo utilizando diferentes métodos 
que deben ser evaluados respecto a sus resultados y el desempeño según las necesidades. A 
continuación se hace referencia a algunos trabajos de investigación acerca del tema. 
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Figura 13. Proceso evolutivo 
1.4.1. APLICACIONES PARA EVALUACIÓN DE DISEÑOS 
Los siguientes trabajos son investigaciones en el área de simulación de propagación, en los 
que se desarrollan aplicaciones para evaluar el diseño de las redes inalámbricas. 
Yeq Yu-Jie Zheng presenta en 1999 dos trabajos. En [27] desarrollan un sistema de 
predicción para redes inalámbricas yal igual que en [28] utilizan un Algoritmo Genético y 
redes neuronales para la predicción. 
En 2001, Wu presenta [29] en el que se busca planear una red con múltiples APs con un 
número fijo de estos durante la ejecución, se utiliza un algoritmo genético simple y el 
concepto de redes neuronales. Es necesario aclarar que en estos trabajos el algoritmo 
genético no es utilizado para la optimización de la red sino únicamente para obtener las 
pérdidas de propagación a través de diferentes obstáculos, a su vez el concepto de redes 
neuronales es utilizado para corregir el error de predicción presente debido a los efectos de 
la multi-trayectoria. 
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1.4.2. APLICACIONES DE OPTIMIZACIÓN 
Para el problema de optimización de localización en 2000, Huang propuso en [30] un 
modelo con programación lineal entera, el modelo está sujeto a varios parámetros 
predefinidos como restricción, servicio prioritario y el área física, fue aplicado en 
ambientes exteriores e interiores y además de definir una localización para los APs 
determina el canal bajo el cual cada uno prestara servicio, disminuyendo los problemas de 
interferencia.  
En 1999, Rodigues presenta [31] donde trabaja en planeación automática para celdas de  
redes móviles, determinando el número de celdas, la posición optima de estas y reuniendo 
algunos parámetros para los requerimientos del sistema. El proyecto desarrolla lo siguiente: 
un sistema difuso experto que ajusta los parámetros de cada celda y un modulo que 
optimiza la localización de las celdas utilizando un algoritmo genético simple.  
De manera parecida en el 2000, Nagy presenta [32] donde optimizan la localización de una 
estación base para sistemas celulares y redes inalámbricas en ambientes interiores con alta 
densidad de usuarios, es decir centros comerciales, oficinas, estaciones de tren, entre otros. 
Es importante en este trabajo el nivel de detalle con que se estudia la influencia de los 
obstáculos en el desempeño de la cobertura.  
1.4.3. APLICACIONES DE OPTIMIZACIÓN CON ALGORITMOS EVOLUTIVOS 
MODIFICADOS 
Los siguientes trabajos presentan un avance en la representación del espacio de búsqueda y 
en la función de evaluación utilizando algoritmos evolutivos: 
En los trabajos anteriores, al cambiar el número de APs con los que la red fue planeada, es 
necesaria una nueva ejecución de la aplicación. Una de las investigaciones de Maksuriwong 
da una solución a este problema utilizando un algoritmo genético multi-objetivo [33], el 
algoritmo es estudiado en [34], permitiendo obtener un juego de configuraciones con 
diferente número de APs.  
Este método resulta interesante ya que al limitar el número de APs este puede explorar 
fácilmente el espacio de búsqueda sin necesidad de correr varias veces el algoritmo con 
diferente número de APs. Como un detalle importante se tiene la forma en que modelan el 
cromosoma, ya que utilizan una representación binaria para el numero de APs y una 
representación por bloques para la localización de los APs, pero representando como 
espacio de búsqueda solo el área de la edificación, es decir no se representan los APs como 
tal sino su posición en el espacio de búsqueda, de esta manera al modificar el número de 
APs la longitud del cromosoma no cambia, la estructura puede observarse en laFigura 14. 
Los operadores de evolución se ejecutan de forma restringida, ya que son diferentes según 
la representación del cromosoma. 
38 
 
 
Figura 14. Representación del cromosoma para el número y la posición de los APs en la referencia 
[33] 
 
 
Figura 15. Representación del cromosoma para el número y la posición de los APs en la referencia [1] 
En la Figura 15 se muestra la estructura del cromosoma en otra investigación [1]. Esta 
utilizó estrategias evolutivas para la consecución del objetivo, y presenta un avance en 
todas las áreas del proyecto, esto referente al desarrollo de un modelo de propagación para 
ambientes interiores que ellos depuran y utilizan en el simulador utilizado para la 
evaluación de las soluciones. Las estrategias evolutivas son muy cercanas a los algoritmos 
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genéticos, las diferencias relevantes se encuentran: en la estructura del cromosoma, ya que 
este tiene mayor nivel de abstracción. Y en los métodos evolutivos, ya que las estrategias 
evolutivas en principio trabajan con un reemplazo total de la población. 
En general este trabajo resulta una buena referencia para el estudio del tema, ellos aplican 
en la función de evaluación una ponderación de las diferentes características deseadas en la 
red. En la Figura 16se observa una descripción sobre cómo cada “objetivo” se va 
cumpliendo y va perdiendo influencia en la evaluación de aptitud generación tras 
generación. 
 
Figura 16. Consecución de los objetivos durante el progreso de la optimización en [1] 
1.4.4. DESARROLLO DE UN NUEVO MODELO DE OPTIMIZACIÓN 
Un desarrollo de un nuevo algoritmo de optimización global descrito en el articulo [35], 
modela el problema matemáticamente, y hace la búsqueda de soluciones según la pendiente 
de la función, sin llegar a utilizar derivadas explícitamente, algunos problemas surgieron 
debido a la discontinuidad de la función objetivo pero pudieron manejarse obteniendo 
buenos resultados. 
En este mismo artículo hacen referencia a varios trabajos de optimización para redes 
inalámbricas de diferente índole, y llaman la atención en que estas técnicas permiten evitar 
numerosas medidas y otras experiencias físicas exhaustivas.  
En varios trabajos utilizan una discretización del espacio en forma de grilla [36-40], pero 
para obtener buenos resultados el tamaño de la grilla debe ser lo suficientemente pequeña. 
Por las dimensiones del problema varios autores prefieren modelos matemáticos continuos 
evitando restricciones sobre la posición del AP. 
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2. DESARROLLO 
A continuación se presentan los desarrollos hechos divididos en dos partes, la primera está 
dedicada al modelo de dos rayos que se basa en la técnica de imágenes para traza de rayos. 
A partir de este modelo y utilizando una librería de licencia GPL de algoritmos genéticos 
llamada GAOT,  se hizo una evaluación del desempeño del algoritmo genético aplicado al 
problema de interés en MATLAB. 
En la segunda parte se presenta la expansión del modulo de simulación para ambientes 
interiores. Basado en el desarrollo de un algoritmo de traza de rayos con la técnica de 
fuerza bruta para el cálculo de cobertura, el cual soporta diferentes geometrías basadas en 
polígonos. Esta herramienta también fue desarrollada en MATLAB 
2.1. MODELO DE DOS RAYOS 
El modelo de dos rayos es un modelo con dos antenas, una transmisora 
xT  y otra receptora 
xR . Tiene en cuenta dos rayos radiados por xT , uno directo entre las dos antenas y otro 
reflejado por el suelo (Figura 17). Estos rayos generan interferencia constructiva o 
destructiva al hacer la suma vectorial de los campos eléctricos según la fase relativa entre 
ellos. Este modelo resulta adecuado para espacios abiertos en los cuales no se esperan 
muchas reflexiones en el ambiente. 
 
Figura 17. Modelo de dos rayos. Se utiliza el método de la imagen para calcular la longitud del rayo 
reflejado r2 
El modelo se basa en las siguientes suposiciones [14]: 
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a) Utiliza un modelo de tierra plana, esperando que la distancia entre las antenas no sea lo 
suficientemente grande como para tener en cuenta la curvatura de la tierra. 
b) Se asume una superficie reflectora perfecta que no causa pérdidas en la potencia de la señal e 
introduce un cambio de fase de 180 grados. Estas características se representan con un 
coeficiente de reflexión R  igual a  -1. 
c) La altura de las antenas es comparativamente mucho más pequeña que la distancia entre ellas,  
y por lo tanto se espera que la diferencia entre la atenuación de ambas trayectorias sea 
despreciable, lo suficiente para solo tener en cuenta la diferencia de fases, llegando a la 
ecuación(35). Donde RP  es la potencia en xR , TP  es la potencia transmitida por xT ,   la 
longitud de onda, d  la distancia entre las antenas y   es la diferencia de fases por el retardo 
de la señal reflejada. 
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d) A partir de lo anterior, por definición, el ángulo de reflexión del rayo y la diferencia de fases 
son valores pequeños y permiten despreciar varios términos en el desarrollo matemático que se 
ilustra  en las ecuaciones (36) y (37). 
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Donde, al usar las series de Taylor para aproximar la diferencia entre la trayectoria del rayo 
reflejado y el directo [19], se llega a: 
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Y a partir de las ecuaciones (35),(36),(37) y (38) se tiene que: 
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La ecuación (39) permite calcular RP  a partir de la potencia radiada TP  y de un factor que 
tiene en cuenta las pérdidas por dispersión en el espacio, la Apertura efectiva de la antena 
xR , que representa la potencia recolectada, y el desfase entre las dos señales. Este factor es 
calculado a partir de la altura Th  de xT , de la altura Rh  de xR y de la distancia d  entre las 
antenas. 
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2.1.1. DESARROLLO DEL MODELO 
Debido a las suposiciones el modelo no es válido para espacios pequeños, por lo que se 
eliminaron varias aproximaciones matemáticas. 
Las ecuaciones presentadas a continuación permiten deducir la representación matemática 
del modelo. En primer lugar tenemos la ecuación de superposición de los campos eléctricos 
(40) que representa la señal en 
xR como resultado de los dos rayos. 
)(*  jRDTot eEEE    (40) 
Donde 
TotE  es la intensidad total del campo eléctrico en xR  
a partir de la suma de 
intensidades del rayo directo DE  y del rayo reflejado RE  sobre xR . La segunda ecuación es 
la relación entre la potencia y la intensidad del campo eléctrico (41). 
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Y por último la ecuación que representa las pérdidas de espacio libre por dispersión (ver 
ecuación (6)) para un rayo con línea de vista (LoS) y antenas de ganancia 1 (42). 
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Como resultado se llega a la relación de potencias para el modelo de dos rayos (43). 
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  221 dhhr RT      (44) 
  222 dhhr RT     (45) 
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  (46) y 12 rrr   (47) 
Donde 1r  es la longitud de la trayectoria para el rayo directo y 2r  la longitud para el rayo 
reflejado. 
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La ecuación (43) fue verificada con la teoría que se expone en [19], donde además se aclara 
que este modelo solo es válido para antenas de poca altura ya que no tiene en cuenta el 
tiempo de retardo   del rayo reflejado. Si   es grande, en términos del tiempo de símbolo, 
comienzan a presentarse interferencias inter-símbolo al no concordar la información de un 
rayo con la del otro. Para eliminar esta aproximación es necesario tener en cuenta este 
retardo en la señal. Así, a partir de la teoría de [19], y de las ecuaciones (41) y (43) tenemos 
la ecuación (48). 
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 
 (48) 
Los cambios introducidos por la ecuación (48) sobre la ecuación (43) no son apreciables en 
espacios pequeños. Ya que para tener un   significativo se requiere que la diferencia en 
distancia entre las trayectorias sea comparable con la longitud de los símbolos. 
2.1.2. PATRONES DE INTERFERENCIA 
En base a las ecuaciones (43), (44), (45), (46) y (47) se calcularon los patrones de 
interferencia para una antena isotrópica en espacio abierto con una altura de 1m medido 
desde un plano conductor perfecto infinito. A continuación se presentan algunos cortes 
verticales y horizontales. 
En la Figura 18 se tiene el plano vertical donde Z  representa la altura. En el punto 0Z   
se encuentra el plano conductor y en 1Z   con 0X   se encuentra xT . El Patrón es 
simétrico alrededor de la antena.  
En la Figura 19 se muestra el patrón horizontal en un plano de 5m x 5 m que pasa por la 
xT  
cuya posición esta en 2.5X  y 2.5Y  . 
El modelo fue aplicado también para varios transmisores. En la Figura 20 se presenta el 
patrón de interferencia para dos antenas. 
2.1.3. OPTIMIZACION 
El AG utilizado es la herramienta de software libre “The Genetic Algorithm Optimization 
Toolbox (GAOT) in MATLAB” con licencia GNU GPL. Desarrollada por J. Joines de la 
Universidad del estado de Carolina del Norte en 1996. 
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Figura 18. Patrón de Interferencia Vertical sobre un Plano pasa por la antena (La barra de colores 
esta en dB) 
 
Figura 19. Patrón de Interferencia Horizontal sobre un Plano a 1m de altura del suelo 
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Figura 20. Patrón de Interferencia Horizontal de dos transmisores sobre un plano a 1m de altura del 
suelo 
La configuración utilizada para el AG en todas las pruebas de optimización fue la siguiente: 
Función de selección: Aplica una distribución geométrica normalizada para la 
selección de los individuos donde la probabilidad de selección del mejor es del 8%. 
Ver Figura 13. 
Función de cruce: Se utilizo en modo determinístico aplicándolo dos veces en cada 
generación. Para la selección del punto de cruce se aplico una distribución de 
probabilidad uniforme. 
Función de Mutación: Se utilizo en modo determinístico aplicándolo dos veces en 
cada generación. Para la selección del punto de mutación y su variabilidad se aplico 
una distribución de probabilidad no uniforme. Esta opera con una distribución 
gausiana que cambia de forma a través de las generaciones, haciéndose mas 
angosta, el factor de forma aplicado fue de 3. 
La evaluación de la optimización se realizo en dos pasos. El primero tiene el objeto de 
determinar si las soluciones que arroja el AG son óptimas. Y él segundo evaluar la 
estabilidad del sistema de optimización. Ambas pruebas permiten evaluar también la 
correcta definición de la función objetivo. 
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Para el primer paso se tomo un caso canónico en la distribución de las antenas receptoras, 
de manera que se pudiera tener una noción de cuál es el solución optima. 
El caso se simuló en un espacio de 100m x 100m x 100m con los receptores distribuidos en 
cruz. Cada uno a 30 cm del centro en direcciones paralelas a los ejes coordenados. La altura 
de los receptores es de 5m. Y La solución esperada debe ser cercana al punto [50m 50m 
5m]. 
En la Figura 21 se presenta la distribución de las antenas y la solución encontrada por el  
AG con la posición [49.9883m, 45.3961m, 4.9661m]. En la Figura 22 Se presenta la curva 
de convergencia de la simulación a través de las generaciones. Las simulaciones mostraron 
que la solución encontrada era mejor que la esperada. 
 
Figura 21. Caso canónico de simulación con los receptores distribuidos en cruz y la solución 
arrojada por AG 
En el segundo paso la estabilidad del sistema se evaluó con 2000 simulaciones. Se 
distribuyeron 10 receptores de forma aleatoria en un espacio de 100m x 100m x 100m. 
Cada optimización corrió 30 Generaciones de 15 individuos. Y busco la posición óptima 
para dos antenas transmisoras. Los resultados se muestran en las Figura 23 y Figura 24.  
En la Figura 24 se muestra la variable optimizada que es la ganancia mínima 
minG del grupo 
de antenas la cual es estable y alcanza siempre un valor cercano a los 74.5 dB. ( )delta G es 
la diferencia entre 
maxG  y minG y promG  es la ganancia promedio del grupo. 
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Figura 22. Curva de convergencia del caso canónico de evaluación, en azul el valor promedio de 
cada población, y en rojo el mejor individuo de cada población. 
 
Figura 23. Configuración espacial de la prueba de estabilidad con la mejor solución. Los receptores 
son 10 (asteriscos), los transmisores son el círculo y el rombo 
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Figura 24. Comparación de resultados para las 2000 optimizaciones. En rojo la variable optimizada. 
2.2. TRAZA DE RAYOS 
En esta sección se presenta el desarrollo de un programa de simulación de espacios 
interiores basado en teoría de rayos. La técnica utilizada es la de “fuerza bruta” para el 
cálculo de cobertura. Se presentan las estructuras de información aplicadas, los diagramas 
de flujo más relevantes, los métodos de cálculo de trayectoria, y el cálculo de campos a 
partir de la traza. 
2.2.1. ESTRUCTURA DE INFORMACIÓN 
Como las estructuras de información deben ser organizadas y concebidas según la 
aplicación a la que se están adaptando, es importante determinar la información que debe 
ser almacenada durante el trazo de las trayectorias. La estructura debe facilitar la 
depuración, observación y el procesamiento de la información.  A continuación se presenta 
la estructura de una traza y se generaliza la información que debe constituir cada uno de los 
rayos que la conforman. 
Cada una de las trazas que se procesan es definida por un punto de origen y la dirección de 
propagación del rayo que sale del objeto radiante. El cálculo de dicha traza consiste 
principalmente en hallar los puntos de intersección del rayo con los obstáculos presentes en 
el espacio de simulación. Estos puntos de intersección, la disposición espacial del 
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obstáculo, las características electromagnéticas de este y la dirección en la que se propaga 
el rayo incidente definen las condiciones que regirán la propagación tanto del rayo reflejado 
como la del transmitido. 
Este hecho define algo importante en la forma de organizar la información. Un rayo que 
incide sobre un objeto divide su energía en la señal que es reflejada y la que es transmitida. 
Y este proceso se repetirá sobre las dos nuevas ondas en el momento en que se encuentren 
con algún obstáculo. Esta relación se puede observar en la Figura 25. Organizar los datos 
de esta forma, acelera y facilita el acceso a la información necesaria para el procesamiento 
de los rayos y permite rastrear las trayectorias siguiendo todo su recorrido [41]. 
 
Figura 25. Diagrama Árbol para la organización de los rayos que conforman diferentes trayectorias 
a partir del punto de incidencia del Rayo Directo (RD) común. 
En la Figura 25 se observa la organización de los rayos que son generados a partir de un 
solo rayo directo RD, estos rayos son clasificados por niveles. El nivel cero referencia rayos 
que provienen directamente del origen, en el nivel uno aparecen los rayos que se producen 
por la incidencia In de RD sobre alguna superficie, así RR es el rayo reflejado y RT es el rayo 
transmitido, In representa el punto de incidencia de cada uno de los rayos, donde n tiene un 
valor que cambia entre 1 y 31 para un árbol de 4 Niveles completo, el subíndice n 
diferencia los puntos de intersección.  
Por lo general y dependiendo de los materiales que definen las características de las 
fronteras los rayos van perdiendo energía a medida que interaccionan con diferentes 
medios. Lo que hace a los rayos del cuarto nivel los menos energéticos. El número de 
niveles es definido previamente a la simulación y es determinado buscando un equilibrio 
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entre el tiempo de simulación y la precisión deseada. Una simulación de precisión 
moderada tiene en consideración, generalmente,  hasta los rayos de nivel cuatro.  
En las fronteras que separan el espacio exterior del espacio de simulación no es necesario el 
cálculo y el almacenamiento de los rayos transmitidos así como en otro tipo de fronteras no 
es necesario calcular de la reflexión. En consecuencia no siempre se tendrán árboles 
completos, y un árbol de 4 niveles tendrá como máximo 31 rayos. 
Se define un rayo como una trayectoria recta dentro en un medio especifico que posee una 
determinada cantidad de energía partiendo de un punto de origen  hasta un punto de 
incidencia sobre algún obstáculo, la energía de este rayo está determinada por la energía 
inicial, la frecuencia y la longitud de la trayectoria. Las características físicas de la 
incidencia solo son útiles para el cálculo de los coeficientes de reflexión, transmisión y las 
direcciones de propagación, por lo que una vez hecho el cálculo esta información puede ser 
desechada. 
Ya que la simulación transcurre en un espacio tridimensional, también es importante 
resaltar que la polarización de los campos para cada rayo es diferente, sobre todo cuando 
estos se propagan sobre un plano que no es perpendicular a la polarización original del 
elemento radiante. Cuando estos rayos interactúan con las fronteras en incidencias oblicuas 
la polarización de los rayos generados no es igual a la del rayo incidente. 
La polarización resulta imprescindible a la hora de hallar los campos totales en un 
determinado punto, pues la suma de los campos de diferentes rayos es una suma vectorial. 
Por esta razón la polarización del rayo es una característica que debe ser calculada y 
almacenada para cálculos de energía en cualquier punto. Hay mucha información que 
puede ser condensada en esta variable, el campo de datos que define la polarización es un 
vector de tres dimensiones y con él se puede almacenar la energía o campo eléctrico que 
caracteriza al rayo, además de esto también pueden procesarse los coeficientes de reflexión 
y transmisión, por lo que básicamente se tendría el campo eléctrico del origen con una 
disposición espacial (polarización) y los cambios en la magnitud debido a los cambios de 
material. 
Las perdidas por trayectoria deben ser calculadas para los puntos de interés sobre cada 
rayo, y como esta depende de la trayectoria total del rayo desde el punto de origen sobre el 
elemento radiante, debe almacenarse también la longitud del camino óptico (LCO) hasta el 
punto de incidencia donde se origina cada uno de estos rayos. Esta longitud será 
completada según la distancia que se recorra hasta el punto de interés y el medio en el  que 
esto sucede.  
En la Figura 26 se expone la estructura de información utilizada. En esta aparecen algunos 
atributos que se explican a continuación. 
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+set()
+get()
+display() : char
+Efield() : double
+Efield2() : double
+ID : int
+ID Padre : int
+ID Hijos : int
+Tipo : char
+Polarizacion : double
+mo : int
+Origen : double
+Direccion : double
+Destino : double
+medio : double
+LCO : double
+nivel : int
+FT : bool
Rayo
 
Figura 26. Estructura de la clase que define el Rayo, se muestran los atributos que conforman la 
información, y los métodos con los que esta es procesada. 
Tipo: marca el rayo como directo, reflejado o transmitido. 
Mo: define el identificador del muro sobre el que se originan los rayos y aparece 
solo en niveles superiores al cero. 
Destino: es el punto de intersección del rayo con el obstáculo y es utilizado como 
límite para el cálculo de los campos. 
FT: es utilizado para reconocer cuando un rayo es fin de trayectoria. 
Los Rayos que conforman cada Árbol son almacenados en un arreglo unidimensional 
donde el índice es el mismo ID del rayo, lo cual facilita la búsqueda; la estructura del árbol 
se forma de manera virtual al mantener las relaciones entre los rayos mediante los atributos 
de Padre e Hijos.  
Los métodos  set(), get() y display() son usados, respectivamente, para cambiar, leer y 
desplegar la información del rayo, mientras que los métodos Efield y Efield2 son los 
encargados de calcular el campo eléctrico en el punto de interés, la diferencia entre estos 
dos métodos es que el primero es utilizado cuando los rayos solo tienen un punto de 
intersección con el plano sobre el cual se calculara el campo, mientras que el segundo 
calcula el campo eléctrico para rayos que se propagan sobre el plano o, dicho de otra forma, 
rayos que son contenidos por el plano. 
2.2.2. DIAGRAMA DE FLUJO 
Ya con la estructura de datos definida  se organiza el flujo del programa de la siguiente 
forma. Ver Figura 27 
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Inicio
Carga y Procesamiento del Plano
Inicializacion de los Rayos
Traza de Rayos
Grafica y verificacion de trayectorias
Calculo del Campo Electrico
Fin
 
Figura 27. Diagrama de Flujo General 
a) Plano. El Plano define el ambiente de simulación, esta información está conformada 
por los vértices que conforman el espacio y los segmentos que representan interfaces 
entre medios, representando así los muros y columnas. También se define la posición 
de los planos de suelo y techo y las tablas que determina las características de los 
materiales, específicamente el dato que se almacena es el índice de refracción de cada 
muro y/o material que conforma el espacio. 
b) Inicialización de los Rayos. Se definen las direcciones y la densidad de rayos que serán 
procesados, determinando un origen y los ángulos, a partir de este, que definen el 
rango de direcciones de propagación.  También es necesario definir las características 
de la señal como la intensidad de campo eléctrico en el origen, su polarización, la 
frecuencia de trabajo y el medio de propagación. A partir de estos datos se calculara la 
polarización de cada uno de los rayos lanzados y se creara una instancia de cada uno. 
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c) Traza de Rayos. Cada uno de los rayos es procesado determinando sus diferentes 
trayectorias, y almacenado la información de cada uno de los rayos pertenecientes al 
correspondiente árbol. 
d) Grafica de Trayectorias. Son graficados sobre el plano cada uno de los rayos 
calculados para verificar que el proceso haya transcurrido exitosamente. 
e) Registro de muros. Se procesan los arboles con el objeto de crear una tabla de 
indexación para las relaciones de muros existentes, esto ayudara a realizar de manera 
rápida y correcta el cálculo de campos. 
f) Calculo del campo E. Es definido un plano sobre el cual se calcularan los campos de 
los rayos y la resolución con que la información será almacenada, y luego estos son 
procesados. 
2.2.3. EL ESPACIO DE SIMULACIÓN 
El Espacio de Simulación viene definido por un archivo de tipo .poly que está construido 
con el formato PSLG (Planar Straight Line Graph), este es un archivo de texto plano que 
contiene información organizada por Vértices, Segmentos y agujeros, la información se 
almacena de la siguiente forma: 
Primera Línea:   <Número de vértices><Dimensión (debe ser 2)><Número de 
atributos><Número de marcadores de Frontera (0 o 1)> 
Líneas siguientes:   <ID del Vértice><x><y>  [atributos] [marcador de frontera] 
Una Línea: <Número de segmentos><Número de marcadores de Frontera (0 o 1)> 
Líneas siguientes: <ID del segmento><Vértice><Vértice>  [marcador de Frontera] 
Una Línea: <Número de agujeros> 
Líneas siguientes: <ID del agujero><x><y> 
Este archivo es procesado utilizando un software libre del proyecto “Triangle” realizado 
para el proyecto “Quake” por el profesor J. R. Shewchuk de la División de la Ciencia de la 
computación de la Universidad de California en Berkeley [42]. Este software se encuentra 
disponible en línea y es fácilmente compilable. Está escrito en lenguaje de C++ y viene con 
soporte para librerías tanto de Linux como de Windows. En este caso el programa se 
compilo para Windows y requirió de algunas modificaciones para el reconocimiento de 
algunas variables y librerías. 
El programa Triangle hace triangulaciones Delaunay [43] sobre planos en formato PSLG. 
Retorna varios archivos que definen las particiones del espacio (los triángulos) junto con 
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unas tablas de relaciones que indexan los triángulos según sus vecinos. Debido a la 
cantidad de rayos y de triángulos la indexación acelera el procesamiento de las trazas. 
El software tiene  la capacidad de reconocer cuando hay fronteras internas presentes. Se 
puede tener o no en cuenta la transmisión de ondas definiendo si esas fronteras internas son 
huecos o no en el plano. Cuando los espacios definidos por fronteras internas tienen un 
agujero ubicado dentro de ellas el programa de triangulación borra los triángulos definidos 
dentro de estos objetos. La traza de rayos solo opera dentro de los triángulos, así que si los 
triángulos dentro de alguna columna o cualquier obstáculo interno son borrados, no será 
posible calcular rayos de transmisión a través de dicho obstáculo. 
El formato de la información producida por el programa de triangulación se presenta en los 
archivos de texto plano con las terminaciones .1.ele y .1.neigh, para el primero la 
información viene almacenada de la siguiente forma: 
Primera Línea: <Número de triángulos><nodos por triangulo><Número de atributos> 
Líneas restantes: <ID del triangulo><nodo><nodo><nodo> ... [Atributos] 
Los nodos vienen almacenados en sentido contrario a las manecillas del reloj, por lo que 
son invertidos en el proceso de lectura, pues el programa opera con nodos organizados en 
sentido contrario. 
Para el segundo archivo la información se organiza de la siguiente forma: 
Primera Línea: <Número de triángulos ><Numero de vecinos por triangulo (siempre 3)> 
Líneas restantes: <ID del triangulo><vecino><vecino><vecino> 
Los vecinos son los ID de los triángulos almacenados en la posición del vértice contrario al 
lado que comparten los dos triángulos. 
Un ejemplo grafico del resultado de la triangulación puede verse en la Figura 28. 
2.2.4. TRAZA DE RAYOS 
Una de las formas más eficientes de representar rayos y muros, tanto por la cantidad de 
información que se almacena como por la facilidad con la que se desarrollan las 
operaciones, es el formato vectorial. El fundamento de este proceso está centrado en definir 
el rayo como un vector a partir de su origen 
0P  y la dirección de propagación iS  que 
permiten calcular cualquier punto sobre la trayectoria a partir de una variable de control α, 
como se muestra en la ecuación (49). 
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Figura 28. Resultado del proceso de triangulación, el plano PSLG a la izquierda y a la derecha el 
plano con los triángulos de Delaunay sobre los cuales se procesaran las trazas. 
0 iP P S      (49) 
La triangulación del espacio evita tener que procesar el rayo con todos los muros existentes. 
En lugar de esto se procesa solamente con los vértices del triangulo por el cual se está 
propagando el rayo. Esta posición se representa por  la variable TOR que almacena el ID 
del triangulo donde se encuentra el origen y posteriormente el ID de los triángulos por 
donde transita el rayo. 
A partir de esto se define como variable de control un vector de incidencia llamado “io” 
que almacena los vértices y el ID del triangulo actual con la información organizada de la 
siguiente forma. 
1 2 3[ ]io v v v TOR   (50) 
Donde 
1v  
y 
2v  definen el lado del triangulo por el cual el rayo saldrá a otro triangulo. 3v  
es 
el vértice opuesto y TOR es el ID del triangulo. 
Computacionalmente la ubicación espacial del rayo respecto a los vértices se basa en el 
producto cruz, y en casos especiales el producto punto. En la Figura 29 se puede observar el 
principio de la operación. Algunas referencias hacia esta técnica pueden encontrarse en 
[44]. 
Estas operaciones se realizan en dos dimensiones asegurando que los vectores se 
encuentran sobre el mismo plano. Así definiendo vectores desde Po hasta los vértices y 
haciendo la cantidad de operaciones necesarias el producto cruz [0 0 ]i nS V C   puede 
definir según el valor de C si el vértice se encuentra a la derecha o a la izquierda según el 
signo del resultado como se puede ver en la Figura 29.  
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Figura 29. Operaciones vectoriales que permiten la ubicación espacial 
El caso especial ocurre cuando el vector de propagación se encuentra alineado con uno de 
los vértices en cuyo caso C es igual a 0. Este valor define que entre ambos vectores hay un 
ángulo de 0° o 180°. Para definir cuál de los valores es el correcto se aplica un producto 
punto sobre los vectores, el cual dará positivo si apuntan en la misma dirección y negativo 
si están dispuestos en direcciones contrarias. 
Este proceso es largo solo cuando se ubica el punto de origen dentro del triangulo, en los 
triángulos siguientes, ya que el rayo está atravesando uno de los lados, se realiza la 
operación solo con uno de los vértices, el opuesto al lado de entrada. 
Luego de inicializar el vector “io” (50) y de cargar toda la información necesaria del rayo 
que se está procesando,  se debe determinar el punto de intersección del rayo entre los dos 
vértices
1v y 2v . En la ecuación (51) se define la dirección de propagación del rayo a partir 
de
1P  que es el punto de intersección con el muro. En la ecuación (52) se representa el 
vector que determina la dirección del muro, siendo entonces una relación entre los dos 
vértices que lo conforman. La ecuación (53) representa el rayo y es análoga a la ecuación 
(49), con una diferencia en la magnitud de los vectores de dirección y por consiguiente en 
la magnitud de α cuando la ecuación se evalúa  para un mismo punto. 
La ecuación (54) representa el muro y es importante recalcar que el vector de dirección (52)
está definido por los vértices que lo limitan, y cualquier punto que se encuentre sobre este 
se caracterizara por una constante que cumpla la relación 1 0  . 
La ecuación (55) relaciona los vectores de dirección de (49) y (53) por medio del concepto 
de la pendiente la cual se relaciona en la ecuación (56) con el muro (54) teniendo en cuenta 
que el punto de intersección
1P , que es desconocido, pertenece a ambas rectas. Se llega a la 
ecuación (58) a través de (57). Al definir el coeficiente β se puede calcular el punto de 
intersección a través de (54). 
57 
 
Computacionalmente y en términos de precisión es incorrecto calcular las dimensiones x y
y del punto de intersección con la ecuación (53), ya que la resolución numérica del equipo 
que este procesando la información puede hacer que el punto quede antes o después del 
muro lo que puede degenera en errores cuando los puntos de intersección son muy cercanos 
a los vértices. El resultado de este cálculo son las coordenadas de 
1P  
bidimensionales ya 
que los dos vértices del muro son definidos solo en dos dimensiones, la tercera dimensión 
debe ser calculada a partir de (53). 
1 0u P P       (51) 
2 1w v v       (52) 
0P P u       (53) 
1v v w       (54) 
1 0
1 0
y y y iy
x x x ix
P P u S
m
P P u S

  

   (55) 
1 0 0 1 0
1 0 0 1 0
y y y y y y y
x x x x x x x
P P v P v w P
P P v P v w P


   
 
   
  (56) 
1 0
1 0
iy y y y
ix x x x
S v w P
S v w P


 

 
    (57) 
0 1 1 0( ) ( )
( )
y y ix x x iy
ix y iy x
P v S v P S
S w S w

  


  (58) 
Debido a que el cálculo de las trazas está limitado por el nivel de los rayos de interés, es 
importante no procesar un rayo más allá de lo necesario. Por esto antes de determinar si la 
intersección calculada ocurre en un muro real o solo es un muro fantasma entre dos 
triángulos, se procesan las intersecciones con el techo y el suelo. Dependiendo de la 
inclinación del rayo estas intersecciones pueden ser suficientes como para terminar el 
procesamiento de la trayectoria antes de que el rayo llegue a un muro. 
Este cálculo opera con una simple comparación de alturas, si las alturas sobrepasan el techo 
o el suelo hay intersección. Se calcula el punto y se corrige la trayectoria del rayo 
modificando la dirección de propagación y corrigiendo el punto de intersección con el 
muro. Este proceso es progresivo y termina cuando el punto de intersección con el muro se 
encuentra dentro del espacio de simulación. 
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En este punto ya no existen más intersecciones dentro del triangulo por lo que se procede a 
hacer los cálculos para la intersección con la frontera de este. En primera lugar se define si 
dicha fronteras es un muro real o es una frontera fantasma entre dos triángulos. Si el muro 
es real se debe procesar una reflexión. Si no lo es el rayo pasara intacto por la frontera. 
El siguiente paso es verificar si la frontera es compartida con otro triangulo. Si es 
compartida debe procesarse la transmisión de la onda. Entonces, si el muro es real habrá un 
cambio de medio y por consiguiente un cambio de dirección en la propagación del rayo. Si 
no es real el rayo será el mismo pero pasara a ser procesado en otro triangulo cambiando y 
procesando el vector “io”. Si la frontera no es compartida y el muro es real solo se procesa 
la reflexión. Y si no es real simplemente el rayo es marcado como final de la trayectoria 
pues en este punto el rayo sale del espacio de simulación. 
Todo este proceso es repetido hasta terminar de procesar todos los rayos del árbol, y cuando 
el árbol es finalizado se pasa a procesar el siguiente rayo directo. 
Abajo pueden observarse los resultados de dos simulación con baja densidad de rayos 
(aproximadamente unos 90 rayos). 
En la Figura 30 puede observarse uno de los fenómenos de la reflexión más conocidos. El 
índice de refracción de las columnas es de 5, valor bastante alto respecto del aire, esto causa 
que los rayos que penetran dentro de las columnas no puedan salir fácilmente, pues el 
ángulo de incidencia debe ser menor al ángulo critico, que es definido por la relación entre 
el índice de refracción de los dos medios y para este caso es de aproximadamente 11.5°. 
Esto causa que la gran mayoría de rayos (los que superan el ángulo crítico) tengan una 
reflexión Total dentro de las columnas. Nótese en (b) que solo algunos rayos logran salir de 
la columna derecha por una de las esquinas más agudas. 
 
Figura 30. Trazas de rayos. En (a) se tiene un barrido de baja resolución sobre una semiesfera, con 
centro en [0 0 0] (al nivel del suelo), en (b) se presenta un barrido de rayos que inciden sobre uno de 
los muros de la columna derecha. 
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En la Figura 31 se presenta una vista en 3D del espacio de simulación y en la Figura 32 una 
de las trazas de la Figura 30 también en tres dimensiones. 
 
Figura 31. Mapa 3D del espacio de simulación 
 
 
Figura 32. Grafica 3D de la Traza de rayos de baja resolución presentada en la Figura 30a 
 
60 
 
Inicio
Rayo Directo (O,D)
Inocialización del "io"
Calculo de la Intersección
Intersecciones techo-suelo
Frontera Real?
Nivel > Max_Nivel
Crear Rayo Reflejado
Triangulo Vecino?
Crear Rayo ReflejadoCalculo del nuevo "io"
Triangulo Vecino?
Actualizacion Ultimo Rayo
Carga del Siguiente Rayo
Marcar FT
Si
Si
Si
Si
No
No
No No
Fin del Arbol
Crear Rayo Transmitido
 
Figura 33. Diagrama de Flujo del proceso de Trazado 
2.2.5. INCIDENCIA OBLICUA 
Esta parte está dedicada a mostrar como es el proceso de cálculo para la determinación de 
los rayos reflejados y transmitidos. La forma más general para la teoría de Óptica 
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Geométrica sin aplicar aun la teoría uniforme de la Difracción (UTD), es la incidencia 
Oblicua sobre una superficie, en este caso plana. 
Cuando un rayo incide sobre una superficie, el comportamiento de este es en gran parte 
determinado por el ángulo que forman el vector normal a la superficie, y el vector de 
propagación de la onda, estos dos vectores conforman lo que es conocido como el plano de 
incidencia, el plano de incidencia es importante porque la energía permanece sobre este, es 
decir que tanto el rayo reflejado como el rayo transmitido se propagaran sobre este plano, 
ver Figura 7. Los materiales y el ángulo de incidencia servirán para procesar a partir de la 
ley de Snell y las ecuaciones de Fresnel las direcciones de propagación y la distribución de 
la energía entre la reflexión y transmisión. 
2.2.5.1. Propagación y la Ley de Snell 
Para el cálculo de los vectores de propagación es conveniente trabajar con todos los 
vectores normalizados. Así, haciendo un producto punto entre 
iS  
y n  se obtendrá la 
altura del vector con respecto a la superficie de la frontera (59), a partir de esta y teniendo 
en cuenta que θr debe ser igual a θi se puede obtener fácilmente el vector de propagación 
del rayo reflejado 
rS  
(60), ver Figura 34. 
( )id S n       (59) 
2r iS dn S      (60) 
arccos( )i d     (61) 
 
Figura 34. Calculo del vector de propagación de la onda reflejada Sr 
Para el cálculo del vector de propagación de la onda transmitida es necesario conocer el 
ángulo de transmisión, que se calcula a través de la ley de Snell (62) utilizando el ángulo de 
incidencia calculado mediante (61), las constantes ni y nt son respectivamente el índice de 
refracción del medio en el que se encuentra la onda incidente y el medio para la onda 
transmitida. A partir de ángulo de transmisión, se calculan vectores normalizados sobre la 
normal de la superficie y en la intersección entre la superficie y el plano de incidencia, 
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luego utilizando el seno y el coseno del ángulo se proyectarían las componentes sobre estos 
vectores a partir de los cuales se armaría el vector de propagación como se ve en (63), (64) 
y (65), ver Figura 35. 
arcsin( sin( ))it i
t
n
n
     (62) 
cos( )ad n t     (63) 
sin( ) i
i
dn S
op t
dn S




   (64) 
tS ad op      (65) 
 
Figura 35. Calculo del vector de propagación de la onda transmitida. 
2.2.5.2. Polarización y las ecuaciones de Fresnel 
Por otro lado está el cálculo de los coeficientes de transmisión y reflexión, las ecuaciones 
de Fresnel se calculan por separado para cada una de las polarizaciones de la señal, es decir 
los coeficientes son diferentes para polarizaciones paralelas y perpendiculares, siendo estas 
polarizaciones relativas al plano de incidencia, por ejemplo la polarización perpendicular es 
una polarización paralela a la superficie de la frontera.  
Los coeficientes de las ecuaciones de Fresnel (13), (14), (15) y (16) operan con los 
componentes de polarización de las ondas respecto del plano de incidencia, se debe 
descomponer el vector de polarización del rayo incidente y formar las componentes de los 
rayos reflejado y transmitido. 
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     (67) 
Aplicando las ecuaciones (66) y (67) a un vector de propagación S contra un vector normal 
a la superficie n , se hallan dos vectores el perpendicular P  y el paralelo P  
ambos 
normalizados, aplicando esto a los vectores de propagación de los rayos incidente, reflejado 
y transmitido, se obtiene  los ejes sobre los que estarán dispuestas las componentes del 
campo. De esta forma, a partir del vector de campo o polarización de la señal incidente y su 
descomposición mediante el producto punto, se puede operar para relacionar los campos 
entre las diferentes ondas. 
i i iE E P       (68) 
i i iE E P       (69) 
( )r i rE R E P       (70) 
( )r i rE R E P       (71) 
( )t i tE T E P       (72) 
( )t i tE T E P       (73) 
Las ecuaciones (68) y (69) resultan los valores escalares de proyectar el vector de campo 
incidente sobre los vectores de polarización perpendicular y paralela, las ecuaciones (70), 
(71), (72) y (73) tiene como resultados los vectores de campo eléctrico descompuestos en 
las componentes del plano incidente, guardar el campo descompuesto no es muy útil ya que 
los vectores cambian en cada punto de incidencia, así que se debe calcular el vector de 
campo total de cada rayo y almacenarlo en la estructura de datos. 
2.2.6. PERDIDAS DE PROPAGACIÓN 
Se toman en consideración dos ecuaciones para el cálculo de las pérdidas de propagación, 
la ecuación de Green (74)[45] y la ecuación de Friss (75), en estas el campo 
0E  es el campo 
en el punto de origen y  la longitud de la trayectoria. Cuando un rayo a lo largo de su 
trayecto cambia varias veces de medio, las pérdidas de trayectoria se ven afectadas ya que 
64 
 
hay un cambio en la longitud de onda de la señal y por consiguiente en la constante de fase. 
En la óptica geométrica, se usa un término que simplifica esta clase de cálculos y es la 
Longitud del camino óptico o LCO que se presenta en la ecuación (76)[15] donde ni y il  
representan respectivamente el índice de refracción y la longitud física en el medio i. El 
termino l  representa la longitud eléctrica LE, y esta puede escribirse de una forma más 
cómoda al usar la LCO como se muestra en la ecuación (77), notación que resulta ventajosa 
en la presencia de varios medios. 
( )
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i iLCO n l     (76) 
0 0LE l nl LCO       (77) 
Para el caso de este software, la forma en que se calculan las pérdidas de trayectoria vienen 
determinas por las construcción de cada una de ellas, como cada trayectoria tiene máximo 5 
rayos de diferente nivel, el cálculo del campo para cada uno de estos dependerá de la 
trayectoria del anterior, o el padre según la notación de la estructura de datos, de esta forma 
el cálculo de la LCO puede verse en la ecuación (78), donde n es el índice del medio en el 
que se propaga el rayo y l es la variable libre que permite calcular el campo en cualquiera 
de los puntos de la trayectoria del rayo actual. Entonces cada rayo almacena en una variable 
la LCO de su padre, ya que tiene la capacidad de calcular la propia a partir de la 
información almacenada. 
padreLCO LCO nl     (78) 
2.2.7. CALCULO DE LAS INTENSIDADES DE CAMPO 
El cálculo de las intensidades de campo total es la suma de los campos en todo el espacio 
de las diferentes ondas. Estas ondas causan interferencia ya sea constructiva o destructiva 
en los diferentes puntos. Por lo tanto para lograr el cálculo de manera adecuada hay que 
tener algunos cuidados, en especial para distinguir los frentes de onda.  
Debido a que la técnica que se usa para simula la propagación es independiente del mallado 
o de la resolución utilizada para almacenar los cálculos de campo, se tienen algunos 
problemas a la hora de ponderar los valores en todos los puntos del espacio. 
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Se puede pensar que el cálculo de los campos consiste solo en calcular el campo de cada 
uno de los rayos en toda su trayectoria y sumarlos con los campos que ya se encuentran allí. 
Este razonamiento tiene un problema, y ocurre cuando los rayos no interfieren entre sí, si 
no que pertenecen a un mismo frente de onda y se cruzan por la resolución del mallado. 
En el caso de la Figura 36 tenemos un foco que está lanzando rayos hacia la parte superior 
de la gráfica. Si se sumaran cada uno de los campo de los rayos que pasan por cada cuadro 
tendríamos el fenómeno que se observa a la derecha de la imagen, es decir que cerca al 
origen los campos estarían multiplicados por un factor de 7. 
 
Figura 36. Traza de rayos sobre una malla cuadrada 
 Se debe tener en cuenta que cada uno de estos rayos representa una densidad de potencia 
en un punto del espacio a determinada distancia del origen. Y que esta densidad de potencia 
debe conservarse sobre todos los puntos que se encuentren a la misma distancia. Por lo 
tanto es un error sumar rayos que pertenecen al mismo frente de onda. 
Una forma de solucionar esto es almacenar los valores de todos los rayos sin hacer ninguna 
suma en ningún punto. Esto quiere decir que debemos discriminar los rayos según el punto 
de origen que tienen o lo que es igual por su frente de onda. Así, el orden correcto para 
hacer el cálculo del campo es obtener el de los rayos que pertenecen a cada frente de onda 
(sin suma) por separado y sumar los resultados.  
Como cada nivel en un árbol se encuentra separado por algún punto de intersección, no 
pueden mezclase los cálculos de diferentes niveles así estos tengan el mismo origen (algún 
muro), ya que seguramente tienen trayectorias diferentes y aunque sean producto de la 
incidencia sobre la misma superficie conformaran frentes de onda diferentes. 
Para dejar más claro esto se presenta un ejemplo a partir de algunas simulaciones. 
En la Figura 37, se presenta intensidad de campo de los rayos de nivel cero, los cuales 
provienen de un mismo punto y conforman un mismo frente de onda. El origen está 
ubicado en el punto [0 0 0]. Se guardo un margen de un metro para evitar cálculos en 
espacio del campo cercano, ya que las ecuaciones no son validas en cercanía al punto 
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caustico. Se presentan también los resultados de calcular los campos de las propagaciones 
con diferentes frentes de onda del nivel 1, que tienen como origen cada uno de los muros en 
los cuales hubo incidencia de los rayos directos. Algunas de estas ondas pueden verse en la 
Figura 38 y en la Figura 39. 
 
Figura 37. Calculo de campos, esta grafica presenta en (a) el plano del espacio de simulación, y en 
(b) el campo eléctrico de los rayos directos. 
 
 
Figura 38. Frente de onda de rayos de nivel 1, en (a) se presentan la primera reflexión sobre el muro 
inferior derecho, en (b) se presenta la primera reflexión y transmisión sobre la columna derecha. 
En la Figura 40 puede observarse dos imágenes, a la izquierda se encuentra la traza de 
rayos completa de nivel 1 y a la derecha el campo eléctrico total, resultado de la suma de 
las ondas con diferentes frentes.  
67 
 
 
Figura 39. Otros frentes de onda de nivel uno. 
 
Figura 40. Comparación entre la traza de rayos de nivel 1 y el campo total del nivel 1 
Los frentes de onda de los niveles más altos deben tener en común todas las superficies de 
reflexión a lo largo de toda su trayectoria, un ejemplo de esto puede verse en la Figura 41, 
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en la cual se presentan en verde dos zonas en las cuales hay propagación de rayos de nivel 
cuatro y que posee cada una un frente de onda diferente.  
 
Figura 41. Trayectorias origen de propagaciones con diferentes frentes de onda para algunos rayos 
de nivel cuatro 
Para esta simulación, los frente de onda del primer nivel fueron 7, para el segundo nivel 36, 
para el tercero 99 y para el cuarto 195, cada uno se proceso de forma separada y se fueron 
sumando a la matriz general una vez terminados. El campo total se presenta en la Figura 42, 
la cual representa el patrón de interferencia causado por las diferencias de fase de entre los 
rayos con direcciones de propagación cruzadas, también se observa que, como es de 
esperar, el campo de los rayos directos es predominante. 
2.2.8. VALIDACION CON SuperNEC 
El objetivo de esta comparación es validar el comportamiento del programa de traza de 
rayos con un programa comercial. Esto permite comparar la curva de pérdidas de 
propagación y evaluar la calidad de las fronteras absorbentes. Además, utilizando un 
obstáculo plano de un material dieléctrico y de tamaño finito se evalúa la distribución de 
los campos a través y alrededor del obstáculo. 
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Figura 42. Campo Total 
Esta comparación no podrá hacerse en cercanía al punto caustico (el origen) ya que el 
programa de traza de rayos no tiene un método alternativo que le permita evitar la 
indeterminación de los modelos de perdidas en este punto. Por lo tanto la comparación 
estará limitada al espacio de campo lejano del elemento radiante, cuya frontera, debido al 
tamaño de la antena, se determina a partir de la longitud de onda [18], siendo esta de 
aproximadamente diez veces lambda. La frecuencia de simulación es de 5GHz. 
La geometría mostrada en la Figura 43 muestra el espacio de simulación que fue montado 
en el programa desarrollado y en el simulador SuperNEC para la validación. En el espacio 
se ubica un muro dieléctrico de 20 mm como obstáculo para la señal. Este grosor se escogió 
teniendo en cuenta que SuperNEC no soporta obstáculos de un grosor mayor a lambda/2. 
El origen de la señal es el punto [0 -6 0]. Todas las fronteras que rodean el espacio de 
simulación son absorbentes. La altura del muro es de 4 m con el centro ubicado en Z=0. A 
esta altura se calcularon y graficaron los campos que se muestran a continuación. En la 
Figura 44 se muestra el resultado de la simulación en SuperNEC utilizando como fuente un 
dipolo. En la Figura 45 se muestra el resultado de la simulación con el código desarrollado 
utilizando una antena isotrópica. Estas dos antenas distribuyen la energía de forma similar 
sobre el plano que se presenta en las figuras. 
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Figura 43. Espacio de simulación. En verde las fronteras fantasma de la triangulación. En Rojo el 
obstáculo o muro. 
 
Figura 44. Simulación de la geometría en SuperNEC 
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Figura 45. Simulación con el código desarrollado 
La Figura 46 muestra una comparación de los niveles de campo sobre la línea de 
propagación perpendicular a la superficie del obstáculo. Los campos se normalizaron 
debido a que las fuentes utilizadas no son iguales y por lo tanto las magnitudes de energía 
que irradian no es comparable. 
 
Figura 46. Comparación de las Magnitudes de Intensidades de campo resultantes de la simulación 
en SuperNEC y el código desarrollado. En negro las fronteras del muro. 
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En la Figura 46 se pueden ver tres zonas marcadas por las líneas negras que representan las 
fronteras del muro. En la primera zona, la de la izquierda, se puede observar la onda 
estacionaria generada por la interferencia entre la onda incidente y la onda reflejada. En la 
parte central se muestra la propagación de la onda dentro del muro, esta solo es simulada 
por el código desarrollado el cual muestra la onda estacionaria que se origina por las 
múltiples reflexiones, mientras que SuperNEC hace una calculo determinístico del nivel de 
campo que atraviesa el muro. En la tercera zona, la de la derecha, se observa el nivel de 
campo que atraviesa el muro conformado por una onda viajera. La pérdida de energía a lo 
largo de la trayectoria de propagación es idéntica lo que indica que se usa el mismo modelo 
de pérdidas de espacio libre. 
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3. CONCLUSIONES 
El tema de la simulación de propagación en ambientes interiores es un área muy amplia. 
Esta abarca desde las técnicas para el manejo de mapas, los modelos de propagación, la 
representación de materiales, la partición del espacio, y la representación espacio temporal 
que une el modelo de propagación con el ambiente de simulación. Agregando en este 
trabajo el uso de técnicas de optimización y su ensamble con el simulador. 
Debido a esta  complejidad, al iniciar el proyecto se diseño un modelo UML que permite 
distinguir las diferentes partes que conforman el simulador para optimización de redes 
interiores. El Modelo UML se presenta dentro de los anexos del trabajo y fue usado como 
guía aunque no fue implementado por completo. Esto debido en primer lugar a que se 
utilizaron varios módulos ya desarrollados por personas o proyectos externos a esta 
investigación. Y en segundo lugar por el tiempo que implica la implementación completa 
de un software apta para un usuario común.  
Se destaca que por la magnitud del proyecto fue importante el uso de códigos ya 
desarrollados como la herramienta para MATLAB de Algoritmos Genéticos GAOT, y el 
programa Triangule [42], que permite realizar la partición del espacio. Lo que redujo el 
tiempo de desarrollo al no profundizar en temas que por sí solos representan áreas de 
investigación muy amplias en el desarrollo de software. 
Gracias a esto el desarrollo del proyecto pudo enfocarse en  los modelos de propagación y 
en las representaciones y funciones que permiten ensamblar el simulador con el modulo de 
optimización. Los resultados de este desarrollo se mencionan a continuación. 
 Se implemento el modelo de tierra plana con el objeto de desarrollar el método de 
evaluación de cobertura y de evaluar el método de optimización. Como se presentó 
en la Sección 2.1 la optimización es confiable y estable. Esto indica que la 
representación del problema (la estructuración de la información en el cromosoma) 
se hizo de forma correcta. Al igual que el método de evaluación de cobertura. 
Implementando además un método de simulación en 3D para ambientes abiertos 
con un plano de reflexión infinito a partir de la teoría de imágenes. 
 En la Sección 2.2 se presentó el desarrollo de un simulador en 3D para ambientes 
interiores que aplica la teoría de rayos. El software se valido por medio de 
simulación de espacios sencillos comparando los resultados con el programa 
SuperNEC. Tanto la dispersión de la potencia  como los niveles de reflexión y 
transmisión concordaron. Por lo que se presentan unas graficas de intensidad de 
campo que son casi idénticas excepto por la resolución de las simulaciones.  
 La gran mayoría de desarrollos encontrados en la literatura y los programas 
comerciales que aplican teoría de rayos como SuperNEC, presentan limitaciones 
respecto a las geometrías de los obstáculos que pueden simularse en el ambiente. 
Generalmente reducida a materiales con fronteras paralelas. El software presentado 
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supera esta limitación realizando los cálculos de simulación de ondas dentro de los 
obstáculos y permitiendo así simular los fenómenos relacionados con el ángulo de 
Brewster y el ángulo crítico. SuperNEC tiene  además limitaciones respecto al 
espesor de los muros que puede simular, por lo que los ambientes que se usaron 
para la validación se escogieron a partir de las capacidades de SuperNEC. 
 Como aporte de esta investigación está la técnica utilizada para el cálculo de 
intensidades de campo que se presentó en la Sección 2.2.7 respecto a la cual no se 
encontró ninguna referencia en la literatura. Esta técnica organiza la información del 
trazado y acelera el proceso de cálculo de campos totales que se realizan a partir de 
trazas de “Fuerza Bruta”. Permitiendo además distinguir las diferentes ondas que se 
generan en el proceso de propagación. 
En general el software desarrollado puede ser mejorado con trabajos futuros en diferentes 
aspectos. Algunos de los más importantes son los siguientes: 
 Implementación de una técnica de simulación que permita calcular los campos en 
cercanía de los puntos cáusticos. 
 Aceleración del cálculo de campos para los frentes de ondas reflejados por medio de 
la teoría de imágenes. 
 Desarrollo de técnicas de aceleración para el cálculo de frentes de onda transmitidos 
entre materiales diferentes. 
 Mejora de la representación espacial implementando formatos que permitan el 
manejo de obstáculos con diferentes alturas. 
 Ampliación del modelo de materiales para la simulación de medios con pérdidas  
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ANEXO - MODELO UML 
Casos de Uso General 
 
Figura 47. Casos de Uso 
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Diagrama Conceptual
 
Figura 48. Diagrama Conceptual 
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 Caso de Uso “Configurar” 
 
Figura 49. Caso de Uso “Configurar” 
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CASO DE USO DETALLADO 
 
NOMBRE 
“Configurar” 
DESCRIPCIÓN 
El Usuario necesita configurar los parámetros y recursos para poder realizar, ya sea, una simulación o 
una optimización. La simulación necesita Cargar Un Mapa, las características de los materiales, y la 
red que se va a simular, la parte que configura la simulación es obligatoria, excepto la parte de red, ya 
que el optimizador utiliza el modulo de simulación para evaluar las soluciones. 
 
FLUJO PRINCIPAL 
1 – El Usuario carga desde un archivo el mapa sobre el cual se trabajará [A1] 
2 – El Usuario Configura o Carga desde un archivo las características de los materiales [A2] 
3 – SI El Usuario realizará una simulación ENTONCES debe configurar una Red 
4 – El Usuario Configura parámetros del simulador como el # de Rayos, y el # reflexiones que se 
tendrán en cuenta, así como el Modelo de Difracción a utilizar. 
5 – SI El Usuario NO realizará una optimización SALTA A 9 
6 – Introduce el Tamaño de la Población y el # de Generaciones 
7 – Selecciona los Operadores Genéticos y de Selección 
8 – Configura las Restricciones de las Soluciones 
9 – Termina 
 
FLUJO ALTERNO 
[A1] SI el formato de los Archivos no es correcto REGRESAR A 1 
[A2] SI el formato de los Archivos no es correcto REGRESAR A 2 
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Diagrama de Clases “Configurar” 
 
Figura 50. Diagrama de Clases “Configurar” 
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Diagrama de Secuencia “Configurar” 
 
Figura 51. Diagrama de Secuencia “Configurar” 
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Caso de Uso “Simular” 
 
 
Figura 52. Caso de Uso “Simular” 
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CASO DE USO DETALLADO 
 
NOMBRE 
“Simular” 
DESCRIPCIÓN 
El sistema simulara una red, por lo que es necesario verificar que el proceso de configuración se halla 
desarrollado apropiadamente, luego se cargan el mapa y la red a simular, el simulador “correrá” cada 
antena según la configuración calculando los rayos y sus trayectorias a través del recinto, cada rayo 
será procesado por separado para calcular las perdidas según el modelo de propagación y las 
características de los materiales. Por último se calculan la intensidad de campo total en cada punto, las 
zonas sin Cobertura y el fenómeno de Interferencia, opcionalmente se guardaran los resultados de la 
simulación para un posterior análisis. 
 
FLUJO PRINCIPAL 
1 – Se verifica la configuración del mapa, los materiales y la Red [A1] 
2 – Se cargan las características de las antenas y su posición 
3 – Se calculan los vectores iniciales  para  los rayos de cada antena 
4 – Se calcula la trayectoria de cada rayo con ayuda del mapa y el modelo de propagación 
5 – Se calculan las pérdidas de cada rayo según las características de los materiales y las antenas 
6 – Se consolidan los datos calculando la intensidad de campo total en cada punto del recinto 
7 – Se calculan los niveles de Interferencia según las frecuencias de cada antena 
8 – Se determina el nivel de Cobertura con la configuración actual de la red 
9 – SI el Usuario solicita guardar la Simulación ENTONCES esta se almacena en un archivo. 
10 – Termina 
 
FLUJO ALTERNO 
[A1] SI la configuración no es correcta SALTAR A 10 
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Diagrama de Clases “Simular” 
 
Figura 53. Diagrama de Clases “Simular” 
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Diagrama de Secuencia “Simular” 
 
Figura 54. Diagrama de Secuencia “Simular” 
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Caso de Uso “Optimizar” 
 
 
 
Figura 55. Caso de Uso “Optimizar” 
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CASO DE USO DETALLADO 
 
NOMBRE 
“Optimizar” 
DESCRIPCIÓN 
Para realizar la Optimización de Forma apropiada se verifica que la configuración se haya  realizado 
correctamente. En el proceso se crea un reporte que almacenara el seguimiento a la optimización. Se 
comenzara la optimización con la creación de una población inicial aleatoria la cual será evaluada y 
seleccionada generando una población intermedia a partir de la cual, por medio de los operadores 
genéticos, se obtendrá la siguiente generación, a partir de esta nueva población se repetirá el proceso 
hasta llegar al número máximo de generaciones, la solución será la que obtenga la mejor evaluación 
durante toda la optimización.  
 
FLUJO PRINCIPAL 
1 – Se Verifica la Configuración del tamaño de la población, # de generaciones, operadores Genéticos 
y de Selección y las restricciones para la población. [A1] 
2 – Se crea la población Inicial de forma aleatoria 
3 – Se evalúa la población por medio de la simulación de cada uno los individuos 
4 – La población es seleccionada en base a las evaluaciones obtenidas por los individuos Generando la 
población Intermedia 
5 – Se aplican los operadores genéticos a la población Intermedia para generar la población de la 
siguiente generación 
6 – REGRESA A 3 evaluando la población generada en 5 hasta llegar al número máximo de 
generaciones  
7 – Se selecciona la mejor solución encontrada durante todo el proceso de optimización 
8 – Se genera un Reporte con el seguimiento de la optimización 
9 – Termina 
 
FLUJO ALTERNO 
[A1] SI la configuración no es correcta SALTAR A 9 
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Diagrama de Clases “Optimizar” 
 
Figura 56. Diagrama de Clases “Optimizar” 
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Diagrama de Secuencia “Optimizar” 
 
Figura 57. Diagrama de Secuencia “Optimizar” 
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Caso de Uso “Ver Resultados” 
 
 
 
Figura 58. Caso de Uso “Ver Resultados” 
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CASO DE USO DETALLADO 
 
NOMBRE 
“Ver Resultados” 
DESCRIPCIÓN 
Este caso de uso da la posibilidad al Usuario de revisar, analizar y comentar los resultados, tanto de 
Simulaciones como de Optimizaciones, cargando los resultados de estos y desplegándolos sobre el 
mapa permitiendo establecer relaciones entre los resultados y las configuraciones de simulación y 
optimización 
 
FLUJO PRINCIPAL 
1 – Se despliega un menú con opción de Visualizar Simulación, Reporte de Simulación o Reporte de 
Optimización 
2 – SI selecciona Simulación ENTONCES muestra opciones de Int. Campo, Interferencia y 
Cobertura 
3 - Carga la Información solicitada y los recursos necesarios para desplegarla [A1] 
4 – Despliega en pantalla 
5 – SI selecciono Simulación ENTONCES El Usuario puede medir valores en los mapas de 
simulación (int. Campo, Interferencia y/o Cobertura) 
6 – El usuario comenta los datos visualizados 
7 – Guarda la Información. 
8 – Termina 
 
FLUJO ALTERNO 
[A1] SI el formato de los Archivos no es correcto REGRESAR A 1 
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Diagrama de Clases “Ver Resultados” 
 
Figura 59. Diagrama de Clases “Ver Resultados” 
+Desplegar Mapa()
+Desplegar Simulacion()
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+Guardar()
+Eliminar()
+Comentar()
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+Cargar Seguimiento()
-Promedios por Generación
-Mejor de cada Generación
-Mejor Solución Encontrada
-Comentarios
-Tiempo de Ejecución
-Numero de Generaciones
-Tamano de la Población
Reporte de Optimización
1
1..*
+Eliminar()
+Consultar()
+Cargar Simulación()
+Comentar()
+Guardar()
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-Intensidad de Campo sobre el Mapa
-Interferencias
-Zonas sin Covertura
-Configuracion de la Red
-Comentarios
Simulación
+Consultar()
-vector Dirección
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-longitud
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-Difracciones
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Rayo
+Consultar()
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+Consultar()
-Tipo de material
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Caracterizacion de Material
1
1..*
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Usuario
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Diagrama de Secuencia  “Ver Resultados” 
 
Figura 60. Diagrama de Secuencia “Ver Resultados” 
GUI Caract. Materiales MapaReporte Simulación
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ACK
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