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The interface between the two insulating oxides SrTiO3 and LaAlO3 gives rise to a two-dimensional
electron system with intriguing transport phenomena, including superconductivity, which are con-
trollable by a gate. Previous measurements on the (001) interface have shown that the super-
conducting critical temperature, the Hall density, and the frequency of quantum oscillations, vary
nonmonotonically and in a correlated fashion with the gate voltage. In this paper we experimen-
tally demonstrate that the (111) interface features a qualitatively distinct behavior, in which the
frequency of Shubnikov-de Haas oscillations changes monotonically, while the variation of other
properties is nonmonotonic albeit uncorrelated. We develop a theoretical model, incorporating the
different symmetries of these interfaces as well as electronic-correlation-induced band competition.
We show that the latter dominates at (001), leading to similar nonmonotonicity in all observables,
while the former is more important at (111), giving rise to highly curved Fermi contours, and
accounting for all its anomalous transport measurements.
Introduction.— The high-mobility two-dimensional
electron system (2DES) at the interface of SrTiO3 and
LaAlO3 [1] shows a variety of quantum transport phe-
nomena [2–6], in addition to a rich phase diagram in-
cluding magnetism [7–9] and superconductivity [10–12]
at low temperatures. The multi-orbital band structure
of the system, which gives rise to this physics, has been
the subject of many studies. The electronic structure of
the interface has been probed via optical methods such as
X-ray absorption spectroscopy [13, 14] and angle resolved
photo-emission spectroscopy [15, 16] as well as through
magnetotransport [3–6, 20], which were supplemented
by density functional theory based ab-initio calculations
[21–25] and analytical studies [26, 27]. Most studies con-
centrated on the (001) interface, although a conducting
2DES can arise in other interfaces [28]. This has changed
recently with several works [7–9, 14, 16, 17, 29–31, 35–
38, 42–44] indicating that the (111) interface has a dis-
tinct electronic structure with novel properties.
To elucidate the electronic properties of (111)
LaAlO3/SrTiO3, we embarked on a combined experi-
mental and theoretical study. Experimentally we fo-
cus on magnetotransport at the (111) interface (Hall ef-
fect, quantum oscillations, and superconductivity), which
shows surprising differences from the (001) interface
[5]: In (001) all these quantities are nonmonotonic and
reach their maximum at roughly the same gate voltage,
whereas at (111) the quantum oscillations frequency is
monotonic, and the peaks in the Hall density and su-
perconducting transition temperature are well-separated.
To understand these results, we calculate the correlation-
induced band structure of the 2DES, taking into ac-
count the crystal structure and the change in symmetry
from the bulk (octahedral) to the interface [triangular
in (111), square in (001)] [42–44]. We elucidate the dif-
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FIG. 1. Gate dependence of transport parameters. (a) The
sheet carrier density (n2D) determined from low-field Hall
measurements and quantum oscillations as a function of the
zero field sheet conductance (GS0). (b) Normalized supercon-
ducting critical temperature Tc/Tc,max as a function of GS0.
ferent behavior of the (111) as compared to the (001)
interface: While the latter is dominated by interaction-
induced population transfer, the former is governed by
symmetry-induced Fermi contour shape. The resulting
transport coefficients nicely follow the experimental data.
Transport measurements.— 14 monolayer thick epitax-
ial thin film of LaAlO3 were grown on atomically flat Ti-
terminated SrTiO3 (111) substrate using the pulsed laser
deposition technique in combination with reflection high
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2FIG. 2. Crystal structure of the (111) LaAlO3/SrTiO3 in-
terface. (a) Three inequivalent layers of Ti atoms (green ≡
Ti1, orange ≡ Ti2, blue ≡ Ti3) forming one unit cell at the
(111) interface of a cubic lattice. (b) Top view of the (111)
trilayer. ~R1,2 are the lattice vectors of the triangular lattice
at the interface. (c),(d) Level structure of the Ti 3d-orbitals
at the (111) and (001) interfaces, respectively. The bulk cubic
structure leads to the splitting into t2g and eg orbitals. (c)
The trigonal crystal symmetry at the (111) interface leads to
further splitting of t2g into a1g and e
′
g orbitals. (d) The in-
plane crystal symmetry does not change at the (001) interface
but the surface confinement lifts the degeneracy.
energy electron diffraction. Details of the deposition pro-
cedure and substrate treatment are described in Ref. [14].
Electrical transport measurements of the 80 µm×260 µm
Hall bar, patterned along the [12¯1] direction using opti-
cal lithography [14], were performed by a four probe ac
technique with a current of 50 nA in a custom made 3He
cryostat equipped with a 35 T magnet.
We investigated magnetotransport at the (111) inter-
face under a perpendicular field to understand the be-
havior of the carrier density (n2D) as a function of tem-
perature (T ) and gate voltage (Vg) in a back-gated de-
vice. n2D was extracted using both the Hall density
[nHall = (eRH)
−1, where RH is the slope of the low-field
Hall resistivity] and the Shubnikov-de Haas (SdH) os-
cillations (through the Onsager relation [45]) observed
at higher magnetic fields. We also studied correspond-
ing variation of the superconducting transition temper-
ature. The back-gate was employed to control the car-
rier density and vary the sheet conductance (GS). Since
the gate response changes between different sample cool-
downs and Vg sweeps, we present the results in Fig. 1 as
a function of the zero field conductance GS0 [17]. The Vg
dependence can be found in [45].
Fig. 1(a) compares the variation of carrier density
from the SdH analysis (nSdH) and the Hall measure-
ment (nHall) with the gate voltage (Vg), while Fig. 1(b)
presents the corresponding dependence of the supercon-
ducting critical temperature (Tc). The observed varia-
tion and values of nHall are consistent with our previ-
ous results on the (111) interface [16, 17] [also shown in
Fig. 1(a)] and with other recent results [35, 36].
Curiously, we find that while nHall and Tc are non-
monotonic functions of Vg, nSdH changes monotonically.
Moreover, the peak in nHall appears when quantum oscil-
lations are not observable. These features are strikingly
different from our previous measurements on the (001)
interface [5]. In the latter case, nSdH also changes non-
monotonically with Vg and the maximal nSdH, nHall, and
Tc appear at roughly the same gate voltage.
At both interfaces nSdH is much smaller than nHall.
Since the SdH signal decays exponentially with inverse
scattering time, this indicates the presence of two low-
energy bands in the electronic structure with differ-
ent mobilities. Therefore, both bands would contribute
to nHall but only the mobile one would be observable
through the quantum oscillation measurements.
We note that the band structure of (111)
LaAlO3/SrTiO3 has recently been probed using
Hall measurements [36]. However, the Hall coefficient
receives contributions from all the bands and also
depends on the corresponding scattering times, making
it hard to decipher the band structure. The crucial
new ingredient here is the quantum oscillations, which
directly probe the population of the more mobile band,
and demonstrate the qualitative difference between the
(111) and (001) interfaces. These allow us to develop
a complete and consistent theoretical picture for both
interfaces, as we now turn to describe.
Theoretical Model.— We first consider the orbital char-
acter of the relevant levels at the two interfaces. Ab-
initio studies [21–23] show that the low energy conduc-
tion bands in bulk SrTiO3 are composed of the t2g or-
bitals of the Ti atoms. These are degenerate in the bulk
due to their cubic arrangement (the low temperature
structural distortions are negligible for our purposes),
which imparts octahedral symmetry to the band struc-
ture. However, the reduced symmetry at the interfaces
can lift the degeneracy and modify the orbital character.
At the (001) interface, Ti atoms form a square lattice,
which does not modify the in-plane crystal-field. In com-
bination with the confining potential, the degeneracy of
the t2g orbitals is lifted but the orbital character is not
modified. Specifically, if the confinement is along the z
direction, then the xy orbital is lowered in energy due to
its higher effective mass in the confinement direction [21]
[Fig. 2(d)]. On the other hand, at the (111) interface, Ti
atoms form a stacked triangular lattice with three inter-
laced layers [Fig. 2(a),(b)]. This changes the bulk octa-
hedral symmetry to triangular at the interface and intro-
duces a new in-plane crystal field [50], which hybridizes
the t2g orbitals, forming |a1g〉 = (|xy〉+ |yz〉+ |xz〉)/
√
3
and |e′g±〉 = (|xy〉 + ω±1|yz〉 + ω±2|xz〉)/
√
3 where ω =
e2pii/3. Their splitting is sensitive to details of the inter-
3face. Here, we choose parameters such that a1g is lower
in energy [Fig. 2(c)], in accordance with recent XLD ex-
periments [44] and DFT calculations [42, 43].
Next, we employ a tight-binding model with these or-
bitals on the first three inequivalent layers [Fig. 2(a)],
keeping track of the separation and connectivity of
sites on the different layers [51]. In the basis,
{|a1g〉, |e′g+〉, |e′g−〉}⊗ {|Ti1〉, |Ti2〉, |Ti3〉}⊗ {|↑〉, |↓〉}, the
hopping terms can be written as 18 × 18 matrices given
by
H
(111)
0 (
~K) =
 A( ~K) B( ~K) B†( ~K)B†( ~K) A( ~K) B( ~K)
B( ~K) B†( ~K) A( ~K)
⊗ I2, (1)
where, the block matrices A( ~K) and B( ~K) are,
A( ~K) = − (2t+ t
′)
3
 0 e−iK2f0( ~K) 0eiK2f0(− ~K) 0 e−iK1f0( ~K)
0 eiK1f0(− ~K) 0
− t′′
3
 20( ~K) 0 f0(− ~K)0 20( ~K) 0
f0( ~K) 0 20( ~K)
 , (2)
B( ~K) = ω2
(t− t′)
3
 0 e−iK2fω( ~K) 0eiK2fω(− ~K) 0 e−iK1fω( ~K)
0 eiK1fω(− ~K) 0
− ω2 t′′
3
 2ω( ~K) 0 fω(− ~K)0 2ω( ~K) 0
fω( ~K) 0 2ω( ~K)
 , (3)
where, t and t′ are the light and heavy nearest neighbor
hopping amplitudes while t′′ is the next-nearest neighbor
hopping. f0( ~K) = 1 + e
iK1 + eiK2 , fω( ~K) = 1 + ωe
iK1 +
ω2eiK2 , 0( ~K) = cos(K1) + cos(K2) + cos(K1 −K2) and
ω( ~K) = cos(K1 −K2) + ω cos(K2) + ω2 cos(K1), where
K1,2 ∈ [−pi, pi], the two-dimensional Brillouin zone. The
atomic spin-orbit coupling is an on-site term mixing the
orbitals and spin states. Taking the spin quantization
axis along the (111) direction, the spin-orbit coupling is,
H
(111)
SO =
∆so
2
 0 −√2σ+ √2σ−−√2σ− −σz 0√
2σ+ 0 σz
 , (4)
where σ± = (σx ± iσy)/2, with σx,y,z being the Pauli
matrices. Additionally, the single-particle Hamiltonian
includes the trigonal crystal-field ∆cf (which lifts the de-
generacy between the orbitals) and a linear confining po-
tential Vc (which lifts the layer degeneracy) [45].
Finally, correlation effects are incorporated through an
on-site Hubbard term
∑
r
∑
I6=J UnrInrJ, which includes
both inter-orbital and intra-orbital repulsion (assumed
to be of equal strength in order to reduce the number of
free parameters). The two-body term is then treated in
the Hartree-Fock approximation. The mean-field ansatz
is that the ground state is invariant under time-reversal
and has the full symmetry of the (interface) crystal struc-
ture, i.e. the C3v group at the (111) interface (we have
verified that tetragonal distortions etc. have a small ef-
fect on our results). Under this assumption, the Hubbard
term reduces to a one-body term with four independent
real parameters (per layer) — the occupancy of the three
orbitals (which appear in the Hartree terms) and one
spin-mixing average (Fock term) which renormalizes the
spin-orbit interaction. We note that a state with the full
crystal symmetry must have equal occupancy of the xy,
yz and xz orbitals. Therefore, in terms of the original
t2g orbitals, there is only one independent Hartree term
and three Fock terms.
The mean-field Hamiltonian is solved self-consistently,
using t = Vc = 437.5 meV, t
′ = t′′ = 20 meV, ∆so = 3
meV, ∆cf = 2 meV and U = 2 eV. These parameter val-
ues are close to those employed previously for the (001)
interface [3–6]. Although surface reconstruction can lead
to different parameters at the two interfaces, the quali-
tative behavior is not expected to change.
Theoretical Results.— Fig. 3 shows the results of
the self-consistent calculation for the (111) interface.
Figs. 3(a),(b) show the dispersion of the two lowest en-
ergy bands at two different chemical potentials (µ) and
Figs. 3(c),(d) show the corresponding Fermi contours.
For small values of µ, only the lowest band is occupied.
Close to the Γ point, it mostly consists of the a1g or-
bital. Away from Γ, the orbital character changes and
becomes anisotropic. At larger µ, the second band is
also populated [Figs. 3(b),(d)]. For the range of µ rele-
vant here, this band consists primarily of one of the e′g or-
bitals and remains almost parabolic. Crucially, Fig. 3(e)
shows the monotonic variation of carrier density of the
two bands as a function of µ. The monotonic rise of the
second band population agrees quite well with the SdH
data [Fig. 1(a)], and supports our assumption that only
this band gives rise to visible quantum oscillations, due
to its higher mobility.
Upon increasing gate voltage the measured nHall
[Fig. 1(a)] has a peak before the quantum oscillations are
visible. This means that this observed non-monotonicity
must arise from the lowest band by itself. This is an im-
portant difference between the (001) and the (111) inter-
faces that can be identified here because of our combina-
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FIG. 3. Results of the theoretical model for the (111) in-
terface. (a),(b) Band structure for two different chemical po-
tentials µ before (µ = 0.03 eV) and after (µ = 0.12 eV) the
second band starts getting occupied. The pink (green) line
corresponds to band 1 (2), which is composed of a1g (e
′
g)
orbitals close the Γ point. The dashed blue line marks the
Fermi energy. (c),(d) show the Fermi contours correspond-
ing to the band structures in (a),(b) respectively. The outer
surface (corresponding to band 1) is highly anisotropic at all
µ. (e) The carrier and Hall densities as a function of µ. The
carrier density is monotonic for both bands, while the Hall
density is non-monotonic. The peak in nHall occurs before
the second band starts getting populated. This is in accor-
dance with the experiment (Fig. 1) and indicates that it is
due to the anisotropic shape of the lowest band. (f) Nor-
malized superconducting critical temperature (Tc/Tc,max) as
a function of µ within the single-band BCS model.
tion of SdH and Hall measurements. Figs. 3(c),(d) show
that the first band is non-parabolic and consists of regions
with both positive and negative curvature, throughout
the range of relevant chemical potential. This implies
that a wavepacket gliding around the constant energy
surface will give both electron-like and hole-like contri-
butions to the Hall conductivity. This is further com-
plicated by the momentum-dependent orbital character
of the band at large filling. Under these conditions, the
standard Drude relation between inverse Hall coefficient
and the carrier density of a single band [nb = (eRH)
−1]
is no longer valid and nHall can differ significantly from
the actual band population. Similarly the two band
model, often used to fit Hall data for oxide interfaces,
is valid only in case of two isotropic bands with no or-
bital mixing and therefore is not directly applicable for
(111) LaAlO3/SrTiO3.
To properly account for these features we compute the
longitudinal and Hall conductivity (σL and σH) using
general expressions derived from the Boltzmann equa-
tion assuming momentum dependent scattering times
[12, 13, 45]. Specifically, we fix the orbital lifetimes
(τa1g and τe′g±) and assume the scattering time for
mth band to be, τm( ~K) =
∑
σ τa1g |ψm(a1g, σ, ~K)|2 +
τe′g
(|ψm(e′g+, σ, ~K)|2+|ψm(e′g−, σ, ~K)|2), where ψm is the
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FIG. 4. Results of the theoretical model at (001) interface.
(a),(b) Bandstructure for two different chemical potentials µ
before (µ = 0.025 eV) and after (µ = 0.10 eV) the second band
starts getting occupied. The pink (green) line corresponds to
band 1 (2), which is composed of xy (other t2g) orbitals close
to the Γ point. The dashed blue line marks the Fermi energy.
(c),(d) show the Fermi contours corresponding to the band
structures in (a),(b) respectively. The outer surface (corre-
sponding to band 1) is isotropic at low values of µ. When
the second band gets populated, the orbital character of the
bands switches and the outer band becomes anisotropic. (e)
The carrier and Hall densities as a function of µ. The carrier
density for second band is non-monotonic due to correlation-
induced transfer of electrons from the lighter to heavier band.
The Hall density is non-monotonic due to the anisotropy in
the Fermi contour of the bands. (f) Normalized supercon-
ducting critical temperature (Tc/Tc,max) as a function of µ
within the single-band BCS model.
self-consistent wavefunction for the mth band. This al-
lows τm( ~K) to trace the changes in orbital character
along the Fermi contours. Here we choose τe′g = 10τa1g ,
so that the second band is more mobile. While σL and
σH depend on the orbital lifetimes separately, and are
thus harder to constrain by experimental data, nHall
(≈ σ2L/σH) depends only on the ratio of the lifetimes.
Therefore we show the variation of nHall as a function of
µ in Fig. 3(e). The decent agreement of this theoretical
result with experimental data from Fig. 1(a) implies that
the experimental observations are a consequence of the
shape and orbital character of the lowest band.
We note that the Fermi contours in Fig. 3(c),(d)
are similar to those reported for the (111) surface of
SrTiO3 [30]. However, unlike the band structure in
Fig. 3(a),(b) Ref. [30] did not observe any splitting be-
tween the two lowest bands. This difference stems from
the change in order of a1g and e
′
g bands between the
SrTiO3 surface and LaAlO3/SrTiO3 interface [42–44]. In
our model, this order is fixed by the sign of ∆cf, which we
choose in accordance with Ref. [44]. Using the opposite
sign would provide a band structure similar to the one
reported in Ref. [30].
Fig. 4 shows the results of a similar calculation for
the (001) interface using a closely related model [5, 6].
5Figs. 3(e) and 4(e) markedly differ in the behavior of the
carrier density of band 2 at the two interfaces: Here the
population of band 2 (nSdH) is nonmonotonic, and the
Hall density follows it [as opposed to monotonic SdH and
maximal Hall number when band 2 is empty in (111)].
We stress that the nonmonotonic behavior of band 2 pop-
ulation at the (001) interface [Fig. 4(e)] is not due to
larger interaction terms (the three largest parameters, U ,
t, and t′, were taken to be equal in both cases). Rather
it occurs because at the (001) interface the bands retain
their original orbital characters (xy, yz and xz), which
have a large difference in effective mass in the interface
plane. This generates a correlation-induced population
transfer among the bands, because the total energy can
be minimized by transferring electrons from the lighter
to heavier band [5, 6, 20]. Since band 2 changes from
heavy to light with increasing µ [Fig. 4(a),(b)], it is first
populated then depopulated. In contrast, at the (111)
interface, all three t2g orbitals contribute equally to both
bands, and thus the effective band masses are not differ-
ent enough for correlations to induce population transfer.
The nonmonotonic nHall in (111) is rather the result of
the greater Fermi contour curvature induced by the tri-
angular symmetry, as compared to the square symmetry
at (001).
Finally, while our model does not account for the
origin of superconductivity, we attempt to estimate
the superconducting critical temperature for our band
structure using the single-band BCS expression, Tc =
1.13Tθ exp(− 1ρ2VBCS ) [54]. Here we assume that the mo-
bile band 2 has a higher contribution to the supercon-
ductivity, and therefore use its density of states (ρ2). Tθ
is the Debye temperature of SrTiO3 [55], and VBCS is set
so that Tc matches the experimental value at the max-
imum. Figs. 3(f) and 4(f) show that we get good fits
for the relative positions peaks in Tc and nHall with this
simplistic model.
Conclusions.— We measured the variation of quantum
oscillations frequency, Hall signal, and superconducting
Tc with gate voltage in (111) LaAlO3/SrTiO3 and found
it to be qualitatively different from the (001) interface.
Employing a tight-binding model with on-site correla-
tions, we calculated the band structure at both inter-
faces and showed that the difference in the crystal struc-
ture leads to bands with different orbital character. In
(001) interface correlation-induced population transfer is
the primary mechanism for the nonmonotonicity, while in
(111) it is the shape of the symmetry-induced Fermi con-
tours. This sets the stage for future investigation of the
effect of this peculiar band structure on the supercon-
ductivity, magnetism, and ferroelectricity in these and
related interfaces.
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Supplemental material for “Symmetry and correlation effects on band structure
explain the anomalous transport properties of (111) LaAlO3/SrTiO3”
This set of supplemental materials provides additional details about our theoretical model and
the analysis of transport data. Section I describes the constraints on the one-body matrix elements
due to the crystal symmetries of the (111) interface. Section II gives a detailed description of the
interface model and the calculation of the conductance, along with results regarding the effect of
accounting for additional layers. Finally, in Section III we present additional magnetotransport data
along with the analysis.
I. STRUCTURE AND SYMMETRY OF THE
(111) INTERFACE
As described in the main text, the low-energy conduc-
tion bands in bulk SrTiO3 are composed of the t2g or-
bitals of Ti, which form a cubic structure (neglecting the
structure distortions at low temperatures). Fig. S1 shows
that the projection of a cube into a plane normal to the
(111) direction is a stack of triangular lattices with 3
inequivalent sites (labelled as Tii). The new (in-plane)
lattice vectors are
~R1,2 =
√
2a
(√
3
2
Xˆ ∓ Yˆ
2
)
, (S1)
where a is the lattice constant (of the cubic lattice) and
Xˆ, Yˆ are unit vectors along the [12¯1], [101¯] directions, re-
spectively. We also define Zˆ as the [111] direction. The
change in crystal structure (from cubic to triangular) in-
troduces a new (in-plane) crystal field at the interface,
which lifts the degeneracy of the t2g orbitals and mixes
them to form,
|a1g〉 = 1√
3
[|xy〉+ |yz〉+ |xz〉], (S2)
|e′g+〉 =
1√
3
[|xy〉+ ω|yz〉+ ω2|xz〉], (S3)
|e′g−〉 =
1√
3
[|xy〉+ ω−1|yz〉+ ω−2|xz〉], (S4)
where ω = ei
2pi
3 is the cubic root of unity. Below we
describe how these orbitals behave under the symmetry
transformations relevant to this system.
Spatial Symmetries
The triangular lattice formed by
(
~R1, ~R2
)
is invariant
under the C3v group, which can be generated by two
operators:
1. Rotation about Zˆ by 2pi3 : The |a1g〉 orbital is invariant
under this transformation, while the others pick up a
phase,
|e′g±〉 → ω±2|e′g±〉. (S5)
FIG. S1. Projection of a cubic lattice onto the plane normal
to the (111) direction. A unit cell with 3 inequivalent sites
(denoted by green ≡ Ti1, orange ≡ Ti2 and blue ≡ Ti3) forms
a triangular lattice stacked along the Zˆ direction. ~R1 and ~R2
are the new (in-plane) lattice vectors for the triangular lattice.
Similarly, choosing Zˆ as the spin quantization axis, the
spin states transform as,
{|↑〉, |↓〉} → {−ω|↑〉,−ω−1|↓〉}. (S6)
2. Reflection about Xˆ − Zˆ plane : Reflection can be
thought of as inversion about the origin followed by a
rotation of pi about Yˆ . Again, |a1g〉 is invariant under
such a reflection, while the other states transform into
each other,
|e′g±〉 → ω±1|e′g∓〉. (S7)
Similarly, the spin states are also exchanged,
{|↑〉, |↓〉} → {ω−1|↓〉,−ω|↑〉}. (S8)
Time-Reversal
The time-reversal operator involves complex conjuga-
tion followed by a rotation of the spins by pi along some
axis. We choose to rotate along −
√
3
2 Xˆ − Yˆ2 so that the
spin states transform (under time-reversal) as,
{|↑〉, |↓〉} → {|↓〉,−|↑〉}. (S9)
The orbital states are eigenstates of LˆZ (angular mo-
mentum along Zˆ) and hence also transform under time-
reversal. The a1g corresponds to m = 0 and is therefore
8invariant, while the others (corresponding to m = ±1)
transform as,
|e′g±〉 → |e′g∓〉. (S10)
Constraints on one-body matrix elements
In this work, we assume that the final ground state
of the system is invariant under translations (by ~R1,2),
time-reversal and all the spatial symmetries of the crys-
tal structure (C3v). This invariance introduces some con-
straints on the (on-site) one-body matrix elements,
V mm
′
σσ′ (~R, i) = 〈c†imσ(~R)cim′σ′(~R)〉, (S11)
where ~R is the position of the unit cell, i labels the dif-
ferent atoms (Tii) of the unit cell, m,m
′ are the on-site
orbitals (a1g, e
′
g±) and σ, σ
′ are the spin states. We use
these constraints to simplify the mean-field ansatz. Since
the two-body term involved in our calculation is an on-
site term, we do not need the constraints on other matrix
elements.
Due to translation symmetry, the matrix elements are
independent of ~R (but not of i). We note that the trans-
formations considered here only mix states on a given
site (i) of the unit cell, i.e., i does not change under the
symmetry operations described below.
1. Time-Reversal : For a system invariant under time-
reversal (T ), the matrix elements must satisfy,
〈ψ|φ〉 = 〈φ˜|ψ˜〉 = 〈ψ˜|φ˜〉∗, (S12)
where |ψ˜〉 = T |ψ〉 and |φ˜〉 = T |φ〉. This implies that due
to time-reversal symmetry,
V mm
′
σσ′ (i) = ±V m˜
′m˜
σ˜′σ˜ (i), (S13)
where the + (−) sign appears if σ = σ′ (otherwise), σ˜
is the spin state opposite to σ and m˜ is the orbital state
related to m as described in equation (S10). This means
that the occupancies of several levels are related to each
other,
V
a1ga1g
↑↑ (i) = V
a1ga1g
↓↓ (i) = Na1g(i), (S14)
V
e′g+e
′
g+
↑↑ (i) = V
e′g−e
′
g−
↓↓ (i) = Ne′g+(i), (S15)
V
e′g−e
′
g−
↑↑ (i) = V
e′g+e
′
g+
↓↓ (i) = Ne′g−(i). (S16)
Additionally, the following matrix elements must neces-
sarily vanish (for all i),
V
a1ga1g
↑↓ = 0 = V
a1ga1g
↓↑ , (S17)
V
e′g+e
′
g−
↑↓ = 0 = V
e′g+e
′
g−
↓↑ , (S18)
V
e′g−e
′
g+
↑↓ = 0 = V
e′g−e
′
g+
↓↑ . (S19)
2. Rotations : Using equations (S5) and (S6) we find
that invariance under rotations forces yet more matrix
elements to vanish (at all i),
V
e′gse
′
gs
↑↓ = 0 = V
e′gse
′
gs
↓↑ , (S20)
V
e′g+e
′
g−
σσ = 0 = V
e′g−e
′
g+
σσ , (S21)
V
a1ge
′
gs
σσ = 0 = V
e′gsa1g
σσ , (S22)
V
a1ge
′
g−
↑↓ = 0 = V
e′g+a1g
↑↓ , (S23)
V
a1ge
′
g+
↓↑ = 0 = V
e′g−a1g
↓↑ . (S24)
for all s = ± and σ = ↑, ↓.
3. Reflections : The only non-zero matrix elements
with different spin states are related to each other
through the following sequence of operations (again at
all i),
V
a1ge
′
g+
↑↓ = −V
e′g−a1g
↑↓ by time-reversal invariance
= −(V a1ge′g−↓↑ )∗ by hermitian-conjugation
= −(− V a1ge′g+↑↓ )∗ due to reflection invariance
=
(
V
a1ge
′
g+
↑↓
)∗
. (S25)
The last line implies that these matrix elements are all
real. Then we define the only spin-mixing average al-
lowed by symmetry as
NSO(i) = V
a1ge
′
g+
↑↓ (i) = −V
a1ge
′
g−
↓↑ (i). (S26)
Therefore, the crystal structure at the (111) interface
allows only four (real and independent) one-body ma-
trix elements (per layer) : Na1g(i), Ne′g+(i), Ne′g−(i), and
NSO(i).
II. HAMILTONIAN AND CONDUCTIVITY AT
THE (111) INTERFACE
As described above, the (111) interface of
SrTiO3/LaAlO3 has a triangular crystal structure
with a complex unit cell (cf. Fig. S1). In order to
correctly represent the connectivity of the different Ti
atoms (in the underlying cubic lattice), we first write a
Hamiltonian for the bulk and then adapt it to describe
the interface.
Bulk Hamiltonian
In the bulk, we employ a tight-binding Hamiltonian
based on a model of Refs. [1, 2]. It can be written as
Hb(~k) = H0(~k) + HSO, where HSO = ∆SO~L · ~s is the
atomic spin-orbit (SO) coupling and H0(~k) is the kinetic
term composed of nearest-neighbor (NN) hopping.
9We express Hb in terms of the a1g and e
′
g± orbitals
and use Zˆ as the spin-quantization axis on the trilayer
triangular lattice (Fig. S1), which is equivalent to the
cubic lattice. The three lattice vectors for this struc-
ture are ~R1,2 defined in Eq. (S1) and ~R3 =
√
3aZˆ.
The three-dimensional Brillouin zone is defined by the
reciprocal lattice vectors, ~G1,2 =
√
2√
3a
(
KˆX
2 ∓
√
3
2 KˆY
)
and ~G3 =
1√
3a
KˆZ . To avoid confusion, we denote the
three-dimensional (bulk) momentum by ~k = (k1, k2, k3)
and the two-dimensional surface momentum by ~K =
(K1,K2), with ka,Ka ∈ [−pi, pi]. Labelling the three
layers as i = 1, 2, 3, we can write the NN term as
an 18×18 matrix in the basis, {|a1g〉, |e′g+〉, |e′g−〉} ⊗
{|Ti1〉, |Ti2〉, |Ti3〉} ⊗ {|↑〉, |↓〉} as
H0(~k) =
 A˜2(~k) B˜2(~k) B˜†2(~k)B˜†2(~k) A˜2(~k) B˜2(~k)
B˜2(~k) B˜
†
2(
~k) A˜2(~k)
⊗ I2, (S27)
where the block matrices A˜2(~k) and B˜2(~k) are,
A˜2(~k) = − (2t+ t
′)
3
 0 e−ik2f0(~k) e−ik3f0(−~k)eik2f0(−~k) 0 e−ik1f0(~k)
eik3f0(~k) e
ik1f0(−~k) 0
 , (S28)
B˜2(~k) = ω
2 (t− t′)
3
 0 e−ik2fω(~k) e−ik3fω(−~k)eik2fω(−~k) 0 e−ik1fω(~k)
eik3fω(~k) e
ik1fω(−~k) 0
 , (S29)
where t and t′ are the light and heavy NN hopping am-
plitudes, f0(~k) = 1 + e
ik1 + eik2 and fω(~k) = 1 + ωe
ik1 +
ω2eik2 . The terms with eik3 represent the NN terms con-
necting different trilayers, while the others represent ki-
netic hopping within the same trilayer.
While bulk SrTiO3 is well described by Hb, previous
works [3–9] have found that the next-nearest-neighbor
(NNN) hopping terms play an important role at the inter-
face. The multi-orbital electronic structure of SrTiO3 can
give rise to many possible NNN terms. Here we use the
one which is expected to be the largest [7]. Using the
same basis as for H0,
HNNN(~k) =
 A˜3(~k) B˜3(~k) B˜†3(~k)B˜†3(~k) A˜3(~k) B˜3(~k)
B˜3(~k) B˜
†
3(
~k) A˜3(~k)
⊗ I2, (S30)
where the block matrices A˜3(~k) and B˜3(~k) are,
A˜3(~k) = − t
′′
3
 20(~k) e−i(k3+k2)f0(~k) f0(−~k)ei(k3+k2)f0(−~k) 20(~k) e−i(k3+k1)f0(~k)
f0(~k) e
i(k3+k1)f0(−~k) 20(~k)
 , (S31)
B˜3(~k) = −ω2 t
′′
3
 2ω(~k) e−i(k3+k2)fω(~k) fω(−~k)ei(k3+k2)fω(−~k) 2ω(~k) e−i(k3+k1)fω(~k)
fω(~k) e
i(k3+k1)fω(−~k) 2ω(~k)
 , (S32)
where t′′ is the NNN hopping and 0(~k) = cos(k1) +
cos(k2) + cos(k1 − k2) and ω(~k) = cos(k1 − k2) +
ω cos(k2) + ω
2 cos(k1). We note that the NNN term in
Eq. (S30) is diagonal in the basis of xy, yz and xz or-
bitals. Therefore, at the (001) interface it does not play
an important role. In that case, a different term which
mixes the orbitals is more important [3–6] (even though
it is smaller in amplitude).
Finally, the on-site atomic SO coupling is given by (in
the basis {|a1g〉, |e′g+〉, |e′g−〉} ⊗ {|↑〉, |↓〉}),
HSO =
∆so
2
 0 −√2σ+ √2σ−−√2σ− −σz 0√
2σ+ 0 σz
 , (S33)
where σ± = 12 (σx ± iσy), and σx,y,z are the Pauli ma-
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trices. The SO coupling splits the degeneracy of the t2g
orbitals and forms two sets of states with spin 32 and
1
2 .
This is because the t2g orbitals form a l = 1 multiplet
when mixing with eg orbitals is ignored [10]. The sign
of spin-orbit coupling (∆SO > 0) is chosen such that in
the bulk, the spin- 32 multiplet is lower in energy and the
spin- 12 is higher in energy. This is in accordance with
ab-initio studies on the bulk of SrTiO3 [11].
Interface Hamiltonian
At the (111) interface we start with the bulk Hamil-
tonian Hb + HNNN defined above on a small number of
layers along the Zˆ direction. Now the system is periodic
only in the Xˆ-Yˆ plane and the number of Ti atoms in a
unit cell is the number of layers included in the calcula-
tion. As described in the main text, we only keep three
layers in this work. In this case, H0+HNNN reduce to the
matrices defined in equations (1)−(3) of the main text.
Below we will show that incorporating more layers does
not modify our results in a significant way (cf. Fig. S2).
Now the spin-orbit term, being an on-site coupling,
does not change at the interface. The confining potential
at the interface is of course different on each layer since
they are separated in the Zˆ direction. Here we model
confinement as a linearly increasing potential and denote
its difference between two adjacent layers by VC. In the
basis {|Ti1〉, |Ti2〉, |Ti3〉}⊗{|↑〉, |↓〉} it can be written as,
HV =
 2VC 0 00 VC 0
0 0 0
⊗ I2. (S34)
As described in the main text, the change of symmetry
at the (111) interface gives rise to a new in-plane crystal
field. In the basis {|a1g〉, |e′g+〉, |e′g−〉} ⊗ {|↑〉, |↓〉} it is,
Hcf =
∆cf
2
 −2 0 00 1 0
0 0 1
⊗ I2. (S35)
Finally, we include correlation effects in the model by
adding an on-site Hubbard interaction of the form,∑
r
∑
I6=J
UnrInrJ, (S36)
where I,J denote both orbital and spin quantum num-
bers. For simplicity, we assume that the strength of intra-
orbital and inter-orbital repulsion is equal. This reduces
the number of free parameters in the problem but (as we
have verified) does not affect the results in any substan-
tial way. We treat the two-body term in the Hartree-Fock
approximation assuming that the ground-state is invari-
ant under time-reversal and the spatial symmetries of the
interface (while some of the spatial symmetries are bro-
ken at the relevant temperature, we have checked that
the corresponding modifications to the Hamiltonian and
the results are rather small). As described in section I,
under this ansatz there are only four independent real
one-body averages (for each layer). Defining N±(i) =
Ne′g+(i) ± Ne′g−(i) and NT(i) = 2
(
Na1g(i) + N+(i)
)
, the
Hartree-Fock terms on ith layer are,
HH(i) = U
[
NT(i) I6 +HH1(i) +HH2(i)
]
, (S37)
HH1(i) = −1
2
 2Na1g(i) 0 00 N+(i) 0
0 0 N+(i)
⊗ I2, (S38)
HH2(i) = −1
2
N−(i)
 0 0 00 σz 0
0 0 −σz
 , (S39)
HF(i) = −UNSO(i)
 0 σ+ −σ−σ− 0 0
−σ+ 0 0
 . (S40)
Clearly, the Hartree-Fock terms renormalize the spin-
orbit and crystal-field couplings separately on each layer.
To simplify the calculations we further add an overall
constant I to the Hamiltonian so that (at U = 0) the
minimum of the lowest band is around zero. For three
layers and t′′  t, Vc, I is
1
2
(
4t′′ + ∆SO −∆cf
)− Vc +√V 2c + 2(2t+ t′)2. (S41)
Transport Coefficients
As explained in the main text, the band structure re-
sulting from the self-consistent calculation of our model
is far from isotropic. The six-fold symmetric constant
energy surfaces have regions with both positive and neg-
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FIG. S2. Band structure and transport coefficients at the
(111) LaAlO3/SrTiO3 interface. Six layers were included in
the calculation with a confining potential Vc = 100 meV, while
other parameters were identical to those used for Fig. 3 of the
main text. The changes in the behavior are insignificant.
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FIG. S3. Perpendicular magnetoresistance (blue) at T = 0.34 K for Vg = 6, 4, 2, −2, and −6 V, together with fits to a quadratic
(a0 + a1H + a2H
2) function (red).
ative curvature (Fig. 3(a),(b) of the main text). There-
fore in the semi-classical picture, a wave-packet gliding
along the Fermi contour (under the effect of a perpendic-
ular magnetic field) would behave as an electron and as
a hole at different momenta (different times). The often-
employed Drude theory is not valid under these condi-
tions and therefore we use more general expressions, de-
rived from the Boltzmann equation [12, 13], for the lon-
gitudinal (σL) and Hall (σH) conductivity,
σL = −e2
∑
m
∫
BZ
d2K
(2pi)2
(
∂µf [m( ~K)]
)
τm( ~K)
1
2
([
vXm( ~K)
]2
+
[
vYm( ~K)
]2)
, (S42)
σH = −e3B
∑
m
∫
BZ
d2K
(2pi)2
(
∂µf [m( ~K)]
)(
vXm(
~K)τm( ~K)
)[
vYm( ~K)∂KX − vXm( ~K)∂KY
](
vYm( ~K)τm( ~K)
)
, (S43)
where m runs over the self-consistent bands, m( ~K) is
the energy of the mth band at momentum ~K, f [m( ~K)]
is the corresponding Fermi-Dirac distribution, vim( ~K) =
∂Kim(
~K) is the corresponding ith component of the
group velocity, and τm( ~K) is the corresponding momen-
tum dependent scattering time. In this work we assume
that the momentum dependence of the band lifetimes
arises from the momentum-dependent orbital character
of the bands. Thus, we define τm to be the weighted
average of the orbital lifetimes,
τm( ~K) =
∑
σ
τa1g |ψm(a1g, σ, ~K)|2+ (S44)
τe′g
[|ψm(e′g+, σ, ~K)|2 + |ψm(e′g−, σ, ~K)|2].
This allows τm(k) to trace the change in orbital char-
acter along the Fermi contour. As discussed in the main
text, experimental observations imply that the second
band has a larger mobility than the first. Therefore we
choose τe′g > τa1g . We note that the orbital lifetimes are
assumed to be independent of momentum and energy,
which is unlikely to be true in the real material. However,
as shown in Fig. 3(e), our results are in agreement with
the basic features observed experimentally. Therefore, we
believe that the essential physics is correctly captured by
our model.
Incorporating Additional Layers
The interface model can be easily extended to in-
clude additional layers, since the connectivity of the new
atoms is given by the k3 dependent terms in H0 +HNNN
[Eqs. (S27)−(S32)]. Fig. S2 shows the results of the self-
12
10 20 30
0.4
0.8
1.2
1.6
10 20 30
0.8
1.2
1.6
2.0
10 20 30
0.9
1.3
1.7
2.1
10 20 30
0.8
1.2
1.6
2.0
10 20 30
1.2
1.6
2.0
T = 4.2 KT = 2.4 KT = 1.3 KT = 0.7 K
R
 (

)
T = 0.34 K
H (T)
FIG. S4. Perpendicular magnetoresistance (blue) at Vg = 6 V for T = 0.34, 0.7, 1.3, 2.4, and 4.2 K, together with fits to a
quadratic (a0 + a1H + a2H
2) function (red).
consistent calculation with six layers with the parameters
that were used for Fig. 3 of the main text, except for a
smaller confining potential, which allows for larger mix-
ing with the deeper layers. Nevertheless, the behavior
remains essentially the same as in the three-layer case.
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are the fits to Eq. (S45). (c) ∆R as a function of H−1 for
Vg = 6, 4, 2, −2, and −6 V at T = 0.34 K. (d) The FFT
amplitude of ∆R presented in (c).
III. ANALYSIS OF THE EXPERIMENTAL
MAGNETOTRANSPORT DATA
We measure the modification of the device resistance
(R) due to a perpendicular magnetic field (H) at T = 340
mK for various Vg (Fig. S3) and at Vg = 6 V for various
temperatures (Fig. S4). All the magnetoresistance (MR)
measurements show a strong positive MR as reported
previously [14]. In order to extract the Shubnikov-de
Haas (SdH) signal, we fit R(H) to a second order poly-
nomial in H, a0 + a1H + a2H
2 (See Figs. S3 and S4)
and subtract the polynomial background from R(H) to
obtain ∆R. The extracted oscillatory resistance ∆R is
plotted in Fig. S5(a) for different temperatures at Vg =
6 V, and in Fig. S5(c) for different Vg at T = 0.34 K. To
further analyse ∆R, we use the standard SdH expression
[15],
RSdH = R0e
−αTD/H αT/H
sinh(αT/H)
sin(2piF/H), (S45)
where R0 is a constant pre-factor, α = 2pim
∗kB/~e, m∗
is the cyclotron effective band mass, TD is the Dingle
temperature, and F is the frequency of the oscillation.
The best fits to above expression for the oscillation am-
plitude for the first maxima and minima yield m∗ = 1.6
± 0.1 me (me being the electron mass) and TD = 5.4
K corresponding to Vg = 6 V [Fig. S5(b)]. By taking
the fast Fourier transform (FFT) of ∆R for different Vg
[Fig. S5(d)], we determine the SdH frequency F as the
peak field, which is related to the cross-sectional area
A(F) of the 2D Fermi line through the Onsager relation,
F =
~
2pie
A(F). (S46)
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Irrespective of the shape of the Fermi contour, this gives
the sheet carrier density of the band which contributes
to the SdH oscillations as nSdH = NvNseF/h, where Nv
and Ns are the number of valleys and spin species respec-
tively. Fig. 1(a) of the main text presents nSdH calculated
for a single valley and Ns = 2. Fig. S6 presents the low
field Hall measurement performed on the sample at 0.34
K. For all Vg we observe negative Hall slope, which im-
plies the presence of electron-like charge carriers accord-
ing to standard Drude model. We employed the Drude
expressions to determine the Hall carrier density nHall
[= (e|RH|)−1, where RH is the Hall coefficient], which is
presented in Fig. 1(a) of the main text.
Figure S7 shows the dependence on gate voltage (Vg)
of the sheet resistance (RS), sheet conductance (GS0 =
1/RS), sheet carrier density determined from low-field
Hall measurements (nHall) and from quantum oscillations
(nSdH) as well as the superconducting critical tempera-
ture (Tc). Fig. 1 of the main text presents nHall, nSdH,
and Tc as a function of GS0.
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