Spatial units typically vary over many of their characteristics, introducing potential unobserved heterogeneity which invalidates commonly used homoskedasticity conditions. In the presence of unobserved heteroskedasticity, standard methods based on the (quasi-)likelihood function generally produce inconsistent estimates of both the spatial parameter and the coefficients of the exogenous regressors. A robust generalized method of moments estimator as well as a modified likelihood method have been proposed in the literature to address this issue. The present paper constructs an alternative indirect inference approach which relies on a simple ordinary least squares procedure as its starting point. Heteroskedasticity is accommodated by utilizing a new version of continuous updating that is applied within the indirect inference procedure to take account of the parametrization of the variance-covariance matrix of the disturbances. Finite sample performance of the new estimator is assessed in a Monte Carlo study and found to offer advantages over existing methods. The approach is implemented in an empirical application to house price data in the Boston area, where it is found that spatial effects in house price determination are much more significant under robustification to heterogeneity in the equation errors.
Introduction
In recent years spatial models have stimulated growing interest and application in various areas in economics. Economic data frequently exhibit strong spatial patterns that need to be accounted for in applied research. Common examples include real estate pricing data, R&D spillover effects, crime rates, unemployment rates, regional economic growth patterns, and environmental characteristics in urban, suburban and rural areas. Econometric modeling of such phenomena now makes extensive use of formulations that accommodate spatial dependence through autoregressive specifications know as spatial autoregressions (SARs hereafter). SAR models, like vector autoregressions, have the great advantages of simplicity and ready implementation. These models have been found to flexibly describe many different networks of spatial interactions by appropriate ex-ante specification of weighting matrices that embody dependencies considered to be of primary relevance in specific empirical applications.
Weight matrices may incorporate notions of "economic distance" that include geographic and electronic proximity as well as many other socio-economic characteristics.
For SAR models with homoskedastic innovations a wide range of estimation procedures are available. These include maximum likelihood/quasi maximum likelihood (ML/QMLE) estimation (Lee (2004) ), two-stage least squares (2SLS) (Kelejian and Prucha (1998) ), generalised method of moments (GMM) estimation and indirect inference (Kyriacou, Phillips and Rossi (2017) ). Spatial units typically vary over many observed and unobserved characteristics, leading to potentially heterogeneous innovations that introduce bias and invalidate these commonly used estimation procedures.
Although ML/QML methods provide an obvious general approach to parameter estimation (Lee (2004) ), in the presence of unobserved heterogeneity these methods produce inconsistencies in spatial parameter and coefficient estimation (e.g. Liu and Lee (2010) ). This lack of robustness under heterogeneity is possibly the main shortcoming of ML/QML methods for spatial data, as data recorded across space are frequently heterogeneously distributed, due to such elements as aggregation of "rate variables", social interactions, preferences as well as variation in demographic characteristics like income or size across different regions.
Examples in the recent empirical literature stress the importance of capturing the inherent heterogeneity in spatial units in modeling and estimation. Inter alia, we cite intermarriage decisions across US states (Bisin, Topa and Verdier (2004) ), house selling prices (Harrison and Rubinfeld (1978) , LeSage (1999) ) and crime rates and social interactions across contiguous US states (Glaeser, Sacerdote and Scheinkman (1996) ), where these effects are important.
In contrast to these methods, the simple use of ordinary least squares (OLS) estimation of the parameters of a SAR model with exogenous regressors is consistent under certain restrictive assumptions on the limit behaviour of the spatial design, as discussed in Lee (2002) .
OLS may also enjoy some robustness to unknown heteroskedasticity in the disturbances, but again this is only achieved under highly restrictive weight matrix specifications, which may not be pertinent to empirical situations of interest. As a practical example, OLS would not be consistent when the network structure is defined according to a contiguity criterion where the number of neighbours of a given spatial unit remains fixed as the sample size grows, even in the simpler setting of homoskedastic disturbances . Importantly, the necessary assumptions on the limit behaviour of weights structure which ensure consistency are difficult to verify in practical situations, making OLS estimation a questionable choice for practitioners.
At present, there few techniques that can capably account for heterogeneity of general form as well as general weight matrix structures. Three options are presently available. Lin and Lee (2010) propose a robust generalized method of moments (RGMM) estimator which delivers consistent estimation of the parameters of SAR models with heterokedastic errors. Kelejian and Prucha (2010) consider a GMM-type method which is robust to heteroskedasticity with a particular focus on the SARAR(1,1) model structure 1 . More recently, Liu and Yang (2015) propose a modified QLE/MLE estimator (MQML) that restores consistency by adjusting the score function for the spatial parameter to accommodate general forms of heteroskedasticity.
The present paper develops a new method of robust estimation for the SAR model with unknown heteroskedasticity that is based on a continuously updated version of the indirect inference (II) estimator of Kyriacou, Phillips and Rossi (2017, KPR henceforth) . The II estimator in KPR was designed to modify (inconsistent) OLS estimation of a pure SAR model (that is, SAR without exogenous regressors) with homoskedastic innovations, leading to consistent, asymptotically normal estimates that enjoy good finite sample properties. In this case, the II procedure converts an inconsistent OLS estimator to a consistent estimator.
We here propose a similar enhancement in the case of heterogeneous spatial errors. The key idea of the approach is to accommodate more realistic error structures by parametrizing the variance-covariance structure in terms of unknown parameters of interest that are incorporated into a suitable binding function within the indirect inference mechanism of estimation. The idea relates to the "continuous-updating" GMM estimator considered in Hansen, Heaton and Yaron (1996) 2 , where the covariance matrix is continuously altered as the parameter vector in question is updated sequentially in the minimization routine. The proposed continuously updated indirect inference (CUII) estimator is computationally straightforward and can flexibly allow for various forms of unknown heteroskedasticity and realistic spatial weights schemes that are relevant to empirical work. Within the SAR framework with exogenous regressors (SARX, in the sequel), we show that the CUII estimator is consistent and asymptotically normal. Simulation and empirical results confirm that CUII enjoys excellent finite sample properties under very general spatial design and heteroskedasticity structures and outperforms existing estimation methods under some network structures.
The rest of the paper is organized as follows. Section 2 introduces the SARX model and its underlying assumptions. The bias of the QMLE under heteroskedasticity is explored in a working example by using the bias expansion of Bao (2013) . We show that the QMLE can be severely biased when the spatial weights deviate from a Toeplitz network structure, such as block diagonal or circulant. The CUII procedure based on OLS is introduced in Section 3 and its limit behaviour is explored in Section 4. Section 5 presents a Monte Carlo exercise to compare the finite sample behaviour of the CUII estimator to OLS, QML, RGMM and MQML, while Section 6 reports a comparison of estimation methods for inference on the spatial parameter in the context of house price data in the Boston area.
In the sequel, λ 0 , β 0 and σ 2 0 denote true values of these parameters while λ, β and σ 2 denote admissible values. We use A ij and A i to signify the ijth element and the transpose of the i−th row of the generic matrix A. We use ||.|| and ||.|| ∞ to denote the spectral norm and uniform absolute row sum norm, respectively, and K > 0 represents an arbitrary finite, positive constant. For any function v(x) we define v (r) (x) : dv r (x)/dx r , and a n ∼ n for any sequence a n indicates a n /n → K as n → ∞.
The SARX model with unknown heteroskedasticity
Our focus is the linear SARX model y n = λ 0 W n y n + X n β 0 + ǫ n ,
(2.1)
where n denotes sample size, y n is an n-vector of observations, X n is an n × k matrix of observations of exogenous regressors and ǫ is a vector of disturbances. We denote by W n the given n × n matrix of spatial weights, λ 0 is the unknown scalar spatial autoregressive coefficient, and β 0 is a k -vector of coefficients of the exogenous variables. The pure SAR model (with no exogenous regressors) is a special case of (2.1) with β 0 = 0. In what follows, we assume the presence of exogenous regressors and rule out the possibility of β 0 = 0. Henceforth, we drop the subscript n even though quantities generally denote triangular arrays, i.e. y = y n , X = X n , W = W n and ǫ = ǫ n . 3
3 The subscript n is retained only when we want to particularly stress the importance of some sequential dependence on sample size.
Under standard stability conditions, the model in (2.1) can be re-written in reduced form as
where S = S(λ 0 ) = I n − λ 0 W . Allowing for unanticipated heteroskedasticity in (2.1), we impose the following condition.
Assumption 1 For all n and for i = 1, . . . , n, the {ǫ i } are a set of independent random variables, with mean 0 and unknown variance σ 2 i > 0. In addition, for some δ > 0,
Let E(ǫǫ ′ ) = Ω 0 > 0. As is common practice in the spatial literature, restrictions on the parameter space and the asymptotic behaviour of W are imposed to ensure existence of the reduced form SARX in (2.2) and to establish the limit theory. We therefore impose the following additional conditions.
Assumption 2 λ 0 ∈ Λ, where Λ is a closed subset in (−1, 1).
Assumption 3
(i) For all n, W ii = 0 for i = 1, ...., n.
(ii) For all n, ||W || ≤ 1.
(iii) For all sufficiently large n, ||W || ∞ + ||W ′ || ∞ ≤ K.
(iv) For all sufficiently large n, uniformly in i, j = 1, ..., n, W ij = O(1/h), where h = h n is bounded away from zero for all n and h/n → 0 as n → ∞.
Assumptions 2 and 3(ii) guarantee that S −1 (λ) exists for all λ ∈ Λ and is non singular.
It is well documented (e.g. KPR; Kelejian and Prucha (2010) ) that the restriction on the parameter space given in Assumption 2 and a condition on the spectral norm such as the one given in Assumption 3(ii) are not strictly necessary to develop asymptotic theory. These conditions (or similar ones) are required to ensure existence of the reduced form in (2.2) and existence of the likelihood function.
Assumption 4 For all sufficiently large n, sup
We also impose conditions on existence of limits and no collinearity for large n. Let M X = I − X(X ′ X) −1 X ′ and set G = G(λ 0 ) = W S −1 (λ 0 ).
Assumption 5 All elements of the n × k matrix X are uniformly bounded for all n and rank(X) = k for all sufficiently large n. In addition, rank(G ′ M X G) ∼ n as n → ∞.
The latter condition rules out the case in which the columns of G and X are perfectly collinear in the limit.
Standard ML/QML-based estimation methods generally lead to inconsistent estimates unless the ǫ i 's are homoskedastic (e.g., Lin and Lee (2010) ). To illustrate, define the concentrated pseudo-log-likelihood function in this case
and letλ
This condition is generally satisfied under standard SARX assumptions when disturbances are homoskedastic (Lee (2004) ), but it is generally violated under Assumption 1. Specifically, Lin and Lee (2010) show that a sufficient condition for (2.5) and hence a required condition for consistency ofλ QM L is
as n → ∞, where G ii is the i'th diagonal element of G. The condition in (2.6) is trivially satisfied for any form of heteroskedasticity when almost all the elements of G are equal.
However, unless the weight matrix is restricted to have a circulant, block diagonal structure (such as in Case, 1991) or some other very specific structure which ensures that G ii for i = 1, . . . , n are equal, general results about consistency ofλ QM L cannot be obtained when σ 2 i is not constant across i. For further illustration consider the simple and typical (e.g. Harvey, 1976) form of mul-tiplicative heteroskedasticity given by
for scalar parameters γ and σ 2 and an n-vector of observables z = (z 1 , . . . , z n ) ′ . Set σ 2 = 1 without loss of generality. For Ω 0 (γ) defined as in (2.7), the LHS of (2.6) becomes
The latter expression confirms that, even in presence of a very simple form of heteroskedasticity such as that in (2.7), the condition displayed in (2.6) is difficult to check for general W and z 1 , ...., z n . Of course, under the extreme condition that the sample covariance between the diagonal elements of G and z t is zero for each t for n → ∞, then condition (2.6) holds. But if instead that sample covariance is constant and non-zero across t (at least for sufficiently large n) the LHS of (2.6) becomes K(e γ − 1), which vanishes only when γ → 0. 
which is non zero whenever the covariance is E{(G ii − µ G )e γz i } is non zero.
Little has, as yet, been said about the bias ofλ QM L under Assumption 1. Starting from the results in Bao (2013) , we may compute the bias ofλ QM L for Ω 0 (γ) given in (2.7). For illustration, we limit our analysis to the Gaussian case, although more general results can be obtained at the expense of extra computation. To assist in the bias calculation we derive the following explicit moment expressions
From these calculations and Bao (2013) , we deduce the following result.
Corollary 1 Let ǫ be a vector of n independent random variables, normally distributed and such that E(ǫǫ ′ ) = Ω 0 (γ), where Ω 0 (γ) is defined in (2.7) with σ 2 = 1. Let Assumptions 2-4 hold. The leading term of B(γ, λ 0 ) is given by
Under Assumption 1 terms in (2.10), (2.12) and (2.14) do not vanish as n increases, unless γ = 0 (i.e. the homoskedastic case) and/or some specific structure of W is imposed which ensures that a condition related to (2.6) holds. Given (2.3), the calculation of (2.10)-(2.13) is based on the explicit computation of moments of ratio of quadratic form. Most of the moments of ratios involved are indeed exactly ratio of moments, as ratios of the form ǫ ′ Aǫ/ǫ ′ M X ǫ for a generic n × n matrix A are independent of ǫ ′ M X ǫ 4 . However, since we are only interested in the leading terms of (2.15), we can approximate moments of ratios as ratios of moments even when the independence conditions fails. The computation of moments is standard (Bao and Ullah (2007) ) and details are omitted here.
In Figure 1 , shown in the Appendix, we report plots of B(γ, λ 0 ) for different values of λ 0 and for four different choices 5 of W against γ ∈ [−10, 10] at n = 200. The elements of the vector (z 1 , . . . , z n ) ′ are generated once from a uniform distribution with support [0, 4] and kept fixed across γ as well as across different scenarios. For each choice of W , the spatial parameter ranges from λ 0 = −0.8, 0, 0.4, 0.8. The plot depicted on the top left of Figure 1 reports B(γ, λ 0 ) when W is chosen as a block diagonal matrix (Case (1991) ). Specifically, this first choice of W is defined as
where I s is the s×s identity matrix, l m is an m-vector of 1's, and ⊗ is the Kronecker product.
It is easy to verify that the G ii for i = 1, . . . , n are constant across i for W in (2.16). Similarly, the plot in the top right of Figure 1 reports B(γ, λ 0 ) when W is chosen as a circulant with two neighbours behind and two ahead. As expected, for both these choices of W the bias function is zero for all values of λ 0 as γ varies. The plot depicted in bottom left of Figure 1 is the bias function when W is randomly generated as an n × n matrix of zeros and ones, where the number of "ones" is restricted at 20% of the total number of elements in W . This choice of W is generated once for any given n and kept fixed across different γ and λ. Similarly, the plot in the bottom right of Figure 1 displays B(γ, λ 0 ) for W based on an exponential distance decay,
, which is randomly generated from U nif [0, n]. Again, we generate one W for each sample size and we keep it fixed across scenarios. In the sequel, we refer to these matrices as "random" and "exponential". Both "random" and "exponential" are then rescaled by their respective spectral norm, and they tend to be much more relevant to empirical work than other choices such as (2.16) or circulant matrices, as they mimic contiguity-based weight matrices. Under either "random" or "exponential", under Assumption 1, the ML/QML is not expected to return consistent estimators for a general heteroskedastic design as G ii for i = 1, . . . , n vary across i. Figure 1 confirm that the finite sample bias persists even for a moderately-sized sample of n = 200 and its magnitude varies with λ 0 (e.g. the bias is in general larger in absolute value for a large negative λ 0 ). Also, the bias tend to be generally more severe for "exponential" W , as shown in the plot in the bottom right of Figure 1 . As expected from (2.10)-(2.14), the leading terms of (2.15) vanish for λ 0 = 0 and for γ = 0 (although, even if they are not displayed in Figure 1 , terms that vanish as n → ∞ may persist in finite samples and contribute to the overall bias ofλ QM L ).
Figures shown in the bottom panel of

Continuously Updated Indirect Inference based on OLS estimates
As discussed in Section 2, in the presence of unknown heteroskedasticity the standard ML/QML methods are, in general, biased and inconsistent. On the other hand, the OLS estimators of the unknown parameters in (2.1) can be consistent even under Assumption 1, as long as some stringent conditions on the asymptotic behaviour of W are satisfied. Specifically, as shown in Lee (2002) , the OLS estimator of λ 0 is consistent as long as the sequence h defined in Assumption 3(iv) diverges, and it is asymptotically normal if √ n/h = o(1) as n → ∞. For instance, OLS estimation of (2.1) will lead to inconsistent estimates in situations whereby the spatial weights are generated via a contiguity criterion (e.g. country borders) and the number of neighbours of a given unit (country in this case) needs to remain constant as the sample size increases, regardless of whether homoskedasticity in the disturbances holds or not.
The limit conditions on h that justify consistency of OLS are hardly verifiable in practical situations as only a finite set of observations is available in most circumstances and we are typically agnostic about the limit behaviour of h. So, reasons for using OLS are commonly and justifiably ignored. On the other hand, OLS can be used as the simple building block of the new technique developed in the present paper, taking advantage of its computational simplicity. Our methodology can in principle be extended to QML or other implicitly defined estimators, at the expense of some additional computational (and algebraic) costs.
Using (2.1) we can "concentrate β out" aŝ
and focus on estimation of λ 0 . The OLS estimator of λ in (2.1), denoted byλ, is defined as:
Similar to the discussion in KPR, we can obtain a formal expansion for the expected value of the latter ratio based on Lieberman's (1992) result as
Following the formal expansion in (3.4), we define the binding function τ n (λ) as
and its approximate counterpart (which will be used for practical implementation) as
withβ(λ) defined according to (3.1), and
where diag(A) for a generic n × n matrix A returns an n × n diagonal matrix containing only the main diagonal of A and whose other entries are zero.
Our new continuously updated indirect inference (CUII) estimator of λ,λ CU II is defined
A detained discussion on the robustness advantages of using τ * n (.) rather than its standard simulated version (e.g. Gouriéroux et al. (2000) ) is contained in KPR. In this setting, the standard II approach of simulating pseudo-data to construct the binding function would require even more structure compared to standard estimation problems under homoskedasticity, as not only distributional assumptions, but also the specification of the form of heteroskedasticity would be necessary. From substantial numerical work the objective function in (3.8) is found to be continuous and strictly convex for all values of the parameter space, so that the optimization problem appears to be standard. Since smoothness and monotonicity conditions on τ n (λ) are imposed to establish the limit theory, we introduce the following conditions. Assumption 6 (i) For all n, τ n (λ) is continuously differentiable and strictly increasing for all λ ∈ Λ with probability one.
(ii) p lim τ (1) n n→∞ (λ 0 ) exists and is positive.
As discussed in KPR, the latter is employed as a high-level condition because the derivation of more primitive assumptions involving general choices of W is not feasible. KPR verified a condition similar to Assumption 6 for a class of W with Toeplitz structures (e.g. circulant and block diagonal structures). However, as is common practice in the simulationbased techniques literature, when W has a more general unspecified structure practitioners have to rely on numerical methods to verify Assumption 6. Under Assumption 6, we have the inverse function representation of the CUII estimator
Limit Theory
This section derives the asymptotic properties of the estimator (3.8) for model (2.1) when the case β 0 = 0 a priori is ruled out. From (3.5) and (3.6) we consider the centring random
(4.4)
In order to assure the existence of each limit appearing in (4.4) we impose
Assumption 7 As n → ∞, lim V n exists.
Also, define the limits
whose existence and non-singularity is assured by Assumption 6.
By virtue of the delta method
(4.10)
We derivef
which is defined in terms of limits appearing also inτ (1) . Thus, its existence and non singularity is assured under Assumption 6.
With these results in hand, we obtain the following limit theory.
Theorem 1 (a) Under (2.1) with β 0 = 0 and Assumptions 1-7
where v 2 CU II =f ′ lim n→∞ V nf / τ (1) 2 exists and is non zero under Assumptions 2, 3(ii)
and 5-7.
Letv 2 CU II be the estimated version of v 2 CU II , obtained by replacing the unknown λ 0 and β 0 byλ CU II andβ CU II , respectively, Ω 0 byΩ = diag(ǫǫ ′ ) whereǫ = M X S(λ CU II )y, and σ 2 i replaced byǫ 2 i , for i = 1, ....., n.
The proofs of Theorems 1 and 2 are given in the Appendix.
Estimation of β 0 in 2.1 under Assumption 1 is generally less problematic than estimation of λ 0 as simple OLS produces consistent estimates under general limit behaviour of W .
Nonetheless, from (3.1) we can deduce consistency ofβ CU II and its asymptotic normality by using the representation
From (4.8), (4.9) and (4.10)
and
we deduce the following result.
Corollary 2 Under (2.1) with β 0 = 0, under Assumptions 1-7
as n → ∞.
The variance-covariance matrixζ ′ lim n→∞ T nζ exists and is non-singular under Assumptions 5-7.
The proof of Corollary 2 follows in a similar way to that of part (a) of Theorem 1 and is omitted.
Simulations
We conduct a set of Monte Carlo experiments to compare the finite sample performance of the CUII estimators with the standard QML and OLS estimators, as well as to the robust GMM (RGMM, henceforth) of Lin and Lee (2010) and to the modified QML (MQML, henceforth)
of Liu and Yang (2015) .
We consider different scenarios for our simulation exercise, and for each design the number of exogenous regressors is set at k = 3, with X 1 being the intercept and the other two drawn randomly from two independent uniform distributions on the support [0, 1]. The regressors are then kept fixed across replications. In each scenario, we set β 0 = (0.3, 0.5, −0.5), and consider four different values of λ 0 , i.e. λ 0 = −0.5, 0.3, 0.5, 0.8. We generate ǫ i , for i = 1, ....., n, as N (0, 1) and σ i is either constructed as
where the constant c is set to c = 1 and d i denotes the numbers of neighbours of each unit i, or σ i is drawn from a χ 2 distribution with 5 degrees of freedom and kept fixed across simulations and across different scenarios. The heteroskedasticity design in (5.2) is in line with the simulation work in Prucha (2007, 2010) and is motivated by spatial situations in which heteroskedasticity arises as units across different regions may have different number of neighbours.
We consider two different choices for W , already introduced in Section 2 and reported here for the reader's convenience. The first one, denoted as "random" in the sequel and in the Tables, is randomly generated as an n × n matrix of zeros and ones and then re-scaled with its spectral norm, while the number of "ones" is restricted to 20% of the total number of elements in W . This choice is empirically motivated as it mimics a dense contiguity matrix.
The second choice, denoted as "exponential" in the sequel, is based on an exponential-decay notion of distance, again randomly generated. More specifically, we construct an n × 1 vector of locations by generating n random numbers from a uniform distribution on support [0, n].
We then define w ij = exp (−|L i − L j |) 1(|L i − L j | < log(n)). The resulting matrix is then normalized by its spectral norm. Both choices of W are generated once for each sample size and are kept fixed across different scenarios and across the 1000 Monte Carlo replications. We stress that for both these choices of W the MLE/QML is not expected to return consistent estimators in the presence of unknown heteroskedasticity, as the condition in (2.6) is not met.
In each table we report bias and mean square error (MSE) for the OLS, ML, RGMM 6 , CUII and MQML estimators of λ for n = 30, 50, 100, 200. Tables 1 and 2 report results for "random" W and σ i in (5.1) generated as (5.2) and as χ 2 5 , respectively, while Tables 3 and 4 report corresponding results for "exponential" W .
[ Tables 1-4 about here] As expected, since our choices of W do not satisfy the limit condition for OLS consistency, the OLS results are severely biased for all sample sizes and across all scenarios. A similar comment holds for the ML estimate of λ, which displays severe bias that does not improve as n increases in the 'random' W case, whereas for the 'exponential' W case, the bias of the ML estimate is severe for small n but appears to decrease with sample size.
The performance ofλ CU II has to be compared to its counterparts that are robust to heteroskedasticity. Across different scenarios, we can see that bias and MSE ofλ CU II is comparable to results obtained by MQML, and outperforms MQML in terms of MSE for most values of λ 0 and n for the 'random' W case. Moreover, from a computational perspective, CUII appears easier to implement and is much less sensitive to the (arbitrary) starting value of the optimization routine. Tables 1 and 2 reveal poor performance of RGMM, which suffers from severe bias even for moderate sample sizes. This behaviour is probably due to the fact that 'random' W is a dense choice of weighting matrix, where standard GMM types of procedures do not perform well in small-moderate samples. The bias appears to decrease with n, confirming the asymptotic properties of RGMM in presence of heteroskedastic errors.
In the 'exponential' W case, the performance of RGMM is poor for small sample sizes and improves for n = 100 but its finite sample performance remains inferior to that of CUII and MQML.
6
Empirical Illustration
In this section we report an empirical application of the CUII estimator and compare results to those obtained by the competitor methods QML, RGMM and MQML. This application provides an illustration of the new method in a practical setting. The application is complemented by a further simulation that is matched to the empirical data and therefore more realistic of typical implementations than standard Monte Carlo designs.
Specifically, we use the Boston house price data (Harrison and Rubinfeld (1978) ) and its 'corrected' version (Gilley and Pace, 1996) rad index of accessibility to radial highways;
tax full-value property-tax rate per 10, 000$;
ptratio pupil-teacher ratio by town;
black 1000 * (Bk − 0.63) 2 , where Bk is the proportion of blacks by town;
lstat lower status of the population (percent).
In the spirit of Simlai (2014), we estimate parameters of the model
When λ = 0 ex-ante, the model simplifies to the hedonic price model. Since the main scope of this paper is robust estimation and inference on λ, this illustration focuses on the spatial network effect in model (6.1) and thus on estimation and significance of λ, rather than the covariate coefficient vector β. We recall that estimation of β in the general model (2.1) and in the specific model (6.1) poses fewer consistency and efficiency issues compared to inference on λ. Empirical results for the estimates of the β coefficients in the various weight matrix scenarios can be obtained from the authors.
We conjecture that several measure of proximity might play a role in the house price determination process of M EDV i , so that both economic distance and geographical distance seem relevant. Accordingly we design five different choices of weight matrix W , which are denoted respectively as W geo , W exp,geo , W geo,0.9 , W tax and W school . The first three choices for W in (6.1) reflect geographical proximity and rely on the geo-distance between tract i and j (denoted as geo ij in the sequel) computed using the Haversine formula. The matrices W geo , W exp,geo and W geo,0.9 are then constructed as • W geo : w ij = 1/geo ij ;
• W geo,exp : w ij = exp (−|geo ij |) 1(|geo ij | < log(n));
• W geo,0.9 : w ij = 1(|geo ij | < D * ), where we set D * = 2.5 km to obtain a matrix sparseness of approximately 9%.
The remaining two choices of W are defined in terms of various economic distances.
W tax contains the inverse of pairwise distances between census tracts, where proximity is defined according to how similar their respective full-property tax rates are. Specifically w tax ij = 1/|tax i − tax j | if tax i = tax j , and w tax ij = 1 if tax i = tax j . Heuristically, we expect house prices to be affected more from the house prices of neighbouring properties, where 'neighbour' is now defined as being of similar status, which in turn is proxied by the property tax rate. Similarly, we define W school based on the observable ptratio, which it is known to reflect the quality of schools in each census tract. Again, two census tracts with similar ptratio are expected to be similar in terms of their socio-economic status. We define w school ij = 1/|ptratio i − ptratio j |, as long as ptratio i = ptratio j , and w school ij = 1 in case ptratio i = ptratio j . For all choices of W we set w ii = 0 and we normalize the matrices so that elements of each row sum to 1. In Table 5 we report estimates and t-ratios for the parameter λ obtained by QML, CUII, RGMM and MQML. The estimates of λ do not vary much across QML, CUII, MQML and RGMM, the main exception being that the estimates obtained by CUII and RGMM are slightly larger than those obtained by QML and MQML when the weight matrix W geo is adopted in (6.1). But a major difference between the methods shows up in the significance of the spatial effects. The methods CUII and MQML return similar results with highly significant t-statistics in all scenarios, with t-statistics substantially larger by an order of magnitude than those of the other methods. The effects of robustification to heterogeneity in the equation errors is therefore materially important in hypothesis testing.
QML
The t-statistics obtained by QML are unreliable because the QML standard errors are not robust to heteroskedasticity of the errors, but the corresponding figures are reported in the tables for completeness. Finally, the t−ratios obtained by RGMM are not significant for the weighting structures W tax and W geo , a result that contrasts sharply with the robust estimators.
In order to assess the accuracy, and hence the reliability of point estimates and t-statistics displayed in Table 5 , we mimic the empirical illustration in a Monte Carlo exercise by means of B bootstrap samples constructed from the point estimates in Table 5 and using a wild bootstrap variant to generate simulation errors from the actual residuals. Specifically, we denote byǫ N , for N = QM L, CU II, RGM M, M QM L, the vector of residuals based on figures in Table 5 , and we generate a n × B matrix of i.i.d random variables from the Rademacher distribution, with typical element indicated by r ij for i = 1, .....n and j = 1, ....B. For each estimator N and each choice of W we then generate B sets of pseudo-data vectors as
with each component of u * N,j being constructed as u * N,ij = (n/(n − k)) 1/2ǫ N,i r ij (k = 14), and we calculate the corresponding B estimatorsλ * N,j , for j = 1, ...., B, so that a measure of bias and MSE can be computed as
Results of this bootstrap exercise are reported in Table 6 . For ease of interpretation, given the small magnitude ofλ N for N = QM L, CU II, RGM M, M QM L, in Table 6 we report Table 6 confirm thatλ CU II has a better performance in terms of bias and/or MSE than its robust counterparts RGMM and MQML for several choices of W . Again, QM L is not expected to be consistent in these scenarios, although its bias appears to be substantially larger than that of other estimators only for W exp,geo . More importantly, the clear advantage in terms of efficiency ofλ CU II andλ M QM L overλ RGM M outlined in Table  5 for W tax , is confirmed by the simulation exercise reported in Table 6 . However, this small simulation exercise reveals that results obtained when proximity is defined as W geo are very erratic, and thus practitioners should treat estimates and tests reported in the first line of Table 5 as not particularly reliable. This behaviour is probably due to the very dense structure of this choice of weighting structure. Results for W geo,0.9 and W school reported in Table 6 partially confirms those in Table 5 , as M SE CU II and M SE M QM L are lower than M SE RGM M , but the comparative advantage in terms of M SE does not fully match the considerable difference in their t-statistic values reported in Table 5 .
Results in
While the main goal of this empirical exercise is to illustrate the implementation of the CUII method in relation to other spatial econometric methods, the results do reveal some interesting features concerning the various channels of spatial correlation in the context of house price determination. In particular, it seems worthy of mention that spatial effects that are present when the network structure is defined in terms of W tax or W school continue to persist when the individual levels of tax and ptratio are included among regressors, revealing a genuinely significant impact. It is also worth pointing out that the spatial effects induced by W tax and W school differ in sign and thus their interpretation as positive or negative spatial spillovers differ, an empirical feature that might usefully be explored in subsequent research.
Concluding Remarks
Unobserved heteroskedasticity in the disturbances is a frequent occurrence in spatial models The finite sample performance of the CUII estimator is found in simulations to be very satisfactory when compared to other robust methods such as the GMM robust procedures of Lin and Lee (2010) and Kelejian and Prucha (2010) or the modified QMLE procedure of Liu and Yang (2015) . Implementation of CUII is straightforward and the optimization routine to derive the estimator appears to converge quickly even when an artificially dense W matrix is designed. A simple empirical illustration based on Boston house price data reveals that a major advantage of accommodating heterogeneity in system disturbances lies in hypothesis testing, where significance tests are found to differ considerably across estimation methods, with CUII giving much higher levels of significance to spatial effects across many different choices of the house price network structure. 
Appendix
Proof of Theorem 1.
Proof of part (i) Let ψ ij andψ ij be the 2 × 1 vectors defined as
and Ω λ 0 = diag(M X ǫǫ ′ M X ), consonant with the notation of Section 4.
We first show
Thus, we need to show
The modulus of the first term in (A.3) has expectation bounded by
as ψ ii,s = O(1/h) under Assumptions 3 and 4. Similarly, the modulus of the third term has expectation bounded by
The second term is (A.3) has mean zero and variance bounded by
under Assumptions 3-5. Similarly, the fourth term in (A.3) has mean zero and variance bounded by
Then (A.2) holds by the Markov inequality.
The rest of the proof is similar to KPR (2017) . In order to avoid repetition we refer to their proof when steps follow in a similar way. Define according to (A.1) . The {u i , 1 ≤ i ≤ n, n = 1, 2, .....} form a triangular array of martingale differences with respect to the filtration formed by the σ-field generated by {ǫ j ; j < i}. Let
Define z in = η ′ A −1/2 u i , where η is a 2 × 1 vector satisfying η ′ η = 1. By Theorem 2 of Scott (1973) n i z in → d N (0, 1) if the following stability and Lindeberg conditions hold:
As n → ∞,
where C 1 and C 2 contain the first and second terms in (A.13), respectively. All terms in We start by establishing (A.10), which can equivalently be written as
The latter, by standard manipulations and (A.12), is equivalent to showing
In order to avoid replications, we omit the proof of (A.15), referring to KPR and observing that .17) and both P ij and Q ij , for i, j = 1, ...., n, are uniformly bounded by O(1/h), so that ψ 1ij and ψ 2ij have, respectively, similar asymptotic properties to (G + G ′ ) ij /2 and (G ′ G) ij appearing in the proof of Theorem 1 in KPR. We verify (A.16) by examining the convergence of each typical element, i.e. by showing
for each s, v = 1, 2. Under Assumption 5, i.e. for uniformly bounded X ij for i, j = 1, ...., n, the LHS of (A.18) has mean zero and variance bounded by
since (A.17) holds and
In order to prove (A.11) we verify the sufficient Lyapunov condition
by considering a typical standardized element of u i , i.e. i E|(1/n) 1/2 u si | 2+δ for s = 1, 2. Under Assumption 1, using i E|u si | 2+δ = i E(E|u si | 2+δ |ǫ j , j < i)) and the c r inequality,
Convergence to zero of the first term at the RHS of (A.22) can be shown as in KPR. Con-vergence of the third term at the RHS of (A.22) can be shown after observing that
where β ′ 0 X j is uniformly bounded under Assumption 5. Thus, the second term at the RHS of (A.22) is bounded by Proof of part (ii). Again, we proceed similarly to KPR and we refer to their proof to avoid repetitions. We rewrite the binding function τ n (λ) as
We write
and Ω
(1)
we can derive the limit distribution of √ n(λ CU II − λ 0 ) by the delta method, as long as the asymptotic local relative equicontinuity condition (Phillips, 2012) holds. Thus, similar to KPR, we need to show τ
(1) which holds under Assumptions 3-5, a derivation of which will be supplied on request.
Therefore, by a delta argument we conclude that
where V n andf n are defined in (4.4) and (4.11) respectively. The statement in Theorem 1 follows by standard algebra once we writē
in terms ofā (1) ,b (1) ,c (1) andd (1) .τ exists and is non singular under Assumption 7(ii).
Proof of Theorem 2. Letǫ = M X S(λ CU II )y andΩ = diag(ǫǫ ′ ). We need to show, as n → ∞ and t, s = 1, 2, that
where, consonant with the notation defined at the beginning of the proof of Theorem 1,
for s, t = 1, 2 are obtained by replacing the unknown λ 0 by its estimateλ CU II . Also,Â is the estimated version of a generic matrix A = A(λ 0 ) whose elements are uniformly bounded by 1/h and such that ||A(λ)|| ∞ + ||A(λ) ′ || ∞ < C uniformly over λ. Convergence of the other terms appearing in v 2 CU II is trivial, as it only relies on consistency ofλ CU II andβ CU II . In order to prove (A.37), we need to show
We start by (A.40) . We have, for s, t = 1, 2
The first term at the RHS of (A.43) has mean zero and variance bounded by
for t = 1, 2. The second term at the RHS of (A.43) has mean zero and variance bounded by
Similarly, we can show that the third term at the RHS of (A.43) converges to zero in quadratic mean. By Markov's inequality (A.40) follows.
In order to show (A.41) we writê
where Q ′ i is the 1 × n vector displaying the i−th row of Q and B ij = X ′ i (X ′ X) −1 X j , as defined at the beginning of the proof of Theorem 1. By standard arguments, we can show that the last two terms on the RHS of (A.46) are bounded in probability by 1/ √ n, uniformly in i. Letv
Thus, (A.41) is equivalent to
as n → ∞. We therefore need to show, as n → ∞, that
We only consider the leading term inv i in (A.47) when showing (A.49)-(A.57), but similar routine arguments can be applied to deal with higher order terms.
The modulus of the LHS of (A.49) has expectation bounded by
Similarly, the modulus of the LHS of (A.50) has expectation bounded by 
The modulus of the first term in the last displayed expression has expectation bounded by Proceeding as before, the first term in the last displayed expression is bounded by O(1/n 2 h 2 ), while the second one is bounded by O(1/nh 2 ). By Markov's inequality, this conclude the proof of (A.41).
In order to show (A.42) we apply a standard mean value theorem argument, such as √ n) , concluding the proof of (A.37).
The proofs of (A.38) and (A.39) are omitted as they follow very similar arguments to those applied to show (A.37) and (A.2) at the beginning of the proof of Theorem 1. W . The ǫ i s are defined as in (5.1) with ζ i ∼ iidN (0, 1) and σ i is defined as in (5.2) (based on 1000 replications). W . The ǫ i s are defined as in (5.1) with ζ i ∼ iidN (0, 1) and and σ i ∼ χ 2 (5) (based on 1000 replications). 
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