In industrial processes, complex faults or multi-faults can cause more comprehensive or wide-spread phenomenon than single-faults, leading to severe consequences. Thus complete fault diagnosis techniques should be able to handle multi-fault as well as single-fault cases although multi-fault cases have relatively low probability and high complexity. In order to describe the conditional relationship between process variables and known faults, a Bayesian network can be employed, where process variables are continuous while faults are discrete; this case is called hybrid. In addition, time factor or dynamics should also be included, leading to the hybrid dynamic Bayesian network (HDBN) framework, which has been used to describe and monitor dynamic systems. Under this framework, we describe fault diagnosis problems as a HDBN inference problem and propose an algorithm based on time iteration. A simulated 5-sink system and the Tennessee Eastman Process (TEP) are given to illustrate and validate the proposed methodology and some practical issues are discussed. The performance of the algorithm when treating the TEP fault diagnosis indicates a balance between isolation accuracy and computational complexity.
Introduction
With the rising demand for industrial production and the continuous development of science and technology, production equipment is showing a trend of large-scale, precision, intelligent, high-speed, etc. Benefit from the rapid development of control science, one of the most important scientific theories in the 20th century, the scale of production systems has been increasing larger and larger and the function has also been greatly enhanced, thus bringing huge economic benefits to the society. At the same time, the complexity of the production systems and the potential possibility of malfunctioning have also been increasing. If the production system malfunctions unexpectedly while working, there will be inevitable loss of product quality and economic benefits, or even it may bring irreversible and disastrous results.
There are countless accidents that can warn us that we must put enough emphasis on developing effective techniques to reduce the failure rate of production systems. Since the large scale and the high complexity of industrial production systems, it is impossible to monitor the working state of the equipment manually. Thus there is great prospect to develop automatic fault diagnosis techniques.
The research of the contemporary system fault diagnosis technique origins from the area of military industry and aerospace. Because of its great significance to the social economy, it has been paid close attention by many researchers from the 1960s. Many researchers have proposed various methods that develop the technique rapidly. Willsky divided fault diagnosis problems into three levels, i.e. fault detection, fault isolation and fault estimation [1] . The fault detection problem is a binary judgment on whether the system has fault or not. The fault isolation problem is to point out the fault source on the basis of the fault diagnosis problem. The fault estimation problem aims at giving estimation on the severity of the fault.
With decades' development, methods based on the classical control theory and signal processing theory have been applied widely. In recent years, there has been new developing trend in the fault diagnosis area. Many researchers try to put artificial intelligence algorithms, neural networks and other theories based on the knowledge inference into fault diagnosis techniques. In this paper, we concentrate on fault isolation in context of complicated industrial processes using the hybrid dynamic Bayesian network (HDBN) method, which can be well used to describe and monitor dynamic systems [2] [3] [4] [5] . A HDBN describes causal transitive relation in the system construction. The algorithm based on HDBN is a knowledge inference method, which is in keeping with the newest trend in the area.
Preliminaries

SDG (Signed Directed Graph)
The SDG model is a simple and effective way to characterize the casual relation among process variables. The idea of the SDG model appeared in the early 1970s, and Iri et al proposed the strict mathematical definition of SDG [6] . In the SDG model, nodes represent the variables in the system and an appropriate threshold is chosen to divide these nodes into three states, i.e., +1, -1 and 0; edges describe the positive and negative effect relations between the variables in the system, where we use +1 to represent the positive relation and -1 to represent the negative relation. Figure 1 shows two simple SDGs and their adjacency matrices.
A real system is usually linearized near the working point. Then we can obtain the following system dynamic formation: 
HDBN (Hybrid Dynamic Bayesian Network)
Firstly, a brief definition of the Bayesian network is given below. A Bayesian network is a probabilistic graph model, which is usually described by a DAG (Directed Acyclic Graph), and it represents some random variables and the conditional dependence among these variables, which can be obtained based on the corresponding SDG. Generally, if variable A has effect on variable B, we call A the father node of B. Considering that the dependence between two remote nodes is usually weak in an actual system, we can disconnect the loop at some point when dealing with the inference involving the loop and assume that there is no circular effect in the system, although feedback loops are very common. In order to handle a continuous-time system, we introduce the DBN (Dynamic Bayesian Network), which is a Bayesian network composed of time series random variables.
In a real process, discrete or binary variables are usually used to describe system faults. If there are both continuous time series variables and discrete time series variables in a Bayesian network, it is called a HDBN.
For a sampling system, assume the set composed of all system variables is Z, in which each
is used to represent the set composed of all the discrete variables, and the set composed of all the continuous variables is divided into two disjoint subsets, in which X represents the set composed of all the unobservable continuous variables and Y represents the set composed of all the observable continuous variables. On the other hand, the DBN of the system is composed of two time cuts, which are t Z and 1 t Z  , and the CPD (conditional probability distribution) among the variables, which is the DAG of
We call the set composed of the random variables at moment t+1
According to the chain rule, we know that
As a result, we obtain the state transition CPD of the system, which describes the possible states at the next moment given the current states. We can use the CPD to estimate the system states.
Inference Algorithm Based on HDBN
Basic Idea
In a fault diagnosis problem, we see the possible faults in the system as discrete random variables and put them into the framework of HDBN. See a 2-sink series system in Figure 2 as an example. Figure 3 is the HDBN of the system, where R represents the impedance of the corresponding pipe, F represents the flow in the corresponding pipe, P represents the pressure at the sink underside. D represents the fault that the impedance of the pipe appears drift suddenly, M represents the measured values of the sensor and E represents the fault that the variance of the measured values becomes larger due to a sudden decrease of the measurement accuracy of the sensor. D and E are discrete variables; others are continuous variables in which F and P are measured variables. The variables on the left represent the state at moment t, and the variables on the right represent the state at moment t+1. From the figure, we can see that the flow in the pipe between two sinks is determined by the pressure of them at moment t, the pressure at the sink underside is determined by both flows in the two pipes connected to the sink and the pressure at the sink underside at moment t. At the same time, the impedance R is affected by fault D at current moment.
Next we will confirm the state transition CPD. To reduce the computational complexity, we consider a simple CPD, conditional linear Gaussian (CLG), which is easy to compute and fit the actual situation. Here we assume that the father nodes of the discrete random variables are also discrete random variables. In a CLG, the value of any node equals the linear combination of the value of its father nodes plus Gaussian noise. That is
So far, we have built the HDBN framework applied to fault diagnosis.
Inference Algorithm
As the variables in the DBN involve both continuous variables to describe the states and discrete variables to describe the possible faults, it can completely describe the system states at any moment. Thus we just need to track system states to perform fault diagnosis.
The system states tracking problem is defined as follows: until moment t, the measured values of the observable continuous variables in the system are 
In the real computing process, the discrete approximation method is used for the numerical integration, that is
Then according to the Bayesian formulation, we can obtain that P y Z and normalize it to obtain the posterior probability distribution of the system states at moment t.
The above process is called a forward tracking process. It is noteworthy that when running the forward tracking process, we assume that the fault will affect the measured value immediately. If the result of the fault cannot be detected until sometime after it appeared, the complexity of the algorithm based on HDBN will increase largely.
Sink 1 Sink 2
Algorithm
According to the basic principle mentioned above, we design the brief procedure of the multi-fault diagnosis algorithm based on HDBN. 1. Preprocess the original states read into the system, set up the distribution of the system states involving fault information, build an assumed heap whose volume is K, in which each element represents the possible state at current moment, and assume that there is no fault at the beginning of the system running. 2. When it reaches the moment t, enumerate all the elements in the assumed heap, and operate each of them as follows: enumerate all the possible combination of fault source at moment t+1, to each of the combination, synthesize the assumption of system states at current moment and the system mechanism to estimate the prior probability distribution of the system states at the moment t+1, and take each distribution as an alternative. 3. Run the system until the moment t+1, and record the measurements. 4. Enumerate all the alternatives, compare the actual measured values at moment t+1 and the prior probability distribution of the system states at moment t+1 of each alternative, and use the inference method to obtain the posterior probability of each alternative. 5. Combine similar alternatives, get rid of those whose posterior probability is low, select those whose posterior probability is high to rebuild the assumed heap, and normalize the posterior probability corresponding to the first K assumptions to obtain the posterior probability distribution of the system states at moment t+1. 6. Go to step 2.
However, there should be some advance-phrase preparation before applying the algorithm to a system. Concerning that the algorithm needs to enumerate all the assumption combinations of current system states in the assumed heap and possible fault source at next moment, if the system is too complex, the number of alternatives will increase exponentially, and thus it is infeasible to use the enumeration algorithm directly. In this case, we can divide the complex system into several subsystems with low interdependence to control the number of faults in each subsystem into some range, take the faults as discrete variables in the Bayesian network description of the subsystem and build the HDBN model of the subsystem.
Case Study on a 5-Sink Series System
Modeling
Apply the algorithm to the 5-sink series system in Figure  4 , and assume the area of sink underside is i A , the impedance of the pipe connecting sinks i and j is ij R , the impedance of the input and output pipes are 1o R and 5o R ; the flow in the pipes and the pressure of the sink undersides are measured variables. Thus we can obtain model of the system. Due to the space limitation, here we just raise the HDBN of the 2-sink series system, which is very similar to the 5-sink series system, shown in Figure 5 . Here D and E are fault variables. D represents the drift of the pipe impedance while E represents the sink draining. Since there is high similarity and low dependence between sinks, we divide the system into 5 subsystems, in each of which there is only one sink with pipes connecting to it. There are three kinds of faults in each subsystem: the sink draining, the drift of the left pipe impedance and the drift of the right pipe impedance. We suppose that the faults at moments t and t+1 are independent. The rest of the state transition CPD is set as CLG.
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Simulation Results
The principle of the algorithm is to enumerate all possible system states, estimate the measured value at next moment for each state, and update the suppose of the system states by comparing the estimation and the newest measured data, so we just need to judge whether the trajectory of the system is close enough to the actual output to see whether the estimation of the system states is accurate. Using the HDBN of the 5-sink series system, we can obtain the tracking results as Figures 6 to 8 . We can see that the algorithm has perfectly tracked the system states. In the figures, the top and bottom lines are the 95% confidence interval. 
Case Study on TEP
Modeling
In 1993, Downs and Vogel developed the TEP simulation platform [7] . The process involves huge equipment, and the complexity of the dynamic characteristics is very high. But it is clear to analyse the casual transition relation between the sections and easy to build the model. For that reason, the TEP is often taken as a benchmark of complex industrial processes. For more in-depth introduction of TEP, readers can refer to [7] .
Because the TEP is complex, we just consider the variables involved in Steams 4, 5, 6 and 11, and divide them into three subsystems, i.e. the process from the C feed end to the stripper section through Stream 4, the process from the stripper section to the output end of 
Simulation Results
Because the information propagation in the TEP has some delay, there will be some time after the fault appears before it propagates to other parts gradually. In that case, we have to make some revision when solving the problem. One way is to keep an assumed heap which is different from the one mentioned above. The heap will keep all the fault assumptions in all subsystems for a time length l before the current moment t , and get rid of those assumptions before the moment tl  whose posterior probability is low. The second way is to estimate the delay time and change the interval to calculate the posterior probability of the system states in order to ensure that the fault appeared in the former step has already reflected to the corresponding outputs when calculating the posterior probability of the system states each time. Here we use the second way, and the result is satisfying. Using the HDBN, we can obtain the tracking results of the system states as Figures 10 and 11 .
From the figures, we can see that most of the tracking curve is within the 95% confidence interval. In another word, the algorithm mainly performs well to track the system states, and is suitable for the multi-fault detection and isolation. 
Conclusion
In this article, a multi-fault diagnosis algorithm is proposed based on HDBN, where we use the inference algorithm to calculate the probability distribution of the system states based on the HDBN. The fault diagnosis problems of the 5-sink series system and the TEP illustrate the proposed method.
However, there is still possibility to improve the algorithm. The trade-off between the accuracy of the numerical integration and the speed of the calculation in the probability section needs to be discussed. The way to keep the assumed heap can also be improved. When dealing with real systems, the way to handle the delay problem needs to be further studied.
