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SUMMARY
We develop a simple methodology for reliable automated estimation of the low-frequency
asymptote in seismic body wave spectra of small to moderate local earthquakes. The procedure
corrects individual P- and S-wave spectra for propagation and site effects and estimates the
seismic potency from a stacked spectrum. The method is applied to >11 000 earthquakes
with local magnitudes 0 < ML < 4 that occurred in the Southern California plate-boundary
region around the San Jacinto fault zone during 2013. Moment magnitudeMw values, derived
from the spectra and the scaling relation of Hanks & Kanamori, follow a Gutenberg–Richter
distribution with a larger b-value (1.22) from that associated with the ML values (0.93) for
the same earthquakes. The completeness magnitude for the Mw values is 1.6 while for ML
it is 1.0. The quantity (Mw − ML) linearly increases in the analysed magnitude range as ML
decreases. An average earthquake with ML = 0 in the study area has an Mw of about 0.9. The
developed methodology and results have important implications for earthquake source studies
and statistical seismology.
Key words: Earthquake source observations; Seismicity and tectonics; Body waves; Statis-
tical seismology.
1 INTRODUCTION
The size of an earthquake is quantified with different parameters.
One basic measure of the earthquake size is the scalar seismic po-
tency P0 given by the integral of the slip over the failure area or
more generally the integral of inelastic strain over the source vol-
ume (e.g. Ben-Zion 2003; Ben-Menahem & Singh 2012). A related
more commonly used parameter is the scalar seismic moment, M0,
given by the product of the potency and effective rigidity in the
source volume. The seismic potency and moment are proportional
to the low-frequency asymptote of the displacement source spec-
trum (e.g. Aki 1966; Brune 1970; Ben-Zion 2003). In addition to
quantifying the size of earthquakes, the seismic potency/moment is
also important for deriving many other source properties including
stress/strain drop and radiated seismic energy (e.g. Aki & Richards
2002; Prieto et al. 2004).
Estimating P0 for small earthquakes is non-trivial because the
wavefield recorded by a seismometer is affected by additional fac-
tors beyond the source radiation. It requires knowledge of how
∗ Now at: Seismological Laboratory, California Institute of Technology,
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propagation and site, and recording conditions have altered a given
spectrum so that they can be corrected for (e.g. Abercrombie 1995;
Edwards et al. 2010). Accounting for propagation effects requires
a robust estimate of an earthquake’s location. The final step of
extracting the long-period asymptote generally requires fitting a
parametrized model to the corrected spectra, which has its own un-
certainties. Small earthquakes are further susceptible to bandwidth
limitations of the recording system.
In contrast, the local magnitude, ML, requires only an estimate
of the source receiver distance and a measurement of the peak am-
plitude of a seismogram filtered with the instrument response of a
Wood–Anderson seismograph (Richter 1935). It is a far more stable
measurement for small to moderate events as it only depends on two
variables. This likely contributed to its longevity; it is still regularly
used by seismic networks, even at the present day. However, ML
is not tied directly to a physical source property (e.g. Deichmann
2006), so is only useful for quantifying relative differences between
events; for large earthquakesML becomes saturated and is no longer
useful. Various studies have tried to develop scaling relationships
between ML and M0 or P0. The best-known relation was developed
by Hanks & Kanamori (1979) for moderate to large earthquakes
and led to the moment magnitude scale Mw. Several later stud-
ies (e.g. Bakun 1984; Hanks & Boore 1984; Abercrombie 1996;
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Ben-Zion & Zhu 2002; Shearer et al. 2006; Edwards et al. 2010)
noted the apparent deviation of theML andMw scales formagnitudes
below ∼3.5. These studies analysed events having ML above about
zero.
Earthquakes are well known to be exponentially distributed with
respect to magnitude (Gutenberg & Richter 1944). The slope of
the logarithm of this distribution is commonly referred to as the
b-value. The b-value quantifies the relative frequency of events of
different sizes and has been used widely in many applications (e.g.
Utsu 1999; Ben-Zion 2008). Abercrombie (1996) found that the
b-value of data recorded in a deep borehole is constant down to
at least ML = 0. Given that the Mw and ML scales diverge for
small events, it is important to compare the b-values and complete-
ness magnitudes of earthquakes quantified by both the different
scales.
In this study, we calculate seismic potency/moment and Mw val-
ues for >11 000 small to moderate earthquakes which occurred in
the Southern California plate-boundary region around the San Jac-
into fault zone (SJFZ) in 2013. The phase picks, event detections
and spectral fitting process are entirely automated, providing an
objective and systematic set of results. In agreement with previous
studies, theML andMw scales are shown to diverge forM< 3.5. The
results indicate systematic differences in the b-values and complete-
ness magnitudes of two different scales for the same data, making
these dependent on the type of magnitude used. A scaling relation-
ship is developed betweenML andMw that is suitable for converting
between magnitudes of events in Southern California.
2 DATA
We analyse more than 13 570 earthquakes that occurred in 2013
and listed in a recently produced seismicity catalogue for the region
around the SJFZ (Ross et al. 2016). The catalogue was built from
scratch using the raw waveform archives. In addition to locations,
the catalogue contains 223 938 P-wave arrival picks and 199 647
S-wave arrival picks. The P-wave picks are made using the ratio
of a short-term moving average to a long-term moving average
(e.g. Allen 1978, 1982), while the S-wave picks are made using
the algorithm of Ross & Ben-Zion (2014), and updated by Ross et
al. (2016). These picks and the hypoDD method (Waldhauser &
Ellsworth 2000) are used to obtain high-quality locations and origin
times. The resulting relocated events (totaling 11 175) are compared
with the SCSN catalogue (SCEDC 2013; scedc.caltech.edu) to find
common events (8082). The local magnitudes of these events are
taken from the SCSN catalogue. The potency values are derived
from waveform data comprised of HH, EH and HN channels at 87
stations. In the following analysis, each event is required to have
at least 5 P and 5 S-wave picks to ensure sufficient quality of the
derived potency values. We do not impose any requirements on
azimuthal gaps because the events in the SJFZ are generally well
covered (Fig. 1) and the emphasis of this study is on statistical results
associated with a large data set. The 2013 earthquakes satisfying
these criteria are shown in Fig. 1.
3 METHODS
A commonly used model for the spectrum of a seismic source is
parametrized by a corner frequency, fc, low-frequency asymptote,
0 and spectral fall-off, n (e.g. Abercrombie 1995),
A( f ) = 0 · exp(−π f t
∗)
1 + ( f/ fc)n (1)
where A(f ) is the displacement amplitude spectrum, t∗ is the whole-
path attenuation operator and f is frequency. The seismic potency is
proportional to 0. Estimating 0 for small earthquakes is difficult
because of many issues. For example, there is often complex atten-
uation along the path and especially near the surface (e.g. Kilb et al.
2012; Liu et al. 2015), and the spectra are susceptible to noise issues
which can affect the usable frequency range (Edwards et al. 2010;
Kwiatek & Ben-Zion 2016) and random heterogeneities (Shearer
et al. 2006).
For each available event and station, the mean value for each
component was subtracted from the raw data and corrected for
instrument response. We then obtain signal and noise windows that
are 1.25 s in duration. The signal window starts 0.25 s before the
pick, while the noise window ends 2 s before the P-wave pick. We
tested window lengths in the range 1.0–2.0 s, and found that the
results did not change significantly. A multi-taper algorithm is used
(Thomson 1982; Park et al. 1987) to calculate amplitude spectra for
each of the three components for both P and S waves. The spectra
are re-sampled in the log domain with log(f ) = 0.05 (e.g. Ide
et al. 2003) and the three-component spectra are combined via,
D =
√
N 2 + E2 + Z 2, (2)
where D represents the vector amplitude spectrum and N, E and Z
are the north, east and vertical components, respectively. From here
on, references to spectra are in the form of (2). Signal-to-noise ratio
(SNR) spectra are obtained for each station–event pair by squaring
the signal and noise spectra. For subsequent analysis, we use only
spectra that have at least 75 per cent of the SNR spectral amplitudes
above 5.0. If fewer than 5 spectra are left for either P or Swaves, the
event is skipped. For the remaining events, spectra are corrected for
radiation pattern using an average value 0.52 for P waves and 0.63
for Swaves (Boore & Boatwright 1984). At this point, all remaining
spectra are integrated to displacement and then corrected for prop-
agation and site effects. These correction factors include geometric
spreading, path-dependent attenuation (t∗), as well as a free-surface
correction of 2.0. This is a commonly used average value (e.g.
Edwards et al. 2010), although in detail the free-surface correc-
tion depends on the incidence angle. For source–receiver distances
less than 20–30 km, the error in the average value over all stations
should generally translate into ∼0.1 magnitude units or less. We
calculate t∗ for each source–receiver combination by tracing rays
using a 1-D version of the Allam&Ben-Zion (2012) velocity model
(Table S1, Supporting Information). For these calculations, we use
Q values for P and S waves from Abercrombie (1997) for depths
less than 2.5 km and Q = 1000 at depths larger than 2.5 km (Table
S1, Supporting Information).
The described steps result in a set of P- and S-wave displacement
source spectra for each earthquake. Next, we stack each event’s
spectra for each phase type separately (Fig. 2). The stacking is
done by calculating the median logarithmic spectral value at each
frequency bin rather than the mean. This keeps the stack from be-
ing biased by outlier spectra, without the need to discard them.
We also stack the individual SNR spectra together to get an es-
timate of the average SNR at each frequency. This stacking is
done in the log(SNR) domain to keep the closest stations from
dominating the result (Fig. 2). The stacked SNR spectrum is used to
determine the usable frequency range for each phase stack automat-
ically. While this range varies between different stations for a given
event, the stacked SNR spectrum was found to be an excellent indi-
cator of where artefacts began to appear in the stack. The artefacts
at the low frequencies tend to cause the displacement spectra to tail
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Figure 1. Map of the San Jacinto fault zone region and >13 000 earthquakes which occurred during 2013, detected and located by Ross et al. (2016). Blue
triangles indicate stations used. The yellow star is the location of the example event in Fig. 2. The bottom panel shows a seismicity profile along the strike of
the San Jacinto fault zone.
upward rather than become asymptotic. A lower frequency bound,
fL, is chosen to be the frequency value at the left end of the spectrum
at which SNR > 5.0 was first satisfied. An upper frequency bound,
fH, is chosen in the same manner while searching from the right,
but is limited to a maximum value of 40 Hz due to peaks in the
response of broad-band seismometers above this value. Examples
of the SNR stack and frequency range are shown in Fig. 2. This
imposes a minimum event size with a corner frequency of P wave
less than 40 Hz, which translates roughly into a moment magnitude
of ∼0.7.
Next, the source model (1) is fit separately to each stacked phase
spectrum for a given event. This is performed using a grid search
minimizing the sum of the squared logarithm of the residuals. Using
the logarithm of the residuals keeps the low frequencies from dom-
inating the sum of squares. The search range used for 0 is [0.75p,
1.25p] where p is the peak of the stacked displacement spectrum.
The search range for the corner frequency [fL, fH] and the search
range for n is [1.5, 3.0]. The seismic potency is proportional to 0
(e.g. Aki & Richards 2002; Ben-Zion 2003),
P0 = 4π0vs, (3a)
P0 = 4π0v3p/v2s , (3b)
where vS and vP are P and S seismic velocities based on a 1-D
version of the tomography model of Allam & Ben-Zion (2012), and
eqs (3a) and (3b) are used for the S and P spectra, respectively.
For each event, the velocities are taken at the hypocentral depth.
Examples of best-fitting spectral results are given in Fig. 2 for the
event indicated by a yellow star in Fig. 1. The final potency value
calculated for a given event is derived from a weighted average of
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Figure 2. Demonstration of the spectral fitting process for event
15 269 481 (SCSNID; yellow star, Fig. 1) based on 10 P and 10 S waves.
The upper panel shows stacked spectra for P (red) and S (black) waves.
The horizontal dashed lines are the best-fitting source models. The lower
panel shows the stacked SNR spectra for P and S waves. The frequency
ranges used for the fitting process are the spectral values to the right of the
vertical dotted lines (upper panel), which were determined from a threshold
of SNR = 5. The upward tailing observed in the spectral amplitudes to the
left of the dotted lines is an artefact of low SNR. The determined moment
magnitude for this earthquake is 1.35, while the SCSN ML is 0.90.
the values obtained for theP and Swaves, with the weights inversely
related to the number of phases used. The obtained seismic potency
value is then converted to moment by assuming a nominal rigidity
of 30 GPa, and used to calculate Mw with the scaling relation of
Hanks & Kanamori (1979). In this study, we focus on developing
and implementing an efficient and robust procedure for estimating
source spectral levels and parameters that are included in typical
earthquake catalogues. Analysing corner frequencies and spectral
decay exponents is outside the goals of this work and requires
additional analysis procedures (e.g. Abercrombie 1995; Ross &
Ben-Zion 2016).
4 RESULTS
The discussed spectral fitting algorithmwas applied to 11 175 earth-
quakes from the Ross et al. (2016) catalogue. The method was able
to calculate potency values for 11 091 events. Of these events, 8078
were also detected by the SCSN, which form the final subset we
use for analysis. Fig. 3 shows frequency–size statistics of the ob-
tained results using for event size bothMw derived from our results
(top panel) and ML values taken from the SCSN catalogue (bottom
panel). For both magnitude scales, the results generally follow the
Gutenberg–Richter statistics,
log(N ) = a − bM, (4)
where a and b are coefficients to be estimated and M is the magni-
tude. To estimate the b-values of the results in Fig. 3, we manually
estimate the magnitude of completeness based on a change of slope
and find values of 1.0 and 1.6 (vertical blue lines) for the ML and
Mw scales, respectively. Using these values, we estimate the b-value
for the data with the maximum likelihood method (Aki 1965) and
obtain values of 0.93 and 1.16 for the ML and Mw scales, respec-
tively. The magnitude values in theMw scale are generally shifted to
the right (increased), but the shift is not constant for all magnitudes
Figure 3. Frequency–magnitude distributions (FMD) forMw andML values
of the same data. In total, 8078 of the 11 091 events withmomentmagnitudes
were also detected by the SCSN. Only these common events are used.
Cumulative and non-cumulative FMD are shown as black and red lines,
respectively. The bin spacing for both plots is 0.1 units. The Mw results
have a b-value of 1.16, while the ML results have a b-value of 0.93. From
bootstrap resampling, the uncertainty in b-value for Mw is estimated to be
0.058. The completeness magnitude for Mw is estimated at 1.6, while for
ML it is 1.0 (blue lines). Note that since the same events are in the top and
bottom panels, the larger magnitudes produce a b-value increase rather than
a decrease.
leading to a b-value that is about 25 per cent higher. In contrast
to many studies that compare b-values between different samples
of events, the change of b-value in Fig. 3 results solely from using
the two different magnitude scales for the same events. Bootstrap
resampling of the Mw values indicates that the uncertainty in the
b-value estimates is below 0.06.
More direct results on the relationship between the ML and Mw
scales for our data set are shown in Fig. 4. There are few events with
ML > 4.0 and few valueswithML < 0, sowe focus on thismagnitude
range. A scatterplot of log(P0) against ML is presented in Fig. 4a
along with a best-fit line (red) having a slope of 1.13 (Table 1). This
is similar to the value obtained by Ben-Zion & Zhu (2002) and other
studies analysing small events, and significantly different from the
1.5 value in the scaling relation of Hanks & Kanamori (1979) char-
acterizing moderate and large events. Examination of (Mw −ML) vs
ML shows that the magnitude scales are approximately equal only at
M3.5 (Fig. 4b), and that forML < 3.5, (Mw −ML) increases linearly
with decreasing magnitude. Bootstrap resampling indicates that the
uncertainty in the slope is 0.078. At ML 0, the average earthquake
has anMw value that is 0.88 units larger. From this data set, we also
calculate a best-fitting line (Table 1). The standard deviation of the
residuals is 0.19 units. The best-fitting values in Table 1 can be used
to convert local magnitudes into moment magnitudes (or potency)
for earthquakes in Southern California. However, due to regional
differences in attenuation, these values are not likely applicable
elsewhere.
5 D ISCUSS ION
We derived potency estimates for >11 000 earthquakes with
0 < ML < 4 around the SJFZ from spectral analysis of both P
and S waves. The potency calculations were entirely automated,
involving as many as 85 stations in estimating each value of P0,
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Figure 4. Comparison of derived potency, Mw and ML values for more
than 8000 earthquakes which occurred during 2013. The ML values were
determined by SCSN, whileMw values were determined with the developed
procedure. The slope of the best-fitting line (red) in the upper panel is 1.13,
significantly different from the 1.5 slope of Hanks & Kanamori (1979). The
uncertainty in the slope is estimated to be 0.078. TheMw andML values are
roughly the same aroundML 3.5, but below thismagnitudeMw progressively
increases relative toML. ForML = 0, the averageMw is 0.88 units larger. A
linear fit between Mw and ML over the examined magnitude range leads to
the relation Mw = 0.754ML + 0.88.
Table 1. Magnitude scaling relation parameters.
Quantity c d σ
P0 1.13 −4.06 0.29
Mw − ML −0.246 0.884 0.19
The calculated values were obtained by linear least-squares
regression (y = cML + d).
which leads to a more objective and robust set of results. While
the estimates of potency may be improved by manual adjustment
of frequency ranges, window lengths, and other various param-
eters, this is labour intensive and difficult to perform for more
than a few hundred events. The effect of attenuation on the low-
frequency asymptotes is generally not appreciable. We performed
the same analysis using Q = 1000 at all depths and found that the
results were largely unchanged, with only slightly lower potency
values (leading to less than 0.1 Mw difference on average). How-
ever, using more realistic estimates of Q in the upper 2.5 km from
Abercrombie (1997) made the results between P and S waves agree
better, supporting the need for including near-surface attenuation in
the calculations.
The zero-frequency asymptote used to derive potency values for
the analysed earthquakes is one of three parameters that are esti-
mated from the spectra in our procedure. While some trade-off may
occur between the zero-frequency asymptote and fc, it ismuch less of
an issue than between fc and n. This is because the zero-frequency
asymptote is estimated from the lowest usable frequencies in the
spectrum, while fc is measured from generally much higher frequen-
cies. From our testing, even if fc is somewhat-incorrectly estimated,
the potency determination typically remains stable. The parameters
fc and n are more strongly related, however, since the value of fc
determines where the high frequencies begin, and thus the rate at
which they fall-off.
The results in Fig. 4 confirm previous findings that the scaling
relation between the potency (or moment) and local magnitude of
events withML < 3.5 strongly deviates from the relation of Hanks&
Kanamori (1979) for moderate and large events. The magnitude of
completeness and b-value of events with size measured byML differ
from the values of the same events with size measured byMw. This
is important to note because numerous studies in the literature have
discussed variations of b-valuewith space and timewith no attention
to the scale used tomeasure themagnitudes (e.g.Gerstenberger et al.
2001). Similarly, some studies have compared b-values across broad
magnitude ranges ignoring the different scales used. The derived
scaling relations between log(P0),ML andMw (Table 1) can be used
to convert event size from one scale to the others.We note that this is
strictly appropriate for the region around southern California where
the analysed events occurred, since regional changes in attenuation
can affect the ML values. However, the overall similar slopes for
small events between log(P0) or log(M0) and ML found in other
studies (e.g. Bakun 1984; Abercrombie 1996; Ben-Zion & Zhu
2002; Shearer et al. 2006; Edwards et al. 2010) indicate that the
regional variations are considerably smaller than changes in the
scaling of events with ML less than about 3 and moderate to large
events (e.g. ML > 4).
The significant scatter in Fig. 4 reflects the difficulties in cal-
culating potency and moment values for small events. Measuring
P0 requires a high-quality location, phase picks for both phases at
many stations, precise estimates of the path and site contributions to
a spectrum and a robust technique for fitting a source model. Poor
focal sphere coverage can further contribute to uncertainty. Here,
we focus on the statistical trend of these values for a large data set,
rather than the values for any given event. The trends of the curves
shown in Fig. 4 indicate systematic variations with uncertainties
much smaller than the uncertainty in the attributes of any single
event. The standard deviation of the residuals about the curve is
about 0.19 magnitude units (Table 1). This value should be kept in
mind when converting the size of events from ML into P0, M0 or
Mw, especially when done for individual events. However, convert-
ing an entire earthquake catalogue with ML values into P0, M0 or
Mw, and performing a statistical analysis on the results, should be
more robust since much of this variability will average out.
Local magnitude has been a valuable metric for quantifying the
size of earthquakes for more than half a century because of its ease
of calculation and general stability. However, the local magnitudes
saturate for large events and can underestimate the size of small
events because of attenuation and recording issues. The moment
magnitude scale was introduced several decades ago, but it is still
used primarily only for moderate to large earthquakes. The scaling
relation of Hanks & Kanamori (1979) does not characterize the
relation between moments and local magnitudes of small events.
All these issues have the potential of producing errors and biases in
analyses of b-values or other parameters of earthquake catalogues.
As another example, we note that in calculating spectral ratios for
extracting source properties of earthquakes, a commonly employed
rule of thumb is to use an empirical Green’s function from events
(e.g. Hough & Dreger 1995) that are 1–2 units smaller than the
main earthquake to be studied. This rule of thumb was probably
meant for moment magnitude, not local magnitude, and the results
obtained in this study indicate usingML for this determination may
lead to empirical Green’s functions with corner frequencies that are
considerably lower than expected.
The source of the discrepancy between local magnitudes and
moment magnitudes has been discussed by several studies in the
past. Bakun (1984) and Hanks & Boore (1984) attributed the devi-
ation to the Wood–Anderson filter that is applied to seismograms
in determining local magnitude. The Wood–Anderson filter has a
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corner frequency of roughly 1 Hz, and artificially lowers the am-
plitude of larger events more than smaller events. Edwards et al.
(2010) pointed out that a similar effect can be produced by seis-
mic attenuation which strongly affects the higher frequencies of
smaller events more than the lower frequencies of larger events.
The stronger effect of attenuation on wavefields radiated by smaller
events is illustrated in figs 11 and 12 of Kwiatek & Ben-Zion (2016)
with synthetic calculations. The divergence between theML andMw
scales of small events may also be related to the fact that they prop-
agate in a very heterogeneous stress field (which prevents them
from becoming larger), in contrast to moderate and large events that
propagate in a more uniform stress field (e.g. Ben-Zion 1996). The
limiting scaling relation between the potency and rupture area in
a highly heterogeneous stress field is P0 ∼ A (Fisher et al. 1997),
while crack-like events propagating in a uniform stress field satisfy
the classical scaling relation P0 ∼ A3/2 (e.g. Ben-Zion 2008). There-
fore, the 3/2 scaling parameter in the moment–magnitude scaling
relation of Hanks & Kanamori (1979) is expected to hold for mod-
erate and large events, but a smaller scaling parameter is expected
theoretically for small events. This can contribute to the discrepancy
between ML and Mw of small events (Ben-Zion & Zhu 2002). In
any case, the differences between the local and moment magnitudes
should be kept in mind when analysing earthquake data sensitive to
the scale.
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