Abstract. Bipartite graphs are used to describe the generalized Schur complements of real matrices having no square submatrix with two or more nonzero diagonals. For any matrix A with this property, including any nearly reducible matrix, the sign pattern of each generalized Schur complement is shown to be determined uniquely by the sign pattern of A. Moreover, if A has a normalized LU factorization A = LU , then the sign pattern of A is shown to determine uniquely the sign patterns of L and U , and (with the standard LU factorization) of L −1 and, if A is nonsingular, of U −1 . However, if A is singular, then the sign pattern of the Moore-Penrose inverse U † may not be uniquely determined by the sign pattern of A. Analogous results are shown to hold for zero patterns.
If A is a square, nonsingular matrix, then A † = A −1 . Thus, Moore-Penrose inversion generalizes standard matrix inversion. Let B(A) be the bipartite graph with vertices {u 1 , . . . , u m , v 1 , . . . , v n } and edges {{u i , v j } | a ij = 0}. Let B denote the family of finite acyclic bipartite graphs, and let A denote the family of all real matrices A with B(A) ∈ B. If A is an n × n matrix, then a nonzero diagonal of A is a collection of n nonzero entries of A, no two of which lie in the same row or in the same column. Note that A consists of all real matrices that contain no square submatrix with more than one nonzero diagonal. A matching in a (bipartite) graph is a subset of its edges no two of which are adjacent. For t ≥ 0 and any bipartite graph B, let M t (B) denote the family of matchings in B that contain t edges.
Theorem 2.1. Otherwise, α ji = 0. Note that when s = 0, the product a ij1 a i1j1 a i1j2 · · · a isjs a isj reduces to a ij , and that when r − s − 1 = 0, the numerator in the quotient of summations is equal to 1. Let 
of length 2s + 1 with s ≥ 0, then the entry (A/W ) ij equals
If the edges and the path exist as given in the theorem, then 
The first row of U is equal to the first row of A, and the first column of L is equal to the first column of A multiplied by the scalar 1/a 11 . For any i = 2, . . . , r and j = i, . . . , n,
and for any i = 2, . . . , r and j = i, . . . , m,
For the above details when A is square, see [5, p. 35-36] . If A ∈ A, then the entries u ij and l ji can be easily found from (3.2) and (3.3) either by evaluating the determinants or by using Theorem 2.2 to evaluate the appropriate entries of the Schur complement
Theorem 3.1. Let A ∈ A be an m × n matrix with rank r ≥ 1, and let P, Q be permutation matrices such that P AQ has a normalized LU factorization P AQ = LU . The sign patterns of L and U are determined uniquely by the sign pattern of A. Furthermore, the zero patterns of L and U are determined uniquely by the zero pattern of A.
Proof. By (3.2), (3.3), and the sentence before (3.2), the sign patterns of U and L are determined uniquely by the signs of certain minors of P AQ. Since P AQ ∈ A, the signs of these minors are determined uniquely by the sign pattern of P AQ, and thus by the sign pattern of A. Similarly, the zero patterns of U and L are determined uniquely by whether or not certain minors of P AQ equal zero, and thus by the zero pattern of A. Note that Theorem 3.1 also follows from Corollary 2.5.
In the terminology of [8] , Theorem 3.1 states that for A ∈ A and the normalized LU factorization P AQ = LU , the entries of L and U are unambiguous; that is, for every real matrix B with the same sign pattern as A, if P BQ = L U is the normalized LU factorization, then the sign patterns of L and L are the same, as are the sign patterns of U and U.
To prove Theorems 3.3 and 3.4 below, the following lemma is required. 
and
Proof. Clearly, L −1 is lower triangular with λ 11 = · · · = λ nn = 1, so the above expression for λ ii is correct. Also, U −1 is upper triangular with µ ii = 1 uii , so by (3.2), the above expression for µ ii is correct. Suppose now that i, j are integers such that 1 ≤ j < i ≤ n. Let R = [δ i,n+1−i ] denote the reverse diagonal permutation matrix, i.e., the permutation matrix that corresponds to the involution (1, . . . , n) → (n, . . . , 1), and let
By Jacobi's Theorem (see, e.g., [6, (0.8.4)]),
(An analogous formula is given in [8, proof of Theorem 3.3] when U is normalized to have all diagonal entries equal to 1.) By the above method, it may be shown that
which concludes the proof. For the case in which A is an n × n singular matrix with rank r ≥ 1 and the normalized LU factorization A = LU , the matrices L and U can be extended to be lower and upper triangular, respectively. The standard LU factorization of an n × n singular matrix A with rank r extends the normalized LU factorization so that both L and U are n×n matrices, L [1, . . 11 = · · · = λ nn = 1. Let i, j be integers such that 1 ≤ j < i ≤ n, and let r = rank A ≥ 1. If r = n, i.e., A is nonsingular, then by Lemma 3.2,
Since A is a member of A with a normalized LU factorization, the submatrix A 
where
is nonsingular and has precisely one nonzero diagonal. Note that
Then A is nonsingular with normalized LU factorization A = LU . By Lemma 3.2, To show that A [(1, . . . , i) − j|1, . . . , i − 1] has at most one nonzero diagonal, note that if i ≤ r, then this matrix is a submatrix of A ∈ A. Suppose then that i ≥ r + 1. 
Assume that at least one of the indices i 1 , . . . , i t is greater than or equal to r + 1. 
Since A is a member of A with a normalized LU factorization, the submatrix Theorem 3.4 states that U −1 is also unambiguous. However, if A is singular, then U is singular and (as the following example shows) the sign and zero patterns of U † are not necessarily determined uniquely by the sign and zero patterns of A; that is, they may be ambiguous. We now restrict consideration to nonsingular nearly reducible matrices, which are shown in [1] to be strongly sign-nonsingular; that is, for such a matrix A, the sign pattern of A −1 is determined uniquely by the sign pattern of A. The next result follows immediately from Theorems 3.3, 3.4 and 4.2. in which A is nonsingular and nearly reducible, and P is a permutation matrix such that P A has only nonzero entries on the main diagonal. Clearly, the sign (resp., zero) patterns of L and U are determined uniquely by the sign (resp., zero) pattern of A. Furthermore, Theorem 4.3 asserts that the sign (resp., zero) pattern of A determines uniquely the sign patterns of L −1 and U −1 . Finally, we remark that for the normalized LU factorization of the matrix A in Example 3.5 (where A is neither nonsingular nor nearly reducible), the bipartite graph B(U ) has cycles of length 6 and 8, and thus U / ∈ A. However, L, U ∈ A for the normalized LU factorization in Example 4.4.
Conjecture 4.5. Let A be a nonsingular nearly reducible matrix, and let P, Q be permutation matrices such that P AQ with only nonzero entries on the main diagonal has a normalized LU factorization P AQ = LU . Then L, U ∈ A.
