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In Hong Kong, the Information Engineering Department of the Chinese University of 
Hong Kong has developed a medical image network system (MAGNET). MAGNET is aimed 
at providing a multimedia network connecting between hospitals, clinics and so on. This 
multimedia network system is used to serve the needs of doctors, nurses, surgeons and staff. 
There are lots of the services provided and the services included database management, image 
processing filters, image delivery service and conference through the network system. 
So far, part of the network system has been built connecting two hospitals in Hong 
Kong together with CUHK through an optical fibre (T-l Link), In fact，the existing network 
system has made a lot of contribution in helping the staff and doctors of the two hospitals. 
And there are some other hospitals have expressed their interest in joining the MAGNET and 
share the services and resources through the network. Meetings have been held and 
suggestions have been given. Therefore, the MAGNET team is now trying to develop some 
other additional useful services such as video conferencing, colour imaging and so on. We 
hope that MAGNET can be a practical and helpful system to provide a lot of convenient 
services for the doctors to save their patients' lives. 
In thesis, we aim at studying same basic 3D image processing techniques so as to let 
the user, usually the doctors, to take a closer look at the images from different angles and 
different point of views of the object of interest and to perform simple measurements on the 
3D object. This thesis documents the details of a project of three dimensional image 
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visualization. In Particular, our interest is the reconstruction of 3D objects from series of 
parallel 2D M.R.I. images or CT images and we have developed a software for this purpose. 
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Chapter I. Introduction 
The use of 3D images for surgeries and lectures in hospitals become popular. Doctors 
and surgeons are now seeking methods to help them to decide how to proceed with surgery. 
For example, surgeons may need to know how far the defective organ is from the skin, where 
the exact location of the organ is and how large the defective organ is. At present, they have 
to estimate all these information by using different kinds of 2D image such as X-ray, CT scan 
and M.R. images. However, the estimated information may not be accurate. Surgeons may 
find it hard to determine the size and location of the defective organ and the accuracy depends 
on the surgeons' experience. 
Therefore, many hospitals are now developing a computerised system to help them not 
only in management of database but also in providing some of the important image processing 
techniques to help the doctors and surgeons in making decision of how to perform the surgery 
and save their patients. This is vital in reducing the burdens of tiie surgeons because it makes 
some of the process more automatic and creates a lot of convenience for the surgeons. 
Besides, the computerised system will have an advantage in making an accurate measurement. 
One of the most popular demands is to reconstruct the 3D structure from a set of 2D 
images and project it onto the computer screen so that the surgeons can process the image 
through the computer and measurements are possible to be taken in all directions by rotating 
the 3D image. 
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Hence, the MAGNET team would like to develop an application for 3D images. Our 
main concern is to reconstruct a 3D structure using a series of M.R.I. medical images. There 
are two major problems that may be encountered with any 3D imaging method based on series 
of 2D slices. 
1. The individual images must be aligned. Any shifting or rotating one of the 2D 
images can completely alter the reconstructed 3D structure. So we must carefully 
align the 2D images together. 
2. The interval between two consecutive images must be estimated accurately. In 
cases where the interval is significantly greater than the pixel size, we need to 
generate an appropriate number of interpolated images between consecutive 2D 
images. For example, if the pixel size is 1.0 mm and the slice interval is 3.0 mm, 
then three interpolated slices are produced. 
There are many algorithms used to generate the 3D image structure from series of 2D 
images and many researches have been taken to perform this kind of task such as [1] and [2]. 
The image reconstruction contains several sections. First of all, the object of interest 
should be isolated from the 2D images before we actually do the image reconstruction so as to 
take a closer look into the object and discard all the unnecessary information. Secondly, the 
noise contained in the 2D images should be reduced. This is necessary because the image 
reconstruction process itself is very sensitive to noise. 
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Then, we can align the series of 2D images in an sequential order. If we know the 
pixel size and the slice distance, we can estimate the appropriate number of interpolated 
images needed to be generated in between slices. Once, we know that how many interpolated 
images are necessary, we can then perform the interpolation process to construct the whole 
3D image structure of the object. The details will be described later. 
Once the 3D image structure is rendered, we have to project or map it into a 2D screen 
so that we can look at the object from the computer screen. Besides, we have to let the user 
to rotate the 3D image structure so as to let the user look at the object from different angles 
and different point of views. 
In this paper, we are going to describe some simple image processing algorithms and 
methods and a software has been developed to demonstrate how those methods work. The 
models and methods documented in this paper are simple and easy to understand. But there 
are numerous other more complicated methods that could do the job. 
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Chapter II. Segmentaion Tools 
2.1. Segmentation of object 
Segmentation of object is to isolate the object of interest from a 2D or 3D image. This 
is important when the user wants to look at the shape of the object 
2,1,1, Segmentation Algorithm 
In this part, we are going to talk about how to isolate the object of interest from a 2D 
image. Our algorithm is described below. 
1. A stack is created with stack pointer sp ^ 0. 
2. Let the user to choose a point, say (x,y), inside the object of interest from the image 
and add the point into the stack and set sp = sp + 1« 
3. Get a point (x,y) from the stack, set sp = sp - 1 and mark the point 
4. If (x-l,y) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp +1. 
5. If (x+l,y) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp + 1. 
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6. If (x,y-l) is a point in the image and if it is not te boundary of the object, add the 
point into the stack and set sp = sp + 1. 
7. If (x，y+l) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp +1. 
8. If sp > 0 repeat step 3 through 8. 
The above algorithm can be extended to segment a 3D object from a 3D image. And 
the algorithm is as follows, 
1. A stack is created with stack pointer sp = 0 and an empty table is created. 
2. Let the user to choose a point, say (x，y，z)，inside the object of interest from the 
image and add the point into the stack and set sp = sp + 1. 
3. Get a point (x，y，z) from the stack, mark the point and set sp = sp -1. 
4. If (x-l,y,z) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp + 1. 
5. If (x+l,y,z) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp + 1. 
12 
6. If (x，y-l，z) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp + 1. 
7. If (x，y+l，z) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp + 1« 
8. If (x，y，z-l) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp + 1, 
9. If (x，y，z+l) is a point in the image and if it is not the boundary of the object, add the 
point into the stack and set sp = sp + 1. 
10. If sp > 0 repeat step 3 through 10. 
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The above algorithms are very simple and they make use of a stack data structure. The 
stack pointer is used to record the number of points inside the stack. For each point in the 
stack, its nearest neighbours are examined. If its neighbours are not the boundary points, that 
means they belongs to the same object and so they are added to the stack and marked. The 
process is repeated until the stack is empty. Then all the marked points are taken out to form 
the object. 
In the above algorithms, there is a problem of how we can identify whether a point is a 
boundary or not. There are many methods to solve the problems. The most simplest method 
is to let the user to select a range of pixel value which will contain all the possible pixel values 
inside the object of interest. So if the pixel value of a point is not within that range, it will be 
treated as the boundary. Therefore, we use this method to identify whether a point is a 
boundaiy or not. 
In this project, we let the user to click a point which is belonged to the object of 
interest inside the image and allow the user to select a range of pixel values of the object of 
interest. Then we use the algorithm described above to segment the object of interest from 
that image. 
But this method have many disadvantages. First of all, the user must do some statistics 
to measure the pixel value inside Hie object of interest. Second, the range of the pixel value 
inside the object of interest may be very large and the object cannot be isolated completely. 
Therefore, an edge detector or the region growing algorithm could be better. 
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2.1.2 Region growing algorithm 
In this section, we are going to describe another method, the region growing 
algorithms, used for segmentation of object. 
The ideal is that pixels lying in the same image neighbourhood tend to have similar 
statistical properties and belong to the same image regions. Therefore, segmentation 
algorithms can incorporate, if possible, both proximity and homogeneity to produce connected 
image regions. 
A simple approach to image segmentation is to start from some pixels (seeds) 
representing distinct image regions and to grow them, until they cover the entire image. The 
pixel seeds are usually chosen by the user in a supervised mode. In order to implement region 
growing, we need a rule describing a growth mechanism and a rule checking the homogeneity 
of the regions after each growth step. The growth mechanism is simple: at first we check if 
there are unmarked pixels in the 8-neighbourhood of the seed and add them into a stack if it 
satisfies the condition of the region homogeneity. The condition of the region homogeneity is 
chosen such that the candidate pixel x is marked when its pixel value is close to the mean value 
of the region, i.e. \f(x) - mean\ is less than a threshold. The step is repeated until the stack is 
empty. That means no more point can be added in into the region. The performance of this 
algorithm depends heavily on the choice of the initial seeds and the threshold. 
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The algorithm is shown below :-
1. Input the initial seeds x0 and the threshold T, Set mean - xo and add it into a stack. 
Set n^ l and mark the pixel point xo. 
2. Get a pixel point from the stack. For each of its 8-neighbour, say Xk，if 
- mean\ < T, then mark the pixel point xk and add it into the stack. 
3. Set 
oldmean - mean, i 
mean = “^-rrixk + nxoldmean) and 
1 
a = / —^-r(nc2 + —^r[jCjt 一 oldmean]2) \n-\-l n+1 
4. Set 
T - (1 — mean 
5. Repeat step 2 through step 4 until the stack is empty. 
6. Get all the marked point to form a region. 
Therefore by choosing a desired value of the seed and initial value of the threshold, the 
segmented object can be approximated. 
This algorithms has been chosen instead of other complicated edge detectors because it 
needs only the initial threshold and the seed. Therefore, the user can find it easy to use. 
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Besides, it can make use of the image's statistics such as the mean and variance. Hence, it will 
be less sensitive to noise while the edge detectors are extremely sensitive to noise. 
In fact, there are numerous complicated edge detectors and image segmentation 
algorithms. But they may be too complicated to implement and user may find it hard to use. 
Besides, those algorithms will be slower in computer speed but may not guarantee to filter out 
all the noises. 
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2.2. Noise Reduction 
Since the medical images contains a large proportion of salt-and-pepper type of noise, 
noise reduction or smoothing techniques are essential. Moreover, both the segmentation of 
object and the reconstruction of 3D image from consecutive 2D slides are extremely sensitive 
to noise. Hence the noise must be filtered out before the processes of segmentation of object 
and the reconstruction of 3D image. 
In this section, we discuss two simple algorithms that attempt to reduce random noise 
and salt-and-pepper type of noise. 
2.2.1. Median filtering. 
Median filtering is a non-linear process useful in reducing impulsive, or salt-and-pepper 
noise which occur due to a random bit error occurred when transmission. It is also useful in 
preserving edges in an image while reducing random noise. 
In a median filter, a window slides along the image, and the median intensity value of 
the pixels within the window becomes the output intensity of the pixel being processed. For 
example if the pixel value of the point (x，y) is 10 and the pixel values of its neighbour (x-l,y), 
(x+l,y), (x，y-l)，（x，y+l) are 1,3,4,9 respectively. Then the median of this five points is 4. 
Therefore the output of the median filter is 4. So the point (x，y) is assigned a pixel value of 4 
instead of 10. 
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2.2.2. Mean filtering 
Like median filtering, mean filtering is a non-linear operation and is useful in reducing 
salt-and-pepper noise. In this method, a window slides along the image, and the average of 
the pixel values, excluding the pixel being processed, is obtained. If the difference between 
the average and the value of the pixel processed is above some threshold, then the current 
pixel value is replaced by the average. Otherwise, the value is not affected. Hie disadvantage 
is that it is hard to determine the best threshold values in advance, it may be useful to process 
an image using different threshold values and different window size and choose the best one. 
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2.3. Other functions 
2,3,1, Contrast enhancement and reduction 
Contrast enhancement and reduction is a process of intensity mapping. It is aimed at 
increasing or reducing the different between the high intensity pixels and the low intensity 
pixels. The contrast enhancement can be useful to amplify the differences of pixel values 
between tissues. It is because different tissues may have different range of pixel values. 
Hence, by enlarging the differences, tissues may be seen clearly and separately. This could be 
helpful for segmentation of object On the other hand, the contrast reduction reduces the 
difference of pixel values between the lighter and darker region of an image. Thus, the image 
will be more or less smoothed. 
The function is shown below, 
fnew(x)=fold(x) + [AJ{x)*l\ 
where Af(x) = |(sin Qx +1) - f o U l (x ) and Qx = - £ 
In the above equations n is the maximum intensity value and foid(x) is the original pixel 
value with the position of the array equal to x. The fnewix) is the new pixel value and I is the 
value used for control the enhancement or reduction level. 
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If I is negative, it is the contrast reduction process. But if I is positive, it is the contrast 
enhancement. If I equals to zero, It is the normal contrast, i.e. fnewix) =foid(x)，but if I is too 
large, extreme contrast enhancement would be the result, i.e. 
while fnew(x) = n if f�id(x) > . 
2.3.2. Brightness increment and reduction 
The brightness increment and reduction is another example of intensity mapping. 
Unlike contrast mapping, brightness increment mapping increases the intensity of both the 
lighter and darker components. And the brightness reduction decreases the intensity of all 
pixels in the image. 
The brightness mapping function is useful when the image is too dark or too bright and 
could not be distinguished from the background. But it also enhances the noise of the image. 
The mapping function is shown below, 
Aew � � + [A/U)*q � 
where A/(jc) = n s i n 『 ； - f o i d ( x ) and I is the parameter controlling the degree of 
brightness increment and reduction. I f / i s negative, it is brightness reduction but if I is 
positive, it is brightness increment. 
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Chapter III. 3D Visualization Tools 
3.1. Interpolation 
Interpolation is a process to estimate the pixel values of points between two 
consecutive slides so that a 3D image structure can be viewed. In this paper, we are trying to 
use a series of M.R.I. 2D images to reconstruct and estimate the original 3D image structure. 
The 2D images are taken in different depth of the cross section. 
In this part, a simple interpolation method is presented. This method is the trilinear 
interpolation. It is simple and the pixel value of a point is estimated by taking use of the 
information of its nearest neighbours. In fact there are lots of the interpolation methods such 
as polynomial interpolation and interpolation using low pass filter. For the details of these 
interpolation, readers can refer to [3]. 
3.1.1. Estimate distance between slices 
First of all, the series of 2D M.R.I. images must be aligned in an sequential order of the 
serial section. Any shifting or rotating an image section can completely alter the reconstructed 
3D structure. But for the M.R.I. images, they are captured directly from the magnetic 
resonance machine, the position and tiie interval between two consecutive images are 
determined quite accurately. 
In cases where the slice interval is significantly greater than the pixel size, an 
appropriate number of interpolated images are generated in between slices. For example, if 
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the pixel size is 1.0 mm and the slice interval is 3.0 mm, then three interpolated slices are 
needed to be estimated between two consecutive slices. 
3.1.2, Trilinear interpolation 
In this section, we are going to describe a simple method, trilinear interpolation, to 
estimate the interpolated slices between each pair of consecutive slices. The details of 
trilinear interpolation is contained in [4] and the following is the short description of trilinear 
interpolation. 
Suppose the series of 2D images is aligned to form a 3D image with pixel value of a 
point (wi ’�2，�3) = ，n2, n3) • Interpolation is a process to magnify the 3D image into a 
larger one. 
In this method, the interpolated pixel value fc(x,y,z) of a point {x,y,z) is evaluated by 
a linear combination of/(ni,n2,n3) at the eight closest pixels. Suppose we wish to evaluate 
fc(x,y,z) wheremTi < jc< (m + 1)T1} n2r2 < ( n 2 + a n d n3T3 <z< (n3 + l)T3. The 
interpolated fc(x9y,z) in the trilinear interpolation method is 
f d x ^ z ) = ( l - A J ( l - A y ) ( l - A M n u n 2 , n 3 ) + 
Ax(l-Ay)(l-Az)/(m + 1，《2，《3)+ 
(1 一 Ax)Ay(l — Az)/(n i ， + 1，�3)+ 
(1 - AJ(1 - M2,n3 + 1)+ 
AxAy(l - Az)J{ni + l,n2 + 1,«3)+ 
(l-Ax)AyAzf(ni,n2 + l，w3 + 1)+ 
Ax(l - Ay)A/(wi + l»n2,«3 + 1)+ 
AxAyAJ{ni + l,n2 + l,n3 + l) 
where A^  = (x-niTi)/Ti, Ay = (y-n2r2)/r2 and Az = (z-n3T3)/T3,TUT2 and T3 is the 
sampling period or scaling factor. 
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This method is chosen because it is simple and faster. It will be less sensitive to 
noise. In fact, there are other methods for interpolation. For example, polynomial 
interpolation and 3D low pass filter can also do the job. However such methods are 
time-consuming and does not guarantee to have more accurate results. Besides, they need to 
use a larger amount of memory for calculation and storage of data and is not economic. 




In the previous sections, we have talked about reconstructing a 3D image structure to 
form a volume of image. But since our viewing surface is only two-dimensional, we must 
have some way of projecting our three-dimensional object onto the two-dimensional screen. 
In this section, we will briefly describe method to map the 3D image structure into a 
2D screen. The following short description of parallel projection is quoted from [5]. 
3.2,1, Parallel projection 
I ^ ~ I 
screen I 
^ ^ ^ object I 
轟 Fig.2. parallel projection 1 
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The simplest projection method is the parallel projection as shown in figure 2. The 
parallel projection is formed by extending parallel lines from each point on the object until 
they intersect the plane of the screen. 
Suppose that the direction of projection is given by the vector ( xp yp zP J and that 
the image is to be projected onto the x-y plane at z = 0. If we have a point on the object at 
(x\,y\,z\), we wish to determine where the projected point (x2,y2) will lie. 
The projection formula is in fact a transformation which may be written in matrix 
form and the details is contained in [5]. 
f 1 0 � 
f ^2 ^2 j = yi ] o 1 
� \ -Xp/zp -yp/zp > 
But the above formula is not enough. It is because there may be several points in the 
3D image mapped to the same location of the screen. Hence, we have to determine whether a 
point is hidden or not. Therefore Z buffers are used. 
3.2.2. Z Buffers 
Z-buffer is a simple technique to determine whether a pixel or a point is hidden 
behind an object or not. It is a large array with an entry for each pixel on the display or 
screen. It is used to save the z co-ordinate values of that point on the screen, At first, all 
elements in the z buffers are set to be a very large value. 
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Suppose that the algorithm which turns on each pixel of the 3D object, it could then 
compare the z position of the pixel or point of the 3D object with the Z-buffer value and 
decide if the new surface is in front of or behind the current contents of the frame buffer. If 
the pixel has a z value smaller than the Z-buffer value, then it lies in front; its value will enter 
into the screen and its z value is entered into the Z-buffer. 
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3.3. Rotation of 3D image 
This section contain a brief description of how the 3D image could be rotated so as to 
let the user look at the image structure at different angle. 
Rotation of 3D image include the calculation of the rotation matrix. The rotation 
matrix for a 3D image rotating about x axis, y axis and z axis are Rx, Ry and Rz respectively. 
The details of these rotation matrix are contained in [5]. 
^ 1 0 0
 > 
Rx - 0 cos 6 sin 6 
� 0 -sin 6 cos 6 ) 
(cos a 0 -sin a 
Ry _ 0 1 0 
� s i n a 0 cos a � 
f cosP sin (3 0 > 
Rx = 一sinP cosp 0 
I 0 0 1 J 
Where a, p and 6 are the angle rotated about y axis, z axis and x axis respectively. 
Hence, the new co-ordinate of a point (x,y9z) becomes 
r \ 




In the previous section, we have described the projection method in order to project to 
3D image onto the 2D screen. But the resulting image on the 2D screen is not much look like 
its corresponding 3D image. Therefore in order to improve the appearance of the image on the 
screen, shading is necessary. 
Shading is a process to make the image on the 2D screen look more likely to its 
corresponding 3D image. The idea is to illuminate the 3D object by a light source and the 
surface reflects the light. By estimating the intensity of light reflected for each point and 
assigning the pixel value equals to the intensity of light reflected, the image on the 2D screen 
will be improved and look more likely to its corresponding 3D situation.. In this section, a 
brief description of a simple shading model is contained to illuminate the 3D object by a light 
source. 
In this model, we consider only the background light intensity and the point-source 
illumination. The intensity of light is 
v = BR + PR(Ll^N) 
The first term is the effect of the diffuse background light source where B is the 
intensity of the background light and R is the object's reflectivity. The second term is the 
effect of point source illumination with the light intensity of the source equals to P. By 
arguments, if a surface is turned away from the light source, the surface area on which a 
fixed-sized beam of light falls increases. This means that there is less light for each surface 
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point. The surface is less brightly illuminated. Hence, it is assumed that the illumination is 
decreased by a factor of cos I, where I is the angle of incidence (angle between the direction 
of the light and the direction normal to the plane). 
If L is the unit vector pointing towards the light source and N is the unit vector 
normal to the surface as shown in fig 3, then 
cos/ = L*N 
V 
light source , v normal 
Fig.3. The angle between direction of light 
and the normal. 
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Chapter IV. Description of the software 
developed 
In the previous sections, we have talked about the algorithms of the image 
processing techniques used in developing the software application. In this section, we 
will describe the software developed and the results. 
4.1. Programming environment. 
The software is written by C language. It is run on the workstation with X 
Window system and XView server in the UNIX environment. It is built on top of 
MAGNET. 
4.2, Software developed. 
The software developed is divided into 2 parts :-
1. 2D Object Segmentation Panel, (see Figure 4.) 
2. 3D Object Segmentation Panel, (see Figure 5.) 
The 2D Object Segmentation Panel is used to isolate the object of interest 
from a 2D image. The 3D Object Segmentation Panel is used not only to isolate the 
object of interest from a 3D image but also to reconstruct and project the 3D image 
structure from a set of 2D images. 
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Fig 5.3D Object Segmentation Panel 
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4,3, 2D Object Segmentation Panel, 
The 2D Object segmentation panel is used to isolate 2D objects from a 2D 
image. It contains several buttons and sliders 
1. Segment Menu Button. 
The segment menu button is used to isolate the object from a 2D 
image. It allows the user to have three choices. 
a. Range. 
When this button is pressed, the maximum pixel slider and the 
minimum pixel slider will be activated. These sliders allow the user to 
select a range of pixel value in determining the border of the object. 
The user can choose a point on the 2D image and select a range of 
pixel value to segment the object of interest from the 2D Image. Fig. 6 
shows a brain segmented from the 2D image as shown in fig. 4. 
b. Group. 
When this button is pressed, the pixel range slider will be 
activated to allow the user to select a pixel range. The user can select a 
pixel range and the pixels on the 2D image will be remapped according 
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to the pixel range. The user can select the region using the mouse 
easily. Fig. 7 shows a brain segmented from the 2D image as shown in 
fig.4. 
c. Grow. 
When this button is pressed, the initial threshold slider will be 
activated. And the user can choose a suitable initial threshold and a 
point on the 2D image, an object can be isolated from the 2D image 
using the region growing algorithm. Fig. 8 shows a brain isolated from 
the 2D image as shown in fig 4. using this algorithm. 
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Fig 6a. a brain is marked using range button. 
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Fig 6b. The brain is isolated using range button. 
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Fig 7. A brain segmented using the group button. 
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2. Tools Menu Button. 
This button allows the user to perform some additional image 
processing functions. There are two choices :-
a. Rubber. 
This button is used when the user wants to clear parts of the 
image during segmentation of object. When this button is pressed, the 
user can click a point in the canvas window and clear regions while the 
mouse button is down. 
b. Smooth. 
This button is used when the user wants to filter out some noise 
in the image. It uses the mean filtering noise reduction method 
described in part II. 
3. Edit Menu Button. 
This button allows the user to add or delete region during the process 
of segmentation of object and to undo the previous action. This button 
contains three choices :-
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a. Add. 
This button allows the user to add the pixel points into the 
segmented object. When this button is pressed, the user can click any 
point on the 2D image using the mouse and the point will be marked as 
part of the segmented object. 
b. Delete. 
This button allows the user to delete or remove any pixel points 
from the segmented object. When this button is pressed, the user can 
choose any point on the 2D image using the mouse and the point will 
be unmarked so that the point is removed from the segmented object. 
c. Undo. 
This button allows the user to undo the previous action and 
back to the previous state. 
4. Ok/ Cancel Menu Button. 
This button allows the user to perform or cancel segmentation 
process. 
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5. Window/ Level Sliders 
The window and level sliders allows the user to look at the 
particular pixel range on the image. The user can choose a pixel value 
at the level slider and choose the pixel range at the window slider then 
only the pixel that has the value different from the pixel value at the 
level slider within the range indicated at the window slider will be 
shown. 
6. Image Number Slider. 
Usually there are more than one image in Hie image set. The 
image number slider allow the user to choose the appropriate image from the 
image set. 
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4,4, 3D Object Segmentation Panel. 
The 3D Object segmentation panel is used to isolate 3D objects from a set of 
2D images. Similar to the 2D object segmentation panel, it contains several buttons 
and sliders 
1. Segment Menu Button. 
The segment menu button is used to isolate the 3D object from a set of 
2D images. It allows the user to have three choices. 
a. Range. 
When this button is pressed, the maximum pixel slider and the 
maximum pixel slider will be activated. These sliders allow the user to 
select a range of pixel value in determining the border of the object. 
The user can choose a point on the image and select a range of pixel 
value to segment the 3D object of interest from the set of 2D images. 
b. Group. 
When this button is pressed, the pixel range slider will be 
activated to allow the user to select a pixel range. The user can select a 
pixel range and the pixels on the image will be remapped according to 
the pixel range. The user can select the region using the mouse easily. 
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This algorithm is the most simplest and easiest to use but it is not 
accurate. 
c. Grow. 
When this button is pressed, the initial threshold slider will be 
activated. And the user can choose a suitable initial threshold and a 
point on the 2D image set, an 3D object can be Isolated from the image 
set using the region growing algorithm. 
2. Tools Menu Button. 
This button allows the user to perform some additional image 
processing functions. There are two choices :-
a. Rubber. 
This button is used when the user wants to clear parts of the 
image during segmentation of object. When this button is pressed, the 
user can click a point in the canvas window and clear regions while the 
mouse button is down. 
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b. Smooth. 
This button is used when the user wants to filter out some noise 
in the image. It uses the mean filtering noise reduction method 
described in part in. 
c. Project. 
This button is used when the user want to perform the 3D 
reconstruction process and project the 3D image structure onto the 
screen from the set of 2D images. 
When this button is pressed, the panel label will be changed to 
3D Reconstruction Panel. The slide distance slider and the angle 
from x-axis, y-axis and z-axis sliders will appear on the panel. The 
user can choose any angle he likes and specify the distance between 
two consecutive slides then the 3D image structure will be 
reconstructed using the trilinear interpolation algorithm and the 3D 
image will be rotated and projected onto the screen. 
47 
Furthermore，the 3D Tools Menu Button will appear on the 
panel and there are several choices :-
i. Shading. 
ii. Cut. 
The shading button allows the user to perform the shading 
process and to decorate the 3D image structure on the screen. The cut 
button allows the user to look through the surface of the 3D image on 
the screen. The user can specify the depth he want to look through, 
then the image will be cut and the inner organs will be exposed. 
Fig. 9 shows a 3D human head projected onto the screen. Fig. 
10 shows the same head but rotated about the y-axis. Fig. 11 shows the 
same head but part of the surface have been cut and removed. Fig. 12 
shows a brain isolated from the human head as shown in fig. 9. Fig. 13 
shows a brain and part of the skin. 
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Fig 9. A 3D human head projected onto the screen. 
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Fig 10. Same 3D head rotated about y-axis. 
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Fig 11. Same human head with part of the surface removed. 
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Fig 12. A 3D brain isolated and projected onto the screen. 
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3. Edit Menu Button. 
This button allows the user to add or delete region during the process 
of segmentation of object and to undo the previous action. This button 
contains three choices :-
a. Add. 
This button allows the user to add the pixel points into the 
segmented object. When this button is pressed, the user can click any 
point on the 2D image using the mouse and the point will be marked as 
part of the segmented object. 
b. Delete. 
This button allows the user to delete or remove any pixel points 
from the segmented object. When this button is pressed, the user can 
choose any point on the 2D image using the mouse and the point will 
be unmarked so that the point is removed from the segmented object. 
c. Undo. 
This button allows the user to undo the previous action and 
back to the previous state. 
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4. Ok/ Cancel Menu Button. 
This button allows the user to perform or cancel segmentation 
process. 
5. Window/ Level Sliders 
The window and level sliders allows the user to look at the 
particular pixel range on the image. The user can choose a pixel value 
at the level slider and choose the pixel range at the window slider then 
only the pixel that has the value different from the pixel value at the 
level slider within the range indicated at the window slider will be 
shown. 
6. Image Number Slider. 
Usually there are more than one image in the image set. The 
image number slider allow the user to choose the appropriate image 
from the image set, 
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Chapter V. Results and analysis 
In the previous parts, we have described all the methods and algorithms that is 
used in developing the software. In this part, we are going to discuss the results of 
those methods. 
5丄 Result of segmentation of object. 
In the part of segmentation of object, we use three different methods. One of 
them is to allow the user to select a point on the screen and input a range of pixel 
value. Fig. 14 shows the original image and fig. 15 shows an brain isolated from the 
human head of the image in fig. 14 using this algorithm. We find that user may find it 
a little hard to select a pixel range in order to isolate the object completely and it is 
extremely sensitive to noise. The segmented object may contain large amount of salt 
and pepper type of noise. 
國 
Fig 14. Original Image. 
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Fig 15. A brain isolated by allowing 
using to select a pixel range. 
Another method is to let the user to select a pixel range and the image will be 
pre-processed to remap all the pixels so that pixels that have the different within that 
pixel range are grouped into the same region. Therefore, the user can select the region 
easy. Fig. 16，fig. 17 and fig. 18 show an image having been pre-processed with a 
pixel range of 20，40，60 respectively. We find that by choosing a suitable pixel 
range, the pixels of human brain becomes approximately the same and ready to be 
isolated. This method is the easiest method for the user to use but it is the least 
accurate. Fig. 19 shows a brain isolated using this method. We can see that in the 
figure the brain contain a lot of small holes or noise and the boundary is accurate. Fig. 
20 shows the same brain after passing through a mean filter and we can see that some 
of the salt and pepper noise has been smoothed and the result become acceptable, 
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Fig 19. Brain isolated. 
m 
Fig 20. The brain is smoothed. 
The last method is the region growing algorithm. The user may find it more 
convenient to use because he or she needs only to input an initial threshold and select 
a point as a seed on the image. Fig. 21 shows a brain segmented from the image in 
fig. 14. We can see that the result is acceptable and quit accurate even though there 
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may be some errors. Besides, the method is less sensitive to noise and will be more 
suitable for segmentation of object from M.R.I images than the other two methods. 
I k h 
Fig 21. Brain segmented using 
region growing algorithm 
The segmentation of object seems to be quit successful in 2D case. However 
in 3D case, the problem becomes much more complicated. It seems that the user find 
it hard to use those tools because the response is too slow. Usually, the user may need 
to wait for a few seconds after choosing a new set of parameters. But the parameters 
are hard to choose so as to make an accurate result. One of the most important 
reasons is that the set of consecutive 2D images is not continuous. That means 
information between two consecutive images is lost and distance between two images 
is quit large. Hence 3D segmentation of object is not easy to perform. It is because 
the statistics and properties of two consecutive 2D images is significantly large. Fig. 
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22 show a 3D human brain projected onto the screen and shaded by a light source. 
We can see that the boundary is not clear and the shape is not easy to judge. 
Fig 22.3D brain isolated. 
Before segmentation of object, if we have apply the contrast enhancement and 
reduction and the brightness increment and reduction, the results will be more 
satisfactory. Fig 23 a, b and c show the result of contrast enhancement and contrast 
reduction. We can see that after the contrast enhancement, the boundary of individual 
organ can be clearly seen. Besides in fig 23 c.，the image become smoothed. 
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國 
Fig 23 a. Original image. 
m 
Fig 23 b. Contrast Enhancement. 
國 
Fig 23 c. Contrast Reduction. 
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Fig 24 shows the result of brightness increment and decrement. Those tools 
can be useful in segmentation of object. 
mmmm 
\m 
Fig 24 a. Original Image. 
Fig 24 b. Brightness Increment. 
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Fig 24 c. Brightness Decrement. 
5,2, Result of 3D visualization tools. 
The result of the 3D reconstruction process is quit satisfactory. Fig. 25 a, b 
and c show three of the set of 32 consecutive 2D images. 
W^mWaKk 
Fig 25 a* one of the 32 consecutive 
2D images. 
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Fig 25 c. One of the 32 consecutive 
2D images. 
These images are aligned and a 3D image structure is reconstruct. Fig. 26 
shows an 3D human head projected onto the screen using the 2D images of fig. 25. 
There are four images estimated and added between two consecutive original images. 
That means about 80% of information is estimated by using the trilinear interpolation 




Fig 26.3D human head reconstructed 
and projected. 
At first we are trying to make the trilinear interpolation process a pre-
processing technique so that interpolation is performed only once and all the 
information is stored into the database. But we find that this is not worth doing. It 
because although the interpolation process itself takes time but the parallel projection 
process is also time-consuming. Therefore, we suggest to combine the two process 
together so that they perform at the same time. In programming words, we take only 
one loop to perform these two process. This makes it fast and saves a lot of CPU 
memory. 
One of the most difficult problems we have met in 3D reconstruction is that 
the M.R.I. images contains a lot of noise. Fig 27. shows an image with higher 
brightness intensity. We can see in the figure that the human head is covered by lots 
of salt and pepper noise. Therefore, in projection, those noises will covered the whole 
human head and fig. 28. shows the problem. Fortunately, these noises have a pixel 
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48 are filtered out. 
The processes of projection and rotation are in fact introducing salt and pepper 
noise. Therefore smoothing is necessary. Fig. 30 shows a 3D image with noise 
introduced by parallel projection. 
• 
Fig 30. Projection introduces noise. 
Shading is also important to make the projected image looks like an 3D object. 
Fig. 31 shows a 3D image without shading, We can see that the image is poor in 
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appearance and it does not show any feeling that the object is an 3D object. Fig. 32 
shows the same 3D image after shading and it looks much better. 
Fig 31.3D head without shading. 
Fig 32. 3D head with shading. 
69 
Chapter VI. Future Development. 
The software developed is useful and enough for simple and daily application. 
But it has its own disadvantages and incapabilities. For example, the edge detection 
algorithm used for segmentation of object is extremely sensitive to noise. Besides the 
interpolation method used during reconstruction of 3D image is not adequate and the 
surface of the reconstructed 3D image becomes stepwise. Therefore, in the future, the 
MAGNET team may have the following development. 
1. The edge detection algorithm. 
In the process of object segmentation, one of the problem is 
how to identify a point is a boundary or not. There are lots of the edge 
detector proposed to solve the problem but none of them can be 
claimed the best one. It is because edge detector is sensitive to noise 
and it depends on the image parameter such as the distribution of the 
pixel value, the variance and so on. Therefore, in the future, we have 
to find out an edge detector that is suitable for medical images. 
2. The interpolation method. 
In this paper, the trilinear interpolation method is used. But in 
fact there are lots of the interpolation methods such as polynomial 
interpolation or low-pass filter. But they are not enough to reconstruct 
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a 3D medical images accurately and quickly. Therefore, MAGNET 
team may need to seek a much more suitable method. 
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Chapter VII. Conclusion. 
The software developed provides useful tools in both segmentation and 3D 
reconstruction. For the segmentation of 2D object, the segmentation algorithms 
/ 
provided are quit satisfactory. The region growing algorithm is the most easiest to use 
and accurate. The smoothing function can be used to fiter some of the salt and pepper 
noise. The contrast enhancement supplied can be used as an additional filter to make 
the boundary more clearly seen before the segmentaion process. However, in 3D case, 
user may find it hard to choose a suitable parameter or threshold during the 
segmentation process. The reason is that the set of images provided is not continuous. 
That means the distance between two consecutive slides is significant so that the 
statistics and properties of the two consecutive image are different. 
Besides, the 3D reconstruction tools is quit successful. The result is 
satisfactory but after reconstruction, the surface of the 3D object appear to be 
stepwise. This should be improved in the future. The projection and rotation 
processes introduce noises so smoothing techniques are required. Moreover, the 
process of shading is helpful in decoration of the 3D image and making the projected 
image appear to be a real model of 3D object. 
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