The current article stems from our study on the asymptotic behavior of holomorphic isometric embeddings of the Poincaré disk into bounded symmetric domains. As a first result we prove that any holomorphic curve exiting the boundary of a bounded symmetric domain Ω must necessarily be asymptotically totally geodesic. Assuming otherwise we derive by the method of rescaling a hypothetical holomorphic isometric embedding of the Poincaré disk with Aut(Ω ′ )-equivalent tangent spaces into a tube domain Ω ′ ⊂ Ω and derive a contradiction by means of the Poincaré-Lelong equation. We deduce that equivariant holomorphic embeddings between bounded symmetric domains must be totally geodesic. Furthermore, we solve a uniformization problem on algebraic subsets Z ⊂ Ω. More precisely, ifΓ ⊂ Aut(Ω) is a torsion-free discrete subgroup leaving Z invariant such that Z/Γ is compact, we prove that Z ⊂ Ω is totally geodesic. In particular, letting Γ ⊂ Aut(Ω) be a torsion-free lattice, and π : Ω → Ω/Γ =: X Γ be the uniformization map, a subvariety Y ⊂ X Γ must be totally geodesic whenever some (and hence any) irreducible component Z of π −1 (Y ) is an algebraic subset of Ω. For cocompact lattices this yields a characterization of totally geodesic subsets of X Γ by means of bi-algebraicity without recourse to the celebrated monodromy result of André-Deligne on subvarieties of Shimura varieties, and as such our proof applies to not necessarily arithmetic cocompact lattices. In place of André-Deligne we exploit the existence theorem of Aubin and Yau on Kähler-Einstein metrics for projective manifolds Y satisfying c 1 (Y ) < 0 and make use of Nadel's semisimplicity theorem on automorphism groups of noncompact Galois covers of such manifolds, together with the total geodesy of equivariant holomorphic isometric embeddings between bounded symmetric domains.
Introduction
For a bounded symmetric domain Ω ⋐ C N in its Harish-Chandra realization, we denote by ds 2 Ω its Bergman metric. As a first motivation for the current article, we are interested in the study of holomorphic isometries f : (Ω 1 , λds
), λ > 0, between bounded symmetric domains. When Ω 1 is irreducible and of rank ≥ 2, it follows from the proof of Hermitian metric rigidity that f is necessarily totally geodesic (cf. Mok [Mo89] , Clozel-Ullmo [CU03] ). The interest lies therefore in the cases where Ω 1 ∼ = B n , n ≥ 1, is the complex unit ball. By Mok [Mo12] , it follows from the rationality of Bergman kernels of bounded symmetric domains in Harish-Chandra coordinates that any holomorphic isometry f : (B n , λds 2 B n ) → (Ω, ds 2 Ω ), λ > 0, must necessarily be a proper holomorphic isometric embedding such that Graph(f ) ⊂ B n × Ω can be analytically continued to an affine algebraic variety V ⊂ C n × C N . The first objective in the current article is to study the case where Ω 1 = ∆ := B 1 , and we prove a more general result ascertaining that an arbitrary local holomorphic curve exiting Ω must necessarily be asymptotically totally geodesic. More precisely, we have For the last statement we also say for short that µ is asymptotically totally geodesic at a general point b ∈ ∂∆. From Mok [Mo12] we deduce readily the asymptotic total geodesy of holomorphically embedded Poincaré disks on Ω, as follows. Theorem 1.2 was stated in [Mo11, Theorem 3.5.1] where it was indicated that the proof relies on the Poincaré-Lelong equation. Then, Mok [Mo14] obtained an elementary proof of the special case of Theorem 1.1 where the local holomorphic curve exits at a smooth boundary point, i.e., at p ∈ Reg(∂Ω), and the write-up of a complete proof of Theorem 1.2 was delayed in part since the second author was searching for a proof along the lines of argument of [Mo14] . In joint efforts towards that goal we soon realized that the geometry of local holomorphic curves exiting other strata of ∂Ω is much more subtle and a proof using the rescaling argument and the Poincaré-Lelong equation remains methodologically the most useful for the study of holomorphic isometries. This resulted in the write-up of the proof of Theorem 1.1 in the current article and a substantial new application of Theorem 1.2 to a uniformization problem on bounded symmetric domains arising from functional transcendence theory given in §5.
The rescaling argument, which was discovered by Wong [Won77] and applied to characterize the complex unit ball as the strictly pseudoconvex domain with smooth boundary, unique up to biholomorphic equivalence, admitting an infinite number of automorphisms, is currently made use of in the study of uniformization problems related to the hyperbolic Ax-Lindemann conjecture. The latter conjecture, which asserts that for a torsion-free arithmetic lattice Γ ⊂ Aut(Ω), the Zariski closure of the image of an algebraic subset S ⊂ Ω under the uniformization map π : Ω → Ω/Γ =: X Γ is necessarily totally geodesic, has been established by KlinglerUllmo-Yafaev [KUY16] (after Ullmo-Yafaev [UY14] in the compact case and PilaTsimerman [PT14] in the Siegel modular case) using methods of o-minimality in model theory in combination with methods from Hodge theory and complex differential geometry. However, when the arithmeticity assumption on the lattice Γ is dropped, it has so far not been possible to adapt the methods of the aforementioned articles to the problem. In the rank-1 case, the approach of Mok [Mo10] [Mo18] using methods from several complex variables, algebraic geometry and complex differential geometry has yielded a resolution of the analogous conjecture in the affirmative for not necessarily arithmetic lattices, and a key point of the method is the rescaling argument applied to an irreducible component Z of the preimage of the Zariski closure π(S)
Zar with respect to the uniformization map π : Ω → X Γ .
Here for bounded symmetric domains Ω of arbitrary rank we give for the first time a geometric application of the rescaling argument in the proof of Theorem 1.1 for local holomorphic curves C exiting ∂Ω. We do this by pulling back C by a divergent sequence of automorphisms of Ω to yield by taking limits of subvarieties the image of a holomorphic isometric embedding of the Poincaré disk. Arguing by contradiction, in the event that Theorem 1.1 fails, by rescaling we construct holomorphically embedded Poincaré disks Z which are closed to being homogeneous, e.g., the norm of the second fundamental form of Z ⊂ Ω can be made to be a nonzero constant, in order to derive a contradiction by means of the Poincaré-Lelong equation. The latter equation was applied in Mok [Mo02] for the characterization of totally geodesic holomorphic curves in the case of tube domains. Exploiting the parallelism of the curvature tensor on bounded symmetric domains and estimates of the Kobayashi metric and the Kobayashi distance on bounded convex domains (cf. Mercer [Me93] ) we solve in this article a new type of integrability problem by sandwiching a tube domain between Z and Ω, thereby allowing us to apply the Poincaré-Lelong equation.
It should be noted that, in view of the construction in Mok [Mo16] of nonstandard holomorphic isometric embeddings of the complex unit ball B n into an irreducible bounded symmetric domain of rank ≥ 2 by means of varieties of minimal rational tangents, the analogue of Theorem 1.1 fails in general when local holomorphic curves are replaced by local complex submanifolds of dimension ≥ 2. But precisely Theorem 1.1 as it stands is enough to imply that any equivariant holomorphic embedding between bounded symmetric domains must be totally geodesic (cf. Theorem 5.21), a result which in the cases of classical domains was due to Clozel [Cl07] , and we will make use of the result to give an application of Theorem 1.1 to a uniformization problem on algebraic subsets of bounded symmetric domains which is a first step towards an affirmative resolution of the Ax-Lindemann conjecture for not necessarily arithmetic lattices in the (locally reducible) higher rank case. The analogue of Theorem 1.3 in the case of arithmetic and not necessarily cocompact lattices Γ ⊂ Aut(Ω) was established by Ullmo-Yafaev [UY11] , and that gives the characterization of totally geodesic subsets of X Γ as the unique bi-algebraic subvarieties, thus yielding a reduction of the hyperbolic Ax-Lindemann conjecture. The proof of [UY11] relies heavily on the result of André-Deligne [An92] ascertaining the Zariski density of the monodromy representation of the fundamental group of an algebraic subvariety of X Γ unless it is contained in a proper totally geodesic algebraic subvariety, a deep result which relies on Hodge theory and which is in general not available for nonarithmetic lattices. In its place we will deduce Theorem 1.3 from Theorem 5.21, by a proof which relies in the first place on the semisimplicity theorem of Nadel [Na90] on the automorphism groups of universal covering spaces of compact complex manifolds with ample canonical line bundle.
Using the maximum principle for plurisubharmonic functions and an adaptation of [Na90] we deduce that Z ⊂ Ω is the smallest algebraic subset containing an isometric copy S ⊂ Ω of a Riemannian symmetric space of the noncompact type, from which we deduce that dim R (S) ≥ dim C (Z). The proof will have followed from Theorem 5.21 if we can show that S ⊂ Ω is complex-analytic. In one extreme, where s := dim R (S) = dim C (Z), so that S ⊂ Z is totally real, we deduce that Z ⊂ Ω inherits naturally a holomorphic O(s; C) structure, i.e., that Z admits a holomorphic complex Riemannian metric, from which we derive a contradiction to the ampleness of the canonical line bundle on compact quotient manifolds Y of Z. In the mixed cases where s < dim R (S) < 2s we construct special holomorphic Gstructures on Z and hence on Y to derive a contradiction to the polystability of T Y with respect to the canonical polarization on Y , a well-known fact resulting from the existence of canonical Kähler-Einstein metrics on projective manifolds with ample canonical line bundle (Aubin [Au78] , Yau [Ya78] ) which was already made use of in an essential way in [Na90] .
For the link between the study of holomorphic isometries and uniformization problems we refer the reader to the expository article Mok [Mo18] .
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Preliminaries
Let Ω ⋐ C N be an irreducible bounded symmetric domain of rank r. We may identify Ω ∼ = G 0 /K =: X 0 as a Hermitian symmetric space X 0 of the noncompact type, where G 0 = Aut 0 (Ω) and K ⊂ G 0 is the isotropy subgroup at 0 ∈ Ω (cf. [Wol72] , [Mo14] ).
We follow some basic terminology introduced in [Wol72] (cf. [Mo89] , [Mo14] ). Let G be the complexification of G 0 and g be the complex Lie algebra of G. Let g 0 ⊂ g be the real Lie algebra of G 0 , which is a noncompact real form of g, and k ⊂ g 0 be the Lie algebra of K. Fixing a Cartan subalgebra h of k, the complexification h C of h lies in the complexification k C of k. Then, h C ⊂ g is also a Cartan subalgebra of g, and the set of all roots of g lies in √ −1h * . Let ∆ + M (resp. ∆ − M ) be the set of noncompact positive (resp. negative) roots as a subset of the set of all roots of g. Then, we have m + = ϕ∈∆ + M Ce ϕ and g ϕ = Ce ϕ with e ϕ being of unit length with respect to the canonical Kähler-Einstein metric h. Moreover, we have m
Ce ϕ and the compact dual Hermitian symmetric space X c = G/P of X 0 , where P is the parabolic subgroup of G corresponding to the parabolic subalgebra p := k C m − . We let Ψ = {ψ 1 , . . . , ψ r } be a maximal strongly orthogonal set of noncompact positive roots. From the Polydisk Theorem (cf. [Wol72] , [Mo14] ), there is a maximal polydisk ∆ r ∼ = Π ⊂ Ω given by Π = r j=1 g ψ j ∩ Ω such that (Π, h| Π ) ⊂ (Ω, h) is totally geodesic and Ω = γ∈K γ · Π.
For Λ ⊂ Ψ we let g Λ = [l Λ , l Λ ] be the derived algebra of l Λ := h C + φ⊥Ψ Λ g φ , where ⊥ means the orthogonality with respect to the metric induced by the Killing form of g. Then, g Λ,0 := g 0 ∩ g Λ is a real form of g Λ (cf. Wolf [Wol72, p. 287] ). Letting G Λ,0 be the connected Lie subgroup of G 0 for g Λ,0 , we define the orbit Let X c = G/P be a Hermitian symmetric space of the compact type and h c be a canonical Kähler metric on X c , where G = Aut(X c ). In Tsai [Ts93] , a complex submanifold M ⊂ X c = G/P is said to be an invariantly geodesic submanifold of X c if and only if ϕ(M) is a totally geodesic submanifold of (X c , h c ) for any ϕ ∈ G = Aut(X c ). Let (X 0 , h) be the noncompact dual Hermitian symmetric space of (X c , h c ) and X 0 ⊂ X c be the Borel embedding. We have the bounded symmetric domain Ω := ξ −1 (X 0 ) corresponding to X 0 and we identify Ω ∼ = X 0 ⊂ X c . A complex submanifold Σ ⊂ Ω of the bounded symmetric domain Ω is said to be an invariantly geodesic submanifold if and only if there exists an invariantly geodesic submanifold M ⊂ X c such that M contains Σ as an open subset (see Mok [Mo08, p. 138] ). Then, any characteristic symmetric subdomain of Ω is an invariantly geodesic submanifold of Ω by [Mo08, Lemma 2.1]. In addition, Tsai [Ts93, proof of Proposition 4.6] showed that for any irreducible bounded symmetric domain Ω of rank r ≥ 2, all invariantly geodesic submanifolds of Ω are irreducible bounded symmetric domains of rank ≤ r. More generally, let Ω = Ω 1 × · · · × Ω m be a reducible bounded symmetric domain with irreducible factors Ω j , 1 ≤ j ≤ m, any invariantly geodesic submanifold Ω ′ of Ω is of the form
geodesic submanifold of Ω j , or of dimension 0.
Canonical Kähler-Einstein metric on irreducible bounded symmetric domains
Given an irreducible bounded symmetric domain Ω ⋐ C N in its Harish-Chandra realization, denote by g Ω the canonical Kähler-Einstein metric on Ω normalized so that minimal disks of Ω ∼ = G 0 /K are of constant Gaussian curvature −2. Note that the Bergman kernel of Ω may be written as
is the Euclidean volume of Ω in C N with respect to the standard Euclidean metric on C N and p(Ω) :
). Then, the Kähler form ω g Ω with respect to g Ω on Ω is given by
More precisely, there is an integer m such that, denoting by κ(w) the Gaussian curvature of
Proof. From [Mo14] and [Mo16] , for a general point b ∈ U ∩ ∂∆, the real-analytic function −ρ(µ(w)) vanishes to the order m on an open neighborhood of b in U ∩ ∂∆ for some integer m ≥ 1. Then, we have −ρ(µ(w))
is a smooth function defined on U ′ (cf. [Mo14] ). From [Mo14] , it suffices to show that q(w)·(1−|w|
After shrinking U b if necessary, we may suppose that u > 0 on a neighborhood of U b because |q(w)| 2 is locally bounded on U ′ . Denote by κ(w) the Gaussian curvature of (U ∩ ∆, µ
Note that
is smooth and real-valued on U b . Therefore, we have
2 ) as w → b for a general point b ∈ U ∩ ∂∆.
Convention
Let M be a smooth manifold and E be a differentiable complex vector bundle over M. We denote by A(E) the sheaf of germs of smooth sections of E. Thus, Γ(M, A(E)) is the complex vector space of smooth sections of E over M. When M is a complex manifold and E is a holomorphic vector bundle over M, O(E) denotes the sheaf of germs of holomorphic sections of E over M, but we write for short Γ(M, E) := Γ(M, O(E)). For germs of sheaves at a point x ∈ M, to emphasize the background manifold M we also write Γ loc,
3 Construction of embedded Poincaré disks
Holomorphic isometries via the rescaling argument
Let Ω ⋐ C N be an irreducible bounded symmetric domain of rank r in its HarishChandra realization. Let µ :
of germs of holomorphic maps from (∆; 0) to (Ω; 0), there exists ǫ
converging to a holomorphic map µ on U ′ such that µ : (∆, m 0 g ∆ ; 0) → (Ω, g Ω ; 0) is a germ of holomorphic isometry for some integer m 0 ≥ 1.
Proof. It is clear that the sequence
is bounded on compact subsets of U ′ , so it contains a subsequence { µ j k } +∞ k=1 converging uniformly on compact subsets of U ′ to a holomorphic map µ by Montel's Theorem. After shrinking U ′ if necessary, we may suppose that such a sequence { µ j k } +∞ k=1 converges uniformly to µ on U ′ .
In the proof of Lemma 2.4, we have µ 
converges uniformly on compact subsets to 0, by taking limit as k → +∞ (passing to some subsequence of { µ k } +∞ k=1 if necessary) we have
We have the following basic lemma from analysis.
be a quotient of real-analytic functions p and q onÛ ,
Proof. We may regard p and q as functions of (x, y), where τ = x + √ −1y ∈Û for x, y ∈ R. We write p(τ ) = p(x, y), q(τ ) = q(x, y) as real-analytic functions of (x, y). Locally around 0, we have p(x, y) = +∞ i,j=0 a ij x i y j and q(x, y) = +∞ i,j=0 b ij x i y j for some a ij , b ij ∈ C. Then, we have the local holomorphic functions on C 2 around (0, 0) ∈ C 2 given byp(τ, ζ) :
, which is a quotient of holomorphic functions around (0, 0) ∈ C 2 . Then,φ is a meromorphic function on an open neighborhood U of (0, 0) in C 2 . The set of indeterminacy I(φ) ofφ is of dimension at most 0 because it is the intersection of the set Z(φ) of zeros and the set P (φ) of poles ofφ. Moreover, the restriction ofφ to U ′ := {(τ, ζ) ∈ U : Im τ = 0, Im ζ = 0} is bounded after shrinking U if necessary, so U ′ does not intersect P (φ) I(φ). Note that the set of singular points ofφ onÛ is P (φ) ∪ I(φ) = P (φ), so the above arguments show that the set of potentially bad points of φ lies inside I(φ) ∩ U ′ , which is of dimension at most 0. Hence, for a general point b ∈Û ∩ ∂H, φ(τ ) extends real-analytically around b.
Let v ∈ T x (Ω) be a non-zero tangent vector, x ∈ Ω. Then, under the G 0 -action, there is a unique normal form η = (η 1 , . . . , η r ) ∈ T 0 (Π) of v satisfying η j ∈ R (1 ≤ j ≤ r) and η 1 ≥ · · · ≥ η r ≥ 0, where Π ∼ = ∆ r is a maximal polydisk in Ω containing 0 and r := rank(Ω). We say that a non-zero vector v ∈ T x (Ω) is of rank k if its normal form η = (η 1 , . . . , η r ) satisfies η 1 ≥ · · · ≥ η k > 0 and η j = 0 for k + 1 ≤ j ≤ r whenever k < r. A rank-r vector v ∈ T x (Ω) is also said to be a generic vector. Moreover, a zero vector in T x (Ω) is said to be a vector of rank 0. For the notion of normal forms of tangent vectors in T x (Ω), x ∈ Ω, we refer the readers to [Mo02, Mo89] for details.
Lemma 3.7. Let v ∈ T x (Ω) be a tangent vector of unit length with respect to g Ω at x ∈ Ω and η = r j=1 η j e ψ j ∈ T 0 (Π) be the normal form of v. Then, the Hermitian bilinear form H η defined by H η (α, β) = R ηηαβ (Ω, g Ω ) has real eigenvalues lying inside the closed interval [−2, 0] and the corresponding Hermitian matrixĤ η of H η can be represented as a diagonal matrix with respect to the standard orthonormal basis
Proof. We write R αα ′ ββ ′ = R αα ′ ββ ′ (Ω, g Ω ) for simplicity. From the assumption, we have 
, R e ψ j e ψ j eϕeϕ = 0 (resp. −1) whenever ψ j −ϕ is not a root (resp. ψ j −ϕ is a root). Eigenvalues of H η are −2η 
Embedded Poincaré disks with uniform geometric properties
Reinforcing the rescaling argument as introduced in Section 3.1 we are going to construct special holomorphic embeddings of the Poincaré disk, as follows.
be some sequence of points in U ∩ ∆ converging to a general point b ∈ U ∩ ∂∆ as k → +∞, and let ϕ k ∈ Aut(∆) and Φ k ∈ Aut(Ω) be such that ϕ k (0) = w k and Φ k (µ(w k )) = 0, k = 1, 2, 3, . . .. Then, the sequence of germs of holomorphic embeddings
at 0 ∈ ∆ into Ω (passing to some subsequence if necessary) converges to the germ of holomorphic isometry µ : (∆, m 0 g ∆ ; 0) → (Ω, g Ω ; 0) for some integer m 0 ≥ 1, say µ is defined on U ′ = B 1 (0, ǫ ′ ) for some ǫ ′ > 0, satisfying the following properties:
2. the normal form of
is independent of w ∈ U ′ and so is the rank of
By the same procedure, this yields a holomorphic isometry from (∆, m 0 g ∆ ) to (Ω, g Ω ), denoted also by µ, such that properties 1 and 2 hold true on ∆.
Proof. In Lemma 3.5 we have already constructed the germ of holomorphic isometry µ:(∆, m 0 g ∆ ; 0) → (Ω, g Ω ; 0). We will show that µ satisfies properties 1 and 2. We have
) is a germ of holomorphic isometry. Let η k (w) (resp. η(w)) be the normal form of
We also let η(w) be the normal form of
υ j e ψ j in normal form, we let H υ (α, β) := R υυαβ (Ω, g Ω ) be the Hermitian bilinear form andĤ υ be the corresponding Hermitian matrix. Denote by P υ (λ) := det(λI N −Ĥ υ ) the characteristic polynomial ofĤ υ . We have shown that all eigenvalues of H η(w) (resp. H η k (w) , resp. H η(w) ) belong to [−2, 0] ⊂ R by Lemma 3.7. For simplicity, we may suppose that
under the G 0 -action so that the normal form η k (w) is equivalent to η(ϕ k (w)) under the K-action for k ≥ 1, where G 0 := Aut 0 (Ω) and K ⊂ G 0 is the isotropy subgroup at 0. From the uniqueness of the normal form (cf. Mok [Mo02] ) we have η k (w) = η(ϕ k (w)) and thus H η k (w) = H η(ϕ k (w)) for any integer k ≥ 1. Since the eigenvalues of H η(ζ) belong to [−2, 0] ⊂ R, the coefficients of P η(ζ) (λ) are bounded functions of ζ on U ∩ ∆ and may be written as quotients of real-analytic functions of ζ on U b = B 1 (b, ǫ b ) ⊂ U from the construction for some ǫ b > 0. It follows from Lemma 3.6 that for a general point b ∈ U ∩ ∂∆ all coefficients of P η(ζ) (λ) can be extended as real-analytic functions of ζ on U b . By shrinking U ′ if necessary, we may suppose that
converges to some polynomial P ∞ (λ) of λ which is independent of w ∈ U ′ . In particular, the roots of P ∞ (λ) are independent of w ∈ U ′ . Since P η k (w) (λ) = P η(ϕ k (w)) (λ) and some subsequence of {P η k (w) (λ)} +∞ k=1 converges to P η(w) (λ), we have P η(w) (λ) = P ∞ (λ) so that the roots of P η(w) (λ), equivalently the eigenvalues of H η(w) , are independent of w ∈ U ′ . Write η(w) = r j=1 a j (w)e ψ j , where a 1 (w) ≥ · · · ≥ a r (w) ≥ 0 are real. Then, −2a 1 (w) 2 , . . ., −2a r (w) 2 are some eigenvalues of H η(w) by the proof of Lemma 3.7. Since for each j, 1 < j < r, a j (w) varies continuously in w and there are only finitely many nonnegative real numbers α such that each −2α 2 is among the N eigenvalues of H η(w) (which are independent of w), we conclude that the normal form η(w) = r j=1 a j (w)e ψ j is independent of w ∈ U ′ and so is the rank of η(w), i.e., µ satisfies property 2.
Since µ is a germ of holomorphic isometry from (∆, m 0 g ∆ ) to (Ω, g Ω ), from the Gauss equation we have σ( µ(w))
, which is independent of w ∈ U ′ because a j (w), 1 ≤ j ≤ r, are independent of w ∈ U ′ from the last paragraph. Actually, denoting by κ(ζ) the Gauss curvature of (U ∩ ∆, µ * g Ω | U ∩∆ ) at ζ ∈ U ∩ ∆ we have
Since the right-hand side of the above equality converges to σ( µ(w)) 2 as k → +∞ (by passing to some subsequence if necessary) and σ(µ(ζ)) 2 extends as a real-analytic function around a general point [Mo12] . By choosing a good boundary point b ∈ ∂∆ and by the same procedure, we can construct a (global) holomorphic isometry from (∆, m 0 g ∆ ) to (Ω, g Ω ), denoted also by µ, such that µ satisfies properties 1 and 2 on ∆, as desired. as w → b and we have −ρ(µ(w)) 4 Proof of Theorem 1.1
We first prove a special case of Theorem 1.1 as follows where the bounded symmetric domain Ω is irreducible and of tube type, and the argument will be generalized to the case where Ω is reducible and of tube type. We will also show that the general case of Theorem 1.1 where Ω is an arbitrary bounded symmetric domain is reducible to the case where Ω is of tube type.
Theorem 4.9. Let Ω ⋐ C N be an irreducible bounded symmetric domain of rank r ≥ 2 in its Harish-Chandra realization. Suppose Ω is of tube type. Let
Then, for a general point b ∈ U ∩ ∂∆ we have lim w∈U ∩∆, w→b σ(µ(w)) = 0.
Geometry on embedded Poincaré disks

Geometry on embedded Poincaré disks in tube domains
In this section, we suppose that Ω is an irreducible bounded symmetric domain of tube type and of rank ≥ 2. Recall that we have constructed a holomorphic isometry
(w) is of constant rank k on ∆ for some k, 1 ≤ k ≤ r = rank(Ω). We write Z = µ(∆) and η(w) = k j=1 η j (w)e ψ j as the normal form of
with η 1 (w) ≥ · · · ≥ η k (w) > 0, where Ψ = {ψ 1 , . . . , ψ r } is a maximal strongly orthogonal set of noncompact positive roots [Wol72] . Let N η be the null space of the Hermitian bilinear form H η (α, β) = R ηηαβ (Ω, g Ω ), which is of complex dimension n k (Ω). Here n k (Ω) is the k-th null dimension of the irreducible bounded symmetric domain Ω (cf. [Mo89] ). When k = r = rank(Ω), we simply write n 0 (Ω) = n r−k (Ω) := dim C (Ω). For x ∈ Ω, let Q x be the Hermitian bilinear form on
where VI corresponds to the Lie group E 7 . From [Zh84] and [Si81, p. 868], we put Ψ = {ψ 1 , ψ 2 , ψ 3 } with ψ 1 = x 1 −x 2 , ψ 2 = x 1 + x 2 + x 3 and ψ 3 = 7 j=1 x j − x 3 , where x j , 1 ≤ j ≤ 7, is the standard basis of R 7 . Write η(w) = η 1 (w)e x 1 −x 2 + η 2 (w)e x 1 +x 2 +x 3 . Then, we have
Actually, if η(w) = η 1 (w)e ψ j 1 + η 2 (w)e ψ j 2 for some distinct j 1 , j 2 ∈ {1, 2, 3}, then N η(w) = Ce ψ j 3 with j 3 ∈ {1, 2, 3} {j 1 , j 2 }. Since e ψ j 3 is a characteristic vector, the normal form of by [Wol72] . When Ω is of type-IV and k = 1 (resp. k = 2), we have W x = T x (Z) = T x (∆ η ) (resp. W x = T x (Ω)) for a unique minimal disk ∆ η ⊂ Ω passing through x ∈ Z and T x (∆ η ) = Cη. Note that these arguments not only work for D IV N , but also for any irreducible bounded symmetric domain of rank 2, including D V . When Ω is of type I, II or III, the result follows from the use of normal form η and the computations in [Mo89] . If k = r, then we have W x = T x (Ω). For each x ∈ Z, we see that the normal form of W x is the holomorphic tangent space to some characteristic symmetric subdomain Ω ′ ⊂ Ω of rank k at 0, as follows.
by [Mo89] , where we identify
is a r-by-r diagonal matrix, and it is clear that
is a 2r-by-2r block diagonal matrix, where
by [Mo89] , where
is identified with its image via the standard em-
From the classification of boundary components of any irreducible bounded symmetric domain and the notion of the characteristic subdomains in [Wol72] and [MT92] , we see that Ω ′ ⊂ Ω is a characteristic subdomain of rank k. Then, by using the G 0 -action and the fact that Ω ′ is an invariantly geodesic submanifold of Ω, we see
Since Ω is of tube type, all its characteristic subdomains are of tube type (cf. [Wol72] ).
Remark 2. Let Ω be an irreducible bounded symmetric domain of rank r ≥ 2 which is not necessarily of tube type. Assume that T x (Z) is spanned by a rank-k vector η x ∈ T x (Ω) for each x ∈ Z with k < r. Then, for any x ∈ Z we have
x is an irreducible bounded symmetric domain of rank k and of tube type. More precisely, when Ω is of non-tube type and η is of rank k < r, we have
V (which corresponds to the Lie group E 6 ), the result already follows as we have mentioned in the proof of Lemma 4.10.
From now on the holomorphic vector bundle W is taken to be defined for Ω irreducible and for Z ⊂ Ω a holomorphically embedded Poincaré disk with Aut(Ω)-equivalent holomorphic tangent spaces T x (Z) = Cη x of rank k < r =: rank(Ω), i.e., η y ∈ T y (Ω) is a rank-k tangent vector for any y ∈ Z.
Lemma 4.11. In the above construction,
Proof. On the holomorphic curve Z we write N :
We claim first of all that the vector subbundle N ⊂ T Ω | Z is ∇-invariant. We consider arbitrary ξ ∈ T x (Z), ζ ∈ N x and α, β ∈ T x (Ω) and by abuse of notation use the same symbols to denote extensions of these vectors at the point x to smooth local sections at x sometimes subject to additional conditions, and the same convention will be adopted throughout the rest of the section. Since
It follows that ∇ v ζ ∈ N v , hence N is ∇-invariant, as claimed. If we identify T Ω | Z with T * Ω | Z by means of the lifting operator defined by the Kähler metric g Ω , N can be identified with a holomorphic vector subbundle of T *
Lemma 4.12. Define the (1, 0)-part of the second fundamental form τ :
Proof. We fix x ∈ Z. It suffices to show that for any (1, 0)-tangent vectors β and η of Z at x, and any
⊂ Ω is an invariantly geodesic submanifold, we can regard x as a base point of Ω and thus
Our next goal is to show that τ vanishes identically. The first step is to obtain the asymptotic vanishing of τ | T Z T Z (ζ)
2 as ζ approaches a general pointb ∈ ∂∆. For this purpose, we will need the local holomorphic extension of the second fundamental form τ around a general point b ′ ∈ ∂∆. Therefore, we will extend the definition of W µ(ζ) , ζ ∈ ∆, to some open neighborhood of b ′ by making use of the local holomorphic extension f of µ to
Actually, we will define a complex vector space V x for any x ∈ Z = µ(∆) (resp. x ∈ f (U b ′ )). Then, we show that the vector bundles V = x∈Z V x and W are identical (when Ω is of tube type) and that V ′ := x∈S V x is also a holomorphic vector bundle over S := f (U b ′ ). Before defining the vector bundles V and V ′ , we need the following basic setting. Identify Ω ∼ = G 0 /K, where G 0 = Aut 0 (Ω) and K ⊂ G 0 is the isotropy subgroup at 0. Note that we have the Harish-Candra decomposition
+ of the Lie algebra g of the Lie group G, where G is the complexification of G 0 . Moreover, we have Ω ⋐ m + ∼ = T 0 (Ω) = C N and we can identify T x (Ω) ∼ = m + for any x ∈ Ω. Recall that p = m − k C is the parabolic subalgebra of g and P ⊂ G is the parabolic subgroup with Lie algebra p. We identify Ω ⋐ m + ∼ = C N ⊂ X c = G/P as an open subset by the Harish-Chandra and Borel embeddings, where X c = G/P is the compact dual of Ω. Note that we may regard g as the Lie algebra of holomorphic vector fields on X c , and m − as the vector space of holomorphic vector fields vanishing to the order ≥ 2 at x for x ∈ X c . We
where p x is the Lie algebra of the parabolic isotropy subgroup P x ⊂ G at x ∈ X c and k C x is the Lie algebra of a Levi factor K C x ⊂ P x of P x . In Lemma 4.11 we have proven that W ⊂ T Ω | Z is a holomorphic vector subbundle. From [Mo12] there is a local holomorphic extension f of µ to
+ as an affine linear subspace. Now, for any x ∈ Z = µ(∆) we define
where
π vanishes to the order ≥ 2 at x .
Replacing T x (Ω) by m + and Z by S, V x ⊂ m + is also defined for any x ∈ S. Let F := m + × m + be the trivial vector bundle over m + .
Lemma 4.13. Let the notation be as before. Suppose Ω is an irreducible bounded symmetric domain of rank ≥ 2 which is not necessarily of tube type. Defining
Proof. The existence of a local holomorphic extension f of µ around a general point b ′ ∈ ∂∆ follows from Mok [Mo12] . From the definition of V x for any x ∈ Z (resp. x ∈ S), it follows readily that
is a holomorphic vector subbundle because V x varies holomorphically as x varies on S (resp. Z).
Note that [k
and m
− is the vector space of holomorphic vector fields on X c vanishing to the order ≥ 2 at x. Thus, for any We may assume that η is of rank k and write η = k j=1 η j e ψ j in normal form, where
− and we have
From Lemma 4.13 we have T x (Z) ⊆ V x ⊆ W x for any x ∈ Z = µ(∆). But our goal here is to construct a holomorphic vector bundle which extends the definition of W to some open neighborhood of a general point on the unit circle ∂∆. Therefore, when Ω is of tube type, we will show that V x = W x for any x ∈ Z and thus V := x∈Z V x = W . Then, we will have the local extension
is spanned by a rank-k vector η x for any x ∈ Z and 1 ≤ k ≤ rank(Ω). In the notation as above we have Lemma 4.14. Suppose Ω is an irreducible bounded symmetric domain of rank r ≥ 2 which is not necessarily of tube type, and η x is of rank k < r for any x ∈ Z. Then, we have V x = W x for any x ∈ Z.
Proof. Since we have V x ⊆ W x for any x ∈ Z by Lemma 4.13, it remains to show that W x ⊆ V x for any x ∈ Z. In what follows we simply write η = η x in normal form. Recall that
and T x (Z) = Cη. We will also make use of the normal form of W x as in the proof of Lemma 4.10 and Remark 2.
(1) Consider the case where Ω ∼ = D I p,q , q ≥ p = r ≥ 2. Then, we have
and
(by the proof of Lemma 4.10), we may 
(3) Consider the case where Ω ∼ = D III p , p ≥ 2. By restricting to the space of p-by-p symmetric matrices, we also have W x ⊆ V x in this case by the same arguments in the above. This is because η ′′ is a diagonal matrix and thus
For any irreducible bounded symmetric domain Ω of rank ≥ 2, if η is of rank k = 1, then from the proof of Lemma 4.10 we already have
V , we have r = rank(Ω) = 2. Then, η is of rank k = 1 and the result follows from the last paragraph.
(5) Finally, we consider the case where Ω ∼ = D VI , which is of rank 3. We are done if η is of rank 1 as in the above. Thus, it remains to show that W x ⊆ V x when η is of rank k = 2. We will make use of the data obtained from [Zh84] as in the proof of Lemma 4.10. When η is of rank 2, we may assume η = η 1 e x 1 −x 2 + η 2 e x 1 +x 2 +x 3 with
, e x 1 +x 2 +x 3 ] is a nonzero scalar multiple of one of the e x 1 −x j , 4 ≤ j ≤ 7, and e x 1 +x 3 +x i , 4 ≤ i ≤ 7. Moreover, recall that [[e ψ , e −ψ ], e ψ ] is a nonzero scalar multiple of e ψ for ψ ∈ Ψ. Write Ψ = {ψ 1 , ψ 2 , ψ 3 } with ψ 1 = x 1 − x 2 , ψ 2 = x 1 + x 2 + x 3 and ψ 3 = d − x 3 . From the Jacobi identity and [m
Ψ and some scalar constant c ϕ = 0. Thus, we have
, e x 1 −x 2 and e x 1 +x 2 +x 3 . On the other hand, we have W x = N e d−x 3 as in the proof of Lemma 4.10, where d := 7 j=1 x j . By direct computation N e d−x 3 = N e x 1 −x 2 ∩ N e x 1 +x 2 +x 3 is the C-linear span of e x 1 −x j , 4 ≤ j ≤ 7, e x 1 +x 3 +x i , 4 ≤ i ≤ 7, e x 1 −x 2 and e x 1 +x 2 +x 3 . Hence, we have W x ⊆ V x and thus W x = V x , as desired.
Remark 3. (a) It is evident from the arguments in the proof of Lemma 4.14 that analogue of the statement of Lemma 4.14 holds true when Ω is of tube type and of type I, II or III, and η is of rank r = rank(Ω).
(b) When Ω is of type IV or of type VI, the analogue of the statement of Lemma 4.14 also holds true when η is of rank r = rank(Ω). More precisely, when Ω is of type IV, we have rank(Ω) = 2 and the result follows from Tsai [Ts93, proof of Lemma 5.2]. When Ω is of type VI, we have rank(Ω) = 3 and the result follows from explicit computation by taking Lie brackets of root vectors.
Estimates on the Kobayashi metric and the Kobayashi distance and vanishing of the second fundamental form
By applying the rescaling argument to the local holomorphic extension of the holomorphic isometry µ around a general point b ′ ∈ ∂∆ as in Proposition 3.8, we can obtain another holomorphic isometry from (∆, m 0 g ∆ ) to (Ω, g Ω ) satisfying the two properties in Proposition 3.8. We will still denote such a holomorphic isometry by µ and its image by Z. Then, we may construct the vector subbundle W ⊂ T Ω | Z and the holomorphic vector bundle V over Z for the holomorphic curve Z as we have done before. By the same arguments, the statements of Lemmas 4.10, 4.11, 4.12, 4.13 and 4.14 hold true. 
Proof. By Lemma 4.12 we may regard τ | T Z T Z as a holomorphic sectionτ ∈ Γ(Z,
. By identifying
Since µ is a holomorphic isometry, we have µ
for some positive real constant C ′ . The idea is to use the Kobayashi distance, the Kobayashi metric on Ω, and the convexity of Ω. Denote by
is defined by using the Bergman metric ds 2 ∆ on ∆ (cf. [Ko98] ). From [Ko98] , for a complex manifold M we define the Kobayashi pseudo-metric by
⊆ Ω and thus we have a holomorphic map f :
, by the Ahlfors-Schwarz lemma and [Ko98, p. 90] there is a positive real constant C 0 (independent of the choice of vectors tangent to Ω) such that
, where x = µ(ζ). In particular, there is a positive real constant C such that
for ζ ∈ ∆ and 1 ≤ j ≤ N, where C ′ is some positive real constant. The claim is proved. Thus, we have
for some positive real constantĈ. Here the summation in the above inequality is a finite sum. By Lemma 4.13 and Lemma 4.14 we can extend the definition ofτ to an open neighborhood of a general point on ∂∆. Thus, τ (ζ)
2 can be extended as a real-analytic function on some open neighborhood U b ′ of a general point b ′ ∈ ∂∆ in C (by Lemma 3.6) and each |τ k 11 (ζ)| is bounded from above by a uniform positive real constant on
we have a local holomorphic extension F of the holomorphic isometry µ around any general pointb ∈ ∂∆. By applying the rescaling argument to F as in Proposition 3.8 and choosing a good boundary pointb ∈ ∂∆, we can obtain another holomorphic isometry from (∆, m 0 g ∆ ) to (Ω, g Ω ), still denoted by µ for simplicity, such that the following hold true.
(a) µ satisfies the two properties in Proposition 3.8. (c) For the holomorphic sectionτ ∈ Γ(Z,
2 extends real-analytically around a general point in ∂∆ and that τ (ζ) → 0 as ζ → b ′ for a general point b ′ ∈ ∂∆ by the above arguments.
By the analogous arguments in the proof of Proposition 3.8 for showing that σ 2 ≡ constant, we may also obtain that τ (ζ)
2 is identically constant on ∆. Together with part (c) in the above, we have τ (ζ)
Remark 4. For any bounded symmetric domain Ω the inequality from [Me93, Proposition 2.4] can be derived using the Polydisk Theorem. We refer the readers to the Appendix (i.e., Section 6) of the current article.
Lemma 4.16. In the above construction, we have τ ≡ 0.
Proof. By Lemma 4.15, we have τ | T Z T Z ≡ 0, i.e., (∇ ηη )(x) ∈ W x for any η ∈ T x (Z), η ∈ Γ loc,x (Z, T Z ) and x ∈ Z. Note that R ηζαβ = 0 for η ∈ T x (Z), ζ ∈ N η , and any α, β ∈ T x (Ω), where x ∈ Z. From the definition of W , we have R(∇ ηη , ζ, α, β) = 0, because γ ∈ Γ(Z, W ) if and only if for any x ∈ Z we have R γ(x)ζαβ = 0 for any α, β ∈ T x (Ω) and any ζ ∈ N η , where η ∈ T x (Z). Thus, for any x ∈ Z we have R(η, (∇ η ζ)(x), α, β) = 0 for any α, β ∈ T x (Ω). In particular, (∇ η ζ)( µ(w)) ∈ N η(w)
for any w ∈ ∆. For any γ ∈ Γ loc,x (Z, W ), ζ ∈ N η and any α, β ∈ Γ loc,x (Z, T Ω | Z ), we have R γζαβ = 0 so that
Since (∇ η ζ)( µ(w)) ∈ N η(w) , we have R((∇ η γ)( µ(w)), ζ, α, β) = 0 for arbitrary ζ ∈ N η(w) , α, β ∈ T µ(w) (Ω). Therefore, (∇ η γ)( µ(w)) ∈ W µ(w) for arbitrary w ∈ ∆, i.e., τ ≡ 0.
Lemma 4.17. In the above construction, we have
Proof. From the above construction, T x (Z) is spanned by a rank-k vector η(w) at any point x = µ(w) ∈ Z (w ∈ ∆) and there is a holomorphic vector subbundle
We first show that there is a characteristic subdomain Ω ′ ⊂ Ω of rank k such that Z is tangent to Ω ′ to the order at least 2 at some point µ(w 0 ), w 0 ∈ ∆, and T µ(w 0 ) (Ω ′ ) = W µ(w 0 ) . By considering the normal form of W µ(w 0 ) , it is clear that there is a characteristic subdomain 
Such a lifting of (r − k)-th characteristic subdomains of Ω forms a tautological foliation F on N S r−k (Ω) with n r−k (Ω)-dimensional leaves Ω ′ x . Then, we letẐ be the tautological lifting of Z to N S r−k (Ω) defined bŷ
Therefore,Ẑ is an integral curve of the integrable distribution defined by the foliation F . From the general theory of foliations, such an integral curve of the distribution induced from F must lie inside the single leaf Ω ′ of F , which is also the maximal integral submanifold of the induced integrable distribution. Therefore, Z itself should lie inside the leaf Ω ′ of the foliation F becauseẐ is path connected. Note that Z is the image ofẐ under the canonical projection G(T Ω , n r−k (Ω)) → Ω. But then the above argument shows that Z should lie in Ω ′ becauseẐ ⊂ Ω ′ .
Let Ω be an irreducible bounded symmetric domain of rank r ≥ 2 which is not necessarily of tube type. Recall that any invariantly geodesic submanifold of Ω is an irreducible bounded symmetric domain of rank ≤ r. From the results in Section 3 and in this section, we have 
The Poincaré-Lelong equation and proof of Theorem 4.9
From the above construction and lemmas, we can complete the proof of Theorem 4.9, as follows.
Proof of Theorem 4.9. From the holomorphic embedding µ : U → C N , by choosing an arbitrary general point b ∈ U ∩ ∂∆ we have constructed in Proposition 3.8 a holomorphic isometry µ :
2 on ∆ and the normal form of
is independent of w ∈ ∆ and of rank k, where k is some integer satisfying 1 ≤ k ≤ r = rank(Ω). By Lemma 4.17, Z = µ(∆) lies inside a characteristic subdomain Ω ′ ⊆ Ω of rank k. When k = r = rank(Ω), we have Ω ′ = Ω. Note that Ω is of tube type, so Ω ′ is also of tube type. Denote by σ ′ (x) the second fundamental form of (Z,
, then by applying the K ′ -action, the normal form of µ ′ (w) is tangent to some totally geodesic polydisk
This implies that the normal form of µ ′ (w) as a tangent vector in T µ(w) (Ω) is of rank k ′ . Therefore, we have k = k ′ and µ ′ (w) is a generic vector in T µ(w) (Ω ′ ) for w ∈ ∆. Since Ω ′ is of tube type, it follows from [Mo02, Proposition 1] that the (k − 1)-
, we have the Poincaré-Lelong equation
where 
as a holomorphic isometry. Let
be the tautological lifting of Z to PT Ω ′ . Then, we haveẐ ∩ S k−1 (Ω ′ ) = ∅. Since the normal form of
by Eq.
(1) and that √ −1∂∂ log s o ≡ 0 onẐ. In particular, we have . By the Gauss equation we have σ
is totally geodesic and thus σ( µ(w)) 2 ≡ 0 on ∆. In particular, we have σ(µ(b)) 2 = σ( µ(w)) 2 = 0. Since b ∈ U ∩ ∂∆ is an arbitrary general point, we have σ(µ(w))
Complete proof of Theorem 1.1
In Section 3, we constructed a holomorphic isometry µ :
an irreducible bounded symmetric domain with certain properties. The following shows that our study on such a holomorphic isometry may be reduced to the case where Ω is of tube type. Proof. If Ω is of tube type, then the result follows from the proof of Theorem 4.9. From now on we consider the case where Ω is of non-tube type. From the classification of irreducible bounded symmetric domains, Ω is biholomorphic to either
Here g x (·, ·) is a natural Hermitian pairing of the basis for S 2 T x (Ω), i.e., g x (e i · e j , e s · e l ) = 1 (resp. 0) if {i, j} = {s, l} (resp. {i, j} = {s, l}). Then, P is parallel because ∇R ≡ 0. We define ρ :
By using the normal form η(w) ∈ T 0 (Ω) of
if Ω is of the classical type, then it follows from direct computation of the Riemannian curvature of (Ω, g Ω ) that the normal form of V x (x ∈ Z) as a complex vector subspace of
. Actually, we write the normal form η(w) = η 1 (w)e x 1 −x 2 + η 2 (w)e x 1 +x 2 +x 3 and we compute R(η(w), e ϕ )η(w) = [[e −ϕ , η(w)], η(w)] for each noncompact positive root ϕ. It follows from Tsai [Ts93, pp. 149-151] that the normal form of V x is ρ(P (η(w) η(w)) T * 0 (Ω)), which is spanned by e x 1 −x i , 4 ≤ i ≤ 6; e x 1 +x 3 +x i , 4 ≤ i ≤ 6; e x 1 −x 2 and e x 1 +x 2 +x 3 . Here η(w) = η µ(w) for w ∈ ∆. In particular, the normal form of V x is exactly
where 0 is identified with the base point o ∈ Q 8 . It is then obvious that Span C {e ψ j (x) : j = 1, . . . , k} ⊂ V x and η x ∈ V x for each x ∈ Z for each x ∈ Z. By similar arguments as in the proof of Lemma 4.11, V ⊂ T Ω | Z is a holomorphic vector subbundle with
Define the second fundamental form τ :
Then, it follows from the arguments in the proof of Lemma 4.12 that τ is holomorphic since V x = T x (Ω ′ x ) for some invariantly geodesic submanifold Ω ′ x ⊂ Ω. Note that the vector bundle V here is actually the same as the vector bundle V in Lemma 4.13 and Lemma 4.14. Representing τ | T Z T Z as a holomorphic sectionτ ∈ Γ(Z, S 2 T * Z (T Ω | Z /V )), we can extend the definition ofτ (ζ) to an open neighborhood of a general point on ∂∆ by Lemma 4.13 and Lemma 4.14. Then, by the arguments in the proof of Lemma 4.15 we have τ | T Z T Z ≡ 0 after applying the rescaling argument to a local holomorphic extension of µ around a general point b ′ ∈ ∂∆ if necessary. From the definition of V ⊂ T Ω | Z and the fact that (∇ ηη )(x) ∈ V x for any x ∈ Z, η ∈ T x (Z) andη ∈ Γ loc,x (Z, T Z ), we have τ ≡ 0. Actually, ρ is a contraction and thus forη ∈ T x (Z) and η ∈ Γ loc,x (Z, T Z ), we have
. In other words, V is parallel on Z. By applying the foliation technique as in the proof of Lemma 4.17, there is an invariantly geodesic submanifold Ω ′ ⊂ Ω such that Z ⊂ Ω ′ and T x (Ω ′ ) = V x for any x ∈ Z. In addition, such a submanifold Ω ′ is irreducible and of tube type as a Hermitian symmetric space of the noncompact type. More precisely, we have
. From the arguments in the proof of Theorem 4.9, (Z,
By Proposition 4.18, Proposition 4.19 and the proof of Theorem 4.9, we have actually proven Theorem 1.1 under the assumption that the bounded symmetric domain Ω is irreducible. Now, it remains to consider the case where the bounded symmetric domain Ω is reducible. The idea is to generalize the methods to the case where Ω is reducible throughout Section 3, Section 4.1, and that in Proposition 4.19. Then, this will complete the proof of Theorem 1.1.
We
N j is an irreducible bounded symmetric domain in its Harish-Chandra realization for j = 1, . . . , m. Equipping Ω (resp. ∆) with the Bergman metric ds 2 Ω (resp. ds 2 ∆ ), by slight modifications we obtain analogues of Lemma 2.4, Lemma 3.5, Lemma 3.7, Proposition 3.8 and the results in Section 4.1 when Ω is reducible. Recall that µ :
, is a holomorphic embedding such that µ(U ∩ ∆) ⊂ Ω and µ(U ∩ ∂∆) ⊂ ∂Ω, where b 0 ∈ ∂∆. We also write µ = (µ 1 , . . . , µ m ) with µ j : U → C N j being a holomorphic map for j = 1, . . . , m.
Basic settings
We write the Bergman kernel
for some polynomial Q Ω (z, ξ) in (z, ξ). Then, we have the Kähler form ω ds 2
2 for z, ξ ∈ C. We can construct a germ of holomorphic isometry µ as in Lemma 3.5 and Proposition 3.8. Actually, for a general point b ∈ U ∩ ∂∆ there is an open neighborhood U b of b in U ⊂ C such that
on U b for some positive smooth function χ on a neighborhood of U b and some positive integer λ ′ . We may construct the sequence
Then, we obtain a germ of holomorphic isometry µ : ∆, . Note that such a germ µ could be extended to a holomorphic isometry from ∆,
2 Ω ) by the extension theorem of Mok [Mo12] . We also denote the extension of µ by µ and write
. Then, we have analogous results as in Proposition 3.8 for the case where Ω is reducible. More precisely, the normal form η(w) is independent of w ∈ ∆ and σ( µ(w)) 2 ≡ σ(µ(b)) 2 on ∆, where σ(x) denotes the second fundamental form of (Z, ds
From now on Z = µ(∆) has Aut(Ω)-equivalent holomorphic tangent spaces T x (Z) = Cη x and η y ∈ T y (Ω) is of rank k for any y ∈ Z.
Insertion of a tube domain containing the embedding Poincaré disk
The first step is to show that since the holomorphic tangent spaces of Z := µ(∆) are Aut(Ω)-equivalent and of rank k, Z lies inside an invariantly geodesic submanifold Ω ′ ⊂ Ω of rank k and of tube type as a bounded symmetric domain. Write µ = ( µ 1 , . . . , µ m ), where µ j : ∆ → Ω j ⋐ C N j is a holomorphic map for j = 1, . . . , m. By permuting the irreducible factors Ω j 's of Ω, we may assume that η(w) = η 1 (w) + . . .
Tube type: We first consider the case where Ω is of tube type, equivalently all Ω j 's are of tube type. For x ∈ Ω, let Q x be a Hermitian bilinear form on 
= Ω i for some i. Similarly, we may define the holomorphic vector bundle V (resp. V ′ ) as in Lemma 4.13 and Lemma 4.14. Then, by the arguments in the proofs of Lemma 4.13 and Lemma 4.14 we have V x = W x for any x ∈ Z. Thus, our results in Section 4.1 can be generalized to the case where Ω (resp. Ω ′ ) is reducible. It follows from the arguments in Section 4.1 that there is a characteristic subdomain
Non-tube type:
is an irreducible bounded symmetric domain of tube type and of rank k l by making use of Proposition 4.18. Inductively, there is an invariantly geodesic submanifold Ω ′ of Ω such that Ω ′ is a bounded symmetric domain of rank k and Z ⊆ Ω ′ . In this case, T x (Z) is spanned by a generic vector in T x (Ω ′ ) for any x ∈ Z. From now on we may suppose that T x (Z) is spanned by a generic vector in T x (Ω) for any x ∈ Z and m ′ = m without loss of generality.
In analogy to the case in which we consider the holomorphic vector subbundle W ⊂ T Ω | Z , we generalize the method in the proof of Proposition 4.19 to the case where Ω is reducible and equipped with the Bergman metric ds 2 Ω . The key point is that our construction of the holomorphic vector subbundle V ⊂ T Ω | Z comes from the Riemannian curvature tensor of (Ω, ds 2 Ω ), which is decomposed into the sum of Riemannian curvature tensors of (Ω j , ds 2 Ω j ) for j = 1, . . . , m. Note that we may also define V as in Lemma 4.13 and we also have the vector bundle V ′ extending V locally in the sense of Lemma 4.13. Then, it follows that there is an invariantly geodesic submanifold Ω ′ j ⊆ Ω j of rank equal to that of Ω j and of tube type for j = 1, . . . , m such that
In particular, Ω ′ ⊂ Ω is an invariantly geodesic submanifold which is of tube type and rank(Ω ′ ) = rank(Ω).
In any case, given a bounded symmetric domain Ω of rank r, the Poincaré disk Z lies inside an invariantly geodesic submanifold Ω ′ ⊂ Ω of rank k and of tube type such that the holomorphic tangent spaces T x (Z) are Aut(Ω ′ )-equivalent and T y (Z) is spanned by a generic vector in T y (Ω ′ ) for any y ∈ Z. This completes the first step of the proof of Theorem 1.1.
Application of the Poincaré-Lelong equation
We note that the method of using the Poincaré-Lelong equation as in the proof of Theorem 4.9 may be extended to the case where the bounded symmetric domain Ω ′ is reducible. 
We only need to apply the method in the proof of Theorem 4.9 and that in [Mo02] , and we generalize the settings to the case where Ω ′ is reducible.
′ , we denote by
where (1), j = 1, . . . , m ′ , and 
(2) with X ′ c,j ∼ = P 1 . We also denote by π : PT Ω ′ → Ω ′ the canonical projection for simplicity, and recall that Pr j : Ω ′ → Ω 
where s j is a non-trivial holomorphic section of L −k j π * j E 2 j whose zero set is precisely S 
It follows from [Mo02] and the proof of Theorem 4.9 that 2c 1 Pr *
Therefore, we have −λ j k j 1 2π
| Z for any j by Eq. (5) and thus
′ Ω ′ ) of constant Gaussian curvature κ ∆ k which is equal to the maximal holomorphic sectional curvature of (Ω ′ , g
= 0 for any x ∈ Z by the Gauss equation, i.e., σ ′ 2 ≡ 0, and thus (Z, g
Conclusion of the proof
From our construction and the above two steps, we complete the proof of Theorem 1.1 as follows.
Proof of Theorem 1.1. The case where Ω is of rank 1 is obviously true by our construction in Section 3, so we assume that Ω is of rank ≥ 2. Following the construction of the holomorphic curve Z throughout Sections 3 and 4, we first consider the case where Ω is of tube type. Then, we have shown that Z ⊂ Ω ′ for some rank-k characteristic subdomain Ω ′ ⊂ Ω of tube type such that the holomorphic tangent spaces T x (Z) = Cη x are Aut(Ω ′ )-equivalent and η y ∈ T y (Ω ′ ) is a generic vector for any y ∈ Z. It follows from Proposition 4.20 that (Z, ds
2 Ω ) is totally geodesic by the total geodesy of (Ω ′ , ds
. From the proof of Theorem 4.9, we have σ(µ(w)) 2 → 0 as w → b for a general point b ∈ U ∩ ∂∆. Hence, the proof is complete under the assumption that Ω is of tube type. Now, it remains to consider the case where Ω is of non-tube type. In Section 4.2.2, we have shown that Z ⊂ Ω ′ for some invariantly geodesic submanifold Ω ′ ⊂ Ω such that Ω ′ is of tube type, the holomorphic tangent spaces T x (Z) = Cη x are Aut(Ω ′ )-equivalent and η y ∈ T y (Ω ′ ) is a generic vector for any y ∈ Z. Writing 
Applications
Total geodesy of equivariant holomorphic embeddings
As a first application of Theorem 1.2 we have a result on the total geodesy of equivariant holomorphic isometries between bounded symmetric domains, as follows. 2 . If now we take i = j, 1 ≤ i, j ≤ m, and α = η i resp. β = η j where, by an obvious abuse of notation,
which implies in particular that σ(η i , η j ) = 0. To prove that σ ≡ 0 it suffices therefore to show that for any i,
so that σ(α, ζ) = 0. From the proof of Hermitian metric rigidity (Mok [Mo87, Proposition 3.4]), by polarization this already implies that σ(η
On the other hand, when D i is of rank 1, for any nonzero vector
From the equivariance of Φ the norm of the second fundamental form σ 1 of F (∆ η i ) in Ω is a constant. Hence, by Theorem 1.2 F | ∆η i is totally geodesic, i.e., σ 1 ≡ 0. Since by the Gauss equation we have σ(
The proof of Theorem 5.21 is complete.
Total geodesy of algebraic subsets admitting compact quotients
We now apply Theorem 5.21 to study a problem arising from functional transcendence theory (cf. Ullmo-Yafaev [UY11]). It is given by Theorem 1.3 in the Introduction concerning varieties which are bi-algebraic with respect to the uniformization map π : Ω → X Γ := Ω/Γ (cf. Theorem 1.3 for the precise statement). Our proof of Theorem 1.3 yields a stronger statement.
Theorem 5.22. Let Ω ⋐ C N be a bounded symmetric domain in its Harish-Chandra realization, and Z ⊂ Ω be an algebraic subset. Suppose there exists a torsion-free discrete subgroupΓ ⊂ Aut(Ω) such thatΓ stabilizes Z and Z/Γ is compact. Then, Z ⊂ Ω is totally geodesic.
In Theorem 1.3, which generalizes the cocompact case of Ullmo-Yafaev [UY11], Y := Z/Γ is assumed to be a subvariety on some projective quotient manifold X Γ := Ω/Γ where Γ ⊂ Aut(Ω) is a torsion-free and not necessarily arithmetic cocompact lattice. In Theorem 5.22 by contrast there is no ambient projective manifold X Γ .
Deduction of Theorem 1.3 from Theorem 5.22
In the notation of Theorem 1.3 let Γ ⊂ Aut(Ω) be a torsion-free cocompact lattice and write X Γ := Ω/Γ, which is a projective manifold. Let π : Ω → X Γ be the uniformization map, Y ⊂ X Γ be an irreducible subvariety, and Z ⊂ Ω be an irreducible component of π −1 (Y ). LetΓ ⊂ Γ be the subgroup given byΓ := γ ∈ Γ : γ(Z) = Z . ThenΓ acts as a torsion-free discrete group of automorphisms on Z, and, definingY := Z/Γ, the canonical map α :Y → X Γ is a birational morphism onto Y , henceY is projective, and Theorem 1.3 follows from Theorem 5.22.
Strategy of proof of Theorem 5.22
When Γ ⊂ Aut 0 (Ω) is an arithmetic but not necessarily cocompact lattice, Theorem 1.3 was established by Ullmo-Yafaev [UY11] . Their proof makes use of a monodromy result of André-Deligne (cf. [An92] ) which relies on Hodge Theory, for which arithmeticity of the lattices plays a crucial role. Our proof of Theorem 5.22, which implies Theorem 1.3 as we have seen, will rely on the existence of Kähler-Einstein metrics on compact Kähler manifolds with ample canonical line bundle and the proof of the semisimplicity theorem for the identity component of a regular covering of such a manifold due to Nadel [Na90] .
Our proof of Theorem 5.22 breaks up into several steps culminating in the use of Theorem 5.21. We will prove that Z is nonsingular and that the Kähler manifold (Z, ds 2 Ω | Z ) is the image of some bounded symmetric domain by an equivariant holomorphic isometric embedding in order to be able to apply Theorem 5.21 to conclude that (Z, ds
To start with let H 0 ⊂ G 0 be the identity component of the stabilizer subgroup of Z. It follows readily from the algebraicity of Z ⊂ Ω that dim R H 0 > 0. We cannot show directly that H 0 acts transitively on Z. In its place we show using methods of complex analysis that there exists a complex algebraic subgroup H ⊂ G := Aut(X c ) which is at the same time a complexification of H 0 in G, such that the orbit Hz 0 for any z 0 ∈ Z contains Z. (Recall that Ω ⊂ X c = G/P is the Borel embedding.) In particular, Z is nonsingular. These first steps of the argument remain valid when Z/Γ is only assumed quasi-projective.
The discrete groupΓ acts without fixed points on Z andY := Z/Γ is nonsingular. To proceed further we will make use of the compactness ofY , so that it is a projective manifold with ample canonical line bundle, implying the existence onY of a Kähler-Einstein metric of negative Ricci curvature (Aubin [Au78] , Yau [Ya78] ). By Nadel [Na90] ), which exploited the polystability of the holomorphic tangent bundle ofY as a consequence of the existence of Kähler-Einstein metrics, we know that the identity component of Aut(Z) is semisimple and of the noncompact type. The same proof applies to show that H 0 ⊂ G 0 is a semisimple Lie subgroup of the noncompact type, and we deduce that some orbit S := H 0 x ⊂ Z is an isometric copy of a Riemannian symmetric space (S , g) associated to H 0 . Theorem 5.22 will follow from Theorem 5.21 if we have S = Z. Write O := Hx. Since Z is an irreducible component of O ∩ Ω we have dim R (S) ≥ dim C (Z). In the extreme case where equality holds, S ⊂ Z is totally real, and we rule out such a possibility by producing on some finite topological cover of Z a holomorphic complex Riemannian metric, i.e., a holomorphic O(s, C)-structure, s = dim R (S) = dim C (Z), to contradict with the ampleness of the canonical line bundle ofY . To rule out the intermediate cases where dim C (Z) < dim R (S) < dim R (Z) we make use of the polystability of the holomorphic tangent bundle TY with respect to the canonical polarization to yield a contradiction.
Pseudo-homogeneity of algebraic subsets admitting compact quotients
We say that an irreducible algebraic subset E ⊂ Ω ⊂ X c is pseudo-homogeneous to mean that it is an open subset in the complex topology of an orbit in X c under some complex algebraic subgroup of G = Aut 0 (X c ). We will prove that the algebraic subset Z ⊂ Ω in Theorem 5.22 is pseudo-homogeneous in this sense by means of methods of complex analysis, more precisely by means of Riemann extension theorem on bounded plurisubharmonic function and the maximum principle on plurisubharmonic functions on compact complex spaces. It is convenient to introduce the Zariski topology on Ω and its algebraic subsets. A subset E ⊂ Ω is Zariski closed if and only if it is an algebraic subset of Ω. For a Zariski closed subset V ⊂ Ω, V inherits the Zariski topology from Ω by restriction, and a subset E ⊂ V is Zariski closed if and only if E ⊂ Ω is Zariski closed.
In what follows we make use of fraktur symbols to denote real or complex Lie algebras of real or complex Lie groups in a self-evident manner. The Lie algebra of a real (resp. complex) Lie group will be identified with its tangent space (resp. holomorphic tangent space) at the identity element.
In order to convert the problem concerning discrete groupsΓ ⊂ Aut(Ω) which stabilize an algebraic subset Z ⊂ Ω to questions on Lie groups of holomorphic isometries, to start with we prove Proof. Recall that by definition Z is an irreducible component of Z ∩ Ω for some irreducible subvariety Z ⊂ X c = G/P , where G = Aut 0 (X c ) and P ⊂ G is some maximal parabolic subgroup. Define now H := h ∈ G : h( Z) = Z . H ⊂ G is a subgroup defined by a set of algebraic equations on G, and as such it is a complex algebraic subgroup. For any γ ∈Γ we have γ(Z) = Z, hence also γ( Z) = Z by the identity theorem for holomorphic functions. Therefore,Γ ⊂ H .
We claim thatΓ is an infinite group. This is obvious whenY is compact by the maximum principle. In general, letY ⊂ W be a projective compactification, and let σ : W † → W be a desingularization. SupposeΓ is finite. Then, any continuous bounded plurisubharmonic function ϕ on Ω, when restricted to Z, gives rise to a continuous bounded plurisubharmonic function ψ onY † obtained by summing over the finite fibers of the uniformization map ̟ : Z →Y and pulling back to the nonsingular modelY
Clearly one can choose ϕ so that ψ is nonconstant. On the other hand, by the Riemann extension theorem for bounded plurisubharmonic functions, ψ extends to a plurisubharmonic function on the compact complex manifold W † and must hence be constant by the maximum principle, a plain contradiction.
Define Proof. At the level of Lie algebras we have h 0 ⊂ g 0 . Define h := h 0 ⊗ R C and write r := dim R H 0 . Let H be the simply connected complex Lie group with Lie algebra ∼ = h. Then, there exists a holomorphic homomorphism α : H → G with discrete kernel such that dα(T e (H)) = h ⊂ g. There exists thus a complex submanifold U containing e of some open subset W ⊂ X such that U is the image under α of some open neighborhood of e ∈ H. We will assume without loss of generality that U is closed under taking inverses, i.e., U = U −1 . It remains to prove that (U; e) is the germ of a complex algebraic subgroup
as the real form of a complex algebraic group. H 0 ⊂ G 0 is defined as the common zero set of a finite-dimensional real vector subspace
and denote by V ⊂ G ⊂ C N the irreducible component containing e of the common zero set of E. From the definition we have H 0 ⊂ V . From the implicit function theorem V is smooth along H 0 and we have dim C V = r = dim R H 0 , hence the germs of complex submanifolds (V ; e) and (U; e) of (G; e) are identical. Therefore, the complex affine algebraic subvariety V ⊂ G contains U and it remains to check that (a) V is closed under multiplication induced from G and (b) any x ∈ V is invertible in V . Granting this, the proof is completed by setting H = V .
Define F := y ∈ V : yV ⊂ V, y −1 V ⊂ V . Then, F ⊂ V is defined as the common zero set of a set of complex polynomials and it is hence a complex algebraic subvariety. On the other hand, for any x ∈ U, xU contains an open neighborhood of x in U, hence xV ⊂ V , and similarly x −1 V ⊂ V , so that U ⊂ V and hence F = V by the identity theorem for holomorphic functions. In particular, V is closed under multiplication, proving (a). Moreover, for any y ∈ V , we have yV ⊂ V and y −1 V ⊂ V , so that also V ⊂ yV , hence yV = V . Therefore, there exists w ∈ V such that yw = e, hence also wy = e, so that any y ∈ V is invertible, proving (b), as desired.
We call H ⊂ G the complexification of H 0 inside G. Proof. Recall that by definition the irreducible algebraic subset Z ⊂ Ω is an irreducible component of Z ∩ Ω for some irreducible projective algebraic subvariety Z ⊂ X c . Consider the orbit Hx ⊂ Z of x ∈ Z under the complex algebraic group H ⊂ G. Since S = H 0 x ⊂ Z and Z ⊂ Ω is a complex-analytic subvariety, we have the inclusion (Hx; x) ⊂ ( Z; x) of germs of subvarieties, hence Hx ⊂ Z. We prove first of all that Hx ∩ Z is dense in Z with respect to the Zariski topology on Z. Suppose otherwise. Then there exists a Zariski closed subset E Z such that E ⊃ Hx ∩ Z. There exists a projective algebraic subvariety E such that E is the union of a finite number of irreducible components of E ∩ Ω. Writing N = dim C (Ω), let now P (z 1 , · · · , z N ) be a polynomial in N complex variables such that P | E∩C N ≡ 0 and such that P | Z∩C N ≡ 0.
Next, using P ∈ C[z 1 , · · · , z N ] we will derive a contradiction by means of the maximum principle. Define a real function Φ : Ω → R by Φ(z) = sup{|P (γz)| : γ ∈ Γ}. Write f γ (z) := P (γz) for z ∈ Ω. Regarding {f γ } γ∈Γ as a family of holomorphic functions on Ω, we have the uniform bound |f γ (z)| ≤ sup{|P (z)| : z ∈ Ω} < ∞. From Cauchy estimates, the family of holomorphic functions {f γ } γ∈Γ is uniformly Lipschitz on any compact subset of Ω and it follows that Φ is uniformly Lipschitz on any compact subset of Ω. In particular, Φ : Ω → R is a continuous bounded plurisubharmonic function on Ω. Restricting to Z we have Φ(z) = 0 whenever z ∈ Hx ∩ Z ⊂ E and Φ(z 0 ) = 0 for some z 0 ∈ Reg(Z) − E. By the definition of Φ we have Φ(γz) = Φ(z) for any γ ∈Γ, hence we obtain by descent a nonconstant bounded plurisubharmonic function ϕ : W −A → R. Denote byY ⊂ W a projective compactification, and define A := Sing(W ) ∪ (W −Y ). Let σ : W ♯ → W be a desingularization of W and define ϕ ♯ :
By the Riemann extension theorem for bounded plurisubharmonic functions, ϕ ♯ extends to a plurisubharmonic function, to be denoted by the same symbol, on the projective manifold W ♯ . By the maximum principle for plurisubharmonic functions ϕ ♯ must necessarily be a constant, a plain contradiction.
Since H ⊂ G acts algebraically on X c , the Zariski closure of Hx in Z ⊂ X c is the same as its topological closure, and we conclude from the above that Hx ∩ Z = Z. Suppose now Hx ∩ Z Z and let y ∈ Z − Hx. The same argument applies to y (in place of x) and we have Hy ∩ Z = Z, contradicting with the fact that Hx and Hy are distinct and hence disjoint orbits. We conclude that Hx ∩ Z = Z for any x ∈ Z, i.e., Z ⊂ Hx for any x ∈ Z. Hence, the germs of subvarieties (Z; x) and (Hx; x) at x ∈ Z are identical and Z is an irreducible component of Hx ∩ Ω.
Preliminaries from Riemannian geometry on bounded symmetric domains
The following lemma in Riemannian geometry is well-known but we include a proof for easy reference. Note that for any Riemannian symmetric space (M, h) of the semisimple and noncompact type, the underlying manifold M is real-analytic, and h is a real-analytic metric. Proof. Fix(γ) ⊂ M is a real-analytic subvariety. Let Σ(γ) ⊂ Fix(γ) be any irreducible component, and x ∈ Σ(γ) be a smooth point. Since γ(x) = x and γ| Σ(γ) = id Σ(γ) , we have dγ(η) = η for any η ∈ T x (Σ(γ)). Let ℓ ⊂ M be a geodesic passing through x such that T x (ℓ) ⊂ T x (Σ(γ)). From dγ(η) = η for η ∈ T x (ℓ) we conclude that γ(y) = y for any y ∈ ℓ by the uniqueness of parametrized geodesics with fixed initial point and fixed initial velocity. Hence, ℓ ⊂ Σ(γ). It follows that σ(η, η) = 0 for the second fundamental from σ of Σ(γ) ⊂ M at x, and by polarization we have σ ≡ 0 on Reg(Σ(x)). Finally, being the image of a vector subspace V ⊂ T x (M) under the exponential map exp x : T x (M) → M at a nonsingular point x ∈ Σ(γ), the totally geodesic subset Σ(γ) ⊂ M of the Cartan-Hadamard manifold (M, h) is necessarily nonsingular, and it follows that Σ(γ) ⊂ M is a totally geodesic submanifold, as desired.
We have the following lemma on the stabilizer subgroup of Z ⊂ Ω.
Lemma 5.27. Let Z ⊂ Ω be an algebraic subset, and let Ω ′ ⊂ Ω be the smallest totally geodesic complex submanifold containing Z. From now on, replacing Z ⊂ Ω by Z ⊂ Ω ′ if necessary we assume without loss of generality that Ω is the smallest bounded symmetric domain containing Z so that the natural homomorphism Φ :
5.2.4 Nadel's semisimplicity theorem on automorphism groups of universal covers of projective manifolds with ample canonical line bundle
To prove that Z ⊂ Ω is totally geodesic it would suffice to prove that (Z, ds Here a semisimple subgroup Q is said to be of the noncompact type if and only if in the direct product decomposition of the universal covering group Q of Q there are no compact factors.
We have proven that Z ⊂ Hx for some complex algebraic subgroup H ⊂ G = Aut 0 (X c ), so that in particular Z ⊂ Ω is nonsingular, andY := Z/Γ is a projective manifold. The Kähler metric ds 2 Ω | Z is of nonpositive bisectional curvature and strictly negative holomorphic sectional curvature by the monotonicity on bisectional curvatures resulting from Gauss' equation, henceY inherits a Kähler metric of strictly negative Ricci curvature, proving thatY has ample canonical line bundle. Hence, Nadel [Na90] applies toY . However, we will need a modified version as given below, which follows immediately from the proof in [Na90] , since we are dealing with holomorphic isometries of (Z, ds 
Holomorphic G-structures and holomorphic complex Riemannian metrics
Let n be a positive integer and fix an n-dimensional complex vector space V . On an n-dimensional complex manifold X the holomorphic frame bundle F (X) is the holomorphic principal GL(V ; C)-bundle with the fiber at x ∈ X defined as F x (X) = Isom(V, T x (X)), the set of complex linear isomorphisms from V onto T x (X). (We note that GL(V ; C) acts on F (X) on the right.) We have the notion of holomorphic G-structures on X, as follows.
we say that G (X) defines a holomorphic reduction of the frame bundle of X to G.
Lemma 5.30. Let X be a complex manifold and H be a group acting holomorphically and transitively on X. Let x 0 ∈ X and Q ⊂ H be the isotropy subgroup at x 0 . Define L ⊂ GL(T x 0 (X); C) by L = dγ x 0 : γ ∈ Q . Then the holomorphic frame bundle F (X) of X admits a reduction from GL(T x 0 (X); C) to L.
Proof. For each point x ∈ X consider the set of frames L x (X) := dϕ x 0 : ϕ ∈ H and ϕ(x 0 ) = x . If we choose ϕ 1 ∈ H such that ϕ 1 (x 0 ) = x, then any ϕ ∈ H satisfying ϕ(x 0 ) = x is of the form ϕ = ϕ 1 • γ where γ ∈ Q, i.e., γ ∈ H and γ(x 0 ) = x 0 . By the chain rule we have dϕ x = dϕ 1,x 0 • dγ x 0 . Putting F x (X) together we obtain a subset L (X) ⊂ F (X) of the holomorphic frame bundle F (X) over X such that the right action of L ⊂ GL(
There exists an open neighborhood U of x on X and a holomorphic family of automorphisms ϕ y ∈ H, so that ϕ y (x 0 ) = y. The holomorphic family d(ϕ y ) x 0 : y ∈ U gives a holomorphic section of L over U and we denote by S ⊂ L (U) the image of the section. S ⊂ F (U) is a complex submanifold transversal to the canonical projection ̟ :
Varying x ∈ X and hence U we conclude that L (X) ⊂ F (X) is a holomorphic subbundle and that it defines a holomorphic L-structure on X, as desired.
Of particular interest in this article are two types of holomorphic G-structures, the holomorphic complex Riemannian structure and the holomorphic direct sum structure.
A section τ ∈ Γ(X, S 2 T * X ) such that τ x is a nondegenerate bilinear pairing at every point x ∈ X is called a holomorphic complex Riemannian metric in this article. Fix an n-dimensional complex vector space V together with a choice of Euclidean coordinates (z 1 , · · · , z n ) on it. Equip V with the nondegenerate complex
X ) on X yields a holomorphic reduction of the frame bundle on X to the complex orthogonal group O(n; C) when we define G x (X) := ϕ ∈ Isom(V, T x (X)) : ϕ * (τ x ) = α . Identifying GL(V ; C) via the chosen Euclidean coordinates on V , the complex orthogonal group O(n; C) is defined as the subgroup of GL(n; C) which preserves α. Equivalently, in terms of matrices, we have O(n; C) = A ∈ M(n, n; C) : A t A = I n in standard notation. In what follows for a smooth manifold M we denote by T R (M) its real tangent bundle. For a complex manifold N we have the standard decomposition T C (N) := T R (N) ⊗ R C = T 1,0 (N) ⊕ T 0,1 (N) and we identify the holomorphic tangent bundle T N canonically with T 1,0 (N). 
Proof. Let x 0 ∈ X 0 and denote by K ⊂ H 0 the isotropy subgroup at x 0 of H 0 on X 0 . Since H 0 leaves the Riemannian metric g on X 0 invariant,
. Let Q ⊂ H be isotropy subgroup at x 0 of the H-action on X. Since by assumption both H 0 ⊂ H and X 0 ⊂ X are totally real submanifolds, we have
so that the identity component of Q is a complexification of the identity component of K. Denote by K C the identity component of Q and call K C ⊂ H the complexification of K inside H. Clearly K C ⊂ Q is a subgroup, and an embedding β :
(X 0 )) * to be the symmetric complex bilinear form on T C x 0 (X 0 ) which is the complexification of the real symmetric bilinear form
(X 0 ), and we have g
Any two possible such choices ϕ 1 and ϕ 2 are related by
is well-defined independent of the choice of ϕ. As τ x depends holomorphically on x we have defined a holomorphic complex Riemannian metric
For the holomorphic direct sum structure suppose V = V 1 ⊕ · · ·⊕ V r is given a direct sum decomposition as a complex vector space, r ≥ 2, with positive-dimensional direct summands. Then, we have a Lie subgroup G := GL(V 1 ; C)×· · ·×GL(V r ; C) ⊂ GL(V ; C). We say that X is equipped with a holomorphic direct sum structure if and only if there is a holomorphic reduction of its frame bundle to G of the above form. We say that such a G-structure is flat (or integrable) to mean that the holomorphic G-structure corresponds in an obvious way to local decompositions of coordinate open sets U ⊂ X as U = U 1 × · · · × U r as Cartesian products. We will consider in this article further refinements of holomorphic direct sum structures corresponding to
Special holomorphic G-structures on Z: the totally real cases
We return now to the proof of Theorem 5.22 where we have the Borel embedding Ω = G 0 /K ⊂ G/P = X c , a semisimple Lie group H 0 ⊂ G 0 without compact factors, a complex algebraic group H ⊂ G such that H 0 ⊂ H is a real form. Write O = Hx. Recall that S := H 0 x ⊂ Ω is an isometrically embedded Riemannian symmetric space, Z ⊃ S is the smallest algebraic subset of Ω containing S, and by Proposition 5.25 Z is an irreducible component of O ∩ Ω. Write Q x := P x ∩ H, where P x ⊂ G is the isotropy subgroup at x.
Define now Ψ x : Q x → GL(T x (O); C) by Ψ x (γ) = dγ x . By Lemma 5.31 the homogeneous complex manifold O is equipped with a holomorphic G-structure where
is the linear subgroup consisting of all dγ x as γ runs over Q x . We say for short that O and hence Z ⊂ Ω inherits naturally a holomorphic Lstructure from X c . In order to establish Theorem 5.22 we will prove that S = Z, in which case by Theorem 5.21 we know that Z ⊂ Ω is totally geodesic. Our strategy for the proof of Theorem 5.22 is to rule out the cases where S Z by showing first of all in the latter cases that L GL(s; C) and that it is furthermore a reductive Lie subgroup of a special form. To start with, we assume that H ⊂ G is a simple Lie group. More precisely, under this assumption we prove Proof. Recall that S = H 0 x ⊂ Z and Z is an irreducible component of O ∩ Ω. In particular, Z ⊂ Ω is a complex submanifold. In what follows we use the notation H 0 to denote the adjoint real semisimple real Lie group with Lie algebra isomorphic to that of H 0 , while the notation H 0 is reserved for the identity component of the stabilizer subgroup of Z in G 0 . Thus, H 0 ⊂ G 0 and we have a group isomorphism Λ : H 0 → G 0 such that Λ(H 0 ) = H 0 . Let K ⊂ H 0 be a maximal compact subgroup. Then, S = H 0 /K is endowed with a Riemannian metric g such that (S , g) is a Riemannian symmetric space of the semisimple and noncompact type. K := Λ(K ) ⊂ K is a Lie subgroup. The compact Lie groupǨ acts on the CartanHadamard manifold (Ω, ds 2 Ω ), and the center of gravity x on Ω of aǨ-orbit is a fixed point under the action ofǨ. Let K x ⊂ G 0 be the isotropy subgroup at x (which is a maximal compact subgroup). Then, the canonical map λ : H 0 /K ֒→ G 0 /K x induced from Λ : H 0 → G 0 is an equivariant embedding which is an isometric embedding up to normalizing constants of individual de Rham factors. Write S = λ(H 0 /K ) and identify S with H 0 /Ǩ ⊂ G 0 /K x . Let J be the almost complex structure on Ω. For the proof of Proposition 5.32, we consider different cases, as follows. 
, and the natural map δ : When we drop the assumption that H 0 is a simple Lie group, the proof of Proposition 5.32 still applies under the assumption that either S ⊂ Z is totally real, or that S ⊂ Z is a complex submanifold (and hence totally geodesic by Theorem 5.21). The remaining difficulty is to deal with the mixed case where S ⊂ Z is neither a totally real submanifold nor a complex submanifold, i.e., where JT R (S) ∩ T R (S) = 0 and JT R (S) = T R (S). Recall that g is the underlying Riemannian metric of the Riemannian symmetric manifold S , and denote by (S , g) = (S 1 , g 1 ) × · · · × (S m , g m ) the de Rham decomposition of (S , g). Recall also that S = H 0 /K , λ : S → Ω = G 0 /K is an isometric embedding up to normalizing constants of individual de Rham factors. Note that it is not known whether S = λ(S ) ⊂ Ω is totally geodesic. S is the orbit of some point SinceǨ acts as a group of biholomorphisms of Ω fixing x ∈ Ω, for every γ ∈ K and every u ∈ T R x (S) we have J(dγ(u)) = dγ(Ju). It follows that for any
is also aǨ-representation subspace. In particular, if V is an irreducible representation subspace, then either V = JV or V ∩ JV ⊂ V is aǨ-representation subspace, hence V ∩ JV = 0 by the irreducibility of V . From the decomposition T R x (S) = V 1 ⊕ · · · ⊕ V m , after re-labeling we may assume
Note thatǨ =Ǩ 1 × · · · ×Ǩ m , where for 1 ≤ i ≤ m theǨ-representation on V = V 1 ⊕· · ·⊕V m corresponds to the irreducible representation ofǨ i on V i = dλ 0 (V i ), whileǨ k acts trivially on V i when 1 ≤ k ≤ m, k = i. As a consequence, V i , 1 ≤ i ≤ m, are mutually non-isomorphic to each other asǨ-representation spaces, so that any nonzeroǨ-representation subspace of V must be a direct sum
Proof. To prove the lemma note that
′ must be of the form V i 1 ⊕ · · · ⊕ V iq with q ≥ 1, 1 ≤ i 1 < · · · < i q ≤ r. If this happens, then JV i 1 = J −1 V i 1 ⊂ V ′ is an irreducibleǨ-representation subspace, and hence it must be of the form V j 1 for some j 1 , 1 ≤ j 1 ≤ r, j 1 = i 1 . It follows then V i 1 ⊕ V j 1 ⊂ V ′ is a J-invariant subspace. After re-labeling we may assume i 1 = 1 < j 1 = 2. Then, C := λ (S 1 × S 2 ) × (0, · · · , 0) ⊂ S ⊂ Z ⊂ Ω is the image of an isometric embedding of (S 1 , g 1 ) × (S 2 , g 2 ) up to normalizing constants such that JT R (C) = T R (C), so that C ⊂ Ω is a complex submanifold. From the de Rham decomposition we conclude that for u ∈ T R (C) such that u ∈ V 1 , so that Ju ∈ V 2 , we must have R C (u, Ju; Ju, u) = 0 for the curvature tensor R C of (C, ds We are now ready to prove the general form of Proposition 5.32 where we drop the hypothesis that H 0 ⊂ G 0 is simple.
Proof. We divide the proof of Proposition 5.34 into three cases.
Case (a) S ⊂ Z is totally real.
In given by ν(η) = η ⊕ η. We have ν(iη) = Jν(η) for any η ∈ T x (Z). For an R-linear subspace E ⊂ T R x (Z) we definê E = ν −1 (E). Then, E ⊂ T R x (Z) is J-invariant if and only ifÊ ⊂ T x (Z) is a C-linear subspace. At x ∈ S ⊂ Z we have the decomposition T x (Z) = (V ′ ⊕ iV ′ ) ⊕V ′′ = (V ′ ⊗ R C)⊕V ′′ as a complex vector space, which is also a decomposition of T x (Z) as ǎ K C -representation space (although neither direct summand need to be irreducible). Write W ′ =V ′ ⊕ iV ′ and also W ′′ =V ′′ for uniformity of notation. Consider S = λ(S ) ⊂ Z ⊂ Ω. Write h = ds 2 Ω | S and (S, h) = (S 1 , h 1 ) × · · · × (S m , h m ) for the de Rham decomposition of the embedded Riemannian symmetric space S ⊂ Ω into a direct product of Riemannian symmetric submanifolds. We identify x ∈ S with (0, · · · , 0) in the direct product decomposition S = S 1 × · · ·× S m and, by abuse of notation, for 1 ≤ i ≤ m, we will write S i for the submanifold of S corresponding to {(0, · · · , 0)} × S i × {(0, · · · , 0)}, and h i for the restriction of h = ds 2 Ω | S to S i . After normalizing by scalar constants on individual de Rham factors of (S , g) = (S 1 , g 1 ) × · · · × (S m , g m ), for 1 ≤ i ≤ m, (S i , h i ) is the image of (S i , g i ) under the isometric embedding λ : (S , g) ֒→ (Ω, ds 2 Ω ). For r + 1 ≤ i ≤ m, (S i , g i ) is of Hermitian type and we may choose the complex structure on each S i , r + 1 ≤ i ≤ m, so that λ restricts to a holomorphic isometric embedding on (S ′′ , g ′′ ) = (S r+1 , g r+1 ) × · · · × (S m , g m ). We also write (S ′ , g ′ ) = (S 1 , g 1 ) × · · · × (S r , g r ), so that (S , g) = (S ′ , g ′ ) × (S ′′ , g ′′ ).
(Note that it may happen that (S i , g i ) is of Hermitian type for some i satisfying 1 ≤ i ≤ r while V i is not Jinvariant, cf. Remark). Denote by S ′ resp. S ′′ the image of S ′ resp. S ′′ in Ω under λ. Decompose H 0 = H 0,1 × · · · × H 0,m according to the de Rham decomposition of S, and decompose accordingly H = H 1 × · · · × H m for the complexification H of H 0 . We write also H ′ = H 1 × · · · × H r and H ′′ = H r+1 × · · · × H m so that H = H ′ × H ′′ . Define Q x := H ∩P x , where P x ⊂ G is the isotropy at the point x ∈ S. For r+1 ≤ i ≤ m we haveǨ C i ⊂ Q x . For r + 1 ≤ i ≤ m we write S i = H 0,i /Ǩ i ֒→ G i /P i as a Hermitian symmetric manifold of the semisimple and noncompact type embedded in its compact dual X i,c by the Borel embedding, where G i is the identity component of Aut(X i,c ), and P i ⊂ G i is the parabolic subgroup at x. Write P i = U i ·Ǩ C i for the Levi decomposition, where U i ⊂ P i is the unipotent radical and the Levi factor is chosen to beǨ dim
On the other hand, since Q ⊃Ǩ ′C × (P r+1 × · · · × P m ) and p i = m
implying that equality holds in the only inequality in the dimension estimates and that at the level of Lie algebras, we have
where q denotes the Lie algebra of Q, and u denotes the Lie algebra of the unipotent radical U := U r+1 ×· · ·×U m of P r+1 ×· · ·×P m . It follows that the identity component of the algebraic group Q x is exactlyǨ ′C × (P r+1 × · · · × P m ) =Ǩ ′C × U·Ǩ ′′C . Recall that Ψ x : Q x → GL(T x (Z); C) is defined by Ψ x (γ) = dγ x | Tx(Z) , and that dγ x is the identity map for any γ ∈ M − = exp(m − ). Write L x := Ψ x (Q x ). Since u ⊂ m − , for the identity component L 0 x of L x we have
The complex algebraic group Q x ⊂ H has only finitely many connected components. Hence, the identity componentǨ C of Q x must be a normal subgroup of finite index. Therefore, Q x /Ǩ C is a finite group. 
Proof of Theorem 5.22
Proof of Theorem 5.22 To prove Theorem 5.22 it remains to rule out from Proposition 5.34 the possibility that S Z, i.e., either S ⊂ Z is totally real (Case (a)) or
