Within the framework of reverse logistics, the classic economic lot-sizing problem has been extended with a remanufacturing option. In this extended problem, known quantities of used products are returned from customers in each period. These returned products can be remanufactured so that they are as good as new. Customer demand can then be fulfilled from both newly produced and remanufactured items. In each period, one can choose to set up a process to remanufacture returned products or produce new items. These processes can have separate or joint setup costs. In this article, it is shown that both variants are NP-hard. Furthermore, several alternative mixed-integer programming (MIP) formulations of both problems are proposed and compared. Because "natural" lot-sizing formulations provide weak lower bounds, tighter formulations are proposed, namely, shortest path formulations, a partial shortest path formulation, and an adaptation of the (l, S, WW) inequalities used in the classic problem with Wagner-Whitin costs. Their efficiency is tested on a large number of test data sets and it is found that, for both problem variants, a (partial) shortest path-type formulation performs better than the natural formulation, in terms of both the linear programming relaxation and MIP computation times. Moreover, this improvement can be substantial.
Introduction
Reverse logistics (see Dekker et al. (2004) ) is a field that has emerged during the last decades. It studies situations in which there is not only a product flow toward the customers but also products and materials are returned to the manufacturer, and these may be reused in production processes. Remanufacturing is a process where a particular product is taken apart, cleaned, repaired, and then reassembled to be used again. According to Thierry et al. (1995, p. 119) , "The purpose of remanufacturing is to bring used products up to quality standards that are as rigorous as those for new products." The importance of remanufacturing is underlined by the fact that remanufacturing has been included in many MRP (Material Requirement Planning), and later MRP II (Manufacturing Resource Planning), and ERP (Enterprise Resource Planning) systems for years; see, for example, Fargher (1997) , Ptak and Schragenheim (2000) , Ferrer and Whybark (2001) , and De Brito (2004) . A (re-)manufacturer uses such a system to plan its * Corresponding author (re-)manufacturing operations. Examples of commercial ERP systems that provide the option to incorporate remanufacturing operations are SAP (SAP, 2012a) and JD Edwards Enterprise One (Oracle, 2012) . Moreover, it is possible in SAP to substitute a newly produced for a remanufactured product, as we will do in this article.
In this article, we concentrate on mixed-integer programming (MIP) formulations. These mixed-integer programs provide a general framework that can be easily extended and adapted by practitioners or other researchers; for instance, with side constraints or additional variables. Within the framework of reverse logistics, we focus on the classic economic lot-sizing problem that has been extended with a remanufacturing option. This arises as a (sub-)problem in MRP.
As in the classic problem, we face a deterministic demand from customers in a number of discrete time periods. In each period, we must decide to set up a production process or not and, if so, how much to produce. In order to find a production plan with minimal costs, we must find the optimal balance between setup, holding, and production costs. In the problem extended with a remanufacturing option, known quantities of used products are returned from customers in each period. There is no demand for these returned products themselves (or "returns" in short), but they can be remanufactured so that they are as good as new. Customer demand can then be fulfilled from two sources, namely, newly produced and remanufactured items. Since both can be used to serve customers, they are referred to as "serviceables." We need to determine in which periods to set up a production process to remanufacture returned products and in which to set up a production process to manufacture new items. Thus, the traditional trade-off between setup, holding, and production costs is extended with remanufacturing costs and holding costs for returns.
After showing that the economic lot-sizing problem with remanufacturing is NP-hard, we shall propose several alternative formulations. Computational tests show that these improved formulations have better Linear Programming (LP) relaxations and MIP computation times, as compared with standard lot-sizing formulations as in Teunter et al. (2006) . Moreover, the general framework proposed in this article can be used to solve larger complex problems that could not be solved previously.
Next, we will discuss in detail the two major assumptions that are present in our model, namely, the deterministic demand and return flow and the as-good-as-new quality of the remanufactured products. When using this model, it is important that one verifies whether these assumptions hold in practice, as they do not apply to each setting.
The first major assumption is that both demand and returns are deterministic. As we mentioned before, remanufacturing has been included in many MRP and ERP systems for years and (re-)manufacturers use such a system to plan their (re-)manufacturing operations. In general, these systems require the solution of deterministic production planning problems. Moreover, Gotzel and Inderfurth (2002, p. 113) found that "the application of an MRP-based approach to the production/remanufacturing problem is promising, even in case of multiple stochastic influences." In their approach, they make several adjustments to the control parameters to deal with various degrees of uncertainty. Thus, we see that in this case a deterministic model as in MRP can still be a good approximation if there is uncertainty. As Pochet and Wolsey (2006) mentioned, MRP/ERP systems use heuristics to solve their planning problems (see also SAP (2012b) ). As these generally lead to suboptimal production plans, it would be worthwhile to investigate how to solve such problems optimally in an efficient (fast) way.
Examples of prior literature in which deterministic returns are considered an appropriate approximation are Golany et al. (2001) and Beltrán and Krass (2002) , who gave examples of practical situations to which their model with deterministic returns can be applied. Golany et al. (2001) mentioned that the demand for and returns of packaging and shipping materials (such as pallets or containers) are known, since the shipments in which they are used are planned in advance. Beltrán and Krass (2002, p. 438 ) discussed catalogue retailing, in which: the proportion of each period's sales that come back as returns, and the timing of these returns are often quite stable (. . . ) making it possible to forecast returns in each period quite accurately.
Although we have seen that certain stochastic settings can be captured by a deterministic model, we do acknowledge that the assumption of deterministic demand and returns can be too strong in certain situations. However, we have seen that the same assumption is used when solving production planning problems in ERP systems.
The second major assumption is that demand may be satisfied by either new or remanfactured products. That is, we assume that remanufactured products are as good as new. Guide and Li (2010, p. 567) performed experiments that showed that, especially for consumer products, "consumers of the new and the remanufactured products are segmented, and therefore, cannibalization is not a significant managerial concern." On the other hand, they indicated that there may be a certain degree of cannibalization in the business-to-business market.
Moreover, customers are not always offered a choice between the remanufactured and newly manufactured version of a product and may be unaware of this difference altogether. Examples include single-use cameras and printer cartridges. For Kodak's single-use cameras, Guide and Van Wassenhove (2002, p. 49) mentioned that "the final product containing remanufactured parts and recycled materials is indistinguishable to consumers from single use cameras containing no reused parts." About Xerox printer cartridges, the same authors wrote that "The final cartridge product containing remanufactured parts or recycled materials is indistinguishable from cartridges containing exclusively virgin materials" (pp. 47-48) . Moreover, as part of its "Green World Alliance," Xerox says (in Xerox (2010a, p. 1), see also Xerox (2010b) ):
On average, approximately 60% by volume of the used cartridges returned to Xerox are remanufactured. Remanufactured cartridges, containing an average of 90% reused/recycled parts, are built and tested to the same performance specifications as new products. Futhermore, all demand that a company faces may be internal; i.e., the company needs the products itself. As such, we can know for sure that the "end-users" are indifferent between the remanufactured and newly manufactured product. For instance, this can be the case with packaging materials, such as pallets or containers, as Golany et al. (2001) mentioned. Of course, many such packaging materials are reused, rather than remanufactured, but in this article, the term "remanufacturing" also applies to reusable products that simply need to be cleaned or transported to another location.
Finally, demand may be satisfied from both sources, when customers do not actually buy a specific physical product but have a service contract. Thierry et al. (1995, p. 127 ) gave a good example of this for "Copy magic," a multinational copier manufacturer. They wrote:
Since the quality of the remanufactured products is "as good as new" these products are treated in the same way as new products: similar warranties, similar service contracts. Lease prices for both product categories are identical.
They did mention that many marketing efforts were needed to convince customers that remanufactured products are indeed as good as new and that selling prices of remanufactured products are somewhat lower than those of new products.
As in Teunter et al. (2006) , we consider two variants of lot-sizing with remanufacturing. In the first variant, manufacturing new products and remanufacturing used products take place in two separate processes, each with its own setup costs. We call this problem ELSRs (Economic Lot-Sizing with Remanufacturing and Separate setups). In the second variant, the manufacturing and remanufacturing process have one joint setup cost; for instance, because manufacturing and remanufacturing operations are performed on the same production line. We call this problem ELSRj (Economic Lot-Sizing with Remanufacturing and Joint setups).
ELSRj with time-invariant costs can be solved in O(T 4 ) time with the dynamic programming algorithm proposed in Teunter et al. (2006) . However, in this article we will show that ELSRj is NP-hard in general. Moreover, we will prove that ELSRs is NP-hard even if all costs are time invariant.
Because of their complexity, it makes sense to look at good MIP formulations of both problems, which is what we do in this article. A first formulation with a "natural" choice of variables was presented in Teunter et al. (2006) and will serve as our benchmark. We shall see, however, that such a formulation contains so-called big M constraints. It is generally known (Pochet and Wolsey, 2006 ) that these big M constraints in the natural lot-sizing formulation often lead to a bad LP-relaxation and hence high running times. Consequently, we propose several new, alternative formulations of the lot-sizing problem with remanufacturing. The first reformulation is based on a shortest path-type formulation, as first proposed by Eppen and Martin (1987) for the capacitated lot-sizing problem (without remanufacturing). The second reformulation is a partial shortest path reformulation. This reformulation has fewer variables than the full shortest path reformulation, while preserving the quality of the LP-relaxation as much as possible. This idea was used by Van Vyve and Wolsey (2006) for the classic lot-sizing problem. The last formulation is based on the (l, S, WW) inequalities, as introduced by Pochet and Wolsey (1994) for the single-item uncapacitated lot-sizing problem with Wagner-Whitin costs. In order to assess and compare their performances, we will subject all of the formulations to a large number of computational tests.
To the best of our knowledge, no one has ever presented and tested a good MIP formulation for the economic lot-sizing problem with remanufacturing. Previous work generally used heuristics or solved restricted versions of the problem. Van den Heuvel (2006) solved ELSRs with a genetic algorithm that used dynamic programming to solve subproblems in which the production periods are given. Teunter et al. (2006) presented heuristics for both ELSRs and ELSRj. These heuristics are modifications of the well-known Silver-Meal, Least Unit Cost, and Part Period Balancing heuristics (Silver et al., 1998) . Recently, Schulz (2011) proposed an improvement of the modified Silver-Meal heuristic for ELSRs. Exact dynamic programming algorithms were developed by Pan et al. (2009) for several special cases of the capacitated lot-sizing problem with production, disposal, and remanufacturing. This includes lot-sizing with uncapacitated production and capacitated remanufacturing and no final inventory of returns, for which their algorithm ran in exponential time. With this algorithm, they solved instances with up to 14 periods. Richter and Sombrutzki (2000) studied a "reverse Wagner-Whitin model" with time-invariant costs in which there is an abundance of returns. As such, manufacturing items is not necessary but may result in a production plan with lower costs. The problem was solved with an algorithm similar to Wagner and Whitin's. This model and algorithm were extended in Richter and Weber (2001) with variable (re-)manufacturing costs. In the case of time-invariant costs and demand inputs, they found an "optimal switching point" between remanufacturing and manufacturing. Golany et al. (2001) studied the lot-sizing problem with remanufacturing in which it is possible to dispose returned products. They showed that the problem is NP-hard for general concave costs but solvable as a transportation problem in O(T 3 ) if all costs are linear. The same setting was studied in Yang et al. (2005) . They extended the NP-hardness result to the time-invariant costs case and developed a heuristic that ran in polynomial time. Piñeyro and Viera (2009) studied a similar model with a disposal option, but the concave costs were restricted to fixed-plus-linear costs for (re-)manufacturing and disposing, and holding costs were assumed linear. They constructed a tabu search procedure for this problem, as well as several inventory policies that ran in O(T 2 ). Beltrán and Krass (2002) also considered a setting where disposal of returns is possible, but they assumed that remanufacturing returned items is not necessary; i.e., returns can directly be used to satisfy demand. For this setting, they developed a dynamic programming algorithm that ran in O(T 3 ) time. Finally, Zhou et al. (2011) studied a single-product, periodic-review inventory system with multiple types of returned products. Both newly manufactured and remanufactured products could be used to fulfill stochastic 70 Retel Helmrich et al. demand, and the objective was to minimize the expected total discounted costs over a finite planning horizon.
The remainder of this article is organized as follows. The next section presents a formal definition of ELSRs and ELSRj by giving a first, natural MIP formulation. In Section 3, we show that both ELSRs and ELSRj are NP-hard in general. All of our reformulations are presented in Section 4. These formulations are put to the test in Section 5, and Section 6 concludes this article, with some suggestions for further research.
The original formulation

Separate setups
We can formulate the lot-sizing problem with remanufacturing as a mixed-integer program. A first, natural formulation is based on the following decision variables:
x m t is the number of items manufactured in period t; x r t is the number of items remanufactured in period t; y m t is 1 if the manufacturing process is set up in period t; 0 otherwise; y r t is 1 if the remanufacturing process is set up in period t; 0 otherwise; I s t is the inventory of serviceables at the end of period t; I r t is the inventory of returns at the end of period t.
The notation that is used for the parameters in each period t is as follows:
d t is the customer demand, where D i, j := j t=i d t ; r t is the amount of returns, where R i, j := j t=i r t ; h s t and h r t are the unit holding costs for serviceables and returns, respectively; K m t and K r t are the setup costs for manufacturing and remanufacturing, respectively; p m t and p r t are the unit production costs for manufacturing and remanufacturing, respectively.
A network flow representation of this problem and its variables and parameters is given in Fig. 1 .
We are now ready to present a first, natural formulation of the lot-sizing problem with remanufacturing and separate setups. This formulation is similar to the ones in Yang et al. (2005) , Teunter et al. (2006) , and Piñeyro and Viera (2009) and will serve as our benchmark:
s.t.
We shall refer to this formulation as "Original." It also serves as our (formal) definition of the ELSRs. The objective (1) is to minimize the sum of setup costs of the production and remanufacturing processes, production and remanufacturing costs, and holding costs for serviceables and returns. Equations (2) and (3) are inventory balance constraints for serviceables and returns, respectively. Equations (4) and (5) are setup forcing constraints for the manufacturing and remanufacturing processes. The last constraints (8) assume zero initial inventories of both serviceables and returns, without loss of generality.
Joint setups
For the problem variant with joint setups, we give a similar formulation. The notation is the same as before, but now we have only one setup variable, y t , and one parameter to denote the setup costs, K t :
(2), (3), (6), (8),
We shall also refer to this formulation as "Original." As before, it serves as our (formal) definition of the ELSRj. The interpretation of the formulation is similar to the separate setups case. Richter and Sombrutzki (2000) and Richter and Weber (2001) showed that some special cases of the ELSRs problem can be solved in polynomial time. However, Richter and Sombrutzki (2000, p. 311) mentioned that "There are probably no simple algorithms to solve that general model. . . . " In this section, we will show that the ELSRs problem is indeed NP-hard in general. In the proof, we will use a reduction from the well-known NP-complete PARTITION problem (see problem [SP12] in Garey and Johnson (1979) ). Problem PARTITION: Given n positive integers a 1 , . . . , a n , does there exist a set S ⊂ N = {1, . . . , n} such that i ∈S a i = i ∈N\S a i = A? (Note that we may assume without loss of generality that a i < A for i = 1, . . . , n.) Theorem 1. The ELSRs problem is NP-hard for timeinvariant cost parameters.
Complexity results
ELSRs
Proof. Given an instance of PARTITION, we construct an instance of the ELSRs problem with T = n periods as fol-
, and h r t = 0. Furthermore, let r 1 = A and r t = 0 for t = 2, . . . , T. Clearly, this reduction can be done in polynomial time. We will show that the answer to PAR-TITION is positive if and only if the ELSRs instance has a solution with a cost of at most T + A.
Assume that we have a solution for the ELSRs instance with a cost of at most T + A. First, we show that we may restrict ourselves to a solution where no serviceables are held in stock. To that end, let t be the first period with serviceables in stock, so that t is a manufacturing or remanufacturing period. Now decreasing the number of items being (re)manufactured by one in period t and increasing the number of items being (re)manufactured by one in period t + 1 will reduce the total cost by at least one. By repeating this process we end up with a solution without serviceables in stock and cost at most T + A.
Because at most A items can be remanufactured and all demand has to be satisfied, we incur at least a variable cost of A for manufactured items and this cost is exactly A if all returns are remanufactured. Moreover, since no serviceables are held in stock and demand is positive, every period is a manufacturing or remanufacturing period. Thus, if there are both remanufacturing and manufacturing in at least one period, then the total setup costs will exceed T. Because the total cost is at most T + A, the total amount remanufactured equals A and demand in each period is satisfied by either manufacturing or remanufacturing (and not both). Therefore, the remanufacturing periods (or the manufacturing periods) form the set S.
Conversely, let S be the set for which i ∈S a i = i ∈N\S a i = A. It is easy to verify that by remanufacturing a t items in each period t ∈ S and manufacturing a t items in each period t ∈ N\S, all demand is satisfied and total costs equal T + A.
Note that from a practical point of view, the ELSRs problem instance in the proof has reasonable assumptions on the cost parameters. Since remanufacturing adds value to an item, it is reasonable to assume that holding serviceables is at least as costly as holding returns (i.e., h s t ≥ h r t ). Furthermore, if remanufacturing is motivated economically, then the assumption that the unit remanufacturing cost equals at most the unit manufacturing cost (i.e., p m t ≥ p r t ) is also reasonable. Finally, in practice it is likely that the total amount of demand will be larger than the total amount of returns (i.e., T t=1 d t ≥ T t=1 r t ). Note that the solution for the PARTITION instance and the optimal cost of the ELSRs instance are independent of the ordering of a 1 , . . . , a n (as in the NP-completeness proof for the capacitated lot-sizing problem; Florian et al. (1980) ). This gives the following corollary: Corollary 1. The ELSRs problem remains NP-hard in the case of increasing (or decreasing) demand over time and time-invariant cost parameters.
ELSRj
Although the ELSRj can be solved in O(T 4 ) time with the algorithm presented in Teunter et al. (2006) when all costs are time invariant, we show that ELSRj is NP-hard in general.
Theorem 2. The ELSRj problem is NP-hard.
Proof. We show that the ELSRs is a special case of the EL-SRj. Let an instance of ELSRs be defined as in Equations (1) to (8). We define an instance of the ELSRj as follows:
Note that the parameters with a tilde correspond to EL-SRj, whereas the ones without correspond to ELSRs. An illustration of such an instance of ELSRj can be found in Fig. 2 . Since this problem has joint setup costs, there is a common fixed charge (K r 1 , K m 1 , K r 2 , K m 2 , . . .) on two arcs in each period. Observe that each period t in ELSRs corresponds to a two-period pair (2t − 1, 2t) in ELSRj. In the first period of such a two-period pair, the returned products become available and in the second customer demand takes place. Inventory of both serviceables and returns can be carried between two such periods without costs. Furthermore, remanufacturing will only take place in the first and manufacturing only in the second period. In accordance with this, we have chosenK 2t−1 = K r t andK 2t = K m t . Since all other parameters in the instance of ELSRj correspond directly to their counterparts in ELSRs, it is easy to see that ELSRs is indeed a special case of ELSRj. Since this reduction can clearly be performed in polynomial time, it follows that Theorem 2 holds.
We can show that both ELSRj and ELSRs are NP-hard in the weak sense. It is easy to find a pseudo-polynomial algorithm for ELSRj, based on the following recursion:
gives the total costs in period t until the end of the horizon (T), given the starting inventories of serviceables and returns in period t. Clearly, g(1, 0, 0) gives the optimal value of our problem. Furthermore, c(t,
are the total costs in period t. Given the starting and ending inventories of serviceables and returns, we know exactly how much to manufacture and remanufacture in period t, and these costs are easy to compute. There are O(T R 1T D 1T ) states of g, and we need to optimize over
, which is pseudo-polynomial. Moreover, we have shown that ELSRs is a special case of ELSRj (see Theorem 2), so both ELSRj and ELSRs are weakly NPhard.
Reformulations
In Equations (2) to (8), we can see that the natural formulation contains two big M-type constraints. It is generally known that these big M setup constraints in lot-sizing often lead to a bad LP-relaxation (Pochet and Wolsey, 2006) . In order to obtain better lower bounds, we propose several alternative formulations of the lot-sizing problem with remanufacturing, namely, a shortest path reformulation (in Section 4.1), a partial shortest path reformulation (in Section 4.2), and a formulation that uses an adaptation of the (l, S, WW) inequalities (in Section 4.3). 
The shortest path reformulation
The formulation presented in this section is based on a shortest path reformulation, as proposed by Eppen and Martin (1987) for the capacitated lot-sizing problem. They solved a shortest path problem in a network with flow variables z i, j (where i ≤ j ) through which a unit flow is sent. For three periods, this network corresponds to (only) the z sm i, j variables in Fig. 3 . An example of a feasible solution in this network is z 1,2 = 1/3, z 1,3 = 2/3, z 3,3 = 1/3 and z i, j = 0 otherwise. This means that in period 1 we produce 1/3 of the demand in periods 1 and 2 and 2/3 of the demand in periods 1, 2, and 3. In other words, all demand in periods 1 and 2 and 2/3 of the demand in period 3 are satisfied by items produced in the first period. Finally, the remaining 1/3 of the demand in period 3 is produced in period 3 itself. Notice that we start with a flow of one at the first node and that in each node the inflow equals the outflow. In our example, we have a setup in periods 1 and 3, and this corresponds exactly to the nodes with a non-zero outflow. Moreover, observe that in each period i , we can compute the production quantities as x i = T t=i D i,t z i,t . Using this relation between the x and z variables, the production and holding costs on each arc z i, j can be computed exactly. For the classic (single-item uncapacitated) lot-sizing problem, the LP-relaxation of the shortest path formulation always gives an integer solution; i.e., the optimal solution of the classic lot-sizing problem. The problem with remanufacturing can be viewed as having two products: serviceables and returns. A shortest path-type reformulation can be applied to both.
Separate setups
When formulating the layer of serviceables as a shortest path problem, one should note that there are two sources from which demand can be fulfilled, newly produced and remanufactured products. Because both production processes have separate setup costs (and hence separate binary variables, y m t and y r t ), we also need two types of flow variables (as opposed to one in Eppen and Martin's original shortest path reformulation). Call these flow variables z sm i, j and z sr i, j . Here, z sm i, j (z sr i, j ) is defined as the fraction of demand in each of the periods i until j that is fulfilled by newly produced (remanufactured) items in period i .
When formulating the layer of returns as a shortest path problem, one should note that this is exactly the classic lot-sizing problem but with the time reversed. In the classic case, production in some period t is used to satisfy given demand in future periods t, t + 1, . . . Here, however, there is a given amount of returns in each period that is remanufactured in some future period t. The variable z r i, j is defined as the fraction of returns in each of the periods i until j that is remanufactured in period j . This formulation also provides the opportunity to have a final inventory of returns; i.e., not all returns need to be remanufactured within the problem horizon. For this purpose, define f t (t ∈ {1, . . . , T}) as the fraction of returns in each of the periods t until T that is added to the final inventory of returns at the end of period T. Following this definition, we can say that I r T = T t=1 R t,T f t . A shortest path reformulation with three periods is depicted in the graph in Fig. 3 .
Before giving the objective function and constraints, we define the following cost parameters:
Here, C sm i, j are the total variable production plus holding costs of solely using new production in period i to satisfy demand in periods i, i + 1, . . . , j . Similarly, if demand in periods i, i + 1, . . . , j is solely satisfied by products that are remanufactured in period i , then C sr i, j are the total variable remanufacturing costs plus the holding costs that are incurred from the moment these products are remanufactured until they are used to satisfy demand. Furthermore, if all returns in periods i, i + 1, . . . , j are remanufactured in period j , then C r i, j are the total holding costs that are incurred from the moment these returns become available until they are remanufactured. Finally, C f t are the costs of holding all returns in periods t, t + 1, . . . , T in inventory until the end of the problem horizon (without remanufacturing them), where h r T may denote the variable costs of final disposal of returns (at the end of the problem horizon).
We are now ready to present our shortest path formulation (SP) of ELSRs.
s.t. (7) and
Because we do not use the x-variables anymore, we have redefined the objective function as in Equation (16). The shortest path constraints for the serviceables are given in Equations (17) to (20) . Equations (17) and (18) are flow conservation constraints and Equations (19) and (20) are setup forcing constraints for the manufacturing and remanufacturing process, respectively. The shortest path constraints for the returns are given in Equations (21) to (23). Equations (21) and (22) are flow conservation constraints and Equation (23) is a setup forcing constraint for the remanufacturing process. Constraint (24) links the z r to the z sr variables and hence the networks for serviceables and returns, which is illustrated by the dashed line in Fig. 3 . Finally, Constraints (25) are non-negativity constraints. Note that the SP formulation assumes non-zero demand in the first period. This can easily be overcome by excluding z sm t, j and z sr t, j from the summations on the left-hand sides of Equations (19) and (20) if D t, j = 0, as in Pochet and Wolsey (2006, p. 223) .
Also note that this reformulation forces the final inventory level of serviceables to be zero (i.e., I s T = 0), whereas the original formulation allows for a non-zero final inventory of serviceables. This problem can be easily overcome by adding an artificial period T + 1 for serviceables at the end of the problem horizon in the shortest path reformulation. In this period, d T+1 = R 1,T and K m T+1 = p m T+1 = 0 (see Yang et al. (2005) ). This results in a shortest path reformulation in which I s T may be larger than zero but I s T+1 = 0. It should be noted, though, that adding this period is not necessary for most problem instances, including the ones we use in our computational tests in Section 5. This is because an optimal solution with a non-zero final inventory of serviceables corresponds to the situation in which money is invested in returned items by remanufacturing them, without using them to satisfy any demand. Moreover, this could only be optimal if the remanufacturing costs are sufficiently low and the holding costs for serviceables are lower than for returns. This is not a realistic assumption in practice, because remanufacturing an item adds value and, as such, the holding costs are likely to be higher.
Joint setups
Because both production processes have joint setup costs (and hence joint binary variables, y t ), we need only one type of flow variable when formulating the layer of serviceables as a shortest path problem (as opposed to two in the separate setup case). Call these flow variables z s i, j . Here, z s i, j is defined as the fraction of demand in each of the periods i until j that is fulfilled by remanufacturing or production of new items in period i . The shortest path constraints and corresponding objective function for the ELSRj problem are given in Equations (26) to (34) . Their interpretations are similar to the separate setups case.
s.t. (11) and
Constraint (33) links z r to z s . Note that the slack in this constraint is exactly the number of products that is manufactured in period t. In the objective function (26), C sm i, j and C f t are computed in the same way as in the separate setups case (see Equations (12) and (15)) and C r i, j is computed as
The term C sm i, j z s i, j in the objective function corresponds to the variable (new) production plus holding costs in periods i, i + 1, . . . , j , when all serviceables come from new production in period i . However, part of these serviceables come from remanufacturing in period i , but still the costs of new production are added here. The term C r i, j z r i, j offers a proper adjustment due to C r i, j s definition in Equation (35). If the amount that is remanufactured in period j is equal to the sum of all returns in periods i, i + 1, . . . , j , then ( p r j − p m j )R i, j are the total remanufacturing costs minus the (new) production costs (that had been added before). Moreover, j −1 t=i h r t R i,t are the total holding costs that are incurred from the moment these returns become available until they are remanufactured in period j .
The partial shortest path reformulation
The shortest path reformulations have O(T 2 ) variables and O(T) constraints, as opposed to the O(T) variables and O(T) constraints of the original formulation. Although O(T 2 ) variables are usually not considered an excessive amount for most applications, using the shortest path formulation in a branch-and-bound setting to solve large-scale problem instances may lead to a large memory consumption. Moreover, one often has some prior knowledge about which of the flow variables will not be useful. For example, consider a problem instance in which the number of periods is large, say 75, but the setup costs are relatively small compared with the holding costs. Now, it is unlikely that a variable as z r 1,75 will have a value different from zero (since it would be cheaper to set up a new remanufacturing process in some period before period 75 to process the first period's returns than to keep them in stock for 74 periods). Of course, one possibility is to leave variables like z r 1,75 out of the formulation altogether, but then the formulation is not correct anymore. We can overcome this shortcoming by using the ideas of Van Vyve and Wolsey (2006) (see also Pochet and Wolsey (2006) ), which are related to a formulation proposed earlier by Stadtler (1997) . Van Vyve and Wolsey (2006) described a partial shortest path reformulation of the classic lot-sizing problem that is still correct. The basic idea is that we choose a parameter k, such that arcs covering less than k periods are reformulated with flow variables (i.e., z i, j only exists for i ≤ j < i + k) and new variables are introduced to capture all arcs covering more than k periods (i.e., all z i, j with j ≥ i + k are aggregated in a new variable). We apply this principle to ELSRs only, although an extension to ELSRj would be straightforward. Let k s and k r be the number of periods that are reformulated with flow variables in the layer of serviceables and returns, respectively. For T = 4 and k s = k r = 2, the partial shortest path reformulation can be represented by the graph in Fig. 4 .
For servicables, z sm i, j and z sr i, j have the same interpretation as in the (full) shortest path formulation, but their domains are restricted to j < i + k s . We define the following new variables: u sm t (u sr t ) is the sum, over all periods j ≥ t + k s , of the fractions of the cumulative demands in periods t until j that are satisfied by items that are newly produced (remanufactured) in period t (for t ≤ T − k s ); v s t is the sum, over all periods i ≤ t − k s , of the fractions of the cumulative demands in periods i until t that are satisfied by items that are newly produced or remanufactured in period i (for t ≥ k s + 1); w s t is the sum, over all periods i ≤ t − 1 and j ≥ t + k s , of the fractions of the cumulative demands in pe-riods i until j that are satisfied by items that are newly produced or remanufactured in period i (for t = 2, . . . , T − k s ).
For the sake of simplicity, we define u sm t , u sr t , v s t , w s t = 0 for all other values of t. The constraints for serviceables are given in Equations (36) to (44). Equations (36) to (39) define a shortest path problem. A unit flow through the network is ensured by Equations (36) and (38) . Equations (39) and (37) are flow conservation constraints for the upper and second layer of nodes in Fig. 4 , respectively. Equations (40) to (42) provide lower bounds on the production and remanufacturing quantities and inventory of serviceables, respectively. Since arcs covering more than k s periods are aggregated, no exact amounts can be computed here. Equations (43) and (44) are setup forcing constraints for the manufacturing and remanufacturing process, respectively.
For returns, the variable z r i, j has the same interpretation as in SP, but its domain is restricted to i + k r > j . The other variables are: u r t is the sum, over all periods i ≤ t − k r , of the fractions of cumulative returns in periods i until t that are remanufactured in period t (for t ≥ k r + 1); v r t is the sum, over all periods j ≥ t + k r , of the fractions of cumulative returns in periods t until j that are remanufactured in period j (for all t); w r t is the sum, over all periods i ≤ t − k r and j ≥ t + 1, of the fractions of cumulative returns in periods i until j that are remanufactured in period j (for t ≥ k r + 1).
Again for simplicity's sake, we define u r t , v r t , w r t = 0 for all other values of t. The constraints for returns are given in Equations (45) to (51). Equations (45) to (48) are flow conservation constraints; Equations (49) and (50) link the partial network variables to the original remanufacturing quantity and inventory variables; Equation (51) is a setup forcing constraint for the remanufacturing process.
Constraint (49) links the x r variables to the z r and u r variables in the following way: suppose only the z r variables have a positive flow. Then there is equality in Equation (49) and it reduces to x r t = t i =max{1,t−k r +1} R i,t z r i,t . Because in that case the z r variables reformulate the problem exactly, we can compute the remanufacturing quantities x r exactly from these z r variables. On the other hand, suppose that one of the aggregate variables u r t is used. Then we only know that in period t products are remanufactured that were returned from customers at least k r periods before t. Thus, a fraction u r t of R t−k r ,t is remanufactured in period t, plus an unknown amount that was returned earlier. In this situation the Partial SP formulation (PSP) is not as strong as SP, and we keep the constraints from the Original formulation to ensure correctness of the formulation. Similar arguments hold for Equations (50) and (51), the inequalities for I r and y r . Note that the networks for serviceables and returns are linked by Constraints (41) and (49), which is illustrated by the dashed line in Fig. 4 .
These constraints are added to the Original formulation (Equations (1) to (8)) to obtain formulation PSP. Altogether, this gives a mathematical formulation with O(k s T + k r T) variables. Of course, we still need to decide upon appropriate values of control parameters k s and k r , such that we sufficiently reduce the number of variables without deteriorating the LP-relaxation (too much). From quantities such as the economic order quantity, we can obtain an approximation of the Time Between Orders (TBO). Van der Laan and Teunter (2006) found a number of approximations of the order quantities for lot-sizing with remanufacturing, from which we have derived TBO values for our model. Note that although Van der Laan and Teunter (2006) studied a stochastic setting, their formulae were derived from the analysis of a deterministic model, like ours. The results in Van der Laan and Teunter (2006) lead to the following TBO values:
and
whered,r ,h s ,h r ,K s , andK r denote the averages of d t , r t , h s t , h r t , K s t , and K r t , respectively. In the computational tests in Section 5, we will use k s = 2 · T BO s and k r = 2 · T BO r , as well as k s = 3 · T BO s and k r = 3 · T BO r . We call these formulations PSP2 and PSP3, respectively.
The (l, S, WW) valid inequalities
A different approach to improve the MIP formulation is to add valid inequalities to the Original formulation. A well-known set of strong valid inequalities for the classic (single-item uncapacitated) lot-sizing problem consists of the (l, S, WW) inequalities (Pochet and Wolsey, 1994) . We adapt them for both the returns and serviceables layer of lot-sizing with remanufacturing.
In the case of separate setup costs, the following valid inequalities are added to the Original formulation (Equations (1) to (8)) to obtain our (l, S, WW) formulation:
The intuition behind Equation (53) is as follows: if at the beginning of period i the inventory (of serviceables) is insufficient to satisfy all demand in periods i until j , then we need to set up the manufacturing or remanufacturing process in some period within this interval. Moreover, if we do not have a setup until period t, then there should be sufficient inventory in period i to satisfy demand in periods i until t − 1. Inequality (54) has a similar interpretation, if we view the layer of returns as a lot-sizing problem with reversed time, as we did in Section 4.1.
In case of joint setup costs, the following valid inequalities are added to the Original formulation (Equations (9) to (11), (2), (3), (6), (8)) to obtain our (l, S, WW) formulation:
Their interpretations are similar to the problem with separate setups.
Computational tests
Test setup
In order to gain insight into the performance of the different formulations, we randomly generated 360 problem instances, for both ELSRs and ELSRj. The values of the problem parameters were chosen in the following way. The considered time horizons were 25, 50, and 75 periods. Demand was assumed to be normally distributed with mean 100 and standard deviation 50. Returns were also drawn from a normal distribution, with three different parameter settings (μ = 10, σ = 5), (μ = 50, σ = 25), and (μ = 90, σ = 45). Negative demands and returns were rounded up to zero, thus creating a positive probability of having zero demand or returns. The coefficient of variation was kept constant (at 1/2); previous research on lot-sizing problems (e.g., Trigeiro et al. (1989) ) has indicated that varying this coefficient has little influence on the difficulty of a problem. Each of the nine possible parameter settings was replicated 10 times, thus obtaining 90 demand-returns data sets.
All cost parameters were assumed to be time invariant. Preliminary experiments showed that instances with nonstationary cost parameters were not harder to solve than their counterparts with time-invariant costs. The values of the tested setup costs were 125, 250, 500, and 1000. In the ELSRs the setup costs of the manufacturing and remanufacturing process were taken to be equal. The holding costs were taken to be one for all instances, for both serviceables and returns. Again, preliminary experiments showed that cases where serviceables and returns had different holding costs were not harder to solve. Production and remanufacturing costs were assumed to be zero.
We solved all problems using CPLEX 10.1 (singleprocessor version) in the Aimms 3.9 modeling environment on a Windows XP-based computer with a 3.0 GHz Intel Core 2 Duo processor (E8400) and 3.2 GB RAM. The time limit for each instance and formulation was 1 hour.
Results for the separate setups case
The results for the problem with separate setups can be found in Tables 1, 2, and 3. These tables give the number of instances (out of 10 replications) that could be solved to optimality within the 1-hour time limit. They also give the average optimality gap of the MIPs, where the gap of a problem solved to optimality was counted as zero. If all instances were solved to optimality by all methods, then these rows were omitted. Furthermore, the average solution times of the MIPs are given; if an instance could not be solved to optimality within the time limit, the solution time was counted as 1 hour. The number of times the LP-relaxation of a formulation found the integer optimal solution is also stated, unless none of the LP-relaxations found any integer optimal solutions. Finally, the average LP-gaps are We computed the LP-gap as the percentage deviation of the solution of the LP-relaxation with respect to the best integer solution found by any of the formulations. The best performance among all formulations is indicated in boldface.
In general, we can see that the shortest path (SP) and partial shortest path (PSP2 and PSP3) reformulations have the best LP-relaxations, in the sense that they have smaller LP-gaps than the Original and (l, S, WW) formulations, in each 10-replication average. Furthermore, the LP-relaxations of SP, PSP2, and PSP3 give the same solution for all instances but three, for which there was a negligible difference.
When we look at performance in terms of optimality gap and computation time, we see that the shortest path reformulation gives the best results in most cases. Notice that PSP2 (with k s = 2 · T BO s and k r = 2 · T BO r ) gives better results than PSP3 (with k s = 3 · T BO s and k r = 3 · T BO r ) in almost all cases, which could be explained from the fact that both formulations have the same LP-relaxation (in all but three tested instances), but PSP2 has fewer variables. We also did some experiments with other choices for k r and k s , but this did not lead to improvements in the performance. Comparing PSP2 with SP, we see that there are cases in which PSP2 performs better than SP, either in terms of computation time or MIP-gap. For 50 periods, if the setup costs are low and the return rate is not low (50 or 90), then PSP2 is faster than SP; e.g., 252 versus 426 seconds for setup costs 125 and 50 returns on average. If the number of periods is 75 and, again, the setup costs are low and the return rate is not low (50 or 90), then PSP2 has a smaller MIP-gap than SP after 1 hour. For 50 returns on average and setup costs 125, for instance, the average MIP-gap is 1.5% for PSP2 versus 2.5% for SP; moreover, PSP2 can solve one of the instances within the 1-hour time limit, whereas the other formulations cannot. Since the performance of PSP2 is often quite similar to that of SP, we would like to know in more detail which formulation is better under which circumstances and whether this difference is significant. Therefore, we carried out a number of additional computational tests, which are described in Section 5.4.
The performance of the shortest path-type reformulations (SP, (PSP2), and PSP3) is best when the return rate is low. This is not surprising, because if there are no returns at all, then we know that the LP-relaxation of SP always gives the optimal (integer) solution.
The (l, S, WW) formulation provides the smallest MIPgaps and computation times if the return rate is high, the setup costs are low, and the horizon is not short (50 or 75 periods). The Original formulation only gives the fastest results for some of the simplest instances, with only 25 periods and low setup costs. It should be noted that the performance of both the Original and (l, S, WW) formulation can go down quite dramatically when the setup costs are higher. When there are 50 periods for example, Original solves all 30 instances in 4.5 minutes on average if the setup costs are 125, but if the setup costs are 1000, Original can solve only 10 out of 30 instances within the 1-hour time limit.
Results for the joint setups case
Tables 4 and 5 present the results for the problem with joint setups. All formulations of all instances with a horizon of 25 periods were solved by CPLEX within 0.25 seconds. Those results are therefore omitted.
When we compare the results for ELSRj with those for ELSRs, we see that ELSRj is easier to solve than ELSRs. This was to be expected, because the problem with separate setups has twice as many integer variables as the problem with joint setups. In fact, formulation SP was able to solve all instances of ELSRj within a reasonable amount of time, which was the reason why we did not test a partial shortest path reformulation for ELSRj.
The results for joint setups show roughly the same pattern as for the separate setups case. The shortest path formulation has the best LP-relaxation in terms of LP-gaps, Moreover, the optimal solution of the LP-relaxation of SP is often integer. When the average returns are low (10), it even finds an integral optimum in 79 out of 80 test instances. The LP-relaxation of (l, S, WW) also finds integer solutions, although not as often as SP. The LP-relaxation of SP does worsen when the average returns are higher, but the average LP-gap is always smaller than for the LPrelaxations of Original and (l, S, WW) .
Looking at the computation times of the MIPs, we see again that the shortest path reformulation gives the fastest results in most cases. If the average returns are higher, however, (l, S, WW) often has shorter computation times when the horizon is long (75 periods) and Original has shorter 
Comparison of SP and PSP2
As mentioned in Section 5.2, we have carried out a number of additional computational tests with separate set-up costs to compare SP and PSP2 in more detail. We believe that the experiment designed in the following way will shed more light on the computational performance of SP versus PSP2.
Since both formulations give very fast results for 25 periods, we focus only on 50 and 75 periods. We solved 30 extra problem instances for each parameter setting, instead of the current 10. New instances were generated, according to the same procedure as described in Section 5.1. Furthermore, we did not limit the computation time to 1 hour for these new instances. However, for 75 time periods, solving all instances to optimality would take an extremely long time (several months), so in that case, we compare the times our formulations take to reach an optimality gap of 5%. (We shall see that even reaching a gap of 5% takes 60 000 seconds for some instances.) These new problems were solved using CPLEX 10.1 (single-processor version) in the Aimms 3.10 modeling environment on a Windows 7-based computer with an AMD Athlon II X2 B24 processor (3000 MHz) and 4.0 GB RAM. The results are presented in Tables 6 and 7 , for 50 and 75 periods, respectively. For each combination of setup costs and average returns, we report the average, median, and maximum solution times for both SP and PSP2, and the number of instances (out of 30) that were solved faster by PSP2 than SP.
We would like to know for which parameter values there is a significant performance difference between PSP2 and SP. We can compare both formulations in terms of average computation times. However, there are problem instances with a computation time that is very large compared with the computation time of similar instances (that is, instances with the same parameter settings). Hence, the distribution of the average computation times is far from normal. Moreover, one or two instances could have a big effect on the average computation time. We therefore perform a two-sided (nonparametric) sign test (see, for example, Lehmann (1975) ) on the computation time with the SP and PSP2 reformulation. The sign test checks if the median computation time of PSP2 is significantly different from the median computation time of SP. For 30 observations (as we have) and a significance level of 5% (2.5% for each tail), the median time of PSP2 is significantly lower (higher) than the median time of SP if PSP2 is faster for at least 21 instances (slower for at most nine instances). This is indicated in boldface in Tables 6  and 7 . The results in these tables are similar to those found earlier, as stated in Tables 2 and 3 . The difference between an average number of returns of 50 and 90 is more pronounced here. The instances with 90 returns have computation times that are clearly higher than their counterparts with 50 returns. We should note that the computation times in Section 5.2 cannot be compared directly to the times in this section, since another computer was used to obtain the results reported in this section. However, we can compare the computation times of SP and PSP2 in the new experiments.
As before, we see that if the average number of returns is not low (50 or 90) and the setup costs are low (125), PSP2 is faster than SP on average, for both 50 and 75 periods. Moreover, if the setup costs are 250 and the average number of returns is still not low, PSP2 is still faster than SP, although the difference is smaller.
Looking at when the sign test is significant paints a picture that is similar but not the same. For 50 periods, the median time of PSP2 is only significantly lower for 50 returns on average and setup costs 125. This is quite remarkable, because the average computation time of PSP2 is lower than SP for more parameter settings. The case with setup costs 125 and 90 returns on average stands out. Then, PSP2 is much faster than SP on average, 854 versus 2926 seconds, while there is no significant difference in median computation time according to the sign test. The explanation is that SP is faster for many of the relatively simple (fast) instances, but PSP2 is faster for the harder (more time-consuming) instances. There are few hard instances, but for these instances, PSP2 is so much faster than SP that the overall average computation time for PSP2 is lower. We could therefore argue that PSP2 is a safer alternative in those cases; although it is a bit slower for the easier instances, it considerably lowers the high peaks that the computation time for SP sometimes reaches.
For 75 periods, the median time to reach the 5% optimality gap is significantly lower for PSP2 than for SP if the setup costs are 125 and the average number of returns is 50 or 90. For setup costs 250 and average returns 50 and 90, we do not find a significant difference, although the average computation time of PSP2 is (slightly) lower, a pattern that we also observed in the 50 periods case. The instances with 75 periods, setup costs 125 and average returns 10 are all solved to optimality. Although PSP2 takes more time than SP on average to reach an optimality gap of 5%, PSP2 takes less time to solve these instances to optimality and the sign test indicates that the median solution time of PSP2 is significantly lower.
It is not surprising that the partial shortest path reformulation has an advantage over the full reformulation (SP) under the circumstances described above, because relatively low setup costs imply a small time between orders. In combination with a large horizon, this means that PSP2 has much fewer variables than SP. Of course, one may wonder why PSP2 does not always perform better than SP, since in our computational tests in Section 5.2 their LPrelaxations give the same value in all but three instances. In some problem instances, the time between orders may be large compared with the horizon, in which case there is little gain in using an approximate reformulation, because it will contain nearly all of the flow (z) variables and have several additional variables (the u, v, w variables). Otherwise, the difference in performance between PSP2 and SP may be attributable to the CPLEX solver, which may choose a different cutting (and/or branching) strategy, for instance, because it might not recognize the network structure of PSP2. In conclusion, the performance of PSP2 and SP clearly depends on the parameter settings: PSP2 outperforms SP for setup costs 125, while SP outperforms PSP2 for setup costs 500 and 1000. Furthermore, there is no significant difference in median computation for setup costs 250 and non-low returns, but PSP2 seems to be the safer choice of the two with respect to extreme computation times in this case.
Conclusions and further research
In this article, we have considered two variants of the economic lot-sizing problem with remanufacturing. As we have shown, both the problem with joint and with separate setup costs for the production and remanufacturing process are NP-hard. We have proposed several MIP formulations of these problems and tested their efficiency on a wide variety of test instances and found that, for both problem variants, SP (our shortest path formulation) performs better than the Original and (l, S, WW) formulations, especially in terms of the quality of the LP-relaxation. The computation times and MIP-gaps are also smaller in the vast majority of test instances. When the return rate is high though, faster results may be obtained by (l, S, WW) (for a large horizon) or Original (for a shorter horizon). A partial shortest path formulation (PSP2) exhibits many features of SP, such as the quality of the LP-relaxation, while having fewer variables and needing less computer memory.
It would be worthwhile to see what the consequences are if the test problems were solved with a solver other than CPLEX (that exploits the problem structure in a different way than CPLEX does) and see to what extent the differences in performance between SP and PSP2 persist. Other avenues for further research include extending the shortest path reformulations with production capacities, which should be quite straightforward, since Eppen and Martin (1987) introduced their shortest path reformulation of the lot-sizing problem without remanufacturing in the context of production capacities. Another extension involves changing the assumption that remanufactured products are as good as new to a situation with a separate demand for new and remanufactured products, where new products can serve as substitutes for remanufactured ones. A similar setting was studied by Piñeyro and Viera (2010) , who solved the problem with tabu search. Formulations similar to the ones presented in our article could be used to solve this extended problem to optimality. Another track worth exploring is using the solution of the LP-relaxation of SP in a heuristic; e.g., a rounding or relax-and-fix heuristic. Since this formulation gives good results for ELSRs and especially ELSRj, we would expect such a heuristic to give good feasible solutions in a short amount of time.
