We establish improved sum-product bounds in finite fields using incidence theorems based on bounds for classical Kloosterman and related sums.
Similarly, if B is an arithmetic progression and A = {2
n : n ∈ B}, then |A · A| = 2|A| − 1, and |A + A| ≈ |A| 2 .
Erdős and Szemerédi [9] After improvements in [14, 10] , and [5] , Elekes [7] showed that ε ≥ 1/4 if A is a set of real numbers. His result was extended to complex numbers in [5] and [16] . For real and complex numbers the best known bound ( [17] ) says that max{|A + A|, |A · A|} ≥ c|A| 14 11 − .
See also, [15, 4] and [8] for the discussion of the case when |A + A| or |A · A| is small.
In the finite field setting the situation appears to be more complicated due to the fact that the Szemerédi-Trotter incidence theorem, the main tool in Euclidean setting, does not hold in the same generality and is, in general, much less well understood. It is known, however, via the ground breaking work in [2, 3] and [1] that if A ⊂ Z q , q a prime, then if |A| ≤ Cq 1− , for some > 0, then there exists δ > 0 such that
This bound does not easily yield a precise relationship between δ and . An explicit, though not very strong, exponent can in principle be extracted using the Gowers-Bologh-Szemeredi theorem with concrete bounds. See, for example, Chapter 6 of [18] . The purpose of this paper is to establish a concrete and more reasonable value of δ, in certain ranges of |A|, by using Kloosterman sums, and to explore connections between Suppose that
In particular, if
Note that the best gain is achieved at the upper end of the range, when |A| ≈ q Observe that when |A| ≈ q 3 Theorem 1.2. Let A ⊂ F q , a finite field with q elements with characteristic not equal to 2.
In particular, if d = 3 and
.
Note that the best gain is achieved at the upper end of the range, when |A| ≈ q This is a better exponent than the one given by Theorem 1.1 in the context of triple products. Unfortunately, an application of the method of proof of Theorem 1.2 to products of higher degree does not yield reasonable results. We hope to address this problem in a subsequent paper.
In analogy with our observation after the statement of Theorem 1.1 above, we note the following consequence of Theorem 1.2. 
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Then
Our method also yields the following, related result.
Theorem 1.4.
Let A ⊂ F q , a finite field with q elements of characteristic not equal to 2.
Suppose that |A| ≥ Cq
with a sufficiently large absolute constant C. Then
where the product is taken d times.
It is reasonable to conjecture that if |A| q 1 2 + , for some > 0, then
but such a result is outside the realm of methods of this paper.
The main tool used in the proof of Theorem 1.1 are properties of hyperbolas in vectors spaces over finite fields and incidence theorems (see Theorem 1.5 below)
based on Kloosterman sums bounds. Theorem 1.2 and Theorem 1.4 are based on higher dimensional incidence bounds given in Theorem 1.7 below. Both are based on bounds for multidimensional Kloosterman sums obtained by Deligne.
q , the two dimensional vector space over a finite field with q elements of characteristic not equal to 2. Let j ∈ F * q , the multiplicative group of F q . Then
The proof of analogous incidence theorems are contained in [12] and [11] in the context of the Erdős distance problem in the vector spaces over finite fields. We shall
give the argument below in the form required for the main result of this paper. The proof of the incidence bound is based on the following classical Kloosterman sum bound due to Weil [19] . Theorem 1.6. Let F * q be as above and define
where χ is a nontrivial additive character on F q . Then if a = 0,
Moreover, the same estimate holds if the Kloosterman sum is "twisted" by a nontrivial multiplicative character. More precisely, (1.3) holds if K is replaced by
where ψ is a nontrivial multiplicative character on F * q .
and if j = 0 and |E||F| ≥ Cq d+1 with a sufficiently large constant C, then
The main estimate in the proof of Theorem 1.7 is the following result due to Pierre
Deligne [6] . Theorem 1.8. Let n ≥ 1, χ a nontrivial additive character, and define
Proof of Theorem 1.1
Let A ⊂ F q and suppose that 
where, without loss of generality, we may assume that k m 2 ≥ 5, and
which is a hyperbola.
To see this, suppose, for the sake of contradiction, that there exist (a 1 , a 2 ) and (a 1 , a 2 ), both in A × A such that (a 1 , a 2 ) + H c and (a 1 , a 2 ) + H c are both subsets of the same hyperbola M. Then for any t ∈ M, (a 1 − a 1 , a 2 − a 2 ) + t is a subset of M as well as
where F p is the base field of F q . Recall that every finite field F q can be expressed as an extension field of Z p where p is prime. So, the hyperbola contains a line which is not possible.
Since |A + A| = m 1 , it follows that we have k hyperbolas containing at least 
where, without loss of generality, we may assume that
, and 
and (1.2) follows. This completes the proof of Theorem 1.2.
Proof of Theorem 1.5
We have
where E and F are characteristic functions of E and F, respectively, and S j is the characteristic function of the set
Recall (see e.g., [13] ) that if f is a function from F 2 q to the complex numbers, then
the Fourier transform of f , where χ is a nontrivial additive character on F q . Also recall that
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and
It follows that the expression in (4.1) equals
We shall need the following result, which we prove at the end of the section.
Lemma 4.1. Suppose that j = 0. With the notation above,
provided that m = (0, 0).
whereas the application of Cauchy-Schwarts shows that 
and the proof of Theorem 1.5 is complete up to the proof of Lemma 4.1.
Proof of Lemma 4.1
By a direct calculation we see that
It follows that
This completes the proof of the first part of Lemma 4.1.
To prove (4.3) we write
Changing variables as above and completing the square, we see that if m 1 m 2 = 0, 
which means that
This matters are reduced to proving Theorem 1.7 which is where we now turn our attention. Let
We have, following the proof of Theorem 1.5,
Lemma 5.1. With the notation above, We postpone the proof of the lemma for a moment and complete the proof of Theorem 1.7. Using (5.1) we see that
Using (5.2) and Cauchy-Schwartz we see that
This establishes the first part of Theorem 1.7. Since we have a lower bound on I
and an upper bound on II, we conclude that if |E| ≥ Cq Sum-product Estimates in Finite Fields via Kloosterman Sums 13
