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Abstract—We describe in this paper Hydra, an ensemble of convo-
lutional neural networks (CNN) for geospatial land classification. The
idea behind Hydra is to create an initial CNN that is coarsely optimized
but provides a good starting pointing for further optimization, which
will serve as the Hydra’s body. Then, the obtained weights are fine-
tuned multiple times with different augmentation techniques, crop styles,
and classes weights to form an ensemble of CNNs that represent
the Hydra’s heads. By doing so, we prompt convergence to different
endpoints, which is a desirable aspect for ensembles. With this frame-
work, we were able to reduce the training time while maintaining the
classification performance of the ensemble. We created ensembles for
our experiments using two state-of-the-art CNN architectures, ResNet
and DenseNet. We have demonstrated the application of our Hydra
framework in two datasets, FMOW and NWPU-RESISC45, achieving
results comparable to the state-of-the-art for the former and the best
reported performance so far for the latter. Code and CNN models are
available at https://github.com/maups/hydra-fmow.
Index Terms—Geospatial land classification, remote sensing image
classification, functional map of world, ensemble learning, on-line data
augmentation, convolutional neural network.
1 INTRODUCTION
Land use is a critical piece of information for a wide
range of applications, from humanitarian to military pur-
poses. For this reason, automatic land use classification
from satellite images has been drawing increasing attention
from academia, industry and government agencies [1]. This
research problem consists in classifying a target location in
a satellite image as one of the classes of interest or as none
of them. It is also common to have metadata associated with
these images. Figure 1 illustrates a typical input data used
for land use classification.
There are many factors that make the land classification
problem very challenging:
• Clutter: satellite images cover a large piece of land
and may include a variety of elements (e.g., objects,
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Fig. 1. Typical data associated with aerial images for land use classifi-
cation. It provides spatial, temporal, spectral and metadata information
together with the annotation of target locations (example taken from the
FMOW dataset [1]).
buildings, and vegetation), making it hard to classify
a target place.
• Viewpoint: aerial images can be acquired from dif-
ferent angles depending on the satellite location,
which could considerably change the appearance of
the imaged content.
• Occlusion: some parts of a target place may not be
visible in aerial images due to viewpoint variations,
cloud cover or shadows.
• Time: variations over time affect the appearance
in different ways. Short-term temporal variations
include illumination changes and movable objects,
such as vehicles and temporary facilities, while long-
term variations consist of major topographic changes
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caused by construction, weather, among others.
• Scale: there is a huge variation in size between differ-
ent target types (e.g., airport versus swimming pool)
and sometimes even between multiple instances of
the same target type (e.g., a parking lot), which is not
easy to process with a single approach.
• Functionality: sometimes targets with similar ap-
pearance may have completely different functions.
For instance, a similar building structure could be
used as an office, a police station or an educational
facility.
State-of-the-art methods tackle these difficulties by train-
ing a single Convolutional Neural Network (CNN) classifier
over a large dataset of satellite images seeking to learn a
generalizable model [1], [2], [3], [4], which were shown to
outperform earlier works based on handcrafted features.
Even though it is well known that ensembles of classi-
fiers improve the performance of their individual counter-
parts [5], this solution was not exploited by these works,
probably due to its high training cost for large datasets.
However, ensembles tackle one of the most common prob-
lems in multiclass classification, which is the existence of
several critical points in the search space (saddle points and
plateaus) that prioritize some classes over others and the
eventual absence of a global minimum within the classifier
search space. An ensemble ends up expanding this space by
combining multiple classifiers that converged to different
endpoints and reaches a better global approximation.
As our main contribution, we present a faster way of
creating ensembles of CNNs for land use classification in
satellite images, which we called Hydra for its similarity
in shape to the namesake mythical creature (see Figure 2).
The idea behind Hydra is to create an initial CNN that is
coarsely optimized but provides a good starting pointing for
further optimization, which will serve as the Hydra’s body.
Then, the obtained weights are fine-tuned multiple times
to form an ensemble of CNNs that represent the Hydra’s
heads. We take certain precautions to avoid affecting the
diversity of the classifiers, which is a key factor in ensemble
performance. By doing so, we were able to cut the training
time approximately by half while maintaining the classifi-
cation performance of the ensemble. Figure 2 illustrates this
process, in which a black line represents the optimization
of the body and the red lines represent the heads reaching
different endpoints. To stimulate convergence to different
endpoints during training and thus preserve diversity, we
exploit different strategies, such as online data augmenta-
tion, variations in the size of the target region, and changing
image spectra.
2 RELATED WORK
There is an extensive literature on algorithms for geospa-
tial land image processing — often called remote sensing
image processing. This broad and active field of research
has many branches, such as semantic segmentation [6], [7],
target localization [8], and region classification [2], [3], [9],
[10], [11]. In the domain of this work, there are different
publicly available datasets for land use/land cover classifi-
cation that can be used as performance benchmarks. Initial
datasets used in the literature, such as UC Merced Land Use
Fig. 2. Illustration of the optimization process in the Hydra framework.
The black line represents the coarse parameter optimization that forms
the Hydra’s body. The red lines represent the Hydra’s heads, which are
obtained after fine tuning the body parameters multiple times seeking to
reach different endpoints.
Dataset [12] (UCMerced, 21 classes, 2100 images), WHU-
RS19 [13] (19 classes, 950 images), Brazilian Coffe Scenes [2]
(BCS, 2 class, 2876 images) and Aerial Image Dataset [14]
(AID, 30 classes, 10000 images), had a few images and do
not necessarily represent a challenging task (i.e., reported
results reach a nearly perfect score). Recently, two large
datasets were created and yield a much harder classification
problem: the Functional Map of the World [1] (FMOW, 63
classes, 470086 images) and the NWPU-RESISC45 [4] (45
classes, 31500 images) datasets.
Given the results obtained so far for the aforementioned
datasets, there is no doubt that deep CNNs are becom-
ing more and more popular for land use classification.
Nogueira et al. [2] compared different state-of-the-art CNN
architectures, such as AlexNet [15], GoogleNet [16], and
VGG [17], and evaluated different training setups, such as
using ImageNet weights as starting point and Support Vec-
tor Machines (SVM) for classification. They reported results
for UCMerced, WHU-RS19 and BCS datasets, which were
very successful when compared to many other approaches
based on handcrafted features. Chaib et al. [3] improved
regular VGG networks [17] by fusing the output of the last
two fully connected layers. The work was validated using
UCMerced, WHU-RS19, and AID. We also have CNN-based
results reported by Christie et al. [1] and Cheng et al. [4] for
the FMOW and NWPU-RESISC45 datasets, respectively, as
later shown in Tables 3 and 5. Thus, CNN classifiers were
definitely the best choice for our Hydra framework.
Other interesting works based on CNNs seek to extract
a semantic segmentation from remote sensing images (i.e.,
classification at the pixel level). This task is more challenging
than region classification and suffers from the absence of
large datasets. Xu et al. [6] combined hyperspectral images
with terrain elevation acquired by a Light Detection And
Ranging (LiDAR) sensor by using a two-branch CNN, one
for each imaging modality. Each branch receives a small
image patch around a pixel of its respective modality and
extracts discriminative features from it. These features are
then concatenated and classified to define the label of this
specific pixel. Tao et al. [18] improved this idea by using
Deconvolutional Neural Networks [19] — an approximation
of the inverse of a CNN — to design an encoder-decoder
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architecture that receives a large satellite image patch as
input and outputs a label for all its pixels at once. They
also train part of their network in an unsupervised manner
to ease the lack of labeled training data. Although we do
not conduct any experiments on the semantic segmentation
task, we believe it could also benefit from the Hydra frame-
work proposed in this work.
3 THE HYDRA FRAMEWORK
Ensembles of learning algorithms have been effectively used
to improve the classification performance in many computer
vision problems [17], [20], [21]. The reasons for that, as
pointed out by Dietterich [5] are: 1) the training phase does
not provide sufficient data to build a single best classifier;
2) the optimization algorithm fails to converge to the global
minimum, but an ensemble using distinct starting points
could better approximate the optimal result; 3) the space
being searched may not contain the optimal global mini-
mum, but an ensemble may expand this space for a better
approximation.
Formally, a supervised machine learning
algorithm receives a list of training samples
{(x1, y1), (x2, y2), . . . , (xm, ym)} drawn from some
unknown function y = f(x) — where x is the feature
vector and y the class — and searches for a function h
through a space of functions H, also known as hypotheses,
that best matches y. As described by Dietterich [5],
an ensemble of learning algorithms build a set of
hypotheses {h1, h2, . . . , hk} ∈ H with respective weights
{w1, w2, . . . , wk}, and then provides a classification decision
y¯ through hypotheses fusion. Different fusion approaches
may be exploited, such as weighted sum y¯ =
∑k
i=1 wihi(x),
majority voting, etc.
Hydra is a framework to create ensembles of CNNs. As
pointed out by Sharkey [22], a neural network ensemble
can be built by varying the initial weights, varying the
network architecture, and varying the training set. Varying
the initial weights, however, requires a full optimization for
each starting point and thus consumes too many computa-
tional resources. For the same reason, varying the network
architecture demands caution when it is not possible to
share learned information between different architectures.
Unlike previous possibilities, varying the training set can be
done in any point of the optimization process for one or
multiple network architectures, and, depending on how it is
done, it may not impact the final training cost.
Our framework uses two state-of-the-art CNN architec-
tures, Residual Networks (ResNet) [23] and Dense Con-
volutional Networks (DenseNet) [24], as shown in Fig-
ures 3 and 4. They were chosen after experimenting with
them and other architectures: VGG-16 [17], VGG-19 [17],
Inception V3 [25], and Xception [26]. Different reasons con-
tribute into making ResNet and DenseNet the best combi-
nation of architectures: (1) they outperform any other eval-
uated architecture and other architectures previously men-
tioned in Section 2 (see Table 5); (2) they have a reasonable
level of complementarity; and (3) they achieve similar clas-
sification results individually. The training process depicted
in Figure 3 consists in first creating the body of the Hydra by
coarsely optimizing the chosen architectures using weights
pre-trained on IMAGENET [27] as a starting point. Then, the
obtained weights serve as a starting point for several copies
of these CNNs, which are further optimized to form the
heads of the Hydra. During testing, an image is fed to all
Hydra’s heads and their outputs are fused to generate a
single decision, as illustrated in Figure 4.
Training Set
. . .
ResNet
Body
weights
ResNet1
ResNet2
ResNet3
. . .
ResNetm
Hydra’s body
Hydra’s heads
DenseNet
Body
weights
DenseNet1
DenseNet2
DenseNet3
. . .
DenseNetn
ImageNet
weights
Fig. 3. Hydra’s training flowchart: two CNN architectures, ResNet and
DenseNet, are initialized with ImageNet weights and coarsely optimized
to form the Hydra’s body. The obtained weights are then refined several
times through further optimization to create the heads of the Hydra.
ResNets and DesNets use the same training set in both optimization
stages (Hydra’s body and Hydra’s heads).
A key point on ensemble learning, as observed by
Krogh et al. [28] and Xandra et al. [29], is that the hy-
potheses should be as accurate and as diverse as possi-
ble. In Hydra, such properties were prompted by apply-
ing different geometric transformations over the training
samples, like zoom, shift, reflection, and rotations. More
details regarding the proposed framework are presented in
Sections 3.1, 3.2 and 3.3.
3.1 CNN architectures
Both CNN architectures used in this work, ResNet (ResNet-
50) [23] and DenseNet (DenseNet-161) [24], were chosen for
achieving state-of-the-art results in different classification
problems while being complementary to each other. Let
F`(·) a non-linear transformation — a composite function
of convolution, relu, pooling, batch normalization and so on
— for layer `. As described by He et al. [23], a ResNet unit
can be defined as:
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INPUT IMAGE
(Testing Set)
ResNet1
ResNet2
ResNet3
. . .
ResNetm
DenseNet1
DenseNet2
DenseNet3
. . .
DenseNetn
Fusion . . .
Shipyard
OUTPUT
63 classes
Fig. 4. Hydra’s inference flowchart: an input image is fed to all heads of
the Hydra, and each head outputs the probability of each class being the
correct one. A majority voting is then used to determine the final label,
considering that each head votes for its most probable label.
x` = F`(x`−1) + x`−1 (1)
where x`−1 and x` are the input and output of layer `, and
x0 is the input image. ResNets are built by stacking several
of these units, creating bypasses for gradients that improve
the back-propagation optimization in very deep networks.
As a consequence, ResNets may end up generating redun-
dant layers. As a different solution to improve the flow of
gradients in deep networks, Huang et al. [24] proposed to
connect each layer to all preceding layers, which was named
a DenseNet unit:
x` = F`([x0, x1, . . . , x`−1]) (2)
where [x0, x1, . . . , x`−1] is the concatenation of the ` pre-
vious layer outputs. DenseNets also stack several units,
but they use transition layers to limit the number of con-
nections. In the end, DenseNets have less parameters than
ResNets and compensate this facts through feature reuse.
This difference in behavior may be one of the causes for
their complementarity.
We initialize both DenseNet and ResNet with weights
from ImageNet [27]. For each of them, the last fully con-
nected layer (i.e., the classification layer) is replaced by three
hidden layers with 4096 neurons and a new classification
layer, as illustrated in Figure 5. The extension in these archi-
tectures is necessary to take image metadata into account.
A vector of metadata that is useful for classification (e.g.,
ground sample distance, sun angle) is concatenated to the
input of the first hidden layer so that subsequent layers learn
the best way to combine metadata and visual features.
3.2 On-line data augmentation
The process of artificially augmenting the image samples in
machine learning by using class-preserving transformations
is meant to reduce the overfitting in imbalanced classifica-
tion problems or to improve the generalization ability in
the absence of enough data [15], [16], [30], [31], [32]. The
breakthroughs achieved by many state-of-the-art algorithms
IMAGE
Metadata
CNN
. . .
. . .
. . . . . . . . . . . .
Input
ResNet
or
DenseNet
FCFC FC Softmax
Fig. 5. The convolutional neural network architecture used by the Hydra
framework.
that benefit from data augmentation lead many authors [33],
[34], [35], [36] to study the effectiveness of this technique.
Different techniques can be considered, such as ge-
ometric (e.g., reflection, scaling, warping, rotation and
translation) and photometric (e.g., brightness and satura-
tion enhancements, noise perturbation, edge enhancement,
and color palette changing) transformations. However, as
pointed out by Ratner et al. [37], selecting transformations
and tuning their parameters can be a tricky and time-
consuming task. A careless augmentation may produce
unrealistic or meaningless images that will negatively affect
the performance.
The process of data augmentation can be conducted off-
line, as illustrated in Figure 6. In this case, training images
undergo geometric and/or photometric transformations be-
fore the training. Although this approach avoids repeating
the same transformation several times, it also considerably
increases the size of the training set. For instance, if we
only consider basic rotations (90, 180 and 270 degrees)
and reflections, the FMOW training set would have more
than 2.8 million samples. This would not only increase the
amount of required storage space, but the time consumed
by a training epoch as well.
In our framework, we apply an on-line augmentation,
as illustrated in Figure 7. To this end, different random
transformations were applied to the training samples every
epoch. This way, the number of transformations seen during
training increase with the number of epochs. In addition,
different heads of the Hydra experience different versions of
the training set and hardly converge to the same endpoint.
On-line data augmentations were carried out by the Im-
ageDataGenerator function from Keras1. We used random
flips in vertical and horizontal directions, random zooming
and random shifts over different image crops. We did not
use any photometric distortion to avoid creating meaning-
less training samples.
3.3 Fusion and decision
To discover the most appropriate label for an input region
according to the models created by Hydra, we have to
combine the results from all heads. Each head produces a
1. https://keras.io/
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Training samples (n regions)
. . .
Off-line data augmentation
Image samples for all epochs (8n regions)
. . .
CNN-Training
Fig. 6. Illustration of an off-line data augmentation process. In this
example considering basic rotations (90, 180 and 270 degrees) and
reflections only, each image is augmented to a set of 8 images before
the training starts. After that, the augmented training set is static for all
CNN epochs.
score vector that indicates how well this region matches
each class. If a region shows up in more than one image,
it will have multiple score vectors per head. In this case,
these vectors are summed to form a single vector of scores
per head for a region. After that, each head votes for the
class with the highest score within its score vector for that
region. Finally, a majority voting is used to select the final
label. But if the number of votes is below or equal to half the
number of heads, the region is considered a false detection.
4 EXPERIMENTAL RESULTS
4.1 The FMOW dataset
The main goal of the FMOW challenge was to encourage
researchers and machine learning experts to design au-
tomatic classification solutions for land use interpretation
in satellite images. The competition was hosted by Top-
Coder2, where participants had one submission every three
hours to keep track of their ongoing performance. Details
regarding dataset, scoring, and restrictions are given in
Sections 4.1.1, 4.1.2, and 4.1.3, respectively. Training details
2. https://www.topcoder.com/
Training samples (n regions)
. . .
CNN-Training
Randomly transformed samples for the 1st epoch (n regions)
. . .
Randomly transformed samples (n regions)
for the 2nd, 3rd and following epochs
CNN-Training
Fig. 7. Illustration of an on-line data augmentation process. In this
example considering basic rotations (90, 180 and 270 degrees) and
reflections only, each image is randomly transformed into a new image
before each training epoch starts.
for FMOW are presented in Section 4.1.5 and our results in
Section 4.1.6.
4.1.1 Dataset
The FMOW dataset, as detailed by Christie et al. [1], contains
almost half of a million images split into training, evaluation
and testing subsets, as presented in Table 1. It was publicly
released3 in two image formats: JPEG (194 GB) and TIFF (2.8
TB). For both formats, high-resolution pan-sharpened [38]
and multi-spectral images were available, although the lat-
ter one varies with the format. While TIFF images provided
the original 4/8-band multi-spectral information, the color
space was compressed in JPG images to fit their 3-channel
limitation.
TABLE 1
Table of contents of the FMOW dataset.
# of images # of boxes # of distinct boxes
Training 363,572 363,572 83,412
Evaluation 53,041 63,422 12,006
Testing 53,473 76,988 16,948
Total 470,086 503,982 112,366
Pan-sharpened image dimensions range from 293× 230
to 16184× 16288 pixels, and multi-spectral from 74× 58 to
4051 × 4077. Each image has one or more annotated boxes
3. https://www.iarpa.gov/challenges/fmow.html
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that correspond to regions of interest. Some of these regions
may appear in several images taken in different time peri-
ods, adding a temporal element to the problem, as shown
in Figures 8(a), 8(b) and 8(c). Traditional problems arising
from that include, but are not limited to, variations in shad-
ows, satellite viewpoint and weather conditions. Figure 8(c)
illustrates other recurrent problems in the FMOW dataset:
inaccurate annotations and large variations in region size.
(a)
(b) (c)
Fig. 8. Different challenges in FMOW satellite images: (a) shadow and
viewpoint variations, (b) arbitrary weather condition and (c) inaccurate
annotations.
Each region represents one of the 62 classes or a false
detection. All classes considered in the FMOW challenge
are illustrated in Figure 9. Those classes have an unbalanced
distribution, as shown in Figure 10. Images in the training
subset contain a single region that is never a false detection.
The evaluation subset has images with one or two regions,
with at least one not being a false detection. Testing images
may have several regions but their labels are unknown.
From 53,473 images in the test subset, 82.60% have a single
region, 4.96% have two regions, 5.66% have three regions
and 6.78% have four regions or more, with a maximum
number of fourteen regions per image.
4.1.2 Scoring
Submissions consisted of a list with one label prediction
— among the m possible classes (m = 63, i.e. 62 land use
classes plus false detection) — for each distinct region in the
test set. When the same region appeared in several images
(temporal views), like the ones in Figures 8(a) and 8(b), the
competitors were asked to merge all these information into
a single label outcome. The quantitative criteria used by the
FMOW challenge to rank its competitors was a weighted
average of the F -measure [39] for each class.
Let P = 〈e1, e2, . . . , en〉 be the predicted labels provided
by a competitor and G = 〈g1, g2, . . . , gn〉 the ground-truth
labels for n distinct test regions. From P and G, one can
derive a confusion matrix C where Ci,i is the number of
correct classifications for the i-th class and Ci,j the number
of images from the i-th class that were mistakenly classified
as the j-th class. With these values we compute the precision
Pi and recall Ri scores for the i-th class as follows:
Pi =
tpi
tpi + fpi
Ri =
tpi
tpi + fni
where:
tpi = Ci,i fpi =
m∑
j=1,j 6=i
Cj,i fni =
m∑
j=1,j 6=i
Ci,j
are respectively the number of true positives, false positives
and false negatives for the i-th class. The F -measure for each
class is then computed as the harmonic mean of precision
and recall: Fi = (2× Pi ×Ri)/(Pi + Ri).
The final score F¯ is the weighted sum of the F -measure
for all classes:
F¯ =
∑m
i=1 Fi × wi∑m
i=1 wi
(3)
where wi is the weight of i-th class. The weights for each
class are provided in Figure 9. It is worth noting that the
weight for false detections is 0, but it does not mean it will
not affect F¯ . If a region is misclassified as a false detection,
its class will have an additional false negative. If a false
detection is misclassified as another class, one more false
positive will be taken into account.
4.1.3 Hardware and time restrictions
The competition ran from September 21st to December 31st,
2017. The provisional standings were used to select the top
10 competitors as finalists. For the final round, competitors
were asked to provide a dockerized version4 of their so-
lutions, and the final standings were determined based on
the results for a separate sequestered dataset (i.e., none of
the competitors had access to these images). The dockerized
solution had to cope with the following limitations:
• All models required by the solution should be gen-
erated during training using raw data only (i.e. pre-
processed data was not allowed) within 7 days.
• The prediction for all test images should be per-
formed in no more than 24 hours. Prebuilt models
should be provided to enable testing before training.
• Hardware was restricted to two types of Linux AWS
instances: m4.10xlarge and g3.16xlarge.
Instances of the type m4.10xlarge have 40 Intel Xeon
E5-2686 v4 (Broadwell) processors and 160GB of memory.
Instances of the type g3.16xlarge have 4 NVIDIA Tesla M60
GPUs, 64 similar processors and 488GB of memory.
4.1.4 Baseline
The organizers released a baseline classification code5 on
October 14th, 2017, and updated that solution on November
17th of the same year. The most recent and accurate version
of the baseline consists of extracting discriminant features
from images and metadata using deep neural networks.
To this end, they concatenated image features obtained by
a CNN (DenseNet-161 [24]) to a preprocessed vector of
metadata (mean subtraction) and fed this to a multilayer
perceptron (MLP) with 2 hidden layers. A softmax loss is
then used by the Adam optimizer [40] during training. They
used both training and validation subsets for training, and
4. https://www.docker.com/
5. https://github.com/fmow/baseline
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Airport
(w: 0.6)
Airport hangar
(w: 1.0)
Airport terminal
(w: 1.0)
Amusement
park (w: 1.0)
Aquaculture
(w: 1.0)
Archaeological
site (w: 1.0)
Barn
(w: 1.0)
Border checkpoint
(w: 1.4)
Burial site
(w: 1.0)
Car dealership
(w: 1.0)
Construction
site (w: 1.4)
Crop field
(w: 0.6)
Dam
(w: 1.0)
Debris or rubble
(w: 0.6)
Educational insti-
tution (w: 1.4)
Electric substation
(w: 1.0)
Factory or power
plant (w: 1.4)
Fire station
(w: 1.4)
Flooded road
(w: 0.6)
Fountain
(w: 1.0)
Gas station
(w: 1.4)
Golf course
(w: 1.0)
Ground transp.
station (w: 1.0)
Helipad
(w: 1.0)
Hospital
(w: 1.0)
Impoverished set-
tlement (w: 1.0)
Interchange
(w: 1.0)
Lake or pond
(w: 1.0)
Lighthouse
(w: 1.0)
Military facility
(w: 0.6)
Multi-unit residen-
tial (w: 1.0)
Nuclear powerplant
(w: 0.6)
Office building
(w: 1.0)
Oil or gas facility
(w: 1.0)
Park
(w: 1.0)
Parking lot or
garage (w: 1.0)
Place of worship
(w: 1.0)
Police station
(w: 1.4)
Port
(w: 1.0)
Prison
(w: 1.0)
Race track
(w: 1.0)
Railway bridge
(w: 1.0)
Recreational
facility (w: 1.0)
Road bridge
(w: 1.4)
Runway
(w: 1.0)
Shipyard
(w: 1.0)
Shopping mall
(w: 1.0)
Single-unit residen-
tial (w: 0.6)
Smokestack
(w: 1.4)
Solar farm
(w: 0.6)
Space facility
(w: 1.0)
Stadium
(w: 1.0)
Storage tank
(w: 1.0)
Surface mine
(w: 1.0)
Swimming pool
(w: 1.0)
Toll booth
(w: 1.0)
Tower
(w: 1.4)
Tunnel opening
(w: 0.6)
Waste disposal
(w: 1.0)
Water treatment
facility (w: 1.0)
Wind farm
(w: 0.6)
Zoo
(w: 1.0)
False detection
(w: 0.0)
Fig. 9. List of classes of the FMOW challenge. An image example, a label and an associated weight are presented for each class. The least
challenging classes have a lower weight (0.6) while the most difficult ones have a higher weight (1.4). These weights impact the final classification
score.
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Fig. 10. The class histogram distribution for the training (gray bars) and evaluation sets (black bars) by using the 3-band pansharpened
JPEG/RGB set. Note the highly unbalanced class distribution.
no augmentation was performed. More details can be found
in the work of Christie et al. [1]. The classifiers employed in
our Hydra framework are variations of this baseline code.
4.1.5 FMOW training details
Each model is trained using the Adam optimization algo-
rithm [40] and softmax cross entropy. A 50% dropout rate is
used in the last three hidden layers (see Figure 5). The body
of the Hydra is optimized with a learning rate of 10−4 for six
epochs. The obtained weights are then used to initialize the
heads of the Hydra, which are trained for five more epochs
using progressive drops in the learning rate as follows: a
learning rate of 10−4 is used for the first epoch, 10−5 for the
following three epochs, and 10−6 for the last epoch.
During training for the FMOW dataset, we added dif-
ferent class weights to the loss function for different heads
seeking to enhance the complementarity between them.
Four different weighting schemes were used: unweighted
classes, FMOW class weights as presented in Figure 9 (false
detection weight was set to 1), a frequency-based weighting
using the balanced heuristic [41], and a manual adjustment
of the latter.
For data augmentation, three image crop styles were
considered, as illustrated in Figure 11: the original bounding
box that was provided as metadata (Figure 11(a)), and
an expanded bounding box extracted from both JPG pan-
sharpened images (Figure 11(b)) and JPG multi-spectral
images (Figure 11(c)). As multi-spectral images have low
resolution, we discarded samples with less than 96 pixels of
width or height. Table 2 presents the configuration of each
head in terms of network architecture, augmentation tech-
nique and class weighting, which was empirically defined
after observing the performance of several combinations.
4.1.6 Results
In this section, we report and compare the Hydra per-
formance in the FMOW dataset. In this experiment, we
use the entire training subset and false detections of the
evaluation subset for training, and the remaining images
of the evaluation subset for performance computation.
The confusion matrix for the best ensemble is presented
in Figure 12. The hardest classes for Hydra were: shipyard
(a) (b) (c)
Fig. 11. Different image crops used for training: (a) original bounding
box and (b) expanded bounding box extracted from JPG pan-sharpened
images, and (c) expanded bounding box extracted from JPG multi-
spectral images.
TABLE 2
Hydra’s heads description. For each head are given the network
architecture, image crop style, augmentation technique and class
weighting method. Three different image crop styles were considered:
ORIG-PAN (Figure 11(a)), EXT-PAN (Figure 11(b)) and EXT-MULTI
(Figure 11(c)). Augmentation techniques included random flips in
vertical and horizontal directions (Flip), random zooming (Zoom) and
random shifts (Shift). Class weighting methods were: no weighting,
FMOW weights (Figure 9) and frequency-based weighting using the
balanced heuristic [41] before (Frequency #2) and after (Frequency #1)
a manual adjustment.
Head CNN Crop Augment Class weighting
#1 DenseNet EXT-PAN Flip Unweighted
#2 DenseNet ORIG-PAN Flip Frequency #1
#3 DenseNet EXT-MULTI Flip Frequency #1
#4 DenseNet EXT-PAN Zoom Frequency #2
#5 DenseNet EXT-PAN Shift Unweighted
#6 DenseNet EXT-MULTI Shift FMOW weights
#7 DenseNet EXT-PAN Flip Frequency #2
#8 DenseNet ORIG-PAN Flip Frequency #2
#9 ResNet EXT-PAN Flip Unweighted
#10 ResNet EXT-MULTI Flip Frequency #1
#11 ResNet ORIG-PAN Flip Frequency #1
#12 ResNet EXT-MULTI Flip Frequency #2
(mainly confused with port), hospital (confused with edu-
cational institution), multi unit residential (confused with
single unit residential), police station (confused with ed-
ucational institution), and office building (confused with
fire station, police station, etc). We also had high confusion
between nuclear powerplant and port, between prison and
educational institution, between space facility and border
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checkpoint, and between stadium and recreational facility.
These, however, are natural mistakes that could easily be
repeated by human experts. Most of these classes look alike
in aerial images (e.g., shipyard and port) or have similar
features that can trick an automatic classifier (e.g., both
stadium and recreational facility have a sports court). In
Figure 13 we show examples of mislabeled regions that
cannot be easily identified, even by a human.
We then reran the training process using all images from
the training and evaluation subsets. The TopCoder submis-
sion system was used to obtain the F¯ -measure (Equation 3)
for the testing subset, as it has no ground truth available
so far. The obtained F¯ -measure is shown in Table 3 along
with results reported by Christie et al. [1] and results for
our best individual classifiers. As previously reported by
Christie et al. [1], using metadata for classification purposes
is better than just using the image information. In Table 3
we show that on-line data augmentation has also a big
impact, increasing the accuracy of their respective versions
without augmentation in more than 2%. Still, our ensemble
can improve the performance even more, with a gap of at
least 3% to all individual classifiers.
TABLE 3
F¯ -measure for the FMOW testing subset. Evaluated classifiers may
use metadata information (M ) and/or on-line data augmentation (O).
F¯ -measure values for classifiers marked with † were reported by
Christie et al. [1].
F¯ -measure
Hydra (DenseNet + ResNet)M,O 0.781
DenseNetM,O 0.749
ResNetM,O 0.737
LSTM†M 0.734
DenseNet†M 0.722
ResNetM 0.712
LSTM† 0.688
DenseNet† 0.679
With this performance, we managed to finish the com-
petition among the top ten competitors in the provisional
scoreboard (5th place). We then submitted a dockerized
version of Hydra, which was evaluated by the FMOW
organizers using a sequestered dataset. As we show in
Table 4, the Hydra ensemble was very stable, with nearly
the same performance in the testing subset and sequestered
dataset. Thanks to this, our final ranking was third place,
with accuracy 1% lower than the best result achieved by
another competitor.
To visualize the benefits of using the Hydra framework,
we compare it to a standard ensemble that trains all its
classifiers from the starting point (ImageNet weights) using
the same configuration described in Table 2. The ensemble
accuracy over the epochs for this experiment is shown in
Figure 14 together with the accuracy for each classifier. As
can be observed, the body of the Hydra provides a good
starting point for its heads, which have slightly different
accuracy at the end of the training process, very similar
to what happens in a standard ensemble. When the heads
are combined, the obtained accuracy is considerably higher
TABLE 4
Final ranking: F¯ -measure for the top five participants of the FMOW
challenge using the available testing subset (Open) and the
sequestered dataset (Sequestered).
Rank Handle Open Sequestered
1 pfr 0.7934 0.7917
2 jianminsun 0.7940 0.7886
3 usf bulls (Hydra) 0.7811 0.7817
4 zaq1xsw2tktk 0.7814 0.7739
5 prittm 0.7681 0.7670
than the accuracy of the best performing head. The same ef-
fect is observed when all classifiers are fused in the standard
ensemble, and there is no significant difference in terms of
accuracy between Hydra and a standard ensemble.
In terms of computational resources consumption, Hy-
dra has some disadvantages when compared to individual
classifiers. If N heads are used, its training and inference
costs tend to be N/2 and N times more expensive, re-
spectively. However, its accuracy is considerably higher. On
the other hand, when compared to the standard ensemble
technique with the same number of classifiers and similar
accuracy, Hydra’s training is approximately two times faster
because half of the epochs are carried out for the Hydra’s
body only.
Overall, the Hydra framework was a good fit for the
FMOW restrictions described in Section 4.1.3. The time
limit for testing was large enough to allow using many
classifiers, making the time to train them the main concern.
Without Hydra, we would only be able to train half the
amount of classifiers, which, according to our experiments,
would decrease the results in 1%. Thus, Hydra succeeded
in increasing the number of classifiers for inference without
losing their complementarity. As a consequence, we finished
the competition among the top competitors.
4.2 NWPU-RESISC45 dataset
We also report the Hydra performance in the NWPU-
RESISC45 dataset, which was recently compiled by
Cheng et al. [4]. This dataset has 45 classes, with 700 images
per class, each one with a resolution of 256 × 256 pixels,
totaling 31,500 images. The intersection of classes between
FMOW and NWPU-RESISC45 is reasonable, with some
land uses being overcategorized in NWPU-RESISC45 (e.g.,
basketball court, baseball diamond, and tennis court are
all labeled as recreational facility in the FMOW dataset) and
some classes not representing land use, such as objects (e.g.,
airplane and ship) and vegetation (e.g., desert, forest, and
wetland). This dataset does not provide satellite metadata.
We followed the experimental setup proposed by
Cheng et al. [4] and randomly chose 10% or 20% of the
samples in each class for training. The remaining samples
were used for testing. We repeated this experiment five
times for each configuration and reported the average accu-
racy and standard deviation. As can be shown in Table 5,
Cheng et al. [4] compared six classifiers based on hand-
crafted features and three different CNN architectures. In
their experiments, the best performance was achieved by
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Fig. 12. Confusion matrix for the Hydra ensemble after 11 training epochs (Figure 14). Each row represents the ground truth label, while the
column shows the label obtained by the Hydra. Large values outside of the main diagonal indicate that the corresponding classes are hard to be
discriminated.
a VGG16 network [17] that was trained using ImageNet
weights as a starting point.
The configuration of the Hydra was slightly different
in this experiment. We used 4 DenseNets and 4 ResNets,
which were trained for 16 epochs (8 for the body and 8 for
the heads). Each head for each architecture has a different
augmentation: 1) no augmentation; 2) random vertical and
horizontal flips; 3) random zooming; and 4) random shifts.
The accuracy results for the NWPU-RESISC45 dataset are
shown in Table 5. As NWPU-RESISC45 is less challenging
than FMOW, the results are higher and the improvements
are lower. The on-line data augmentation increased ResNet
and DenseNet accuracies in about 1.0% and 1.6%, respec-
tively. Individual classifiers for both architectures outper-
formed all previous results reported by Cheng et al. [4], and
the Hydra ensemble was able to achieve the highest accu-
racy. The improvement on accuracy, however, was slightly
greater than 1% when compared to individual CNNs. It is
worth noting that we outperformed the best accuracy results
reported by Cheng et al. [4] by more than 4%.
5 CONCLUSIONS
Automatic and robust classification of aerial scenes is
critical for decision-making by governments and intelli-
gence/military agencies in order to support fast disaster
response. This research problem, although extensively ad-
dressed by many authors, is far from being solved, as
evidenced by the final results of the FMOW challenge.
The main contribution of this work was the development
of a framework that automatically creates ensembles of
CNNs to perform land use classification in satellite images,
which is most indicated when the training time is lim-
ited. We called this framework Hydra due to its training
procedure: the Hydra’s body is a CNN that is coarsely
optimized and then fine-tuned multiple times to form the
Hydra’s heads. The resulting ensemble achieved state-of-
the-art performance for the NWPU-RESISC45 and the third
best performance in the FMOW challenge. Given that there
were more than 50 active participants, including teams
and individuals from academia and industry, and most of
them probably were experimenting different CNN-based
ensemble setups, we believe that Hydra is well aligned with
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(a) Shipyard mislabeled as port (b) Hospital mislabeled as edu-
cational institution.
(c) Multi-unit residential misla-
beled as single-unit residential
(d) Office building mislabeled
as gas station
Fig. 13. Regions that were mislabeled by our Hydra ensemble.
TABLE 5
Accuracy for the NWPU-RESISC45 dataset using training/testing splits
of 10%/90% and 20%/80%. Average accuracy and standard deviation
were reported by using five different random splits. Evaluated
classifiers may use on-line data augmentation (O) and/or ImageNet
weights (I). Classifiers marked with † were reported by Cheng et al. [4].
Accuracy
10%/90% 20%/80%
Hydra (DenseNet + ResNet)O,I 92.44 ± 0.34 94.51 ± 0.21
DenseNetO,I 91.06 ± 0.61 93.33 ± 0.55
ResNetO,I 89.24 ± 0.75 91.96 ± 0.71
VGG16I† 87.15 ± 0.45 90.36 ± 0.18
AlexNetI† 81.22 ± 0.19 85.16 ± 0.18
GoogleNetI† 82.57 ± 0.12 86.02 ± 0.18
AlexNet† 76.69 ± 0.21 79.85 ± 0.13
VGG16† 76.47 ± 0.18 79.79 ± 0.15
GoogleNet† 76.19 ± 0.38 78.48 ± 0.26
BoVW† 41.72 ± 0.21 44.97 ± 0.28
LLC† 38.81 ± 0.23 40.03 ± 0.34
BoVW + SPM† 27.83 ± 0.61 32.96 ± 0.47
Color histograms† 24.84 ± 0.22 27.52 ± 0.14
LBP† 19.20 ± 0.41 21.74 ± 0.18
GIST† 15.90 ± 0.23 17.88 ± 0.22
the most recent state-of-the-art developments.
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Fig. 14. Evaluation of the ensemble accuracy. (top) Standard ensemble,
with all classifiers trained from the starting point. Fusion results are
shown for each epoch. (middle) The first four epochs show the accuracy
of the Hydra’s body using DenseNet and Resnet. The following epochs
show the accuracy for each head separately as well as for the fusion of
all heads. (bottom) Comparison between standard ensemble and Hydra.
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