Abstract-This work deals with multisensor data fusion to obtain landcover classification. The role of feature-level fusion using the Dempster-Shafer rule and that of data-level fusion in the MRF context is studied in this paper to obtain an optimally segmented image. Subsequently, segments are validated and classification accuracy for the test data is evaluated. Two examples of data fusion of optical images and a synthetic aperture radar image are presented, each set having been acquired on different dates. Classification accuracies of the technique proposed are compared with those of some recent techniques in literature for the same image data.
I. INTRODUCTION
I N THIS paper, we address the problem of landcover classification for multisensor images that are similar in nature. Images of the same site acquired by different sensors are to be analyzed by combining the information available in them. Such a combination is necessary since data from individual sensors are insufficient to describe ground complexity. They may be partially complementary and partially redundant as sensors have different characteristics and physical interaction mechanisms. In principle, fusion of multisource data for a purpose provides significant improvements over a single source data. Moreover, fusion can be carried out at different stages, viz., data level, feature level, decision level, etc. An excellent framework for different stages of multisensor data fusion is available in Hall and Llinas [14] . Although it is advantageous to carry out fusion at one of the levels, yet there is a possibility of further improvement if we combine two different types of fusion. With this idea, the role of feature-level fusion using Dempster-Shafer (DS) rule and that of data-level fusion in the Markov random field A. Sarkar is with the Department of Mathematics, Indian Institute of Technology, Kharagpur 721302, India (e-mail: anjan@maths.iitkgp.ernet.in).
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Digital Object Identifier 10.1109/TIP. 2005.846032 (MRF) context is studied in this work to obtain an optimal segmented image. This segmented image is subsequently labeled with groundtruth classes by a cluster validation scheme to obtain the classified image.
There are numerous reports available in the literature, such as [3] , [17] , [25] , and [29] , among others, which analyze data from different sensors or sources. An extensive review work is presented in Abidi and Gonzales [1] . A very brief survey is also available in Solberg et al. [29] . In the past many approaches for data fusion have been attempted. However, DS theory of evidence has created a lot of interest among researchers although its isolated pixel by pixel use has not shown encouraging results. Among the statistical approaches, the simplest method adopted for fusion is to form an extended data vector for a pixel, comprising information from all the sources that are similar in nature. A statistical approach with similar sources has been investigated in [25] under the assumption of multivariate Gaussian distribution incorporating a source reliability factor. In [25] , the authors also demonstrate the use of the mathematical theory of evidence or DS rule for aggregating the recommendations of the two sources. Although the latter approach has certain advantages, the statistical approach demonstrates better performance in overall classification for the numerical data investigated. DS theory at the pixel level [17] has also been used for unsupervised identification of landcover type with some degree of success. A methodological framework is presented in Solberg et al. [29] that considers the important element of spatial context as well as temporal context in the MRF model for multisource classification. The performance analysis of the proposed MRF fusion model was found to be quite encouraging. An interesting work of Bendjebbour et al. [3] demonstrates the use of DS theory in Markovian context. In this paper, the MRF was defined over pixel sites, and as such, the computation time for such an approach is expected to be very high when large number of groundtruth classes occur in a natural scene, which is usually the case.
The MRF model-based image segmentation allows the spatial interactions between pixels and renders different Bayesian methods of segmentation very effective. Hence, such a model has been an area of interest for several researchers [5] , [9] , [10] , [13] . However, its main drawback is that it is computationally intensive. Some works of MRF-based segmentation aiming at reducing computational time are also available in the literature [6] , [23] , [28] . As shown in [28] , a substantial reduction of computational time is possible if the MRF is defined on a set of preliminary segmented regions instead of defining it on image pixels. In this paper, we adopt a methodology similar to [28] . After an initial segmentation performed by a technique developed for tonal region image [21] , we define a MRF on the sites comprising the initial oversegmented regions. Such oversegmented regions are expected to be merged, resulting in an optimal segmentation through an energy minimization process associated with the underlying MRF. In principle, every initial oversegmented image can be a valid input to the MRF modeling as long as the regions are sufficiently large to estimate the region characteristics.
In this paper, the DS fusion is carried out pixel by pixel and is incorporated in the Markovian context while obtaining the optimal segmentation with the energy minimization scheme associated with the MRF. To incorporate DS fusion, we associate a binary variable with the energy function, whose value depends on the characteristics of the DS labeling of the pixels of two adjacent regions, in the region adjacency graph (RAG). These DS characteristics of each region may be defined according to a specific DS label that is common to the majority of the pixels in the region. The value taken by the binary variable can be either 0 or 1 as per the scheme defined. Through this binary variable in the energy function, feature-level DS fusion is combined with the data-level fusion process for obtaining optimal segmentation. The originality of the paper lies in underlining how the features of DS theory may be exploited in the MRF-based segmentation approach to classification of natural scenes in a computationally efficient manner.
The remaining paper is organized as follows. In Section II, we present a framework of MRF on a RAG. Section III describes an evidential approach for multisource data analysis with the derivation of mass functions that are used in DS fusion. In Section IV, the segmentation scheme with a flow chart has been discussed. Section V discusses the experimental results and Section VI concludes the paper.
II. FRAMEWORK OF MRF ON RAG
In this section, we describe a MRF model which has been used as a framework for addressing data-level fusion of multisensor imagery. We couple it with feature-level fusion information described in the next section, in order to obtain an optimal segmented image. We follow the scheme of Sarkar et al. [28] in defining the MRF on a RAG of initial oversegmented regions. We also note here that our methodology for the problem of landcover classification with multisensor data is based on a segmentation approach to classification.
In our approach, for each sensor, we select a channel (which accounts for the maximum amount of spectral intensity variation for the classes) for initial segmentation, as described in [28] .
The approach of Kartikeyan and Sarkar [21] , which is based on tonal region characteristics of gray value images is adopted here for initial segmentation. Each region of the oversegmented image has only a few pixels, but just enough to measure the region characteristics. With such an initial segmentation, the MRF model-based methodology adopted here is very close to a per-pixel-based segmentation approach but has an added advantage of reducing computation time (see [27, p. 811]). After carrying out initial segmentation on each of the selected channels of all the different sensors (say in number) producing segments , , these segments are intersected among each other to give rise to a set of new segments comprising a merged initial segmented image which is then passed as an input to the MRF model. Since each of the sensor images are co-aligned pixel by pixel and the intensity values are all numerical we may consider all the sensor data together as if they were from a single source having multiple channels.
The observed multisensor image consists of pixel vectors, and being the number of rows and columns of the image. Each pixel vector contains the intensities corresponding to each channel of each sensor. It is assumed that the merged initially segmented image has number of regions and a set of labels each a set of discrete values or labels, that depends only on the pixel intensity values. We note here that these are are quite different from the groundtruth classes.
We seek to obtain an optimal segmented image from this intersection of the initial oversegmented images by appropriately merging the oversegmented regions arising out of the tonalbased segmentation technique used in initial segmentation. The number of possible label configurations for the merged initial segmented image is finite, namely , but extremely large. Such a large number of possibilities can be reduced by using certain optimization criteria. Without such criteria, all possible labelings must be tested to determine the best labeling configuration resulting in an optimal segmentation. The objective is to assign the region labels satisfying the criteria of an optimal segmentation for channels multisensor imagery. We impose two optimization criteria as per our notion of optimal segmentation from multisensor image data.
i) An optimal segmented image region should be uniform with respect to the measured characteristics as obtained from all the sensors. ii) Two distinct adjacent regions and should be as dissimilar as possible with respect to the measured characteristic as evident from the combined evidence from all the sensors. The first criterion involves the properties of each individual region, while the second criterion involves two adjacent regions. The region characteristics with respect to the above criteria are measured from the consensus interpretation of the sensors. The consensus interpretation of the sensors is available from the per pixel combined mass function as described in Section II, as well as spatial interactions via MRF modeling. The second criterion involves spatial adjacency between regions (as explained in [28] ). The adjacency relationship between regions can be modeled using a RAG with nodes corresponding to regions and arcs representing adjacency between regions.
Through an MRF model, one can incorporate the desired statistical properties among the nodes of the RAG by choosing appropriate cliques and clique potential functions. Let , where each denotes the label for all the channels and denote a family of random variables, representing the labels of the regions , in . Here, is a set of nodes representing regions of the multisensor image and is the set of edges connecting them in the RAG (see details in [28, p. 1104] .
Each is a discrete valued random variable taking values from a finite set . Let be the set of all configurations.
Let be a multivariate random variable representing the pixel intensities of the image. The Bayesian estimate of the configuration is the one which maximizes the posterior distribution of given the observation . The posterior probability follows a Gibbs distribution under the assumption of conditional independence of the likelihoods [12] (1)
where the posterior energy function is shown in the equation at the bottom of the page using the relation . This enables us to express the posterior energy function as a sum of the potentials at different points in the image lattice [12] . The term is the normalizing constant. The maximum posterior estimate of is obtained by minimizing the posterior energy function . Since the energy function is a sum of the clique potentials , it is necessary to select appropriate cliques and clique potential functions to achieve the desired objective. As said earlier, clique potential functions are defined by incorporating the criteria for optimal segmentation. The energy function is so designed that it takes into account the initial oversegmented characteristics yielding a very high-energy state. Subsequently, depending upon the measure of uniformity of the two adjacent regions in a clique potential function as well as the pattern of DS labeling of the pixels in these two regions as described in next section, it is decided whether to merge them or not.
III. EVIDENTIAL APPROACH FOR MULTISOURCE DATA ANALYSIS

A. Problems and Approach Proposed
We consider separate data sensors (sources ), each providing a measurement , , for a pixel of interest, where . Here, is a vector for a multidimensional source. Suppose there are classes (true state of the nature), into which the pixels are to be classified according to per pixel approach. The classification method involves labeling of pixels as belonging to one of these classes. It is also important to note that this label set is exclusive and exhaustive (possibly with as unclassified class). In order to devise any methodology for multisensor or multisource data analysis, we first note that there will be a variety in the range of data types that might be encountered. We consider here pixel specific numerical data after appropriately co-aligning the pixels arising out of different sensors. Other nonnumerical pixel specific data (such as a map of labels) may also be considered with this methodology after suitable conversion in an appropriate stage. For example, a suitable mass function may be determined for nonnumerical data and may be combined as described later in this section. As is well known the mathematical theory of evidence or DS theory [30] , [25] is a field in which the contributions from separate sources of data, numerical or nonnumerical, can be combined to provide a joint inference concerning the labeling of the pixels. We consider the following general situations that are usually encountered in practice for multisensor data analysis and where DS fusion is adopted to provide a joint inference concerning the labeling of the pixel.
First, one of the sensors is very noisy. Probabilistic analysis of such data may yield sensible results if parameters of the models are estimated appropriately. Several methods have been proposed in the literature to obtain parameter estimation with imperfect observations. In such situations, one may follow methods such as the Chalmond's Gibbsian EM algorithm (a pseudolikelihood-based algorithm) and the Younes algorithm (a stochastic gradient-based algorithm) (see [16] ). When increased noise makes parameter estimation more difficult, it may be fruitful to use the theory of evidence. Secondly, some sensor's probabilistic model is appropriately considered but in spots the gray values are hidden by clouds, and, thus, there exists multiple options for labeling of that pixel contrary to the basic principle of mutually exclusive labeling. Thirdly, when the source of prior knowledge (if any) provides information from which the landcover class may be derived, the information is not single valued but in a range, i.e., the prior information has an upper and lower specification.
Consider a simple situation where two images, a synthetic aperture radar (SAR) and an optical (visible/ infrared) image are acquired by two different sensors on a cloudy day over the same site comprising three classes (groundtruth) only, viz., , 1, 2, 3. As a consequence of the first phenomenon, we observe an overlap in the SAR data distributions of adjacent objects (regions) belonging to certain specific classes [11] , viz., different vegetated areas or different types of fallow due to their high standard deviations. Distinct true state of nature (clusters) at times remains indistinguishable by ambiguous response of the sensor. As a result, adjacent regions (clusters), belonging to distinct classes , , and are likely to exhibit indistinguishable radar response. Due to the second phenomenon, we have no information about the classes on that cloud covered pixel and, thus, encounter an uncertainty of for the optical image.
With regard to the third phenomenon, if our prior estimate is between 20% and 30% for , between 30% and 40% for , and between 40% for , then all this prior knowledge leads us to consider the prior estimate of the class to be 10%, which amounts to be an ignorance in the labeling of the pixel.
In evidential theory, a preliminary labeling or impression is carried out for each of the sensors (sources) based on the available data vector (whether it has numerical, nominal, or mixed entries). The preliminary labeling or impression for each of the sensors (sources) is then quantified by assigning a mass of evidence to each of the likely labeling propositions for the pixel vis-a-vis accommodating uncertainty in what the pixel label might be. The prime use of DS theory is in modeling imprecisions in each of the sensors and combining their evidences to compute an appropriate label for the pixels. Imprecisions are modeled by defining suitable mass functions for each of the labeling propositions and the idea is to assign a larger mass to the propositions that have lesser imprecision. This may depend on the source itself. For example, Le Hegarat-Mascle et al. [18] assume a global ignorance factor for radar images and a total ignorance for cloud covered pixels in optical images. We propose to model the ignorance using a uniform statistical framework, as explained below.
B. Basis of DS Theory
Let us assume that there are sensors. For each of the sensors we, thus, have mass functions , . These functions have the following characteristics: (2) where is an empty set meaning thereby a null proposition, is the set of proposition for pixel labeling and represents all possible propositions. In DS theory of evidence, two more functions that are derived from this mass function, viz., plausibility ( ) and belief ( ) are as follows. For sensor (3) These two functions are the essence of the DS theory, with the help of which both imprecision and uncertainty can be modeled. and are also called the upper and the lower probability for the proposition , respectively. Thus, the and functions for the 3rd situation cited above are as follows , ; , ; , This implies that , , , , . For each of the sensors, we can have a mass function, a function and a function. The question now is how can we bring the evidences from each of the sources together to get a joint recommendation on the pixel's label with some confidence by increasing the amount of global information while decreasing its imprecision and uncertainty. The rule of aggregating evidences from different sources is called the Dempster's orthogonal sum or rule of combination [30] and is given by the combined mass function , as follows: (4) where (5) The factor ( ) measures the extent of conflict among various sensors. This orthogonal sum treats the data from different sensors independently. Having computed the combined mass function, we can easily compute the plausibility and belief values with the help of (3). The latter two functions, thus, also give the measure of uncertainty values from the combined evidence of the different sensors.
Usually, for making a decision on pixel labeling, an evidential interval bounded by and is attached to every candidate proposition (class label) by the following options:
i) a maximum belief rule, that is, the proposition for which the highest belief is obtained; ii) a maximum plausibility rule, that is, the proposition for which the highest plausibility is obtained; iii) an absolute rule, the maximum of belief over all other plausibilities (for all other labels), that is, . It may be noted that the theory of evidence is a kind of extension of the classical theory of probability in a continuous manner. DS theory incorporates ignorance about propositions, which is absent in probability theory. In fact, the and functions give lower and upper bounds to the probability of a proposition. When the ignorance tends to zero, both the and values for a proposition tend to the probability value of the proposition.
In remote-sensing landcover classification, the union of two or more labeling propositions is of little interest as the classes considered are usually distinct. Considering the compound labeling propositions leads to better ignorance modeling. However, removing ambiguity from the compound labeling propositions usually requires the use of spatial information. Since our aim is to investigate the role of feature-level fusion in MRF context, compound labeling propositions are ignored as that would perhaps not lead to significant increase in classification accuracy as spatial information is already being incorporated using MRF theory. If our labeling propositions are , , then the three functions, viz., , , and , are equal and give the same decision for labeling. Hence, any of them may be adopted. However, our decision making process will be governed by either rule i) or rule ii).
C. Mass Function Derivation
In image processing, the widely used mass functions are usually derived from the probabilities at pixel level [25] . As we consider pixel specific numerical data from different sensors that are partially redundant and partially complementary, the approach of computing mass function from class conditional probabilities is adopted here. For the case of partially redundant sensors, which means that they are dependent conditionally on the classes, one may also follow the methods due to Pieczynski [26] . Now assuming that the information classes (true state of the nature) for each of the sensors has a correspondence with spectral (data) classes, derivation of our mass functions is based on class conditional probabilities. Thus, the mass functions are derived from the source specific labeling function, that is with posterior probabilities used in conventional statistical classification techniques. For simplicity, we consider equal prior probabilities for each of the classes and, thus, the class conditional density functions become posterior probabilities for different classes. The density functions are estimated from the ground truth when it is available and by a mixture estimation algorithm as given in [8] , when it is not. The mass functions considered here ensure that the sources which have a greater imprecision have relatively low masses for the singleton classes. We do not assume any apriori ignorance factor for each of the sensors and model the ignorance using nonnull mass functions for the compound hypotheses.
Let us consider a set of classes into which pixels are to be classified from different sensor image data. For each of the th sensor, the th class conditional density is determined with the help of the ground truth samples. Thus, after assuming an appropriate probability law the parameters are estimated from the ground truth sample intensity values. Now for each pixel , , we calculate and assign label to th pixel, , if . At this stage, each of the pixels in different images will have a label. For if , then the th pixel of the DS output image is labeled as . The remaining pixels that have been assigned contradictory labels by different sensors (i.e., for some , ) are kept unlabeled in the DS output image at this stage. The unlabeled pixels will now be labeled by the maximum belief rule or the maximum plausibility rule for singleton classes using combined mass functions. Thus, combined mass functions are calculated for the singleton classes using (4). This requires the calculation of the values of the masses of the combined hypotheses as required by (4) . For calculating the masses of the combined hypotheses, we consider the power set of where and determine normalized mass functions for each of the sensors as given over the set by (6) below. We note here that the different members in the power set denote the compound labeling propositions (hypotheses) for the pixel. Such a labeling proposition may arise in various situations, for example, when in an optical image some clusters of pixels are hidden by clouds. Thus, for each sensor , we calculate the mass functions (6) where is the intensity value of the th pixel for th sensor and and is 1 if and 0, otherwise ( , ) . These mass functions are the probabilities on .
The nonnull mass functions for compound hypotheses entails uncertainty that the classes are not distinguishable for some cluster of pixels. While computing probabilities of the combined hypotheses we use the simple elementary rule of probability of union of events for singleton classes. Such a probability assignment (see [17] ) for the combined hypotheses is perhaps better than the zero assignment of such events as is usually followed. In this way, a singleton class with a high probability reflects its dominance in the aggregate evidence, and, hence, a pixel is more likely to be labeled with such a class which is possibly a better reflection of the true scene. Note that this approach is different from the classical Bayesian approach of multiplying the independent source mass functions for each class and assigning the class with the maximum product as the pixel label. If the mass functions of two independent sources are such that one of them has a high value and the other a very low value for a particular class, then their product becomes relatively small as compared to the situation where both mass functions have a moderate value for another class. In such a situation DS theory as applied here gives more weightage to the former case, contrary to the Bayesian approach. For example, consider a situation when there are two sources (indicated by subscripts 1 and 2) and three classes ( , , ). Let the mass values be as follows : , , , , , . In this case, the Bayesian approach will clearly select the class as the label. However, using the above definition of masses of compound hypothesis, DS theory selects the class as the label. As shown above, (4) enables one to aggregate different pieces of information as outlined by the DS combination rule. Thus, the unlabeled th pixel in the DS labeled output image is now labeled with the maximum belief rule, that is, labeled with if where is given by (4) . The DS labeled output image thus obtained has been labeled with propositions , exploiting the DS theory based on a per pixel approach. We note that in such a labeling scheme the spatial context (image space) is not considered and clustering (labeling) is performed in the feature space to result in a direct classification. In order to accommodate spatial interactions between pixels we adopt the hidden MRF model in the Bayesian context (described in Section II) to segment the images of the different sensors.
Thus, our objective being a study of the role of feature-level fusion using DS rule and that of data-level fusion in the MRF context, we have used here a preliminary per pixel classification method based on a maximum likelihood classification approach and aggregated evidences as described above. Subsequently, in the following sections we attempt to determine the optimal segmentation based on a maximum a posterior probability (MAP) estimate, using an energy function that takes both the above aspects of fusion into account. Finally, the segments are labeled on the basis of groundtruth classes and the classification accuracy is examined as described below.
IV. SEGMENTATION SCHEME BASED ON MRF MODEL
For the cliques and clique potential functions only, the set of adjacent two-region pairs, each of which is directly connected in the RAG are considered here. The energy function has two components, one corresponding to within-region sum of squares representing uniformity or homogeneity of regions, say and the other corresponding to between-region sum of squares representing dissimilarity between regions, say . The two components of the energy function as per the two optimization criteria are denoted as the region process ( ) and the edge process ( ), respectively. The formulation of the energy function with these two processes is described below. The observed data of intensities, that is, values are used for incorporating the constraints. Usually constraints are expressed in terms of the prior knowledge by defining suitable parameters for the prior distribution. But in the case of natural scenes one rarely has any such detailed prior knowledge and as such the observed data on intensities are used for incorporating constraints.
Let represent the mean intensity vectors of the initially segmented regions where each , is a ( 1) vector, the number of pixels in the region and let represent the scatter matrices, that is, is a ( ) matrix with elements of sum of squared deviations from the mean and sum of cross-product deviations.
A. Region Process:
A measure of the uniformity of the region with respect to its intensity values is given by the elements of the matrix of sum of squares deviations from mean and cross products, i.e., or equivalently by the generalized covariance [20] of the region . With the above measure of uniformity, the evidences from different sensors may also be combined with the following scheme. This scheme takes into account the pattern of the DS labels of pixels of two regions and belonging to a clique and, thus, examines whether the majority pixels of each of these two regions are having the same class labels. If and are regions belonging to a clique , then corresponding to the first constraint a clique potential function [28] can be defined as where and is a binary variable taking values 0 and 1. It takes the value 1 when the following two conditions are together satisfied. The first condition is on the pattern of DS labels for the regions and as mentioned above. That is, if a specific DS label is found to be common to the majority of the pixels in each of these two adjacent regions then the pattern of DS labeling is considered to be same for these two regions. The second condition is that regions are homogeneous with respect to the multisensor pixel intensity values. The test of homogeneity of regions in the clique has been described below. If any of the above two conditions is violated, takes the value 0. It may be noted that indicates that . With this variable , the feature-level fusion is coupled with data-level fusion in the energy minimization process.
However, with only the above definition, the dissimilarity between adjacent regions is not taken into account and the formulation of the energy function is not complete. Therefore, an edge process is introduced through the second constraint as given below.
B. Edge Process:
We note that merging the two distinct regions and results in a new scatter matrix of the merged region as given by . The third term is also a matrix whose elements exhibit a measure of dissimilarity existing between the regions and . Incorporating the edge process we redefine the clique potential function as (see [28] )
The parameter controls the weight to be given to the two processes for regions and involved in the clique . For convenience let us rewrite the above equation as (7) where and
C. Merging Regions Criteria
The clique potential will be equal to if the two regions and have been assigned the same region label and will be equal to otherwise. A suitable comparative criterion among the elements of these two matrices and is necessary for deciding the merging of two adjacent regions. Since the ratio of and can be expressed as (8) where , the comparative criterion needed here is based on Hotelling's statistics [20] . Therefore, given that the DS labeling is same (according to the region labeling scheme followed) for the regions and in the clique, the regions should be merged if and the regions should not be merged if
, where (see details in [28, p. 1106] ). This decision criterion describes the test of homogeneity that was alluded to previously.
Here the probability level or the level of significance is taken to be 0.0001 as the upper percentage points of distribution, although any may be selected for this purpose as per usual statistical test procedures. The implicit meaning for this , is that if the two regions and in the clique come from the same multivariate population (implying that they should not have been kept separate), then the chance that the appropriate characteristics based on the intensity values of the pixels of these two regions will be greater than the statistical threshold value, is . This statistical threshold value is called . Smaller the value of , lesser is the error (type-I) in the decision of statistical test procedure.
D. Optimization Procedure
It is also to be noted here that the minimization of the energy function has been investigated by first identifying the node having the maximum aggregate clique potential with its neighbors , where . are the diagonal elements of , and and are the generalized variances of the regions and , respectively. For a given region , an aggregate clique potential , is computed by summing over all those neighbors which satisfy the condition . With such a restriction, the possible global energy reduction for a node is now limited to few of its neighbors. The process then selects that region for which is maximum for a given and reduce the global energy by merging region with region . Such a merging reduces the global energy by an amount that equals . This amount is the maximum possible reduction in the global energy for that node , resulting in a new configuration. Eventually, we attain a stage where no nodes can be merged, indicated by the condition that no two adjacent nodes satisfy . The ultimate aim of a MRF-based approach would be to reach a configuration for which the global energy is minimum. The approach of minimization that is considered here is similar to a "greedy approach for minimization" combined with a statistical test on the clique potential. It is difficult to verify whether the approach proposed in this paper produces the global minimum but it yields good results [28] in practice. This technique of labeling the regions has been carried out by considering both datalevel fusion in image space and feature-level fusion through pixel-based DS combination rule. The segmented image so obtained is by minimizing the energy function as described above. The flowchart of the methodology is depicted in Fig. 1 . We also note that unlike the segmentation algorithm of Beaulieu and Goldberg [4] which also deals with merging of similar clusters in a hierarchical structure starting with one pixel each, the present paper is defined in a MRF framework with initial segmented regions as input to MRF so as to capture the intrinsic characters of tonal regions (see details [28] ). The merging of adjacent regions in the RAG that arises here is consistent with the energy minimization process. The use of the statistical test for similarity of the regions expedites the minimization process. 
E. Cluster Validation Scheme
In order to validate the segments of the optimal segmented image we first identify at least one cluster (segment) for each of the groundtruth (training set) classes by following the segment labeling technique described in the first stage of the cluster validation scheme of Sarkar et al. [28] and label the unlabeled segments accordingly as per the groundtruth class. To do the labeling, we use Fisher's method [20] for discriminating among ground truth classes. With this procedure, we first compute where (9) being the mean vector of the groundtruth class , and . The product of the matrices and is computed and the eigen vectors of are evaluated. We select only those eigen vectors for which the eigen values of are positive. These eigen vectors are then normalized that is, the eigen vectors are obtained such that . Now, for each unlabeled cluster , we compute the squared distance for where , is the number of positive eigen values of . The cluster is classified to that class for which the squared distance or the score is minimum. We note that the conventional approaches for cluster validation viz. the classical Bayesian method requires an assumption for the joint distribution of SAR and optical images. In the absence of any such assumption, it is sensible to use a nonparametric method such as above.
V. EXPERIMENTAL RESULTS
The proposed methodology of MRF-based segmentation approach to classification for multisensor data in the context of DS theory has been applied to two subscenes. Both of them are of one optical sensor with four channels, viz., channel-1: 
B. Example 2
This refers to Subscene 2 and is of size 707 908. We consider these images as one of our test cases to see the effect of lower resolution SAR image in this methodology with respect to the classified images. The number of groundtruth classes is found to be 16.
In both the examples, the SAR image was registered with the geocoded optical image.
Both the examples cited here are from the same area and having some common points of latitude and longitude. The different landcover classes involved in the two subscenes are as follows. The total number of groundtruth pixels for each class are given in brackets. For Example 1, the classes are: and about 1% for Example 2) is used as a training set. That is, with these groundtruth observations, parameters of the class conditional densities are estimated and some of the clusters are labeled as in [28] after obtaining optimal segmentation. Subsequently, the remaining clusters are labeled with the help of these labeled clusters using Fisher's discriminant scores. The second subsample (of 3.5% for the first subscene and of 2.8% for the second) is used as a test set. That is, these are used for the quantitative evaluation of the classification accuracy after all clusters are validated.
The measurements from different sensors are assumed to be conditionally independent [29] . The SAR data provided to us is preprocessed and is made speckle free by the use of enhanced Lee filter of 7 7 window size due to Lopes et al. [24] . The probability density function (pdf) of the SAR intensity distribution after it is made speckle free has been considered to be Gaussian [11] . The assumption has been investigated from crudely collected SAR image data for each of the groundtruth classes and is found to be satisfactory for majority of the classes except the classes, viz., urban, laterite, deep water and shallow water for Example 1. For Example 2 the symmetrical shapes of the intensity values have been obtained on the upper side of the intensity spectrum in majority of the classes. Infact, the intensity distribution of the whole image of Example 2 has been found to be quite symmetrical with mean at 216 and median at 220. The classwise crude data of SAR sensor have been obtained with the help of optical sensor images i.e., first a classified image has been obtained with the help of 4 channels of optical images following [28] . The same regions are then grown in the SAR image corresponding to the classwise segmented output and are then used for the above purpose. The pdf of an optical image with four channels (bands) is considered to be multivariate Gaussian, that is where is a 4-component vector and is a 4 4 covariance matrix. We investigate the proposed methodology in three different ways as follows.
Case i): Initial segmentation is first performed in each of the sensor's selected channel. Since channel-2 accounts for maximum amount of spectral variation for the classes among the four channels of the optical image, it is selected for initial segmentation along with the SAR image. These initial segmented images, one on channel-2 of optical image and the other on SAR image, are then merged as described in Section II. On the other hand as described in Section III, the mass functions of the respective sensors are computed by (6) and the aggregate evidence of the sdifferent sensors are obtained with (4) . These aggregate evidences of the two sensors are then incorporated into data-level fusion in image space (spatial context) through the energy minimization process associated with the underlying MRF model to obtain an optimal segmentation, as described in Section IV. Finally, a cluster validation scheme is applied to this segmented image.
Case ii): In this case optimal segmentation is performed in the same way as in case i), but segments are labeled with thematic (DS) labels directly, contrary to the separate set of labels used in optimal clusters (segments) for case i). Thus, unlike case i), no cluster validation of segments is required after obtaining optimal segmentation. Case iii): As in case i), MRF-based segmentation is performed but no DS features are incorporated in the energy function. That is to say, only data-level fusion is performed in this case.
In each of the above cases, corresponding to these subscenes, the classification accuracies are then obtained with test sets. For the sake of comparison, we have investigated the approach of Tupin et al. [32] as the following case.
Case iv): In this approach a direct classification is done on the initial segmented regions of the RAG using the DS rule. Unlike the proposed methodology [case i)] where a separate set of labels is used for labeling the RAG, the regions are labeled here from the set of thematic (groundtruth) classes like case ii). A MRF is defined on the RAG. The energy function associated with this MRF has two components, viz., a region-wise mass function and a clique-wise potential function. The region mass is the orthogonal sum of DS mass functions of a region calculated for each sensor for the particular class assignment, based on the groundtruth data. The clique potential is a measure of the favorability of the class assignment on the two adjacent regions belonging to a clique based on supervised knowledge of the classes. The global energy of the MRF is minimized by using the simulated annealing approach.
We have also compared the proposed method with two other nonparametric multisensor fusion methods (both of which are based on neural network approaches). These are as follows.
Case v): multilayer perceptron [15] and case vi): Radial basis functions (RBFs) [19] .
A comparison of classification accuracies of the various cases for both the examples are presented in Table I . This table also exhibits CPU time for the different cases considered here in a Pentium IV system with 1.7 GHz and 1024 MB RAM. Fig. 2(a) and (b) exhibit the original optical image and the SAR image, respectively, for Example 1. In Fig. 3 , we exhibit the validated segments of Example 1, different shades of colors represent different groundtruth classes. Fig. 4(a) and (b) exhibit one channel optical image and the SAR image, respectively, for Example 2. Our indices of comparison of various cases are normalized accuracy and Kappa coefficients. With the former measure, a direct comparison is made and with the latter significance tests are performed for case i) with other cases. Although the normalization process of the confusion (error) matrix provides a convenient way of comparing different error matrices, the Kappa coefficient is another discrete multivariate technique in use for accuracy assessment. The performance of the proposed method has been compared with that of the other cases with respect to Kappa coefficient to determine whether these are statistically significant [7] , [31] . The test results show that the proposed method [case i)] has been found to be significantly better then the other methods considered here. In Table I , the value of Kappa coefficients are not exhibited, instead we use a symbol on normalized accuracies to indicate the methods over which the proposed method is found to be significantly better with respect to the Kappa coefficient. These two performance measurements are in agreement with the performance findings for all the cases except for case ii) in Example 2. We note here that the normalized accuracy for case i) in Example 2 are approximately the same as that of case ii), but the Kappa coefficients indicate that there is a significant difference. This is due to the fact that the test of significance of Kappa coefficients are performed on the original error (confusion) matrices. The overall accuracies of these error matrices are found to be 84.6% and 78.0%, respectively, for case i) and case ii) for this Example. In this context, we recall the findings as stated in [7, p. 40 ] "… depending on the amount of error included in the matrix (confusion), these measures (normalized accuracy and Kappa coefficients) may not agree."
Further, we should take note of the fact that the image data of the two sensors for Example 1 and Example 2 have a time lag of 30 and 110 days, respectively. During this time, not many changes have taken place in the subscene of Example 1 but many temporal changes might have taken place in some classes (groundtruth), particularly in different types of fallow and crop classes for the subscene of Example 2. In spite of these temporal changes we note from classification accuracies presented in Table I , that the proposed methodology [case i)] has an edge over other cases as demonstrated by both the examples.
As mentioned above the differences of the approaches for case i) and case ii) are in the cluster validation stage. The former uses a labeling scheme, which is partly deterministic, after optimal segments (clusters) are obtained while the latter uses thematic labels for optimal segments based on DS theory. Due to this probabilistic labeling of clusters for case ii), the accuracy is expected to be on lower side than that of case i) at times.
The lower accuracies in case iii) than that of case i) is due to the fact that feature-level fusion with the help of DS theory has not been incorporated.
The reason for lower accuracies for case iv) may be attributed to two fact. First, the energy function used in case iv) has been framed in a manner that requires supervised information (for clique-wise potential function) which depends on the analyst and secondly the labeling scheme has been used as that of case ii). In fact, a better choice of energy function in case iv) may lead to higher accuracies.
Case v) and case vi), which are based on two Neural Networks models, fail to achieve high accuracies compared to case i) as they are unable to model the spatial interactions inherent in the image.
The monosource classification accuracies for Example 1 are found to be 88.2% and 82.6% for optical and SAR images, respectively. For Example 2, the accuracies obtained for these two independent sensors are 86.0% and 62.0%. Although the accuracies obtained are not so inferior for Example 1, but the classified image outputs for each of these independent sources are quite inferior in the sense that many important ground features are missing. For Example 2 the increase in accuracy is only about 2% for case i) when compared with that of monosource sensor (optical images). This is because of the fact that there is a large time lag between the data acquisition time of the two sensors and as such loses the usefulness of the fusion of sensors. Considerably higher accuracy for case i) is expected than that of monosource sensor when the time lag between the acquisition dates is less. The lower resolution of SAR image for Example 2 perhaps might be one of the reasons for the poor accuracy obtained for this sensor.
The computation time for the proposed method is on the higher side as it uses DS rule with (4) for aggregate evidences. We have used the fast Möbius transform [22] to implement the DS rule of combination, but the complexity depends exponentially on the number of classes and linearly on the number of pixels leading to a large difference in the running times of the two examples. Further, case iv) uses simulated annealing for the energy minimization scheme along with DS rule for aggregate evidences, and, thus, its computation time is the highest. Computation time for case v) and case vi) are in the lower side and so are the classification accuracies of these nonparametric approaches.
The above analysis corroborates the fact that the proposed methodology [case i)] has a potential.
VI. CONCLUSION
The proposed methodology of landcover classification with multisensor data uses DS rule for feature-level fusion and exploits it in the MRF context to consider the important element of spatial interactions between pixels. In this paper, we have analyzed the fusion of data coming from similar sources. The experimental results obtained with the proposed methodology as shown in Table I are encouraging and corroborates the fact that it has a potential. Classification accuracies for both Examples for various cases considered here also exhibit a consistent pattern. This methodology can also be extended for combining data from dissimilar sources by defining suitable mass functions.
