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This thesis compares different methods that could be used to construct a computer
aided diagnosis (CAD) system that analyzes mammograms. Such systems have many
steps, but this thesis focuses on feature extraction, feature selection, and classification.
The main comparison is between the simplified Rubber Band Straightening Transform
(SRBST) and the Onion Transform, which are used to extract texture features. Another
comparison is between 2D and 3D co-occurrence matrices. Next, features are selected
using a greedy algorithm. This section mainly compares the effectiveness of Receiver
Operating Characteristic (ROC) and Class Overlap Rating (COR). Also evaluated are the
effectiveness of Linear Discriminate Analysis (LDA) and the sort order of features. Then
the selected features are used to classify the lesions. In this part, Nearest Mean, Nearest
Neighbor, and Maximum Likelihood are compared. The results are then used to
determine the best combination of methods to use in a CAD system.
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CHAPTER I
INTRODUCTION
Each year many women die from breast cancer. Fortunately, breast cancer
typically takes years to develop, and it is more treatable in its early stages before it can
spread to the rest of the body [22]. Thus, early detection is critical. The best way to detect
breast cancer in the early stage is with screening mammograms because mammograms
can detect cancer before the woman notices any symptoms. The American Cancer
Society recommends yearly mammograms for every woman over the age of forty [22].
Often cancer is missed in mammograms because the radiologist is fatigued, does not
notice the lesion, or thinks the lesion is benign [3]. Thus computer aided diagnosis (CAD)
systems are being developed to make it easier and quicker to accurately identify breast
cancer in the earlier stages. The computer algorithms that are currently available are not
perfect either, and doctors are reluctant to trust them to find and diagnose cancer alone
[22]. Thus, more work is needed to design more accurate CAD systems for digital
mammography.
The goal of this thesis is to develop new algorithms for mammographic CAD
system feature extraction and selection, and compare their usefulness to currently existing
algorithms. This thesis describes an experiment that tested several feature extraction,
selection, and classification methods for a CAD system for breast cancer. Many other
1

researchers have experimented with a method called the rubber band straightening
transform (RBST) [16]. In this thesis, the main comparison is between a simplified
rubber band straightening transform (SRBST), and the new Onion Transform. The
effectiveness of linear discriminate analysis (LDA) is determined by comparing the
results of test cases that use LDA and cases that don’t use LDA. The area under the
receiver operating characteristic (ROC Az) and the new class overlap rating (COR) are
compared to determine which is best for feature rating. In a further test to determine the
effectiveness of the feature rating algorithms, best to worst and worst to best sorts of the
features are compared. Two types of co-occurrence matrices are also compared. These
are a 2D co-occurrence matrix, which is constructed with two samples, and a 3D cooccurrence matrix, which is constructed with three samples. Farther information on CAD
systems and breast cancer can be found in the Literature Review chapter (Chapter 2). The
methods are described in the Methodology chapter (Chapter 3), and results are presented
in the Results and Discussion chapter (Chapter 4). Finally, conclusions and
recommendations for future work are provided in chapters 5 and 6.
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CHAPTER II
LITERATURE REVIEW
Breast cancer is the second most common form of cancer among women, and it is
second only to lung cancer in cancer related deaths among women [1]. According to the
American Cancer Society (ACS), about 1 out of 8 women will be affected by breast
cancer at some point in their lives, and about 1 out of 33 will die from breast cancer [1].
This year, about 213,000 women are expected to be diagnosed, and about 41,000 are
expected to die from breast cancer in the United States [1]. As with most other cancers, it
is important to detect breast cancer as early as possible because it can be treated most
successfully and with the least invasive treatment in the early stages [2]. The best way to
detect breast cancer in its early stages is through the use of mammogram screening [3].
However, breast cancer is often missed by radiologists because of poor image quality,
benign appearance of the lesion, or simple fatigue of the radiologist [3]. CAD systems are
being developed in order to alleviate some of these shortcomings of mammography. A
successful CAD system should be fast, accurate, and consistent.
A complete CAD system has many parts (see Figure 2.1). It usually starts with
digitizing the mammogram films with an optical scanner. At this stage, the most
important decision a designer can make is choosing the resolution of the digital
mammograms. If the designer wants to look for microscopic features such as
3

microcalcifications, then the designer must choose a much higher resolution than if he
only wants to analyze lesions. The designer must also consider the amount of storage
space that the digital mammograms will require. One option a designer may consider is
compressing the digital mammograms. Anuradha Agatheeswaran experimented with
JPEG2000 and its effects on later analysis of compressed digital mammograms [4]. After
a mammogram has been scanned, it may need to be enhanced. This is often done using
simple methods such as histogram equalization, sharpening, and denoising; or in some
cases a more complex method is used, such as Laplacian-convolution, templatematching, gradient-orientation, or mapping the gray levels to a logarithmic scale [5, 6, 7].
Some of these more complex methods produce images where the pixels can be

Figure 2.1.
Outline of a typical CAD system.
4

considered as features in later parts of the system. The next stage in a CAD system is the
segmentation of suspicious regions, or regions of interest (ROI), of the mammogram.
Automated segmentation of suspicious regions is very challenging and it is not the focus
of this thesis. However, there are many methods that can be used to automatically
segment suspicious regions. Automated segmentation can be done using thresholding as
in [8], region growing as in [9], using a polynomial model as in [10], or contouring as in
[11]. In this experiment, suspicious regions were segmented manually by expert
radiologists. After a ROI is segmented from the rest of the digital mammogram, features
need to be extracted from the region. According to [2], “among the various types of
breast abnormalities that are visible in mammograms, clustered microcalcifications (or
‘calcifications’), mass lesions, distortion in breast architecture, and asymmetry between
breasts are the most important ones.” Thus algorithms designed to classify breast
anomalies should consider one or more of these abnormalities. The most common
abnormalities considered are microcalcifications and mass lesions. Microcalcifications
are tiny white dots on the mammogram that appear when the calcium in the breast
solidifies. They are sometimes associated with the earliest signs of breast cancer. Mass
lesions are areas of abnormally dense tissue. Breast tumors are denser than normal breast
tissue, so these lesions often indicate cancer. Distortions in breast architecture are usually
picked up as abnormal patterns in the milk ducts of the breast. Normally the milk ducts
converge at the nipple, but abnormal patterns are areas other than the nipple where the
milk ducts converge [12]. Usually when a woman has a mammogram, both breasts are xrayed. Regions where the breasts are different could indicate the presence of tumors.
5

Also, some researchers have compared previous mammograms of the same woman to try
to detect changes in the breasts [13]. However, this analysis is very difficult because there
is normally some natural asymmetry, and even mammograms of the same breast do not
usually look exactly the same. The problem with all these methods is that other breast
conditions besides cancer can cause one or more of these symptoms [1]. The features that
are extracted should be associated with or measure one or more of these abnormalities.
After the features are extracted, they are used to classify whether the abnormality is
benign or malignant (cancer).

2.1 Features
In this thesis, only the mass lesion was analyzed, but others have analyzed other
breast abnormalities. Normal features extracted from mass lesions are shape and texture
features. Though shape features are almost never tested, some shape features that have
been used are area, perimeter, circularity, normalized circularity, radial distance mean
and standard deviation, area ratio, orientation, eccentricity, moment invariants, and
Fourier descriptors [14]. Texture features are almost ubiquitous because there are so
many methods to extract texture features. In [15], wavelets and fractals were used to
extract the features. The RBST and spatial gray-level dependence matrices and run-length
statistics matrices were used in [16] to extract the features. It is important to note that the
RBST used in this thesis is different from that used in [16] because this experiment
assumes that a mass lesion is approximately a circle. In [17], the authors used the twodimensional Hurst operator to extract the features from the lesions. Co-occurrence
6

matrices have also been experimented with as in [18]. However, this thesis differs from
[18] in that the actual elements of the co-occurrence matrix were directly used as features
instead of statistics of the co-occurrence matrix such as entropy, uniformity, contrast,
maximum, etc.

2.2 Feature Selection
When a CAD system is training, the best features for prediction must be
determined. Usually this step involves maximizing the result of a function that is used to
rate a set of features. By far, the most common function used in medical imaging is the
ROC Az [19]. However, other functions that can be used are Chernoff bound and
Bhattacharyya bound [19]. In this experiment, a new function was developed called
COR. Often some sort of feature reduction is used to make it easier to calculate the value
of the function used to rate the feature set. LDA is the most common function used for
this [19, and 20]. Usually optimizing the feature set is a NP problem, and it cannot be
solved in a reasonable time period. In order to deal with NP aspect of selecting features
heuristics are often used instead of brute force. Two heuristics that can be used are greedy
and genetic algorithms [21]. It is important to note that neither of these two heuristics are
guaranteed to obtain the absolute optimal solution as is the brute force. However, they are
redeemed by the fact that they can be run in a reasonable amount of time.

7

2.3 Classification
Once features are extracted and selected, they are used to classify the breast lesion
as benign or malignant. Any statistical or neural classifier can be utilized because at this
point the features are simply numbers. In this experiment, three different classification
methods were evaluated. They are nearest mean (NM), nearest neighbor (NN), and
maximum likelihood (ML) [19]. When NM is used, the case is compared to the means of
each class, and the class with the closest mean is selected. The NN method selects the
class of the closest known case to the one that is being tested. In ML classification, the
distance to each class mean is measured in standard deviations of that class, and the one
with the shortest distance in standard deviations is selected. There are many other
methods that can be used such as Bayesian Estimation, and, probably most common in
breast cancer CAD systems, neural networks [19].

8

CHAPTER III
METHODOLOGIES
In a CAD system, there are many steps. Typical steps include digitizing the
mammograms, segmenting the suspicious regions, extracting features, selecting features,
and classifying the suspicious regions. In this experiment, only the last three steps were
considered. There are many others who have considered methods of digitizing
mammograms and segmenting suspicious regions, and the majority of their work could
possibly be used to augment the work in this thesis in order to construct a complete CAD
system.
The goal of this study was to evaluate several feature extraction, feature selection,
and classification methods in order to determine the best way to design a CAD system for
classifying breast tumors. The methods that were tested include SRBST vs. Onion
Transform, 2D vs. 3D co-occurrence matrices, ROC vs. COR performance metrics, best
to worst vs. worst to best feature sort, LDA vs. no LDA feature optimization, and NM vs.
NN vs. ML classifiers. As a result of testing all these different methods, there were many
test cases. In fact 288 total combinations were tested.

9

3.1 Data
A total of 60 mammogram images were used. There were 38 benign lesions and
22 malignant lesions. The mammogram images and expert segmentations were obtained
from the University of South Florida (USF) Digital Database for Screening
Mammography (DDSM) [23]. An example mammogram and expert segmentation is
show in Figure 3.1. The rest of the cases are listed in Appendix A.

Figure 3.1.
Cropped mammogram ROI and segmentation for case number 1112 in the USF DDSM.

3.2 Segmentation
In this experiment, segmentation was done manually by expert radiologists. There
are many automated methods with which many others have experimented that could be
used in conjunction with this work. The methods used in this thesis to extract features
require a circle drawn around the ROI where the center of the circle is in the center of the
10

lesion. Often the segmentations done by experts did not meet these requirements. In these
cases, the ROI was properly segmented such that the lesion center aligned with the center
of the ROI. If this CAD system were used in real practice, the segmentation requirements
would most likely not cause any serious problems for either an automated segmentation
or an expert manual segmentation.

3.3 Feature Extraction
Perhaps the most interesting part of this experiment was the feature extraction. In
previous experiments people experimented with a method called RBST, which traverses
the border of the lesion and takes samples perpendicular to the boarder. This experiment
used a simplified version of RBST, which assumed that lesions are approximately
circular, and compared it to a new Onion Transform. Also, the typical 2D co-occurrence
matrix, with a position operator that takes only two samples, was compared to a 3D cooccurrence matrix that has a position operator that takes three samples.

3.3.1 Co-Occurrence Matrices
Whenever any co-occurrence matrix is used to extract features, the image must be
quantized. In this experiment, 10 quanitzation levels were used. Also images were
enhanced using histogram equalization [24], which forces the image to use all the
quantization levels.

11

In this thesis, typical co-occurrence matrices are referred to as 2D co-occurrence
matrices because the final result is a 2 dimensional matrix. They are constructed by
moving a cursor across the image and taking two samples at every cursor position as
shown in Figure 3.2. The pattern of the samples is described by the position operator,
which in Figure 3.2 is at the cursor, and 2 right, 1 up. The position operator is abbreviated
where one sample is always at the cursor, and a tuple describes the second sample. The
first number tells how far to the right, and the second number tells how far up. Thus, in
Figure 3.2, the abbreviation is (2,1). A sum of every possible gray level combination is
kept in the co-occurrence matrix by assigning the gray level of the first sample to the row
and the gray level of the second sample to the column. With 10 quantization levels, there

Figure 3.2.
Diagram of how a 2D co-occurrence matrix is constructed when
using a (2,1) position operator.
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are 100 possible gray level combinations that are organized into a matrix by mapping the
gray level for one sample to the row number and the gray level for the other sample to the
column number. A set of 2D co-occurrence matrices was used to extract features for
testing in this thesis. This set was composed of 15 co-occurrence matrices with the
position operators indicated in Table 3.1.

Table 3.1.
Position operators of the 2D sampling pattern.
2D Sample Pattern
[1,0] [2,0] [4,0] [8,0] [16,0]
[1,1] [2,1] [4,1] [8,1] [16,1]
[1,-1] [2,-1] [4,-1] [8,-1] [16,-1]

3D co-occurrence matrices are similar to 2D ones except there is a third sample
that is taken and mapped to a third dimension. Thus, the matrix is really a three
dimensional array. The 3D co-occurrence matrices were compared to typical 2D ones.
The position operator for a 3D co-occurrence matrix is also similarly abbreviated except
there are 4 numbers. The first two numbers describe the position of the second sample,
and the last two numbers describe the position of the third sample. In Figure 3.3, the
position operator would be (1,0, 2,1). When there are 10 quantization levels, the resulting
3D co-occurrence matrix is a 10x10x10 cube. A further 300 features were obtained by
summing the cube in all three dimensions. This resulted in a total of 1300 features.

13

Figure 3.3.
Diagram of how a 3D co-occurrence matrix is constructed.

3.3.2 SRBST and Onion Transform
The SRBST is a simplified version of the RBST that assumes that the lesion will
be approximately circular. Though this assumption is not always accurate, it makes it
possible to simplify the algorithm significantly. The algorithm was simplified by
segmenting a perfectly circular region around the lesion and taking samples along radii of
the circular region. These radii then became the columns of the straightened image.
Figure 3.4 illustrates the process of computing the SRBST. Once the SRBST process was
computed, a co-occurrence matrix was computed on the straightened image. Since the
segmented regions of different lesions are not usually the same radius, each element in
the co-occurrence matrix was divided by the radius. This made it so that each element in
the co-occurrence matrix was a percentage of that pattern in the texture multiplied by a
constant.

14

Figure 3.4.
Diagram of how the SRBST is computed.

The SRBST was compared to the newly developed Onion Transform. The Onion
Transform is similar to the SRBST in that it requires that the lesion be segmented by a
circle around it. However, the Onion Transform has a different sampling pattern. In the
Onion Transform, samples are arranged in concentric circles, which are then cut,
unraveled, and placed end-to-end to form a single long matrix 3 samples wide, with the
center rings at beginning of the matrix. The matrix is 3 samples wide because samples
from the neighboring circles were taken so that the position operator does not have to
only include samples on the current circle. The samples in the middle row of the matrix
represent the current circle and are one pixel apart. Figure 3.5 Illustrates computation of
15

the Onion Transform and shows the concentric rings on a lesion with rings of different
shades of gray. After the Onion Transform is done, a co-occurrence matrix is taken from
the unraveled image. Since the number of samples is related to the volume of the circular
segmented region, each element in the co-occurrence matrix is divided by the radius
squared.

Figure 3.5.
Diagram of how an Onion Transform is computed.

3.4 Feature Selection
This thesis investigated the effects of LDA as well as compared ROC to COR,
and a best to worst sort to a worst to best sort for feature optimization and selection.
Features were selected using a greedy algorithm, which iterated through a sorted list of
16

the potential features and added a feature to the classification set if it improved the
accuracy. After iterating through the features, the classification set was culled to six or
fewer features by repeatedly removing the feature that had the least negative affect on the
classification accuracy when removed, which was determined using leave-one-out testing
with one of the classifiers discussed in section 3.5 (NM, NN, or ML). The accuracy of the
classification set was calculated using a classifier because it made it possible to compare
accuracy when using LDA and not using LDA, and it also simplified the comparison
between ROC and COR because feature reduction was not always used in the test cases.
LDA, ROC, and COR were factored in by using them to sort the list of features. After the
features were sorted, they could be iterated through best to worst or worst to best. Thus,
there are a total of eight possible combinations that were tested in this thesis.

3.4.1 Class Overlap Rating
COR was developed because it was observed that the features that had the highest
ROC Az almost always had aspects that made them poor features for classifying. For
example, these features were typically sparse, and the means of both classes were very
close to zero. In order to ameliorate this problem, a new method of rating features was
developed. This new method rates the features based on the distance between the two
class means, and how much the standard deviations overlap. The final rating is bounded
between zero and one, but it does not translate into an accuracy probability. The value of
the rating is bounded by using the following function,
E(x,y,c) = 1/(c*(y-x)2 + 1),
17

(Equation 3.1)

where x and y are any two real numbers, and c is a real constant. The value of this
function is equal to one when x = y, and approaches zero as x and y become farther apart.
The variable c is a sensitivity constant that determines how quickly the value of E(x,y,c)
approaches zero. Figure 3.6 shows how the value of c affects the sensitivity of the
function.

Figure 3.6.
Plot of E(x, y, c) with different values for c and y = 0.

The better features are ones in which the means of the two classes are farther
apart and the standard deviation of the classes are small, and the absolute worst features
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will have the exact same means for both classes. Thus, the following function was used to
rate the mean of both classes,
rm = 1 – E(ma,mb,sm),

(Equation 3.2)

where the output, rm, is the rating of the mean; ma and mb are the means of the two
classes; and sm is a constant. If ma = mb, then rm = 0, and as ma and mb move farther apart,
the value of rm approaches 1.
The approach to rating the standard deviations of the classes is slightly more
complex. The idea is that when the means of the two features are close to each other, the
standard deviation must be smaller, but when the means are far apart, the standard
deviation can be larger, but a smaller standard deviation is still preferred. Thus the
following equation was used to rate the standard deviation,
rs = 0.5*E(sa,2*sa,1/|ma – mb|) + 0.5*E(sb,2*sb,1/|ma – mb|),

(Equation 3.3)

where the variables sa and sb are the standard deviations for each class. Though the
equation may not be intuitive, it is effective because it takes into account that the standard
deviation can be larger when the means are farther apart. Figure 3.7 shows a plot of rs
where ma = 0 and sa = 1.

19

Figure 3.7.
Plot of rs where sa = 1 and ma = 0.

In order to get the final rating, the weighted average of rs and rm was calculated
using the following equation,
r = w*rs + (1 – w)*rm,

(Equation 3.4)

where the variable w is in the range [0,1], and controls the relative importance of rs and
rm. When w = 1, r = rs, and when w = 0, r = rm. Any value between 0 and 1 blends the
values of rs and rm. In this experiment, the effects of changing w were not investigated,
but it is believed that the optimal value for w may be between 0.5 and 1 because rs
20

appears to be a better function for rating the features than rm. The value of w was always
0.5 in the experiment.

3.5 Classification
Three classifiers were tested in the experiment. They are NN, NM, and ML. In
order to get unbiased results, fifty-four images were used to select features, and six were
used to test the accuracy. Ideally, the same number of benign and malignant images
would be used for testing. However, since there were more benign images than malignant
images, this was not always possible. So, sometimes four benign images and two
malignant images were used. It is important to try to use approximately the same number
of images of each class for both feature selection and testing because the classification
will be biased toward the class that has the greatest number of images. In this experiment,
thirty-eight benign images and twenty-two malignant images were used. This means that
significantly more benign images were used, which biased the system toward classifying
unknown images as benign. The testing operation iterated though the feature selection
and testing ten times, while using a different six images for classification. This means
that each image was used for testing once and feature selection nine times. Classification
accuracy was also used as the metric for judging the effectiveness of all the methods
tested.

21

CHAPTER IV
RESULTS AND DISCUSSION
In order to determine whether a variable was beneficial, it was necessary to
reorganize and condense the data because it was difficult to determine what was best by
looking at tables because there were 120 test cases for the Onion Transform and 168 test
cases for the SRBST. All the results cannot be reported in this thesis because the tables
are too large. However, an excerpt of one of the tables is shown in Table 4.1. The goal,
when analyzing the results, was to find some way to reduce the results to a few numbers
that could be easily compared to determine which method was best. Comparing the mean
of the overall accuracies for each method was initially considered, but this was rejected
because of the possibility that a single really bad outlier could ruin the comparison. Next
comparing the median of the overall accuracies was considered because it reduced the
affect of outliers. Though comparing the median accuracies is a reasonable way to reduce
the data considered, it was rejected in favor of a third technique. In this technique, the
number of times a method had the best overall accuracy and worst overall accuracy was
compared. The advantage of this technique is that it does a better job filtering out the
affects of changing other variables. For example, suppose that the configuration of a test
case is inherently bad, a method could still potentially still have a better overall accuracy
than competing methods, which will be reflected in the analysis. Thus, it is possible to
22

determine what percent of the time a given method will have the best and worst
classification results.
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Table 4.1.
Excerpt from the SRBST data table.
Test Case
Step Angle LDA Rating

Sort

Accuracy
Template Benign Malignant

Number

Classification

1

Nearest Mean

3

Yes ROC Best to Worst 2D template

50%

23%

Total
40%

2

Nearest Neighbor

3

Yes ROC Best to Worst 2D template

55%

27%

45%

3

Maximum Likelihood

3

Yes ROC Best to Worst 2D template

55%

32%

47%

4

Nearest Mean

3

No

ROC Best to Worst 2D template

37%

50%

42%

5

Nearest Neighbor

3

No

ROC Best to Worst 2D template

71%

27%

55%

6

Maximum Likelihood

3

No

ROC Best to Worst 2D template

58%

23%

45%

7

Nearest Mean

3

Yes ROC Worst to Best 2D template

53%

41%

48%

8

Nearest Neighbor

3

Yes ROC Worst to Best 2D template

50%

18%

38%

9

Maximum Likelihood

3

Yes ROC Worst to Best 2D template

76%

14%

53%

10

Nearest Mean

3

No

ROC Worst to Best 2D template

58%

64%

60%

11

Nearest Neighbor

3

No

ROC Worst to Best 2D template

58%

27%

47%

12

Maximum Likelihood

3

No

ROC Worst to Best 2D template

53%

18%

40%

13

Nearest Mean

5

Yes ROC Best to Worst 2D template

50%

36%

45%

14

Nearest Neighbor

5

Yes ROC Best to Worst 2D template

74%

59%

68%

15

Maximum Likelihood

5

Yes ROC Best to Worst 2D template

66%

36%

55%

16

Nearest Mean

5

No

ROC Best to Worst 2D template

47%

64%

53%

17

Nearest Neighbor

5

No

ROC Best to Worst 2D template

71%

64%

68%

18

Maximum Likelihood

5

No

ROC Best to Worst 2D template

68%

64%

67%

19

Nearest Mean

5

Yes ROC Worst to Best 2D template

55%

27%

45%

20

Nearest Neighbor

5

Yes ROC Worst to Best 2D template

87%

27%

65%

21

Maximum Likelihood

5

Yes ROC Worst to Best 2D template

74%

9%

50%
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Nearest Mean

5

No

ROC Worst to Best 2D template

50%

59%

53%

23

Nearest Neighbor

5

No

ROC Worst to Best 2D template

71%

64%

68%
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Maximum Likelihood

5

No

ROC Worst to Best 2D template

66%

36%

55%

25

Nearest Mean

7

Yes ROC Best to Worst 2D template

50%

36%

45%

26

Nearest Neighbor

7

Yes ROC Best to Worst 2D template

61%

41%

53%

27

Maximum Likelihood

7

Yes ROC Best to Worst 2D template

50%

50%

50%

28

Nearest Mean

7

No

ROC Best to Worst 2D template

47%

45%

47%

29

Nearest Neighbor

7

No

ROC Best to Worst 2D template

50%

36%

45%

30

Maximum Likelihood

7

No

ROC Best to Worst 2D template

71%

50%

63%

31

Nearest Mean

7

Yes ROC Worst to Best 2D template

55%

23%

43%

32

Nearest Neighbor

7

Yes ROC Worst to Best 2D template

74%

32%

58%

33

Maximum Likelihood

7

Yes ROC Worst to Best 2D template

92%

0%

58%
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4.1 SRBST vs. Onion Transform
There were a great many configurations that were considered to determine how
well SRBST and Onion Transform performed. Thus, in order to determine which method
is better, the data should be looked at in multiple ways.
The first way the data was analyzed was to create a chart that compared the Onion
Transform and SRBST in rows where all other factors were held constant. Then the
number of times each method produced the best results was compared using the method
described in the previous section. The results of this comparison are shown in Table 4.2.

Table 4.2.
Comparison of classification accuracy for
onion transform and SRBST.
OnionTrans
SRBST
64
51
51
64
5
5
Percentages
53%
43%
Best
43%
53%
Worst
4%
4%
Tie
Best
Worst
Tie

The table shows that the Onion Transform is more effective than the SRBST 53%
of the time, and the SRBST is more effective 43% of the time. This implies that the
Onion Transform is slightly more effective than the SRBST. However, there are five
different sampling patterns, which leaves the possibility that the Onion Transform might
not always be the best within a sampling pattern. To determine if this was the case, five
25

similar charts had to be created to analyze each sampling pattern independently. The
results are shown in Tables 4.3, 4.4, 4.5, 4.6, and 4.7.
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Table 4.3.

Table 4.4.

Comparison of classification accuracy
using the 2D sampling pattern.

Comparison of classification accuracy
using the [1,0,4,0] sampling pattern.

2D Sampling Pattern
OnionTrans SRBST
9
14
Best
14
9
Worst
1
1
Tie
Percentages
38%
58%
Best
58%
38%
Worst
4%
4%
Tie

Best
Worst
Tie
Best
Worst
Tie

[1,0,4,0]
OnionTrans SRBST
12
11
11
12
1
1
Percentages
50%
46%
46%
50%
4%
4%

Table 4.5.

Table 4.6.

Comparison of classification accuracy
using the [1,0,8,0] sampling pattern.

Comparison of classification accuracy
using the [1,0,12,0] sampling pattern.

Best
Worst
Tie
Best
Worst
Tie

[1,0,8,0]
OnionTrans SRBST
14
8
8
14
2
2
Percentages
58%
33%
33%
58%
8%
8%

Best
Worst
Tie
Best
Worst
Tie

[1,0,12,0]
OnionTrans SRBST
16
8
8
16
0
0
Percentages
67%
33%
33%
67%
0%
0%

Table 4.7.
Comparison of classification accuracy using
the [1,0,16,0] sampling pattern.

Best
Worst
Tie
Best
Worst
Tie

[1,0,16,0]
OnionTrans SRBST
13
10
10
13
1
1
Percentages
54%
42%
42%
54%
4%
4%
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From the charts, it is indeed apparent that the SRBST does do much better with
the 2D sampling pattern, but it does worst with all the 3D sampling patterns. The SRBST
does so much better with the 2D sampling pattern that it was necessary to determine if
SRBST and the 2D sampling pattern is the absolute best way to classify the lesions. In
order to answer this question, the best sampling pattern for SRBST and Onion Transform
was determined using Tables 4.8 and 4.9.
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Table 4.8.
Comparison of classification accuracy for different
sampling patterns with the SRBST.

Best
Worst
Best
Worst

Sampling Pattern Accuracy For SRBST
2D [1,0,4,0] [1,0,8,0] [1,0,12,0] [1,0,16,0]
0.45
0.45 0.46667 0.36667 0.56667
0.68333 0.68333 0.46667
0.5
0.46667
0.55
0.55
0.55 0.43333
0.5
0.53333 0.53333 0.53333 0.51667 0.53333
0.68333 0.61667 0.48333
0.5
0.51667
0.66667 0.48333 0.56667 0.56667
0.65
0.45 0.61667 0.6
0.5
0.51667
0.65
0.45
0.5
0.61667 0.63333
0.5 0.51667 0.53333 0.61667
0.65
0.53333 0.53333 0.51667 0.55
0.55
0.68333 0.55 0.56667 0.45
0.55
0.55 0.58333 0.61667 0.56667 0.58333
0.48333 0.51667 0.45
0.5
0.65
0.55 0.56667 0.51667 0.48333 0.53333
0.41667 0.51667 0.38333 0.51667 0.63333
0.63333 0.61667 0.6
0.55
0.53333
0.56667 0.58333 0.48333
0.6
0.66667
0.53333 0.51667 0.51667 0.56667 0.58333
0.56667 0.53333 0.63333 0.51667 0.48333
0.56667 0.53333 0.5
0.5
0.5
0.48333 0.66667 0.56667 0.63333
0.55
0.53333 0.58333 0.58333 0.53333 0.51667
0.65
0.55 0.51667 0.53333
0.5
0.48333 0.53333 0.46667 0.63333
0.4
10
7
5
2
9
4
3
8
6
7
Percentages
42%
29%
21%
8%
38%
17%
13%
33%
25%
29%
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Table 4.9.
Comparison of classification accuracy for different
sampling patterns with the Onion Transform.
Sampling Pattern Accuracy For OnionTrans
2D
[1,0,4,0] [1,0,8,0] [1,0,12,0] [1,0,16,0]
0.63333 0.55
0.5
0.61667 0.58333
0.41667 0.58333 0.58333
0.45
0.45
0.5
0.7
0.55
0.61667 0.63333
0.51667 0.55 0.51667 0.61667
0.6
0.51667 0.56667 0.63333 0.53333
0.55
0.63333 0.55
0.55
0.53333 0.56667
0.5
0.61667
0.5
0.53333
0.65
0.5
0.46667 0.53333 0.41667 0.58333
0.58333 0.55 0.58333 0.58333 0.58333
0.53333
0.5
0.46667 0.58333 0.58333
0.6
0.56667 0.58333
0.6
0.53333
0.63333
0.5
0.6
0.61667 0.61667
0.55 0.58333
0.6
0.65
0.56667
0.48333 0.51667 0.51667
0.55
0.41667
0.56667 0.56667 0.56667 0.58333 0.51667
0.48333 0.53333 0.46667 0.51667
0.6
0.46667 0.55 0.58333 0.46667
0.5
0.51667 0.58333
0.6
0.55
0.55
0.53333 0.46667 0.53333
0.55
0.56667
0.51667 0.46667
0.6
0.51667 0.58333
0.58333
0.6
0.58333 0.58333 0.61667
0.55 0.51667 0.55
0.58333 0.51667
0.55
0.6
0.56667 0.58333 0.68333
0.63333
0.6
0.58333 0.66667 0.63333
5
2
6
9
8
Best
10
5
7
4
4
Worst
Percentages
8%
25%
38%
33%
Best 21%
21%
29%
17%
17%
Worst 42%

Based on Tables 4.8 and 4.9, the best sampling pattern for the SRBST is in fact
the 2D sampling pattern, and the best sampling pattern for the Onion Transform is
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[1,0,12,0]. The best configurations were then compared in a third table (4.10), and it was
determined that the Onion Transform with the [1,0,12,0] sampling pattern is slightly
better.
Table 4.10.
Comparison of classification accuracies using the best
sampling patterns for Onion Transform and SRBST.

Best
Worst
Tie
Best
Worst
Tie

OnionTrans,
SRBST, 2D Pattern
[1,0,12,0]
13
10
10
13
1
1
Percentages
54%
42%
42%
54%
4%
4%

4.2 ROC vs. COR
During this study, it was observed that features that had high ROC Az values
contained almost all zero values for both classes with the exception of a few outliers. The
problem with having so many zeros is that only the nonzero values could really be used
for classification since zero was very common in both classes. In order to solve this
problem, the COR function was developed to rate the features. The results of the
comparison between ROC and COR are shown in Tables 4.11 and 4.12. As the tables
show, there is no significant difference in the performance of the two. However, a
runtime experiment was done in which each method was used to rate 100 element feature
vectors 10,000 times. ROC took an average of 3.6200 ms to rate the features, and COR
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took an average of 0.4446 ms to rate the features. Thus, in this study, the COR metric
was preferred.

Table 4.11.

Table 4.12.

Comparison of classification accuracies with
SRBST using ROC and COR to
rate features.

Comparison of classification accuracies with
Onion Transform using ROC and COR to
rate features.

SRBST Rating Accuracy
ROC
COR
38
39
Best
39
38
Worst
7
7
Tie
Percentages
45%
46%
Best
46%
45%
Worst
8%
8%
Tie

OnionTrans Rating Accuracy
ROC
COR
26
26
Best
26
26
Worst
8
8
Tie
Percentages
43%
43%
Best
43%
43%
Worst
13%
13%
Tie

4.3 Best to Worst Sort vs. Worst to Best Sort
Since a greedy algorithm was used to select the features, the order that features
are evaluated affects the final feature set. This combined with the fact that ROC Az did
not appear to be a good metric for features led to questions as to whether a best to worst
sort is really best. In order to investigate this question, the best to worst sort was
compared with the worst to best sort. In Tables 4.13 and 4.14, it is apparent that the worst
to best sort is better than the best to worst sort much more often. This counter intuitive
result cannot be explained by any results obtained in this experiment. Even more
disturbing is the fact that the worst features appear to be random numbers. Though the
most useless features eventually got culled out of the final feature sets, no data was
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collected on whether the features that were rated worst remained in the final feature sets.
This is an intriguing question that should be explored further in future studies.

Table 4.13.

Table 4.14.

Comparison of classification accuracies with
SRBST using different sorts
for the features.

Comparison of classification accuracies with
Onion Transform using different sorts
for the features.

SRBST Sort Accuracy
Best to Worst Worst to Best
33
46
Best
46
33
Worst
5
5
Tie
Percentages
39%
55%
Best
55%
39%
Worst
6%
6%
Tie

OnionTrans Sort Accuracy
Best to Worst Worst to Best
25
30
Best
30
25
Worst
5
5
Tie
Percentages
42%
50%
Best
50%
42%
Worst
8%
8%
Tie

4.4 LDA vs. No LDA
The results of comparing LDA with no LDA are shown in Tables 4.15 and 4.16.
From the tables, it is apparent that not using LDA is most likely to give a better result.
This may be because the greedy algorithm that selected the features sometimes let the
number of features grow too large. In fact, during previous testing, it was observed that
sometimes the number of features grew to 33 features before the number was culled to
six. This definitely could cause serious problems for LDA because LDA involves taking
the inverse of a matrix that gets sparse as the number of features becomes significant
compared to the number of images. Generally, it is wise to have ten times as many
images as features, but there were only 60 images in the study. Thus, this experiment
might be somewhat biased against LDA.
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Table 4.15.

Table 4.16.

Comparison of classification accuracies with
SRBST using LDA and no LDA.

Comparison of classification accuracies with
Onion Transform using LDA and no LDA.

SRBST LDA Accuracy
LDA
No LDA
25
54
Best
54
25
Worst
6
6
Tie
Percentage
30%
64%
Best
64%
30%
Worst
7%
7%
Tie

OnionTrans LDA Accuracy
LDA
No LDA
20
35
Best
35
20
Worst
5
5
Tie
Percentage
33%
58%
Best
58%
33%
Worst
8%
8%
Tie

4.5 Classifier
Three different classifiers were tested to determine which was best. The three
classifiers are NM, NN, and ML. Tables 4.17 and 4.18 show the results of the
comparison. From the results, it is obvious that the ML classifier is the best. Not only was
ML the best most often, it is also the only classifier that was the best more often than it
was the worst.

Table 4.17.

Table 4.18.

Comparison of classification accuracies with
SRBST using different classifiers.

Comparison of classification accuracies with
Onion Transform using different classifiers.

SRBST Classifier Accuracy
NM
NN
ML
15
21
23
Best
28
24
13
Worst
Percentages
27%
38%
41%
Best
50%
43%
23%
Worst

OnionTrans Classifier Accuracy
NM
NN
ML
11
7
24
Best
21
24
4
Worst
Percentages
28%
18%
60%
Best
53%
60%
10%
Worst
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4.6 The Best Solution
The experimental results imply that the best solution uses the Onion Transform
with [1,0,12,0] sampling, worst to best sort, no LDA, and ML classifier. It is important to
note that it does not appear to matter whether you use ROC or COR to rate the features
because they had almost the same success. However, COR executed faster. The actual
results for the implied best solution are shown in the first two rows of Table 4.19. The
program tried to maximize the overall accuracy, and the overall accuracy for these
solutions is actually very good compared to most of the solutions as you can see in Figure
4.1, which shows a histogram of the classification accuracies for every test case.
However, correct classification of malignant cases is typically considered more important
than overall accuracy because if a malignant lesion is classified benign in real life, then
the patient will likely not receive any treatment for their cancer. As Table 4.19 shows, the
accuracy for malignant lesions is not good for these test cases, but it is possible to
optimize the accuracy for malignant cases in order to minimize the number of patients
who are incorrectly diagnosed with benign lesions. The middle two rows show the cases
that produced the best overall accuracy, and the last two rows show the best test cases for
predicting malignant lesions. As the middle two rows reveal, the implied best solution is
not the absolute best solution because the study did not examine every possible
combination, but tried to predict what the best solution would be.

35

Table 4.19.
Comparison of best solutions.

Transform

Test Case
Classification
LDA Rating

Sort

Accuracy
Template Benign Malignant Total

OnionTrans Maximum Likelihood No ROC Worst to Best [1,0,12,0]
OnionTrans Maximum Likelihood No COR Worst to Best [1,0,12,0]
SRBST 3Deg Nearest Neighbor Yes COR Worst to Best 2D template
OnionTrans Maximum Likelihood Yes ROC Best to Worst [1,0,4,0]
SRBST 5Deg
Nearest Mean
Yes COR Worst to Best [1,0,8,0]
OnionTrans
Nearest Mean
No ROC Worst to Best [1,0,16,0]

79%
74%
82%
82%
58%
53%

32%
55%
55%
50%
73%
68%

Figure 4.1.
Histogram plot of the overall classification accuracies
of all test cases.
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62%
67%
72%
70%
63%
58%

CHAPTER V
CONCLUSION
Breast cancer is one of the most common forms of cancer in women, and one of
the best ways to prevent death from breast cancer is to detect it in the early stages with
mammogram screening. Unfortunately, mammographic screenings are not perfect. Errors
result from radiologist fatigue, unnoticed lesions, or a benign appearance of the lesion.
Thus, creating computer software that can analyze mammograms has become a priority.
In such a software system there are five steps. These steps are scanning the mammogram,
enhancing the digital mammogram, segmenting suspicious regions in the mammogram,
extracting features from the suspicious regions, and classifying the suspicious region as
malignant or benign. This thesis focused on different methods of feature extraction,
feature selection, and classification. The methods of feature extraction were the SRBST,
Onion Transform, 2D co-occurrence matrices, and 3D co-occurrence matrices. ROC Az,
COR, worst to best sort, best to worst sort, and LDA were tested in the feature selection
part. In the classification part, NM, NN, and ML were tested. The SRBST, Onion
Transform, and COR methods were developed specifically for this thesis. The results
show that all three methods are useful in analyzing mammograms. The study predicted
that the Onion Transform with a [1,0,12,0] sample pattern, ML, no LDA, worst to best
sort, and ROC Az or COR would give the best results. In the end, these two
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configurations were among the best, but there were other configurations encountered that
had better results.
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CHAPTER VI
FUTURE WORK
With the problem of designing a breast cancer CAD system, there are truly an
infinite number of ways to find a solution, and it is impossible to try them all. One would
like to think that his solution is the best, and saves the most lives, but he will never know
if the next idea that he did not have time to try would improve the solution significantly.
Such is the case with this experiment, and there are many ideas that begged to be tested,
but there was not enough time.
Probably the easiest idea to test is adding the patient’s age as a feature. In many
other tests, age has been shown to be the best feature for predicting whether a lesion is
malignant or benign. So, there is little doubt that this would also be the case in this
experiment if it were tested. However, it would likely affect other variables that were
tested. One question that comes to mind is whether or not LDA improves the solution if
age is added. In the experiment, most of the features were of approximately equal
importance, so LDA was not as effective. Age would definitely be superior to all the
features tested, so perhaps LDA would be more useful. This of course adds another
feature, when there were already too many features for LDA, so a better way to restrict
the number of features would have to be used.
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Another idea that begs to be tested is regular RBST. In the experiment, a
simplified version of RBST was tested that assumed that the lesions were approximately
circular. Does this assumption have a negative affect on the performance of the system?
How would regular RBST compare to the Onion Transform? These are intriguing
questions.
A third idea is to calculate a Fast Fourier Transform of the SRBST and Onion
Transform by following a spiral path from the center of the tumor to the outside. It has
been suggested that malignant tumors have a rough boundary, while benign tumors have
a smooth boundary. The FFT may be able to detect the difference in the boundary, or
perhaps it could detect some currently unknown periodic difference between malignant
and benign tumors.
Some other ideas are finding the optimal weight for COR, finding the optimal
number of features, and using some method to manually select the features.
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APPENDIX
LIST OF MAMMOGRAM CASES USED
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Table A.1.
Table of benign cases obtained from the University of
South Florida DDSM.
Benign Case ID
A_1366_1_LEFT_CC A_1459_1_LEFT_CC
A_1369_1_LEFT_CC A_1476_1_LEFT_CC
A_1373_1_LEFT_CC A_1481_1_LEFT_CC
A_1375_1_LEFT_CC A_1498_1_LEFT_CC
A_1387_1_LEFT_CC A_1512_1_LEFT_CC
A_1396_1_LEFT_CC A_1518_1_LEFT_CC
A_1397_1_LEFT_CC A_1519_1_LEFT_CC
A_1398_1_LEFT_CC A_1541_1_LEFT_CC
A_1408_1_LEFT_CC A_1545_1_LEFT_CC
A_1413_1_LEFT_CC A_1554_1_LEFT_CC
A_1423_1_LEFT_CC A_1556_1_LEFT_CC
A_1432_1_LEFT_CC A_1560_1_LEFT_CC
A_1435_1_LEFT_CC A_1568_1_LEFT_CC
A_1436_1_LEFT_CC A_1607_1_LEFT_CC
A_1442_1_LEFT_CC A_1634_1_LEFT_CC
A_1443_1_LEFT_CC A_1679_1_LEFT_CC
A_1450_1_LEFT_CC A_1687_1_LEFT_CC
A_1453_1_LEFT_CC A_1688_1_LEFT_CC
A_1454_1_LEFT_CC A_1691_1_LEFT_CC
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Table A.2.
Table of malignant cases obtained from the University
of South Florida DDSM.
Malignant Case ID
A_1112_1_LEFT_CC A_1224_1_LEFT_CC
A_1114_1_LEFT_CC A_1237_1_LEFT_CC
A_1122_1_LEFT_CC A_1262_1_LEFT_CC
A_1147_1_LEFT_CC A_1557_1_LEFT_CC
A_1149_1_LEFT_CC A_1589_1_LEFT_CC
A_1156_1_LEFT_CC A_1622_1_LEFT_CC
A_1168_1_LEFT_CC A_1673_1_LEFT_CC
A_1171_1_LEFT_CC A_1701_1_LEFT_CC
A_1207_1_LEFT_CC A_1726_1_LEFT_CC
A_1211_1_LEFT_CC A_1821_1_LEFT_CC
A_1212_1_LEFT_CC A_1899_1_LEFT_CC
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