Maxima of increments of partial sums for certain subexponential distributions  by Lanzinger, H. & Stadtmüller, U.
Stochastic Processes and their Applications 86 (2000) 307{322
www.elsevier.com/locate/spa
Maxima of increments of partial sums for certain
subexponential distributions
H. Lanzinger , U. Stadtmuller
Universitat Ulm, Abt. Math. III, 89069 Ulm, Germany
Received 8 December 1997; received in revised form 2 October 1999
Abstract
We consider partial sums Sn = X1 + X2 +    + Xn; n 2 N; of i.i.d. random variables with
moments E(X1) = 0; E(X 21 ) = 
2 and supft 2 R :E(exp((tjX1j)1=psgn(X1))<1g 2 (0;1) and
show that
lim
n!1

max
06j<n
max
16k6n−j
Sj+k − Sj
’(k=(log n)2p−1)(log n)p

= 1 a:s:
with some explicit function ’(): A related result for random variables with exponentially thin
tails has recently been shown by Steinebach, extending a result given by Shao. c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Throughout the paper let X ; X1; X2; : : : be a sequence of independent and identically
distributed random variables with partial sums S0:=0; Sn=X1 +   +Xn (n 2 N). The
second moment is assumed to be nite and we put
E(X ) = 0; E(X 2) = 2<1: (1.1)
If the moment generating function m(t):=E(exp(t X )) exists nitely in a neighbour-
hood of zero, then Steinebach (1998) has shown the following result.
Theorem S. Let (x):=inf t>0fm(t)e−txg be the Cherno function with ‘inverse’
(c) = supfx>0: (x)>e−1=cg then we have
lim
n!1 max06j<n
max
16k6n−j
Sj+k − Sj
k(k=log n)
= 1 a:s: (1.2)
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Theorem S together with the Erdos{Renyi law (see Csorg}o and Revesz, 1981,
Theorem 2:4:3) implies a result of Shao (1995) stating that under the stronger
moment assumption E(exp(tX 2))<1 for some t > 0
lim
n!1 max06j<n
max
16k6n−j
Sj+k − Sj
(2k log n)1=2
=  a:s: (1.3)
holds where  = supc>0(c)=
p
22=c: This in turn conrmed a conjecture of Revesz
(1990). Observe that (c)
p
22=c as c!1 and hence >1. Looking at the proof of
Theorem S in Steinebach (1998) it appears that the normalization in (1.2) is essentially
correct over the whole range of span sizes k. Hence this result gives precise information
on the oscillation behaviour of sums of independent, identically distributed random
variables with moment generating function. C. Kluppelberg posed the question, whether
a similar result holds true for a certain class of subexponential distributions and what
the proper normalisation would be. Here the situation becomes more dicult since
extremes start to disturb the regular behaviour of increments with medium span sizes
k: We shall give an anwer to this question when the tails of the distribution function of
X are subexponential but not too thick. Subexponential distributions play an important
role in applied probability nowadays (see e.g. Embrechts et al., 1997).
2. Results
Instead of assuming the existence of the moment generating function, we shall
assume that for some p> 1 with the function
gp(x) := jxj1=psgn(x) (2.1)
the following moment condition holds:
E(exp(gp(tX )))<1 in a neighbourhood of zero and (2.2)
t0 := supft>0: E(exp(gp(tX )))<1g 2 (0;1): (2.3)
That means that the right tail of the distribution function behaves roughly like e−(t0x)
1=p
at innity. A typical example would be a Weibull distribution with parameter =1=p.
In this situation the ‘inverse’ of the Cherno function (:) is replaced by the following
function:
’(c) :=max

x + y:
x2
2c2
+ (t0y)1=p61; x; y>0

(2.4)
taking into account the behaviour of sums of random variables together with their
extremes. At rst we discuss the behaviour of this function.
Lemma 1. The function ’(:) dened in (2:4) satises
’(:) is nondecreasing on (0;1); (2.5)
and
maxf
p
2c2; t−10 g6’(c)6t−10 +
p
2c2 (2.6)
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and hence
lim
c!0+
’(c) = t−10 ; limc!1
’(c)p
2c2
= 1: (2.7)
Remark 1. There exists some c0 (6(p=t0)22=2)) such that ’(c)=
p
2c2 for all c>c0
and ’ is strictly increasing on (0; c0):
The main result is as follows.
Theorem. Under the moment assumptions (1.1), (2.2) and (3.3) we have
lim
n!1

max
06j<n
max
16k6n−j
Sj+k − Sj
’(k=(log n)2p−1)(log n)p

= 1 a:s: (2.8)
The proof is based on some lemmas covering the behaviour of
Tn(kn; Kn) := max
06j<n
max
kn6k6Kn
Sj+k − Sj
’(k=(log n)2p−1)(log n)p
for certain sequences (kn)< (Kn) (we assume in the notation implicitly that j+ k6n)
reecting the behaviour of the increments for small, medium and large span sizes. The
result implies the following Corollaries. (Set Sy = S[y] for y > 0.)
Corollary SLLN.
lim sup
n!1
max
06j6n
Sj+(log n)p − Sj
(log n)p
= t−10 a:s:
Corollary LSL.
lim sup
n!1
max
06j6n
Sj+c(log n)2p−1 − Sj
’(c)(log n)p
= 1 a:s:
Proof. The upper bound follows from the results above, the lower bounds follow from
the results in Lanzinger (1998) resp. Lanzinger (1999).
The question occurs, whether the limit superior is actually a limit in the two cases.
We believe that this is the case but were not able to prove this.
Remark 2. The proof of the Theorem respective Corollary LSL shows that the normaliz-
ation is accurate on the whole range of span sizes k, meaning that limn!1Tn(kn; n)=1 a.s.
for a sequence (kn) such that kn=(log n)2p−1!1 as n!1; lim supn!1Tn(c1kn; c2kn)
=1 a.s. for kn = (log n)2p−1 and 0<c1<c2 and lim supn!1Tn(1; 1) = 1 a.s.
In the case where F−1(1− 1=n)  (1=t0)(log n)p we even have limn!1Tn(1; 1) = 1
but this is not true in general (cf. e.g. Galambos, 1987, Section 4:4).
3. Proofs
Proof of Lemma 1. For the monotonicity of ’(:) observe that enlarging c yields an
increasing range of admitted values in the constraint. The lower bound follows from
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choosing the special values x= 0 resp. y= 0, the upper bound follows from choosing
the maximal values of x; y admitted by the constraint.
The following lemma is of technical nature.
Lemma 2. Let X ;X1; X2; X3; : : : be i.i.d. random variables satisfying (1:1) and
E(exp((tX+)1=p))<1 for 0<t< t0: Let c; x be positive constants and dene
~X k :=Xk5fXk6cg with partial sums ~Sk for k 2 N: Then we have for any s0 2 (0; t0)
with  = (s0) :=E((X 2exp((s0 X+)1=p))<1
P( ~Sk >x)6exp
 
−xs
1=p
0
c1=q
 
1− ks
1=p
0
2xc1=q
!!
for k 2 N; (3.1)
where q is the conjugate index to p:
Furthermore; we have for any t 2 (0; t0) and any k 2 N:
P(Sk >x)6exp
 
−xs
1=p
0
c1=q
 
1− ks
1=p
0
2xc1=q
!!
+ kE(e(tX
+)1=p)  e−(tc)1=p : (3.2)
Remark 3. The particular choice c = x = k in (3.2) yields that for > 0
P(Sk >k)6c expf−(k)1=pt1=p0 (1 + )g
with some constant c > 0 and hence
lim sup
k!1
1
k1=p
logP(Sk >k)6− (t0)1=p;
an upper large deviations inequality. A large deviation principle can be obtained in
situations where some more information on the tail behaviour of X is available, cf.
Nagaev (1979) and Gantert (1996). See also Nagaev and Sagojan (1976) for another
ner inequality.
Proof. Put  = s1=p0 c
−1=q; then we obtain using the inequality ey61 + y + (y2=2)ey
+
and the fact that E( ~X )6E(X ) = 0 that
E(exp( ~X ))6 1 +
 2
2
E( ~X
2
exp( ~X
+
))
6 1 +
s2=p0
2c2=q
E(X 2exp(c1=q(X+)1=p))
6 exp
 

s2=p0
2c2=q
!
;
where we used the denition of  and : Now use Markov’s inequality to complete
the proof of (3.1).
Turning to (3.2) note that
P(Sk >x)
6P(Sk >x; Xj6c; 16j6k) + P(Xj >c for at least one j 2 f1; : : : ; kg)
6P( ~Sk >x) + kP(X >c):
The inequality P(X >c)6E(e(tX
+)1=p)  e−(tc)1=p completes the proof.
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Corollary. The proof above shows that a similar result holds also true if we use
two-sided truncation; i.e.; ~X = X 5fjX j<cg provided that E( ~X )60; namely
P(Sk >x)6exp
 
−xs
1=p
0
c1=q
 
1− ks
1=p
0
2xc1=q
!!
+ kE(e(tjX j)
1=p
)  e−(tc)1=p
for any c; t; x> 0 and any k 2 N.
The proof of Theorem 1 is mainly based on the following three lemmas.
Lemma 3. Assume (1:1) and that
t0 := supft>0: E(exp((tX+)1=p))<1g 2 (0;1):
Then for any > 0 there exists some ()> 0 such that with any sequence (Kn)
obeying Kn6()(log n)2p−1 for all n 2 N we have
lim sup
n!1
max
06j<n
max
16k6Kn
Sj+k − Sj
t−10 (log n)p
61 +  a:s: (3.3)
and
lim sup
n!1
max
06j<n
max
16k6Kn
Sj+k − Sj
’(k=(log n)2p−1)(log n)p
61 + 2 a:s: (3.4)
Proof. The second statement follows from the rst one together with (2.7), so it
remains to show (3.3).
Now dene the sequence n = [e] of natural numbers and for given > 0 choose
s0 2 (0; t0) such that (s0=t0)(1 + ) = 1 + =2 and ()> 0 such that t0s0(32p−1=2)
E(X 2exp((s0X+)1=p)() = 1− (1 + =4)=(1 + =2): Then we nd for any  2 N
P
 
max
n6n6n+1
max
06j<n
max
16k6Kn
Sj+k − Sj
t−10 (log n)p
> 1 + 
!
6P

max
06j<n+1
max
16k6Kn+1
fSj+k − Sjg> (1 + )t−10 (log n)p

6
n+1−1X
j=0
Kn+1X
k=1
P(Sj+k − Sj > (1 + )t−10 (log n)p)
= n+1
Kn+1X
k=1
P(Sk > (1 + )t−10 (log n)
p):
Now we split Xm = X 0m + X
00
m where X
0
m :=Xm5fXm6(log n)p=s0g and X 00m :=Xm − X 0m for
16m6Kn+1 for any xed .
Setting c = (log n)p=s0 and x = (1 + )t−10 (log n)
p in (3.2) we obtain for >2;
16k6Kn+1 and any 1 2 (s0; t0) with a suitable constant M>1
P(Sk > (1 + )t−10 (log n)
p)
6exp

− (1 + )s0(log n)
p
t0(log n)p=q

1− 
2
t0s0 k
(1 + )(log n)p+p=q

+MKn+1 exp
 
−

1
s0
1=p

!
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6Mexp

− (1 + )s0
t0
log n

1− 
2
t0s0 Kn+1
(log n)2p−1

+MKn+1 exp
 
−

1
s0
1=p

!
6Mexp

−(1 + =2)

1− 
2
t0s0(+ 1)2p−1
(− 1)2p−1 ()

+MKn+1 exp
 
−

1
s0
1=p

!
6Mexp(−(1 + =4)) +MKn+1 exp
 
−

1
s0
1=p

!
;
where we also used the denition of ().
Hence we nd with the denition of n and Kn+1 that with some constant M>1
n+1
Kn+1X
k=1
P

Sk >
1 + 
t0
(log n)p

6()Me+1(+ 1)2p−1 e−(1+=4) +Me−((1=s0)
1=p−1)+12()(+ 1)4p−2
6()Me−=8 +Me−((1=s0)
1=p−1)+12()(+ 1)4p−2;
which is summable w.r.t.  since (1=s0)1=p − 1> 0.
The next lemma discusses the behaviour of our maximal increments if the range of
k is of order where a law of the single logarithm holds (see Lanzinger, 1999). An
exponential bound related to the one used in the proof was also obtained in Nagaev
and Sagojan (1976).
This is the most dicult part since we have to combine and estimate precisely sums
of truncated variables together with their extremes.
Lemma 4. Assume the moment conditions (1:1); (2:2) and (2:3). For any  2 (0; 1)
we obtain with the sequences kn = (log n)2p−1 and Kn = (1=)(log n)2p−1 that
lim sup
n!1
max
06j<n
max
kn6k6Kn
Sj+k − Sj
’(k=(log n)2p−1)(log n)p
= 1 a:s: (3.5)
Proof. It was shown in Lanzinger (1999) that for all c> 0
lim sup
n!1
Sn+c(log n)2p−1 − Sn
’(c)(log n)p
= 1 a:s:
This yields the lower inequality in (3.5).
For the upper inequality let > 0 be arbitrary and choose > 0 such that
((1− 4)2 + 2=(22+2p2))(1− 8)> 1
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and ’(  21−2p)>8. Further set n = [e]. Then we have
max
n6n6n+1
max
06j<n
max
kn6k6Kn
Sj+k − Sj
’(k=(log n)2p−1)(log n)p
6 max
06j<n+1
max
kn6k6Kn+1
Sj+k − Sj
’(k=(log n+1)2p−1)(log n)p
:
Hence it suces to show that
1X
=1
P

max
06j<n+1
max
kn6k6Kn+1
Sj+k − Sj
’(k=(log n+1)2p−1)(log n)p
> 1 + 

<1: (3.6)
Obviously, we have for >2
P

max
06j<n+1
max
kn6k6Kn+1
Sj+k − Sj
’(k=(log n+1)2p−1)(log n)p
> 1 + 

6n+1
Kn+1X
k=kn
P

Sk > (1 + )’

k
(log n+1)2p−1

(log n)p

6n+1
Kn+1X
k=kn
P

Sk >

’

k
(log n+1)2p−1

+ 8

(log n)p

:
Since n+1Kn+1 = expflog n+1 + o( + 1)g = expf + o()g it suces to bound the
summands by expf−(+ 1)+ o()g uniformly in k 2 [kn ; Kn+1 ] with some > 0.
Dene for m>1 the random variables X ;1m =Xm5fjXmj6bg and X ;2m =Xm−X ;1m with
b = (log n)p−1=(log log n)p. Further set for kn6k6Kn+1 :
Sk =
kX
j=1
X ;1j +
kX
j=1
X ;2j = (log n)
pI ()k + (log n)
pII ()k :
Furthermore observe that for s> 0:
Sk
(log n)p
>s


[
r2Q
fI ()k > r; II ()k > s− rg:
Now put rm = m; m 2 Z and nd (consider r’s with rm6r6rm+1):
P
 [
r2Q
fI ()k > r; II ()k > s− rg
!
6P
 [
m2Z
fI ()k > rm; II ()k > s− rm+1g
!
;
note that rm+s−rm+1=s−. There exist some m0; m1 2 Z such that rm>
p
22=+ for
all m>m0 and ’(21−2p)−rm+1>t−10 + for all m6m1. Put s=’(k=(log n+1)2p−1)+
8. With this notation we proceed as follows (with an empty sum dened as zero):
P(Sk > s(log n)p)6 P
 [
m>m0
fI ()k > rmg [
[
m6m1
fII ()k > s− rm+1g
[
m0[
m=m1+1
fI ()k > rm; II ()k > s− rm+1g
!
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6 P
 
I ()k >
r
22

+ 
!
+ P(II ()k >t
−1
0 + )
+
m0X
m=m1+1
P(I ()k > rm; II
()
k > s− rm+1):
We have to show that each of the summands can be bounded by exp(−(1+)+o()).
The rst term is covered by the estimates in case 1, the second term is covered by the
estimates in case 2 below.
We put s(k)m = ’(k=(log n+1)2p−1) + 8− rm+1. Observe that
rm + s(k)m = ’

k
(log n+1)2p−1

+ 7: (3.7)
Now we have to distinguish several cases.
Case 1. If rm>
p
22k=(log n+1)2p−1 +  holds then P(I
()
k > rm; II
()
k > s
(k)
m ) and
P(I ()k >
p
22=+) can be bounded from above by Q=P(I ()k >
p
22k=(log n+1)2p−1+
). But
Q = P
0
@ kX
j=1
X ;1j >(log n)
p +
p
22k log n

log n
log n+1
p−1=21A
6 P
0
@ kX
j=1
X ;1j >(log n)
p + (1− 4)
p
22k log n
1
A
for  large enough. We have with some M>1:
(log n)p + (1− 4)
p
22k log n
2k Var(X ;11 )
 supjX ;1j
6M
(log n)p + (1− 4)
p
22(log n)2p=
22(log n)2p−1
 (log n)
p−1
(log log n)p
! 0
as !1 independently of k. Hence we can apply the exponential inequality (see e.g.
Petrov, 1995, Lemma 7:1). Noting that Var(X ;1)62 we see that the expectations of
the truncated variables satisfy
jEX ;1j= jEX ;2j6
q
2P(jX j>b) = o((log n)−p):
Hence we obtain for suciently large 
P
0
@ kX
j=1
X ;1j >(log n)
p + (1− 4)
p
22k log n
1
A
6P
0
@ kX
j=1
(X ;1j − EX ;1j )>=2(log n)p + (1− 4)
p
22 k log n
1
A
6exp
(
− (=2(log n)
p + (1− 4)
p
22 k log n)2
2k2

 
1− =2(log n)
p + (1− 4)
p
22k log n
2k Var(X ;11 )
 (log n)
p−1
(log log n)p
!)
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6exp

−
2(log n)2p=4 + (1− 4)222k log n
2k2
 (1− 8)

6exp

−log n

2
22+2p2
+ (1− 4)2

 (1− 8)

6expf−(1 + )g
with some > 0 by the choice of .
Hence we have shown that Q6expf−(1 + )g for suciently large , as desired.
Case 2. Assume s(k)m > t−10 + . Putting  = (log log n)
2(log n)1=p we have
P(I ()k > rm; II
()
k > s
(k)
m )6P(II
()
k > t
−1
0 + )
=
kX
j=1
P(II ()k > t
−1
0 + ; X
;2
i 6= 0 for exactly j numbers i 2 f1; : : : ; kg)
6
X
j=1
P(II ()k > t
−1
0 + ; X
;2
i 6= 0 for exactly j numbers i 2 f1; : : : ; kg)
+P(X ;2i 6= 0 for at least  numbers i 2 f1; : : : ; kg)
=A + B; say:
For the second term we get for some t 2 (0; t0):
B = P(X
;2
i 6= 0 for at least  numbers i 2 f1; : : : ; kg)
6

k


P(jX j>b)6

Kn+1


P(jX j>b)
6Kn+1(Ee
(tX+)1=p)expf−(tb)1=pg
= expf(logKn+1 + logEe(tX
+)1=p − (tb)1=p)g:
Now we use that for some M>1:
(logKn+1 + logEe
(tX+)1=p) 62 logKn+1
6M (log log n)2(log n)1=p log (log n+1)
and that b
1=p
 = log log n  log n. We conclude that
B6O(1)expf−t1=plog n log log n=2g= o(e−(1+)log n) for all S > 0:
The term A equals
X
j=1
P(II ()k > t
−1
0 + ; X
;2
i 6= 0 for exactly j numbers i 2 f1; : : : ; kg)
=
X
j=1

k
j

P
 jX
l=1
X ;2l > (t
−1
0 + )(log n)
p;
X ;21 ; : : : ; X
;2
j 6= 0; X ;2j+1; : : : ; X ;2k = 0
!
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6
X
j=1
kjP
0
@(log n)pX
l=1
X ;2l > (t
−1
0 + )(log n)
p;
X ;21 ; : : : ; X
;2
j 6= 0; X ;2j+1; : : : ; X ;2[(log n)p] = 0
1
AP(jX j6b)−(log n)p
6Kn+1P(jX j6b)−(log n)
p 
X
j=1

[(log n)p]
j

P
0
@(log n)pX
l=1
X ;2l > (t
−1
0 + )(log n)
p;
X ;21 ; : : : ; X
;2
j 6= 0; X ;2j+1; : : : ; X ;2[(log n)p] = 0
1
A
6eo(log n)P
0
@(log n)pX
l=1
X ;2l > (t
−1
0 + )(log n)
p
1
A
using that Kn+1 = e
o(log n) and
P(jX j6b)−(log n)p = (1− P(jX j>b))−(log n)p ! 1 (!1);
since (log n)p  P(jX j>b)! 0 as !1.
Note that =E(X ;2)! 0 as !1 and thus (log n)p E(X ;2)=o((log n)p). We
want to apply Lemma 2 to the random variables X ;2l −  with c = (log n)p=s0 for
some s0 2 (0; t0) and some t > 0. The dominated convergence theorem yields that for
large :
~ = E((X − )2e(s0(X−)+)1=p)62E(X 2e(s0X+)1=p)<1
as well as Ee(t(X−)
+)1=p62Ee(tX
+)1=p . Observe that we intend to use Lemma 2 with
the parameters x=(t−10 +=2)(log n)
p and c=(log n)p=s0. Hence with some constant
M>1 we obtain
P
0
@(log n)pX
l=1
X ;2l > (t
−1
0 + )(log n)
p
1
A
6P
0
@(log n)pX
l=1
(X ;2l − )> (t−10 + =2)(log n)p
1
A
6M exp
(
−log n s0(t−10 + =2)
 
1− ~s0
2(t−10 + =2)
(log n)p
(log n)2p−1
!)
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+M (log n)p exp
−(t=s0)1=p}
6M expf−(1 + =4)g+M (log n)pexpf−(t=s0)1=pg
if s0 and t were chosen such that s0(t−10 + =2)> 1 + =4 and t 2 (s0; t0).
Summarizing we obtain for suciently large 
P(I ()k > rm; II
()
k > s
(k)
m )
6eo()(expf−(1 + =4)g+M (log n)pexpf−(t=s0)1=pg) + o(e−(1+)log n)
=expf−(1 + =4) + o()g;
as intended.
Case 3. Let rm6
p
[2k2=(log n+1)2p−1] + , s
(k)
m < t−10 + . However we have
rm; s
(k)
m >2 (since rm< 2 implies rm+s
(k)
m < 2 +s
(k)
m 6t−10 +3 6’(k=(log n+1)
2p−1)+
3 contradicting (3.7), s(k)m < 2 leads to a similar contradiction). Now observe that
(rm − ) + (s(k)m − )>’(k=(log n)2p−1) + 4. By the denition of ’ as a maximum
with respect to a constraint we conclude that the constraint must be violated, i.e.
(t0(s(k)m − ))1=p +
(rm − )2
22k=(log n)2p−1
> 1:
So we obtain for some suitable t1 2 (0; t0) and ~> 0:
(t1(s(k)m − ))1=p +
(rm − )2
22k=(log n)2p−1
(1− ~)> 1: (3.8)
Now we proceed as follows:
P(I ()k > rm; II
()
k > s
(k)
m )
=
kX
j=0
P(I ()k > rm; II
()
k > s
(k)
m ; X
;2
i 6= 0 for exactly j numbers i 2 f1; : : : ; kg)
6
X
j=0
P(I ()k > rm; II
()
k > s
(k)
m ; X
;2
i 6= 0 for exactly j numbers i 2 f1; : : : ; kg)
+P(X ;2i 6= 0 for at least  numbers i 2 f1; : : : ; kg)
=C + D; say:
We showed in case 2 D6O(1)expf−(1+)log ng with some > 0 (cf. the estimate
for B). For the rst term C we nd
C =
X
j=0

k
j

P
 k−jX
i=1
Xi > rm(log n)p; jXij6b; 16i6k − j
!
P
 jX
i=1
Xi > s(k)m (log n)
p; jXij>b; 16i6j
!
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6 sup
kn6k6Kn+1 ; 06j6
P
 k−jX
i=1
Xi > rm(log n)p; jXij6b; 16i6k − j
!
Kn+1
X
l=0
P
 
lX
i=1
Xi > s(k)m (log n)
p; jXij>b; 16i6l
!
6Kn+1 sup
kn6k6Kn+1 ; 06j6
P
 k−jX
i=1
Xi > rm(log n)p; jXij6b; 16i6k − j
!

X
l=0
P
 
lX
i=1
Xi > s(k)m (log n)
p;
jXij>b; 16i6l; jXij6b; l+ 16i6(log n)p
!
P(jX j6b)−(log n)p
6 sup
kn6k6Kn+1 ; 06j6
P
 k−jX
i=1
Xi > rm(log n)p; jXij6b; 16i6k − j
!
Kn+1P
0
@(log n)pX
i=1
X ;2i > s
(k)
m (log n)
p
1
A  P(jX j6b)−(log n)p
using that X ;2 = 0 if jX j6b and the same trick as in the estimate for A.
Noting again that Kn+1 = e
o(log n) and P(jX j6b)−(log n)p ! 1 (!1) we have
C = eo(log n) sup
kn6k6Kn+1 ; 06j6
P
 k−jX
i=1
Xi > rm(log n)p; jXij6b; 16i6k − j
!
P
 
X
i=1
X ;2i > s
(k)
m (log n)
p
!
= eo(log n)  E F:
We consider F rst. Note that
F6 P
 
X
i=1
Xi > (s(k)m − )(log n)p
!
+ P
 
X
i=1
X ;1i <− (log n)p
!
= F 0 + F
00
 :
For F 0 we set c= x = (s
(k)
m − )(log n)p and choose s0 2 (t1; t0) (for the denition of
t1 see (3.8)) and t 2 (s0; t0). By an application of Lemma 2 we receive for suciently
large :
F 06M expf−log n  (t1(s(k)m − ))1=pg
with some M>1 independent of the k under consideration.
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For F 00 we set Y
()
i =EX
;1
i −X ;1i . Observing that EX ;1i ! 0 as !1 an application
of Lemma 2 yields that for suciently large  (with some t > 0):
F 00 6 P
 
X
i=1
Y ()i > =2(log n)
p
!
6 exp
(
− s
1=p
0 
2
(log n)p
(2b)1=q
(1 + o(1))
)
6o(e−2 log n):
For the rst term E we get an exponential inequality by proceeding as follows:
Let X (b) be a random variable with distribution function
dFX (b) =
5[−b;b](x)
P(jX j6b) dFX (x):
Then we obtain (cf. Corollary 3:5 from Grin, 1988):
P
 k−jX
i=1
Xi > rm(log n)p; jXij6b; 16i6k − j
!
=P
 k−jX
i=1
Xi(b)>rm(log n)p
!
 P(jX j6b)k−j
6P
 k−jX
i=1
Xi(b)>rm(log n)p
!
:
Observing that Var(X (b))! 2; as !1; we obtain for kn6k6Kn+1 , 06j6:
rm(log n)pb
(k − j)Var(X (b)) 
rm(log n)pb
(k − j)2
6
(
p
22−1 + )(log n)p(log n)p−1=(log log n)p
((log n)2p−1 − (log n)1=p(log log n)2)2
=
O(1)
(log log n)p
! 0 (!1)
uniformly in k. Now note that since EX (b) = P(jX j6b)−1  EX ;1 it is so small it
does not disturb the application of a standard exponential inequality (cf. Petrov, 1995,
Lemma 7:1) to the X (b), we nd for 06j6
P
 k−jX
i=1
Xi(b)>rm(log n)p
!
6 exp

− r
2
m(log n)
2p
2(k − j)2 (1 + o(1))

6 exp

− r
2
m log n
22k=(log n)2p−1
(1 + o(1))

using  = o((log n)2p−1) = o(kn) and k>kn . Hence,
EF6exp

−log n

(t1(s(k)m − ))1=p +
r2m
22k=(log n)2p−1
(1 + o(1))

for  large enough.
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Remembering that rm>2 we nd
(t1(s(k)m − ))1=p +
(rm − + )2
22k=(log n)2p−1
(1− ~)
>(t1(s(k)m − ))1=p +
(rm − )2(1− ~)
22k=(log n)2p−1
+
2(1− ~)
22k=(log n)2p−1
>1 +
2
22
(1− ~)2> 1
for suciently large  by (3.8).
Putting everything together we arrive at the inequality
P

I ()k > rm; II
()
k > s
(k)
m

6C + D6eo(log n)EF + D
6exp

−log n

(t1(s(k)m − ))1=p +
r2m
22k=(log n)2p−1

(1 + o(1))

+O(1)expf−(1 + )log ng
=O(1) expf−(1 + ~)+ o()g
with some ~> 0. By the considerations above this yields a convergent series which
completes the proof of (3.6).
Lemma 5. Assume that (1:1) and (2:2) hold. Then for any > 0 and almost all
! 2 
 there exists some K = K(; !) such that for these !
lim sup
n!1
max
06j<n;j+k6n;k>K(;!)(log n)2p−1
Sj+k(!)− Sj(!)p
22k log n
61 + 
and
lim sup
n!1
max
06j<n;j+k6n;k>K(;!)(log n)2p−1
Sj+k(!)− Sj(!)
’(k=(log n)2p−1)(log n)p
61 + 2 
holds.
Proof. On a suitable probability space ~
 we can dene a sequence of random variables
(Yj)
d=(Xj=) and a Wiener process (W (t))t>0 such that for almost all ! 2 ~
 there
exists a constant K(!) such that for the partial sums Tn=
Pn
1 Yj; n 2 N we have (see
e.g. Theorem 2:6:6 in the book of Csorg}o and Revesz, 1981)
max
06j6n
jTj −W (j)j6K(!)(log n)p a:s: (3.9)
Hence we obtain
Tj+k − Tjp
2k log n
=
W (j + k)−W (j)p
2k log n
+
 
Tj+k −W (j + k)p
2k log n
+
W (j)− Tjp
2k log n
!
=: In + IIn
say. By (3.9) we nd with K(; !)=
p
2K(!)2=2 simultaneously for all j; k in question
jIInj6 2K(!)(log n)
pp
2K(; !)(log n)2p
6 for almost all !:
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So it remains to study the oscillation behaviour of a Wiener process. Without loss of
generality we may assume K(; !)>1. Observing that
max
06j<n;j+k6n;k>K(;!)(log n)2p−1
W (j + k)−W (j)p
2k log n
6 max
06j<n;j+k6n;k>K(;!)(log n)2p−1
W (j + k)−W (j)p
2k(log((j + k)=k) + log log k)
6 max
06j<n;j+k6n;k>(log n)2p−1
W (j + k)−W (j)p
2k(log((j + k)=k) + log log k)
and using Theorem 3:3B in [6] stating
lim sup
n!1
max
06j<n;j+k6n;k>(log n)2p−1
W (j + k)−W (j)p
2k(log((j + k)=k) + log log k)
= 1 a:s:
we have proven the rst part of Lemma 5. The second statement then follows by
Lemma 1.
Proof of Theorem 1.
We have to prove an upper and a lower inequality. For the upper inequality let > 0
and 6() with () as in Lemma 2. Then Lemmas 3{5 imply that we have
lim sup
n!1
8<
: max06j<n max16k6n−j Sj+k − Sj’ k(log n)2p−1  (log n)p
9=
;61 + 
for all ! satisfying K(; !)6−1 with K(; !) as dened in Lemma 5. Since  can be
chosen arbitrarily small this proves the upper inequality for almost all !. The lower
inequality follows for large k 0s observing that
lim inf
n!1 max06j<n;j+k6n;k>K(;!)(log n)2p−1
W (j + k)−W (j)p
2k log n
> lim inf
n!1 max06j<n;j+k6n;k=(log n)2p
W (j + k)−W (j)p
2k log n
= lim inf
n!1 max06j<n−(log n)2p; k=(log n)2p
W (j + k)−W (j)p
2k(log(n=k) + log log k)
= 1 a:s:;
e.g. by Theorem 1:2:1 in Csorg}o and Revesz (1981). In the case of medium k 0s
Lemma 4 shows that the limsup has the correct order, in the case of small k 0s the
same is true using k = 1 and the fact that lim supn!1 Xn=t
−1
0 (log n)
p = 1 a.s. and
’((log n)1−2p)! t−10 as n!1.
Remark 4. Replacing in the denition of the function ’(:) the term (t0y)1=p by g(t0y)
we can generalize the result to more general functions g of regular variation with index
1=p (p> 1) which are eventually strictly monotonic and smooth. The normalisation
term ’(k=(log n)2p−1)(log n)p has to be replaced by
’(k log n=(g−1(log n))2) g−1(log n):
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