A set is called "calibrable" if its characteristic function is an eigenvector of the subgradient of the total variation. The main purpose of this paper is to characterize the "φ-calibrability" of bounded convex sets in R N with respect to a norm φ (called anisotropy in the sequel) by the anisotropic mean φ-curvature of its boundary. It extends to the anisotropic and crystalline cases the known analogous results in the Euclidean case. As a by-product of our analysis we prove that any convex body C satisfying a φ-ball condition contains a convex φ-calibrable set K such that, for any V ∈ [|K|, |C|], the subset of C of volume V which minimizes the φ-perimeter is unique and convex. We also describe the anisotropic total variation flow with initial data the characteristic function of a bounded convex set.
Introduction
The purpose of this paper is to give a characterization of convex calibrable sets (with respect to an anisotropic perimeter) in R N extending the corresponding result for N = 2 [17] and the corresponding results for the usual euclidean perimeter [27, 14, 2] . In the evolution of a set under anisotropic mean curvature flow, calibrable facets are those which do not bend or break during the evolution process, and they are characterized, in the convex case, in terms of the anisotropic curvature of the boundary [17] .
The anisotropic perimeter P φ in R N is defined as
where ν E is the outward unit normal to the boundary ∂E of E and φ • (the surface tension) is a norm on R N . We say that the anisotropy φ • is crystalline if {φ • 1} is a polyhedron. Let F be a convex subset of R 2 . For any measurable set X ⊆ R N , |X| denotes the Lebesgue measure of the set X. It has been proved in [17] that the following three assertions are equivalent.
(a) F is φ-calibrable, i.e., there is a vector field ξ ∈ L ∞ (F, R 2 ), with φ(ξ(x)) 1 a.e. in F (where φ is the dual norm of φ • ), such that
where ν F (x) denotes the outer unit normal to ∂F at the point x ∈ ∂F . The characterization of the calibrability of a convex set in R 2 , with respect to the euclidean perimeter, was proved by Giusti in [27] , where he also proved that in a convex calibrable set the capillary problem in absence of gravity, with any prescribed contact angle at its boundary, has always a solution. In the euclidean case, this equivalence has been partly rederived in [14] where calibrable sets were used to construct explicit solutions of the denoising problem in image processing. A simple proof of the equivalence (b) ⇔ (c) was given in [30] (where it was studied in connection which Cheeger sets, see Section 6) . The extension of the above result for the euclidean perimeter and N 3 was proved in [2] . In that case, the left-hand side of (1.3) has to be substituted by the sum of the principal curvatures at the point x ∈ ∂F . Our purpose in this paper is to extend the above set of equivalences to the anisotropic case, for a convex set in R N which satisfies a ball condition (see Definition 2.7).
The proof of the equivalence (a) ⇔ (b) is the same as in the euclidean case and it is independent of the dimension N (see [14, 2] ). We notice that the supremum of the curvature κ φ C in (1.3) has to be substituted with the number (N − 1) H φ C ∞ , where H φ C ∞ is defined in Section 2.5 and denotes the L ∞ -norm of the anisotropic mean curvature of ∂C. To prove (b) ⇔ (c) we follow the strategy used in [2] for the euclidean case, thus, we embed the variational problem (1.2) in a family of problems min X⊆C P φ (X) − λ|X|, λ>0, (1.4) and we study the dependence of its solution on λ. In particular, we prove that C is a solution of (1.4) Indeed, it turns out that the level sets of the solution of (1.5) embed the solutions of (1.4) for λ ∈ [0, μ]. Since the solution u of (1.5) satisfies the equation
(the meaning of ∂φ • (Dv) will be explained below) and the solutions of (1.6) can be approximated by the solutions u of
We use the result of Korevaar [31] to conclude that u is concave in C, hence also continuous there. This implies the uniqueness and convexity of solutions of (1.4). Thus, by studying the dependence on λ of solutions of (1.4), we can prove that if C satisfies the curvature estimate (1.3) but is not a minimum of (1.2), then it can be approximated from inside by solutions C λ of (1.4), with λ → μ and μ > λ φ C . As we shall prove in Proposition 7.1, this implies that (N − 1) H φ C ∞ > λ φ C , a contradiction. As an interesting by-product of our analysis we obtain that solutions of (1.4) are convex sets. Since (1.4) can be considered as the functional obtained by applying the Lagrange multiplier method to the area minimizing problem min X⊆C, |X|=V P φ (X) (1.8) where 0 < V < |C|, we obtain that, for some range of volumes, the solutions of this isoperimetric problem with fixed volume V are convex sets. The range of values of V for which the above result holds is [|K|, |C|] where K is a convex φ-calibrable set contained in C obtained as solution of (1.4) for a certain value of λ (see Section 6) . This extends the analogous result in [2] . In the euclidean case, a similar result has been also proved by E. Stredulinsky and W.P. Ziemer [39] in the case of a convex set C containing a ball B such that ∂B ∩ ∂C is a meridian of ∂B, and we mention the result of C. Rosales [36] when C is a rotationally symmetric convex body. Finally, let us mention that our results enable us to describe the evolution of any convex set in R N , satisfying a ball condition, by the anisotropic total variation flow. The same result for the euclidean case was proved in [3] (for N = 2) and in [2] : as in those papers, it can be extended to unions of convex set which are far apart from each other. Other examples of evolution are given in [35] .
Let us describe the plan of the paper. In Section 2 we collect some preliminary definitions and results about anisotropies, regularity conditions in the anisotropic case, functions of bounded variation and Green's formula. In Section 3 we recall the subdifferential of the anisotropic total variation in R N and we define φ-calibrable sets. In Section 4 we relate the solution of the variational problem (1.4) with the solution of (1.5) and we study the basic properties of its minimizers. In Section 5 we prove the concavity of solutions of (1.5) for a certain range of values of μ. This will imply the convexity of the solutions of (1.4) for an interval of values of λ. In Section 6 we prove the convexity of solutions of (1.8) when V ∈ [|K|, |C|] where K is a certain convex φ-calibrable set contained in C. Section 7 is devoted to the characterization of the φ-calibrability of a convex set in terms of the anisotropic mean curvature of its boundary. Finally, in Section 8 we characterize the φ-calibrability of the convex sets which satisfy a ball condition, and we describe the evolution of such sets by the minimizing anisotropic total variation flow.
Preliminaries

Notation
Given an open set A ⊆ R N and a function f :
be a set; we say that B (or ∂B) is of class C 1,1 (resp. Lipschitz) if ∂B can be written, locally around each point, as the graph (with respect to a suitable orthogonal coordinate system) of a function f of class C 1,1 (resp. Lipschitz).
Given two nonempty sets A, B, we denote the Hausdorff distance between A and B by d H (A, B) = max{sup a∈A dist(a, B), sup b∈B dist(b, A)}. We denote by χ A the characteristic function of A, and byĀ (resp. int(A)) the closure (resp. the interior part) of A.
We let S N −1 := {ξ ∈ R N : |ξ | = 1} and for ρ > 0 we let B ρ := {x ∈ R N : |x| < ρ}. We denote by H N −1 the (N − 1)-dimensional Hausdorff measure in R N , and by | · | the Lebesgue measure. Given a function f defined on the boundary ∂C of a set C, we set f L ∞ (∂C) to be the H N −1 -essential supremum of |f | on ∂C.
We shall use the notation
Anisotropies and distance functions
In the sequel of the paper, the function φ will always denote an anisotropy, i.e., a function φ :
for some m > 0. In particular φ(ξ ) = φ(−ξ) for any ξ ∈ R N . Observe that there exists M ∈ [m, +∞) such that φ(ξ ) M|ξ | for all ξ ∈ R N . We let W φ := {φ 1}. The polar function φ • of φ (also called surface tension) is defined as φ • (ξ ) := sup{η · ξ : φ(η) 1} for any ξ ∈ R N . If φ is an anisotropy, then φ • is also an anisotropy and there holds (φ • ) • = φ. By a convex body we mean a compact convex set whose interior contains the origin. A convex body is said to be centrally symmetric if it is symmetric with respect to the origin. If φ is an anisotropy, then W φ := {ξ : φ(ξ ) 1} (sometimes called Wulff shape) is a centrally symmetric convex body. If K is a convex body, the function h K (ξ ) := sup η∈K η · ξ is called the support function of K; notice that {(h K ) • 1} = K.
As usual, we shall denote by ∂φ(ξ ) the subdifferential of φ at ξ ∈ R N . If φ is differentiable at ξ , we have ∂φ(ξ ) = {∇φ(ξ )}. If Φ is a convex function defined on a Hilbert space, we still denote by ∂Φ the subdifferential of Φ.
Given a nonempty set E ⊆ R N , we let
We denote by d E φ the signed φ-distance function to ∂E negative inside E, that is 
.
Let T • be the multivalued map in R N defined by
Vector fields which are selections in ∂φ • (∇d E φ ) are sometimes called Cahn-Hoffman vector fields, and we denote by Nor φ (∂E, R N ) the set of such fields. Definition 2.1. We say that φ ∈ C 1,1
) and there exists a constant c > 0 such that ∇ 2 (φ 2 ) c Id almost everywhere. We say that a centrally symmetric convex body is of class
if it is the unit ball of an anisotropy of class C 1,1 + (resp. C ∞ + ).
Definition 2.2.
We say that φ is crystalline if the unit ball W φ of φ is a polytope.
φ-regularity and the RW φ -condition
Following [15] [16] [17] [18] we define the class of φ-regular sets and Lipschitz φ-regular sets (these latter are a generalization of sets of class C 1,1 in the euclidean case). Definition 2.4. Let E ⊂ R N be a set. We say that E is φ-regular if ∂E is a compact Lipschitz hypersurface and there exist an open set U ⊃ ∂E and a vector field n ∈ L ∞ (U ; R N ) such that div n ∈ L ∞ (U ), and n ∈ ∂φ • (∇d E φ ) almost everywhere in U . We say that E is Lipschitz φ-regular if E is φ-regular and n ∈ Lip(U ; R N ).
It is clear that a Lipschitz φ-regular set is φ-regular. With a little abuse of notation, sometimes we will denote by (E, n), by (E, U ) or by (E, U, n), a φ-regular set.
Observe that, in general, vector fields n are not unique, unless φ ∈ C 1,1 + . When φ ∈ C 1,1 + the inclusion n ∈ ∂φ • (∇d E φ ) becomes an equality; in this respect we give the following definition.
The next definition will play an important role in the sequel.
Definition 2.7. Let E ⊂ R N be a set with nonempty interior and R > 0. We say that E satisfies the RW φ -condition if, for any x ∈ ∂E, there exists y ∈ R N such that RW φ + y ⊆Ē and x ∈ ∂(RW φ + y).
The first assertion of the following result is proved in [18, Lemmas 3.4, 3.5] , and the second one is proved in [13, Proposition 3.9]. (i) If E is a Lipschitz φ-regular set, then E and R N \ E satisfy the RW φ -condition for some R > 0. (ii) A compact convex set satisfying the RW φ -condition is φ-regular.
If φ ∈ C 1,1 + , we list some relations between φ-regularity and the RW φ -condition (see [13, Remark 4] ).
Remark 2.9. Assume that φ ∈ C 1,1 + . The following assertions hold.
(a) E is Lipschitz φ-regular if and only if E is of class C 1,1 .
(b) Let C be a compact convex set which satisfies the RW φ -condition for some R > 0. Then C is Lipschitz φ-regular (hence C is of class C 1,1 by (a)). (c) E is Lipschitz φ-regular if and only if E and R N \ E satisfy the RW φ -condition for some R > 0.
BV functions, φ-total variation and generalized Green formula
Let Ω be an open subset of R N . A function u ∈ L 1 (Ω) whose gradient Du in the sense of distributions is a (vector valued) Radon measure with finite total variation |Du|(Ω) in Ω is called a function of bounded variation. The class of such functions will be denoted by BV(Ω). We denote by BV loc (Ω) the space of functions w ∈ L 1 loc (Ω) such that wϕ ∈ BV(Ω) for all ϕ ∈ C ∞ c (Ω). Concerning all properties and notation relative to functions of bounded variation we will follow [6] .
, and we have P (E, Ω) = P (R N \ E, Ω). We shall use the notation P (E) := P (E, R N ).
Let u ∈ BV(Ω). We define the anisotropic total variation of u with respect to φ in Ω [4] as
and we have [4] 
where ∂ * E is the reduced boundary of E and ν E the (generalized) outer unit normal to E at points of ∂ * E. Recall that, since φ • is homogeneous, φ • (Du) coincides with the nonnegative Radon measure in R N given by
where ∇u(x) dx is the absolutely continuous part of Du, and D s u its singular part.
Let Ω be an open subset of R N . Following [10] , let
Then (z, Dw) is a Radon measure in Ω,
We recall the following result proved in [10] .
When Ω = R N we have the following integration by parts formula [10] , for z ∈ X 2 (R N ) and w ∈ L 2 (R N ) ∩ BV(R N ):
Then if we define z := z inn on Ω and z := z out on R N \ Ω, we have z ∈ L ∞ (R N ; R N ) and div z ∈ L 2 loc (R N ).
The anisotropic mean curvature
Let (E, U, n) be a φ-regular set. For any p ∈ [1, +∞], we definẽ
. Then, following [18] (see also Theorem 2.12 below) there exists a vector fieldz
We point out that, even if the minimizerz t may be nonunique, its divergence is always uniquely defined. In particular, it follows that divz s = divz t a.e. in U s , (2.10) for all 0 < s < t.
11)
where z h ∈ ∂φ • (∇u h ) and (z h , Du h ) = φ(Du h ) in D (R N ). Then, there existsz ∈ L ∞ (R N , R N ), and a subsequence
More generally,z satisfies the following inequality
Let us recall that (2.11) has a unique solution u h ∈ L 2 loc (R N ) [23] . Moreover u h ∈ L ∞ loc (R N ) [23] and u h
Let us also point out that u h is Lipschitz with a Lipschitz constant depending only on the Lipschitz constant of d E φ . Indeed, by the results in [23] u h can be obtained
and, for any y ∈ R N , u h j (· + y) is the solution of (2.14) with right-hand side min{d E φ (· + y), j }. As in [23] , Corollary C.2, we prove that
We may also prove this along the lines of the proof of Theorem 3 in [23] which uses another approximation of (2.11) and viscosity solution theory.
Proof. For simplicity, let us denote d := d E φ . By the remarks previous to the proof we have that |u h | c λ on {d λ} where c λ is a constant depending on λ for any λ > 0. Multiplying (2.11) by u h − d and integrating by parts in {d λ} we obtain
By the estimate (2.15), we have that the convergence takes place also locally uniformly in R N . Moreover, modulo a subsequence, we may assume that z h →z weakly * in L ∞ (R N ) as h → 0 + . Let a < b and Q h a,b := {u h a} ∩ {d b} be such that Q h a,b ⊆ U 0 . Let us assume that h varies along a sequence converging to 0. Since u h ∈ BV loc (R N ) we may assume that a is such that {u h < a} is a set of finite perimeter in R N . Since u h converges to d locally uniformly in R N we may assume h small enough so that {u h < a} ⊆ {d b} and {u h = a} ∩ {d = b} = ∅. Let P : R → [0, ∞) be a smooth, increasing and nonnegative function. Then
The first term can be written as
To prove that the second term is negative, we observe that
Now, by the proof of [23, Lemma 5.1] (see also [13, Lemma 4 
where the equality means the equality of both measures, for almost every s ∈ R and we may assume that a has been chosen to satisfy this equality. On the other hand, since φ(n) 1, we have that |(n,
By the same arguments we could have also chosen b > a from the beginning so that (n,
Combining all these inequalities we obtain that
Let P j be a sequence of increasing nonnegative functions such that P j (r) → r +(q−1) locally uniformly as j → ∞. Using P = P j in (2.16) we obtain
Applying Young's inequality we obtain
where Q a,b := {a d b}. Letting a → −δ 0 , b → δ 0 , we deduce that
I a similar way we obtain 
Since this is true for any test function ψ with compact support in U 0 we obtain thatz
To prove the inequality (2.13) we observe that if 0 < δ < δ 0 and Z ∈H div,∞ φ (U δ , R N ), then (E, U δ , Z) is φ-regular and, by repeating the computations that lead to (2.12), we deduce that (2.13) holds.
Finally, if E is convex, the inequality divz 0 follows from the inequality d u h , proved in [ 
is nondecreasing, hence we may take the limit
(2.20)
Let (E, n) be Lipschitz φ-regular and let N ∈ Nor φ (∂E, R N ) ∩ lip(∂E, R N ). By [18, Lemmas 3.4, 3.5, 4.5], we have that (i) there exists a neighborhood U of ∂E and δ > 0 such that the map F N :
We shall denote this point x by π N (y). This permits to extend the vector field N to a vector field N e on U by the formula
Using π N , any vector field η can be extended from ∂E to U . Hence, from now on we shall write η instead of η e , i.e. we shall assume that η is defined on a neighborhood of ∂E;
(iii) the trace of div N e (denoted by div N) is defined H N −1 -almost everywhere on ∂E and coincides on ∂E with the tangential divergence of N to be defined below.
Finally, if (E, n) is a Lipschitz φ-regular set and N ∈ Nor φ (∂E, R N ), we may define the (weak) tangential divergence div τ N :
where ψ ∈ Lip(∂E). As proved in [18] , this divergence does not depend on the vector field n. Letting
(2.21)
As proved in [18] , the function div τ N min does not depend on the choice of the minimizer N min of (2.21). Moreover, by [18, Theorem 6.7] we have that div τ N min ∈ L ∞ (∂E) and
We do not know if the second equality in (2.23) holds for all Lipschitz φ-regular set E ⊂ R N . However, we can prove it under the additional assumption that the anisotropy φ is crystalline and E is a polyhedron.
Let us first observe that a polyhedron E ⊂ R N is Lipschitz φ-regular if and only if for all vertices v of E there holds
where ν F is the outer unit normal to ∂E at the facet F .
Proposition 2.14.
Assume that φ is crystalline and let E ⊂ R N be a Lipschitz φ-regular polyhedron. Then
Proof. Given a vertex v of E, we shall denote by N(v) a generic element of the set C(v), defined by (2.24).
, it is enough to prove that the function t ∈ [−δ 0 , δ 0 ] → H t is continuous at t = 0 (hence it is also continuous on the whole interval). Indeed, lettingz as in Theorem 2.12 and differentiating the equality φ(z) = 1, we obtain ∇z · ∇d E φ = 0 in a neighborhood of ∂E. As a consequence, we get that div τz = divz a.e. in that neighborhood, where the tangential divergence (which, in this case, is an euclidean divergence) is computed with respect to ∂E t at a point x ∈ ∂E t . It follows that the fieldz can be obtained by patching together the minimizing vector fields N t min , which are defined on ∂E t . Letting now F t be the facet of E t corresponding to the facet F of E, we shall prove the equivalent statement that the function
is continuous at t = 0 (notice that H t = max F H F t ). To simplify the notation we shall identify F t with its orthogonal projection on the hyperplane spanned by F . Notice that, for t small enough, the facet F t can be obtained by parallelly translating the edges of F of a distance proportional to t (with a constant depending on the edge) and possibly inserting new edges, with length of order t, near the vertices of F . As a consequence, to a vertex v of F will correspond some vertices (at least one) of F t which lie at a distance of order t from v. Notice that, for all the vertices v of F t corresponding to v, we still have N(v) ∈ C(v ). Moreover, there exists a constant C > 0, depending on F , such that d H (∂F t , ∂F ) C|t|, for all t small enough. Let us also denote by F − t the facet obtained by parallelly translating the edges of F of a distance of 2C|t|, in the direction −ν F . We then have F − t ⊂ F t , for all t small enough. Notice that, in this case, to a vertex v of F corresponds only one vertex v − of F − t respectively, and we have
we can uniquely associate a vertex v of F , and we set N(v ) := N(v). In order to prove the result, it is enough to construct a vector field N t on F t , with the property
. We define the field N t to be equal to N min • ψ t on F − t , and to the linear interpolation of N(v ) on F t \ F − t (in order to do this we first perform a triangulation of F t \ F − t , without adding new vertices). The thesis now follows by observing that
The φ-anisotropic total variation and φ-calibrable sets
Let φ : R N → R be an anisotropy and let φ • be its polar function. Since φ • is homogeneous of degree 1, for any η ∈ ∂φ • (ξ ) we have φ • (ξ ) = η · ξ . We also observe that
Consider the energy functional Ψ φ :
Since the functional Ψ φ is convex, lower semicontinuous and proper, then ∂Ψ φ is a maximal monotone operator with dense domain, generating a contraction semigroup in L 2 (R N ) (see [21] ). The next lemma gives the characterization of the subdifferential ∂Ψ φ (the proof is the same as the proof of Proposition 1.10 in [9] , see also [23] , or [35] for more general cases).
The following assertions are equivalent:
From now on we shall sometimes write v = div(∂φ • (Du)) instead of v ∈ ∂Ψ φ (u) . Under the rest of conditions of (b), condition ( * ) φ(z(x)) 1 is equivalent to say that ( * * ) z(x) ∈ ∂φ • (∇u(x)) a.e. Obviously, by (3.1), ( * * ) implies ( * ). Assume now that φ(z(x)) 1. Then (3.4) 
and this follows from φ(z(x)) 1. We deduce that z(x) ∈ ∂φ • (∇u(x)) a.e. Given a function g ∈ L 2 (R N ), we define
Note that g φ, * may be infinite. Let us recall the following result [14, 34] . (a) the function u is the solution of
Obviously, part (a) follows from Lemma 3.1 since ∂Ψ φ (u) + λ(u − f ) 0 is the Euler-Lagrange equation for (3.5). Part (b) can be found in [14, 34] , and it is easily deduced from (a). Part (c) follows from (a) and (b), or as an immediate consequence of duality. 
The following result was proved in [17, 19] (see also [14] ). For the proof we refer to [2, Proposition 2] and we skip the details. Lemma 3.6 below is used in the proof of Proposition 3.4. 
among the sets of finite perimeter X ⊆ E.
For the proof of the following result we refer to [14, 9, 2] .
Finally, the following result can be proved as in [5] .
Lemma 3.6. For any set of finite perimeter E in R N and any convex set C we have 
Then 0 u 1. Let E s := {u s}, s ∈ (0, 1]. Then E s ⊆ C, and, for any s ∈ (0, 1], we have
Proof. Recall that u satisfies the following partial differential equation
Let u − = min(u, 0). Multiplying (4.3) by u − and integrating by parts, we deduce that u − = 0. Similarly, multiplying (4.3) by (u − 1) + we deduce that u 1. Let us prove that u = 0 outside C. Let H be a half-plane containing C.
Since χ C χ H , and v = χ H is the solution of (4.3) with right-hand side equal to v (indeed it suffices to take z(x) = η ∈ ∂φ • (ν H ), ν H being the euclidean unit normal to H pointing towards H ), by the comparison principle proved in [23] (see also [14] ) we have that u χ H . This implies that u = 0 outside C, hence E s ⊆ C for all s ∈ (0, 1].
Let F ⊆ C be a set of finite perimeter. By the proof of Lemma 5.1 in [23] (see also Lemma 4 in [13] ), we have that (z, Dχ E s ) = φ • (Dχ E s ) for almost all s ∈ (0, 1]. Hence, for such an s ∈ (0, 1], we have
and we deduce
Since all sets E s are contained in C and P φ is lower semicontinuous in the L 1 -topology, we deduce that (4.2) holds for any s ∈ (0, 1]. 2 Lemma 4.2. Let C be a bounded convex domain in R N . Let u λ be the solution of (Q) λ , λ > 0.
(iii) Assume that C satisfies the RW φ -condition, for some R > 0. Then for any λ > 0, we have 
This contradiction proves that
(iii) Let p ∈ ∂C and let W p be the translation of RW φ which osculates from inside ∂C at p. Let us compare u λ with the solution u p of
Since χ W p χ C , by the comparison principle [14] we deduce that u p u λ . The solution u p is given explicitly by
Since this is true for any p ∈ ∂C, and since also any p in the interior of C lies in some translation of RW φ , we deduce that
(iv) By Lemma 3.2, we know that u λ is characterized by the equation (v) Suppose that for some λ > 1 χ C φ, * , we have u λ = c λ χ C for some constant 0 c λ 1. Observe that, by (i) and (iv), we have c λ ∈ (0, 1). Then
Since (z λ , Du λ ) = φ • (Du λ ), and c λ > 0, we have that (z λ , Dχ C ) = φ • (Dχ C ) = P φ (C). Multiplying the equation by χ C and integrating by parts we deduce
and therefore C is φ-calibrable, a contradiction. The final assertion is a simple consequence of the first one. 2 Then (i) Let C λ , C μ be minimizers of (P ) λ and (P ) μ , respectively. If λ < μ, then C λ ⊆ C μ .
(ii) Let μ > λ. Assume that C is a minimizer of (P ) λ . Then C is also the unique minimizer of (P ) μ .
(iv) Assume that C satisfies the RW φ -condition, for some R > 0. Then C is a minimizer of (P ) λ for any λ
Proof. The proof is similar to the proof of Lemma 4 in [13] and we only give the proof of (iv).
By (ii), it suffices to prove that C is a solution of (P
We observe that, by Lemma 4.2(iii), we have {u η s n } = C and, by Proposition 4.1, C is a minimizer of
(4.5)
Now, by assertion (iii) in the present lemma, we deduce that C is also a minimizer of
Remark 4.4. In Proposition 4.1 we have proved that for any s ∈ (0, 1], the level set {u λ s} is a minimizer of (P ) λ (1−s) . Moreover, by Lemma 4.3, the sets {u λ s} ∪ := >0 {u λ s + }, s ∈ [0, 1), and {u λ s} ∩ := >0 {u λ s − }, s ∈ (0, 1], are also minimizers of (P ) λ(1−s) (obviously {u λ 1} ∪ = ∅ is also a minimizer of (P ) 0 ). Notice that, except on countably many values of s, they both coincide with {u λ s}.
The concavity of solutions of (Q) λ
Our purpose is to prove the following result. Before going into the proof, we observe that, being concave in C, u λ is continuous in C. In particular {u λ s} ∩ = {u λ s} and {u λ s} ∪ = {u λ > s}, and {u λ s} = {u λ > s} (modulo a null set) for any s ∈ (0, max{u λ }).
The result is a consequence of Korevaar's concavity result [31] . First we need to recall some approximation results which reduce the proof of Theorem 5.1 to the case of a smooth anisotropy.
The approximation of a generic anisotropy φ with smooth ones
The following result is proved in [37, Theorem 3.3.1 and p. 111]. 
is an anisotropy of class C ∞ (R N \ {0}). Similarly, given a convex body K, define the map K → T (K) as follows: leth K (ξ ) := R N h K (ξ + |ξ |z)η(|z|) dz for any ξ ∈ R N : then,h K is the support function h T (K) of T (K). The map T has the following properties: if K 1 and K 2 are two convex bodies, then
Theorem 5.2 provides a way to approximate at the same time a generic anisotropy with C ∞ + anisotropies and a convex set with C ∞ + convex sets. Indeed, the following result holds [13] . 
We also observe that, from (5.1) we get
The Dirichlet problem
Let Ω be an open bounded subset of R N with boundary of class C 1 , let h ∈ L 1 (∂Ω), and let Ψ φ,h : L 2 (Ω) → (−∞, +∞] be the functional defined by
The functional Ψ φ,h is convex and lower semicontinuous in L 2 (Ω), hence ∂Ψ φ,h is a maximal monotone operator in L 2 (Ω). Let us recall the characterization of ∂Ψ φ,h .
Proposition 5.4. The following conditions are equivalent
Proof. In the case h = 0, which is the case we need below, the result follows as in [9, Proposition 1.10], since Ψ φ,0 is positively homogeneous of degree 1. The general case is contained in [35] . Since we need some intermediate results, we shall sketch a direct proof of it. Assume first that φ is a smooth anisotropy and fix > 0. Let
(5.5) By [9, Theorem 6.7] (see also [33, 7, 35] ) we know that ∂Ψ φ,h is a maximal monotone operator which can be characterized as Proposition 5.4. Since, as → 0, the solutions of
where f ∈ L 2 (Ω) converge to the solution of u + λ∂Ψ φ,h (u) f , the thesis follows. The case of a general anisotropy also follows by approximating it with smooth ones. 2
The following comparison principle can be easily deduced by an integration by parts. The same result also holds for ∂Ψ φ,h [9, Theorem 6.14], [35] .
Some technical results
We recall two auxiliary results. The following theorem was proved in [31] .
Theorem 5.6. Assume that φ ∈ C ∞ + and W φ is strictly convex. Let Ω be a strictly convex bounded domain in R N of
and the graph of u is a C 1 surface above Ω having zero contact angle with ∂Ω × R, i.e.
Then u is a concave function.
The sense of the boundary condition (5.7) will be made precise during the proof of Theorem 5.1. Let us recall the following result which was proved in [2] using the results by Atkinson and Peletier in [11] .
Then there is a radiusR R and a radial solution uB (x) = UB (|x|) of
for some values γ > 0, U > 0. Hence uB U > 0 onB, and has zero contact angle with ∂B × R. In particular, we have DuB
Let us recall that the solution uB (x) = UB (|x|) of (5.8) can be characterized as a minimizer of UB (φ(x) ), x ∈W :=RW φ . Then uW is a solution of
Before going into the proof let us make the following observation. If φ is an smooth anisotropy, then ∇φ(
Proof. Let us write F (u) = 1 2 (u − 1) 2 . Recall that uW is a solution of (5.11) if and only if is a minimizer of
Let w y (s) = w(sy), φ(y) = 1. Since w y (s) = y∇w(sy) φ • (∇w(sy)) for any y ∈ {φ = 1}, we obtain
In a similar way we have
Since UB is a minimizer of E er , by the above inequalities, we have
With the same computations as above we obtain
and we deduce that
for any w ∈ W 1,1 (W ). This implies that uW is a minimizer of E, hence, a solution of (5.11). 2 Theorem 5.9. Assume that φ ∈ C ∞ + . Let C be a bounded convex domain in R N satisfying the RW φ -condition, for some R > 0. Let λ 2N R . Let us consider the following problem
Then, there is a unique solution u of (5.13) such that 0 u 1. Moreover u α > 0 in a neighborhood of ∂C for some α > 0. Hence, u satisfies
Proof. Existence and uniqueness of a solution u of (5.13) satisfying the Dirichlet boundary condition in the generalized sense follows by the results in [8, 33] . Multiplying (5.13) by test functions as in the proof of Proposition 4.1 and integrating by parts we deduce that 0 u 1. Let us prove that u α > 0 for some α > 0. For that we shall use Lemmas 5.7 and 5.8. Recall that at each point p ∈ ∂C, there is a ball W p of radiusR R such that W p ⊆ C and p ∈ ∂W p . Since the solution u of (5.13) in C satisfies u 0 in W p , by applying the comparison principle for the problem (5.11) in W p instead ofW (see Section 5.2) we deduce that u u W p U . Since this is true for all balls W p , we deduce that u U on a neighborhood of ∂C. Finally, by Proposition 5.4 in Section 5.2 we get (5.14). 2
The proof of Theorem 5.1
Let φ be any anisotropy, and assume that C satisfies the RW φ -condition. Let φ δ ∈ C ∞ + , C δ be the regularization of φ and C given by Lemma 5.3. We know that C δ satisfies the RW φ δ -condition, hence is Lipschitz φ δ -regular by Remark 2.9(b). By Theorem 5.9, for any λ 2N
Moreover, by the results of Korevaar and Simon [32, Theorems 2, 3 and Section 3] (see also [38] ), since C δ is a bounded convex domain of class C ∞ , we have that v ∈ C 2 ( C δ ) ∩ C( C δ ). Indeed, by the results in [32] (Theorems 2, 3 and Section 3), there is a solution w ∈ C 2 ( C δ ) ∩ C( C δ ) of (5.16) satisfying the boundary condition in a classical sense, that is, 2 ∈ C( C δ ) (even more, is a Lipschitz function on the graph of w ) and (5.17) holds. Since the solution of (5.16)-(5.17) is unique [8, 33] , we have that w = v . Hence v ∈ C 2 ( C δ ) ∩ C( C δ ).
From Korevaar's Theorem 5.6 [31] , we then deduce that v is concave, hence also u is concave. Since, as → 0, u converges to the solution w δ of u − λ −1 div ∂φ • δ (Du) = 1 in C δ , u = 0 on ∂C δ (5.18) we deduce that w δ is also concave. Moreover, from Theorem 5.9 and Lemma 5.7 we also know that w δ β > 0 (which comes also by a comparison with balls). Thus the vector field ξ δ satisfies φ δ (ξ δ (x)) 1 a.e., (ξ δ ,
. Hence, if we define w δ = 0 outside C δ (see Remark 2.11), we have that w δ is a solution of
Finally, letting δ → 0 + , we have that w δ converges in L 2 (R N ) to a solution w λ of 20) which is concave in C. Hence w λ = u λ . We conclude that u λ is concave in C. The theorem is proved.
A partial result on the convexity of the minima of the anisotropic perimeter with fixed volume
As in [2] , using Lemma 4.3 and Theorem 5.1 we prove the following result.
, then problem (P ) λ has a unique solution. Moreover, the solution is a convex set.
As a consequence, we obtain that the set {u α u α ∞ } is φ-calibrable. 
On the other hand, we have that K is a Cheeger φ-set of C. Moreover, if G is any other Cheeger φ-set of C, then it minimizes (6.4), and using that λ |C| . This has been proved in [27, 14, 30 ] (see also [3] ) though it was stated in terms of calibrability in [14, 3] . This result was extended to any dimension in [2] by replacing the curvature of the boundary by the sum of principal curvatures. Moreover, when C ⊆ R 2 is convex, the convexity and uniqueness of the Cheeger set of C was proved in [30] (see also [29] ) and can be deduced from the results in [3, 2] which were stated in terms of calibrable sets. In higher dimension, uniqueness (hence convexity) of the Cheeger set of a convex set C ⊆ R N has been recently proved by [24, 1] .
Observe that the empty set is also a solution of (6.2). Collecting the above results and using Lemma 4.3 we obtain the following theorem. Theorem 6.3. Let C be a bounded convex domain in R N satisfying the RW φ -condition, for some R > 0. Then there is a set K ⊆ C which is the largest Cheeger φ-set of C. Moreover, K is convex and minimizes
there is a unique minimizer C λ of (P ) λ , which is convex, and the function λ → C λ is increasing and continuous (hence also the function λ → P φ (C λ ) is increasing and continuous).
Let us state without proof the following observation. , ∞) such that, if C λ is the minimum of (P ) λ , then |C λ | = V . By Lemma 6.4 we know that C λ is a solution of (6.7). Now, let Q be another solution of (6.7). We have that P φ (Q) = P φ (C λ ), and |Q| = |C λ |. Hence
for any F ⊆ C. Thus, Q is a minimum of (P ) λ , hence Q = C λ . 2 Remark 6.6. Thanks to Lemma 6.4 and Proposition 4.1, the algorithm described in [26, 25] , permits to compute the solution of (6.7) for any V ∈ [|K|, |C|].
A characterization of a class of convex φ-calibrable sets by its anisotropic mean curvature
Proposition 7.1. Let C be a bounded convex subset of R N which satisfies the RW φ -condition for some R > 0. Let μ n → μ. Let C n be a minimizer of (P ) μ n . Assume that C n is a sequence of convex sets converging to C, and C n = C.
Proof. Let N ∈ Nor φ (U, R N ) be the vector fieldz given by Theorem 2.12 applied to the set C, where U := {|d C φ | < δ} for some δ > 0. We know that N ∈ T • (∇d C φ ) a.e. in U . Assume by contradiction that (N − 1) H φ C ∞ < μ. We may assume that δ > 0 is small enough so that div N L ∞ (U ) < μ. Then, for n large enough, we may also assume that div N L ∞ (U ) < μ n and C n ⊆ U . Now, we integrate div N on C \ C n . We have
Hence
Proof. Observe that, by Remark 2.3(a), φ • ∈ C ∞ + . By the regularity results in [32] , ∂E ∩ C is smooth. Following the ideas in [39] we prove that ∂E ∈ C 1,1 in some neighborhood of ∂C. Since E is convex by Theorem 6.3, then near each point x ∈ ∂E ∩ ∂C, we may represent both ∂E ∩ ∂C as graphs of functions u and β, respectively, defined on an open set U ⊂ R N −1 containing x where x = (x , y ), y ∈ R. We will assume u and β chosen in such a way that u β, u = 0 on ∂U and β 0 on ∂U . Now select v ∈ K := {w : U → R: v β in U and v = 0 on ∂U }. For 0 < ε < 1, define u ε on U as u ε = u + ε(v − u). We will assume ε chosen small enough so that the graph of u ε remains inC. Select a point z ∈ (∂E) ∩ C at which ∂E is regular. Then, there is a neighborhood of z where the anisotropic mean curvature of ∂E is constant and in which we can represent ∂E as the graph of a function w defined on some open set V ⊂ R N −1 containing z where z = (z , z ). Note that we can take the sets U and V to be disjoint. Let ϕ ∈ C ∞ 0 (V ) denote a function which satisfies and define w ε = w − εϕ. The graphs of the functions u ε and w ε produce a perturbation of the set E, say E ε . Because of (7.1) we have that |E| = |E ε |. Taking
the minimizing property of ∂E implies that F (0) F (ε) for all small ε and therefore, F (0) 0. Thus,
Since w has constant anisotropic mean curvature K, we obtain
Finally, applying a regularity result due to Brézis and Kinderlehrer [22] , we conclude that u ∈ C 1,1 (V ) on any domain V withV ⊂ U . 2 Proof. Assume that C is a solution of (P ) μ , and let us prove that μ max{λ φ C , Λ}. First of all, notice that P φ (C) − μ|C| P φ (∅) − μ|∅| = 0, i.e. μ λ φ C . If K denotes the φ-calibrable set contained in C defined by Theorem 6.3, then K = arg min X⊂C P (X) − λ φ K |X|, and we have
The proof of μ Λ requires an approximation argument. Let φ ∈ C ∞ + and C ∈ C ∞ + be the anisotropies and convex sets satisfying (i)-(iii) in Lemma 5.3, in particular, they converge to φ and C respectively. We recall the construction: φ is the anisotropy such that W φ = T (W φ ) + B , where T is given by Theorem 5.2, and C :=
|K | , where K is the largest φ -calibrable set contained in C obtained in Theorem 6.3. As in the last paragraph, we also deduce that λ C λ K . Using (5.2), (5.3) and the Lipschitz local continuity of φ • we have that |φ • (ξ ) − φ • (ξ )| 2 for any ξ ∈ R N , |ξ | = 1. This implies that
for any set of finite perimeter X ⊆ R N . Hence, since P φ (C ) → P φ (C) we deduce that P φ (C ) → P φ (C). Since we also have that |C | → |C| [37] , then λ C → λ φ C . Let δ > 0, from the last argument we know that μ + δ > λ C λ K . Now, we consider the problem
Let D ,δ be a minimizer of (P ) μ, ,δ . By Theorem 6.3 we know that the minimum is unique and it is a convex set. Now, as the sets D ,δ are uniformly bounded in , by extracting a subsequence if necessary, we may assume that D ,δ converge to a convex set D δ in the Hausdorff distance. Using (7.2) and the lower semicontinuity of P φ , we obtain that D δ is a minimizer of (P ) μ+δ . By applying (ii) of Lemma 4.3, we obtain that D δ = C for every δ > 0. By Theorem 7.2, we know that D ,δ is of class C 1,1 and, as φ ∈ C ∞ + , from Remark 2.9(a) (see also [13, Remark 4(a)]) it follows that D ,δ is Lipschitz φ -regular. Hence, by Lemma 2.8 D ,δ satisfies the τ W φ -condition for some τ > 0. Let n ,δ be the Cahn-Hofmann vector field of D ,δ . Now, by applying the first variation formula for the perimeter P φ [20, 18] , we deduce that (N − 1)H div n L ∞ (U t ) , (7.5) for any t < (μ + δ) −1 , where U t := {|d C φ | < t}. Using (7.4) and (7.5) we then get
Assume now that μ max{λ φ C , Λ}, but C is not a minimizer of (P ) μ . In particular, by Proposition 3.4 and Lemma 4.3(ii), C is not φ-calibrable. We shall construct a sequence of sets E λ = C each one being a solution of 
Obviously, we have β λ
Case β λ μ. Take s = 1 − μ λ . Then, by Proposition 4.1, {u λ s} is a solution of (P ) λ(1−s) = (P ) μ . Finally we observe that {u λ s} = C. Thus C is a solution of (P ) μ .
Case μ < β λ
, λ > 0, being a sequence converging to 0. Then
Let E λ = {u λ s λ }. Since λ(1 − s λ ) < β λ , and by Lemma 4.2(v), we know that u λ is not constant, by an appropriate choice of s λ we may assume that E λ = ∅, E λ = C. By Lemma 4.2(ii), choosing s λ sufficiently near 1 − β λ λ , i.e. λ sufficiently small, we have that E λ → C as λ → ∞. Without loss of generality me may assume that β λ → β where
Since E λ is a solution of (P ) λ(1−s λ ) , then C would be a solution of (P ) μ , and this would conclude. Therefore we may assume that μ < β
To summarize, we proved that E λ is a solution of (P ) μ λ with μ λ := λ(1 − s λ ) → β with μ < β λ φ W φ R , and E λ = C, E λ → C.
Moreover, since E λ is an upper level set of u λ and λ can be taken 2N R (recall that λ → ∞), by Theorem 5.1, we know that u λ is concave, hence E λ is convex. By Proposition 7.1, we have that
and we obtain a contradiction. We have proved that C minimizes (P ) μ . 2 Remark 7.5. Corollary 7.4 extends to the anisotropic case the analogous results proved in [27, 14, 30] when N = 2 and in [13] when N 2. In terms of Cheeger sets, it characterizes those convex sets C (satisfying the RW φ -condition for some R > 0) which are Cheeger φ-sets in themselves.
The evolution of a convex set by the anisotropic total variation flow
The minimizing anisotropic total variation flow
We are interested in computing the solution of the minimizing anisotropic total variation flow
coupled with the initial condition
when u 0 = χ C , C being a bounded convex domain in R N satisfying a ball condition.
The following notion of strong solution is adapted from the notion of strong solution in the semigroup sense [21] (see also [35, 9, 14] ).
In the following definition, we denote by L 1 w (0, T ; BV(R N )) the space of functions w : [0, T ] → BV(R N ) such that w ∈ L 1 ((0, T ) × R N ), the maps t ∈ [0, T ] → R N ψ dDw(t) are measurable for every ψ ∈ C 1 0 (R N ; R N ) and 
The evolution of a convex φ-calibrable set
Let Ω be a set of finite perimeter in R N . We shall say that the set Ω decreases at constant speed λ if
is the strong solution of (8.1) with initial condition u 0 = χ Ω . It can be easily checked (see [14] ) that Ω decreases at speed λ if and only if the function v := χ Ω satisfies the equation (i) C decreases at constant speed;
The evolution of a bounded convex domain satisfying a ball condition
Let us assume that C is a bounded convex domain in R N satisfying the RW φ -condition for some R > 0. Let K be the largest φ-calibrable set contained in C, as in Theorem 6.3. For each λ > 0 let C λ be the solution of (P ) λ . By Theorems 6.3 and 7.3 we have that C λ = ∅ for any λ < λ φ K , and C λ = C for any λ max{λ φ C , (N − 1) H φ C ∞ }. Following [12, 28, 2] , and recalling the monotonicity of C λ , we define The following result can be proved arguing as in [12, 28] .
Proposition 8.5. We have (i) H C is a φ-variational mean curvature of C and C H C (x) dx = −P φ (C).
(ii) H C χ C λ is a φ-variational mean curvature of C λ and C λ H C (x) dx = −P φ (C λ ). Lemma 8.6. We have H C φ, * = 1. In particular, there exists a vector field ξ C ∈ L ∞ (R N , R N ), such that φ(ξ C ) 1 and div ξ C = H C in R N . Moreover,
Proof. Since F H (C) = 0, we have − X H C (x) dx P φ (X) for any set X ⊆ R N of finite perimeter. This inequality, as in the proof of Lemma 3.2, implies that H C φ, * 1. Since C H C (x) dx = −P φ (C), we deduce that H C φ, * = 1. Hence, by Lemma 3.2 there exists a vector field ξ C such that φ(ξ C ) 1 and div ξ C = H C in R N . Now, multiplying div ξ C = H C by χ C λ and integrating on R N , we obtain
Since φ(ξ C ) 1, we deduce that (ξ C , Dχ C λ ) = φ • (Dχ C λ ). 2 Theorem 8.7. Let C be a bounded convex domain in R N satisfying the RW φ -condition for some R > 0, and let H C be the variational curvature of C defined by (8.9) . Then, u(t, x) = (1 + H C (x)t) + χ C (x) is the solution of (8.1) corresponding to the initial condition u 0 = χ C .
