This paper presents a Diminished Reality system that is able to propagate textures as well as structures with a low computational cost, almost in real-time. An existing inpainting algorithm is optimized in order to reduce the high computational cost by implementing some Computer Vision techniques. Although some of the presented optimizations can be applied to a single static image directly, the global system is mainly oriented to video sequences, where temporal coherence ideas can be applied. Given that, a novel pipeline is proposed to maintain the visual quality of the reconstructed image area without the need of calculating everything again despite slow camera motions. To the best of our knowledge, the prototype presented in this paper is the only Diminished Reality system focused on structure propagation that works near real-time. Apart from the technical description, this paper presents an extensive experimental study of the system, which evaluates the optimizations in terms of time and quality.
INTRODUCTION
Augmented Reality (AR) is a major field of research that is getting more and more support in the last few years. As a result of this popularity, new research branches have emerged. Diminished Reality (DR) can be considered as one of the branches of AR that has awaken the interest of researchers in the last decade.
AR is a mechanism that enriches the real world by adding virtual elements to it. A typical example could be the Google Glass (Google Inc., 2013) , where the user is able to see everything normally (real world), but it is also able to see augmented content (messages, videos or images) at the same time. On the contrary, Diminished Reality (DR) basically does the opposite effect of AR. The objective of DR is to remove undesired objects from the image, video or user view. A combination of these two technologies can be used to create an interactive virtual environment where the user can add/remove virtual/real objects in real-time.
A DR technique is divided in three main modules: object detection, tracking and inpainting. The object detection module consists in recognizing the object that needs to be occluded, the tracking system aims to follow the object in the subsequent frames, and the inpainting module consists in reconstructing the area where the object is located. Figure 1 compares the process of DR in image and video applications. As it can be seen in the diagram, for a single image application the tracking step is not required (it is enough with the initial detection), while the video processing includes a loop to extrapolate and exploit the information of the previous frames to the subsequent ones.
The problem of actual inpainting techniques is that they require a high computational cost for the inpainting step. Existing techniques, such as (Criminisi et al., 2004) , (Komodakis and Tziritas, 2007) , (Liu and Caselles, 2013) have made efforts to improve the visual quality of the results without taking care of the processing time. Consequently, it is uncomfortable to implement these techniques directly to process a live video because they would take too much time to process each of the frames. One of the biggest optimizations in computing time was presented in (Barnes et al., 2009 ). The proposed randomized patch search reduced considerably the processing time of the existing techniques. This technique can propagate textures easily but it presents some limitations when structures need to be propagated. On the other hand, a robust technique for image inpainting was presented by (Criminisi et al., 2004) . This technique defines the priorities of the filling order to maintain structural information. Nonetheless, it is too slow for video applications, as it lasts minutes to recover a high quality video frame.
To the best of our knowledge, the only existing DR systems that are able to work near real-time are (Herling and Broll, 2010) and (Herling and Broll, 2012) . In both cases the inpainting method proposed by (Barnes et al., 2009 ) is optimized. As mentioned before, this algorithm is fast and efficient when propagating textures, but it is not so accurate when structures need to be processed.
The solution presented in this paper spreads out the real-time DR solutions by implementing an optimized version of (Criminisi et al., 2004) , which is a robust algorithm that preserves structures. Moreover, two different tracking techniques have been integrated in order to create a robust system. The rest of the paper is organized in 5 sections as follows. In Section 2 we provide an overview of some works related to DR and similarities with our contribution. Then, in Section 3 we present all optimizations that have been introduced to get a near real-time DR system that preserves texture and structure patterns. Section 4 shows extensive experiments that validate the proposed system. Finally, Section 5 presents the main conclusions drawn from this work.
RELATED WORK
According to the number of cameras or views, DR techniques can be classified in two groups:
• Multiview-based methods: (Lepetit et al., 2001) and (Zokai et al., 2003) use cameras ore frames from different points of view in order to segment the object that needs to be removed. The result is almost perfect because these techniques generate a 3D representation of the scene, going from a 2D problem to a 3D problem, which facilitates the distinction between object and background. The weakness of these methods is that in most real problems there is no control or ability to place multiple cameras to get frames from different points of view and do the 3D reconstruction.
• Frame-based methods: Most of the existing methods like (Wexler et al., 2007) , (Simakov et al., 2008) , (Herling and Broll, 2010) , (Herling and Broll, 2012) , (Kawai et al., 2013a) and (Kawai et al., 2013b) are based on the information of a single camera. They do the image inpainting based on the previous, actual and sometimes next frames too (they do a backward process). In this case, when multiple frames are used it is to apply temporal coherence rules. Even if these techniques are not as accurate as the previous ones, they are applicable in much more scenarios.
This article focuses on the frame-based methods, because they are the trend in the last few years due to their versatility for most scenarios. (Wexler et al., 2007) present a novel algorithm able to reconstruct damaged or missing frames from videos. They introduce a coherence term, which means that the reconstructed area should maintain the same value in all the video. All video frames are used in the inpainting step in a process called space-time video completion. Even if this algorithm obtains really good results, there is no possibility to implement it in real-time. Apart from that, this algorithm is designed to work with static cameras. (Simakov et al., 2008) design an innovative method called bidirectional similarity. This method is presented in their article in order to summarize data. This summarization can be applied in images as well as videos, and it can be used for several applications, such as automatic cropping, photo reshuffling, image collage, object removal and more. Simakov et al. define the bidirectional similarity in two terms called completeness and coherence. Completeness means that all the patches contained in the input image should be in some part of the output image. Coherence means that all the patches contained in the output image should come from the input image. This algorithm is also not applicable in real-time applications because of its high computational time. (Herling and Broll, 2010) describe the first selfcontained real-time capable DR system for video applications. The main challenge for this technique is making (Barnes et al., 2009) close to real-time without loosing quality in the image. The same authors present an evolution of the initial solution in (Herling and Broll, 2012) . In the new version, they add a fingerprint selection to select the area and use a segmentation technique to select the object inside the region of interest. They also change the object tracking mechanism from an active snake (Kass et al., 1988) approach to a two phase contour tracking approach.
Towards a Diminished Reality System that Preserves Structures and Works in Real-time They use a homography based contour tracking in the first phase, while in the second phase, the new contour is refined and adjusted regarding to the undesired object area. This improvement leads to better contour point correspondences between successive video frames. (Kawai et al., 2013a) propose a DR system considering background structures. They focus on the inpainting more than on the detection or tracking processes. The aim of this work is to overcome the problem of perspective distortion of regular patterns that appears in exemplar-based inpainting. This is done by rectifying the input image and applying changes based on similar patterns from the image. Their scheme, presented in (Kawai et al., 2013b) as well as in (Herling and Broll, 2012) , uses a homography to ensure temporal consistency and to determine searching areas in the next frame. The problem is that the homography assumption works well when the background is almost planar, but the results in non-planar backgrounds are not accurate. In their method, the scene around the target object is divided into multiple planes, whose number is automatically determined. Inpainted textures are successfully overlaid on the target object under comparatively unrestricted camera motion using the estimated planes and the camera pose calculated by a complementary Visual-SLAM system.
According to our prototype, the idea of the patch search optimization explained in (Barnes et al., 2009) has been taken into account to improve (Criminisi et al., 2004) . Apart from that, the coherence term explained by Wexler et al. has been also applied for video applications in order to obtain a better visual effect and reduce even more the computational time. Thus, our DR system has similarities with the work described in (Herling and Broll, 2012) . The main difference is that we optimize an inpainting method that offer us more robustness to propagate structures, and consequently, it is more complicated. As a result, the DR system proposed in this article is the only DR solution designed for structure propagation that can work near in real-time.
PROPOSED DIMINISHED REALITY
The DR solution that is presented in this article works near real-time and is capable of propagating structures. Like any other DR system, it is composed by three main modules ( Figure 1 ): object detection, tracking and inpainting. According to our prototype, it is important to note that the object detection is done manually, as the user needs to select the area of the object that needs to be removed (i.e. the region of interest, ROI). The user is responsible for drawing the outline of the object in the image with the mouse (Figure 2 ). Although this step can be done automatically by an advanced object recognition, this article focuses on the optimization of the inpainting phase, so this improvement has not been addressed. Two different tracking methods (Camshift (Bradski, 1998) and Lucas-Kanade optical flow (Bouguet, 2001) ) have been implemented to deal with objects of different appearances and to develop a more robust prototype. In the case of the Camshift tracking algorithm, it recalculates the position of the ROI based on colour information, so it supports objects that are homogeneous, without texture. The optical flow tracking, meanwhile, searches keypoints inside the ROI that will be tracked in subsequent frames, so it is oriented to objects with texture. As the optical flow tracking provides greater accuracy in estimating the motion of the ROI over time, its use is preferable. For further details of these techniques, please refer to the corresponding sources.
Two modes of execution are allowed for the inpainting step. The first one performs the inpainting process in each new frame, following the procedure shown in Figure 1 . The second one, however, applies a motion model (represented by a homography) to update the pixels and it only calls the inpainting function when a strong movement is detected (when the motion model is not a good estimation). Figure 3 shows the flow diagram of the second execution mode. It is noteworthy that this second execution mode is oriented to video applications, when several sequential frames are available and where the motion model makes sense.
Additionally, the proposed DR system has been designed to be modular in order to facilitate the creation of different setups during the validation process (see Section 4). Thus, it is simple to integrate a new object detection, tracking or inpainting algorithm. Similarly, it is also possible to change the parameterization (patch searching area, image downsampling size, etc.) to adapt to different environments.
Real-time Optimizations
As it is mentioned in the introduction, the inpainting technique that uses the prototype presented in this article is based on (Criminisi et al., 2004) . Furthermore, we have implemented all the optimizations using the publicly available code (Rahul Verma, 2013) as a basis. This section includes the optimizations that have been introduced to speedup the process of inpainting and reach the real-time goal.
Patch Search Reduction
One of the most important changes from the original algorithm is the change of the patch searching area. In its original version, the area that has to be reconstructed is divided into small patches (called target patches) and each one is filled by copying patches from the rest of the image (called source patches). However, the proposed algorithm searches source patches only in the surroundings of each target patch. Even though there is a loss of information, in most of the cases this information is useless for the inpainting, and therefore, a pointless processing. It has been observed that in many cases, the closest patches were the best matches for the target patch. Figure 4 is an example of the tests that were performed. As it is shown in the image, the target region is marked in green, and the source patches are marked in blue. Most of the source patches come from the surroundings of the masked region (red rectangle). Therefore, a reduction of the search area would improve the processing time with a small impact on the result. We have implemented the scheme proposed by Goyal et al. for determining the patch search area, which has been set proportional to the patch size and is configurable for each execution. SSD (Sum of Squared Differences) is the most common technique used in exemplar-based inpainting algorithms to meassure the difference between the source and target patches. (Criminisi et al., 2004) does not define any rule to choose one patch or another when there are two or more patches with the same SSD value. Thus, we have introduced a new condition for the patch selection. In (Goyal et al., 2010) , they define a variance term to decide between patches with the same SSD. In our approach, the euclidean distance between the target and source patch locations is calculated and compared, and the nearest source patch between the candidates with the same SSD value is chosen as the best exemplar patch for the target patch. This is coherent due to the fact that the lighting conditions are more stable in surrounding areas, reducing the possibility of introducing undesired artefacts. Figure 5 shows the differences between searching in the whole image and our optimized local search. As it can be seen in the images, there is not much difference between the original algorithm and the result of the optimized search in terms of quality. In some parts of the image the original algorithm performs slightly better than the optimized one (compare the building in Figure 5 c and d) , but in other parts even the optimized version works better (note the bush over the sea in Figure 5 c and d) . Summarizing, it can be said that the optimized search reduces the computational time while keeping similar quality results.
Image Cropping and Downsampling
The original image is cropped by a proportional size to the ROI. Thus, there is a reduction in the area that need to be processed during the inpainting process. Moreover, the cropped image is downsampled several scale factors to decrease the number of pixels that are processed (Figure 6 ), reducing the processing time substantially. These modifications reduce the time of 
(e) (f) (g) (h) Figure 5 : Comparison between the optimized search area and the existing approaches, (Criminisi et al., 2004 ) (ad) and (Goyal et al., 2010 ) (e-h). Images taken from (Bertalmio et al., 2000) and (Goyal et al., 2010) . From (a) to (d) and from (e) to (h): Input image; Mask that defines the ROI; Result from (Criminisi et al., 2004) or (Goyal et al., 2010) ; Result using the proposed optimized patch search.
both, the computation of the patch priority as well as the search of patch correspondences. After calculating patch correspondeces in the low scale, matches are mapped directly to the original image based on the cropping offset and the scaling factor. Although we have observed that using the correspondences calculated in the low scale slightly reduces the resulting visual quality, it is a necessary modification to achieve real-time (see Section 4). 
Patch Propagation
The patch propagation optimization is an essential module for implementing a real-time system. In our approach, a motion model between two consecutive frames is calculated using the tracking information. Given the location of some features (at least 4) in the previous and current frames, we are able to calculate a perspective transformation (represented by a homography) that relates the movement between the two frames. Thus, the new locations of the patches can be obtained by a simple matrix multiplication, which simplifies calculating patch correspondences and avoid having to search them in each frame.
The efficiency of this method relies on having an accurate tracking system. Given that, two different tracking systems have been implemented to explore their response and achieve a robust solution: (Bradski, 1998) and (Lucas et al., 1981) . (Bradski, 1998 ) is a tracking system based on colour histograms. Therefore, it is very suitable for working with textureless objects. Nevertheless, it is not especially robust to rotations, as it only provides four points around the object (four corners that define the oriented bounding box of the object) to feed the homography calculation. On the other hand, (Lucas et al., 1981) tracks feature points that are detected on the object (ROI). In the initial frame, some feature points are detected with the FAST detector (Rosten and Drummond, 2005) , and in subsequent frames the new locations of these points are updated using the optical flow estimation. In this case, as there are multiple points to feed the homography calulation, an hypothesis-verification methodology (known as RANSAC (Fischler and Bolles, 1981) ) is applied, which offers higher accuracy and more robustnes against the movements of the camera. The main drawback of this tracking system is that it does not work well with textureless objects, i.e., it requires objects that provide feature points on their surface.
The ability to employ the motion estimation gave us the chance of working in real-time. However, we have observed that the inpainting quality degrades considerably after a large movement, i.e., when there is a viewpoint change between the current state and the starting point where the complete patch correspondence algorithm was performed. To solve this degradation, the prototype presented in this article includes a control module (Figure 3 ) that keeps track of the cumulative movement applied to the camera. It is calculated by detecting the center of the object from the tracking points and comparing it to the initial position. When this distance exceeds a threshold, the original inpainting algorithm is executed to calculate new patch correspondences, more appropriate to the current viewpoint. It is note worthy that he threshold can be configured to adapt the margin of movement for each scenario.
Another difficulty when working with the motion estimation approach is handling scale transformations. In this case, gaps between patches appear when all the patches are updated with the homography estimation. This happens because the shape of the object differs between the initial and subsequent frames. This effect is especially noticeable when the size of the object in the current frame is bigger than in the initial moment. Figure 7 (b) is an example where the mentioned undesired gaps are shown. In order to overcome this problem, a pixel level correction has been implemented. It is a two iteration process. In the first iteration all the target patches are updated as usual. The change is that a mask that contains the status of all the pixels that form the ROI is maintained. Thus, the status of each pixel is initialized as not update, and after the first iteration, the status of those pixels that have been updated is changed. In the second iteration, the same procedure is applied, but in this case, each source pixel is copied to those pixels that are inside a predefined radius of the target pixel. Before copying each pixel, it checks in the mask wether the pixel has been already updated (in the first iteration) or not. With this procedure the visual quality is maintained (Figure 7 (c) ) and calling the original inpainting algorithm is avoided. Nevertheless, it is not convenient to apply a big radius because the result would degrade in strong scalings. In our approach, we assure a good quality combining the sensitivity of the control module (to raise the original inpainting algorithm when a strong scale transformation is applied) and the pixel correction radius. 
EXPERIMENTS AND RESULTS
This section provides a performance and quality evalution of the prototype. It is divided in three subsections: implementation details, results and discussion.
Implementation Details
The main module that has been paid attention in our DR system is the inpainting process. The proposed solution should maintain a balance between quality and speed. Speed is a parameter that can easily be measured objectively, and therefore, the results that are obtained from this kind of measurement can directly be interpreted. However, the quality is a subjective indicator that needs an extra step to proof its validity. In order to quantify the quality, a web form with videos that were processed with different configurations (see below) was prepared and presented to different users.
The different configurations that have been considered are:
The modular design of the proposed solution allows us to change from one configuration to another easily in the process of testing. Hence, a progressive testing process is presented, starting from the original algorithm and introducing each optimization up to the final prototype.
• Original (vO): Consists in executing frame by frame the original algorithm proposed by (Criminisi et al., 2004 ).
• Original+Patch search (vOP): Consists in executing the original algorithm plus the patch search optimization (Section 3.1.1), which consists in reducing the patch search area.
• Original+Patch search+Downsampling(vOPD): Consists in executing the algorithm with the optimized search and using image downsampling (Section 3.1.2) to accelerate the process.
• Final (vF): Consists in executing the algorithm with all the optimizations mentioned in this article. Patches are calculated just when there is a big movement, and the rest of the video processing consists in finding the correspondence using the motion model estimation (Section 3.1.3). Additionally, this configuration has been executed in turn with the two tracking systems described in Section 3.1.3, Camshift (vFC) and Optical Flow (vFOF).
Similarly, several scenarios with different complexity have been considered, starting from the most simple one up to the most complex one:
• Simple scenario: Consists in removing an object in a non-structural background. For example, a piece of paper on the top of a table (Figure 8 (a) ).
• Medium scenario: Consists in removing an object in a simple structural background. For example, a mobile phone that partially occludes the junction of two tables (Figure 8 (b) ).
• Complex scenario: Consists in removing an object in a complex structural background. For example, a card that is in front of a building with homogeneous color and several structural components (Figure 8 (c) ).
Moreover, three different videos were recorded for each scenario to represent different motions: rotation, translation and scaling. All these videos were recorded in 720p. For each of these cases the timing information as well as the output video were recorded to obtain some comparisons and conclusions. The hardware setup consists of an Intel i5-3470 at 3.20GHz and 8 GB of RAM running under windows 8.1. The code was written in C++ using the OpenCV library (Itseez, 2016) . Figure 9 shows the execution time of each configuration for each scenario according to the motion applied. As expected, the procesing time decreases when more optimizations are introduced. In the case of the scaling, there is an increase of the processing time in the latter frames. This happens because the object that needs to be inpainted becomes bigger over time, and as a result, more patches are needed to cover the area. With respect to the final versions with Camshift and Optical Flow tracking systems, it can be seen that they have a really low processing time in most of the frames (between 50-60 milliseconds when there are no peaks, i.e., when the original inpainting method is not called and the motion estimation is used). In the case of the Optical Flow, there is a peak at the beginning because patches are initialized using the original inpainting function. In the rest of the video the tracking algorithm is robust against movements and avoids calculating the patches again (Section 3.1.3). On the other hand, the Camshift shows peaks all over the video because it needs to recalculate the patches to maintain a good visual quality.
Experimental Results

Time
Furthemore, Tables 1, 2 and 3 present the total procesing times for simple, medium and complex scenarios respectively. It can be observed that the proposed DR system has reduced computational cost several orders of magnitude compared to the original solution.
Quality
15 users with skills in computer graphics (but without extensive knowledge in DR) took part in the experiment. To each user the videos reconstructed with the different configurations were presented (see some Figures 11, 12 and 13) . Thus, the users evaluated each video from 1 to 5, being 1 the worse quality and 5 the best one. Figure 10 shows the answers that were recorded, which exhibit a tendency. All the users increased the score when more optimizations where incorporated. This is because the original algorithm and the first optimizations (vOP and vOPD) recalculate all the patches every frame, so correspondences can change in consecutive frames even when there are almost no changes in the scene (for example, due to small light variations). This generates a different image reconstruction in each frame, which is perceived negatively by the user. vOP scores better than vO because it uses a bounded patch search, which favors the stability of the correspondences over time. vOPD, by contrast, has worse results because correspondences are calculated in a low scale, which can introduce some inaccuracies. vFC and vFOF introduce temporal coherence and maintain stable the correspondences along the video sequence, which improves the visual perception considerably and explains their high score. As vFOF is able to maintain the motion estimation for Rotation Translation Scaling longer time than vFC (i.e. without calling to the original algorithm and recalculating the correspondences), especially in the rotation case (Figure 11 ), vFOF has the highest score. 
Discussion
The time evaluation that has been conducted shows that each proposed optimization decreases the computational time. vOP and vOPD optimizations can be applied to a single image directly, while vFC and vFOF exploit temporal coherence ideas and are oriented to video applications. Given the results of the quality experiment, the proposed optimizations do not harm the quality of the visual perception. Even vFC and vFOF obtain better visual perception for a complete video sequence. Nonetheless, this quality evaluation has been performed for a video sequence. For a single static image, the visual results with or without optimizations are similar (see Figures 5, 11, 12 and 13) . In this case, what we do get is a noticeable reduction in the computational cost. 
CONCLUSIONS
In this article, some optimizations have been proposed to get a DR system that preserves structures and works near real-time. Patch search reduction and downsampling optimizations are valid for a single static image, while the global system is mainly oriented to video applications, where the temporal coherence let us using tracking techniques to maintain the reconstrunction of the image stable along the video sequence. Two different tracking methods have been considered to study their influence in the final image reconstruction and to obtain a robust DR system. A battery of experiments has demosntrated a substantial saving in the computational cost (several orders of magnitude), while maintaining the visual perception quality at acceptable levels. The use of parallel computing techniques is an issue that will be addressed in the future.
