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ABSTRACT 
Computational fluid dynamics (CFD) is a computer-based analysis of the dynamics of fluid 
flow, and it is widely used in chemical and process engineering applications. However, 
computation usually becomes a herculean task when calibration of the CFD models with 
experimental data or sensitivity analysis of the output relative to the inputs is required. 
This is due to the simulation process being highly computationally intensive, often 
requiring a large number of simulation runs, with a single simulation run taking hours or 
days to be completed. Hence, in this research project, the kriging meta-modelling method 
was coupled with expected improvement (EI) global optimisation approach to address the 
CFD model calibration challenge. In addition, a kriging meta-model based sensitivity 
analysis technique was implemented to study the model parameter input-output 
relationship.  
A novel EI measure was developed for the sum of squared errors (SSE) which conforms 
to a generalised chi-square distribution, where existing normal distribution-based EI 
measures are not applicable. This novel EI measure suggested the values of CFD model 
parameters to simulate with, hence minimising SSE and improving the match between 
simulation and experiments. To test the proposed methodology, a non-CFD numerical 
simulation case of the semi-batch reactor was considered as a case study which confirmed 
a saving in computational time, and an improvement of the simulation model with the 
actual plant data. 
The usefulness of the developed method has been subsequently demonstrated through a 
CFD case study of a single-phase flow in both a straight type and convergent-divergent 
type annular jet pump, where both a single turbulent model parameter, 𝐶𝜇 and two 
turbulent model parameters, 𝐶𝜇 and 𝐶2𝜀 where considered for calibration. Sensitivity 
analysis was subsequently based on 𝐶𝜇 as the input parameter.  
In calibration using both single and two model parameters, a significant improvement in 
the agreement with experimental data was obtained. The novel method gave a significant 
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reduction in simulation computational time as compared to traditional CFD. A new 
correlation was proposed relating 𝐶𝜇 to the flow ratio, which could serve as a guide for 
future simulations. The meta-model based calibration aids exploration of different 
parameter combinations which would have been computationally challenging using CFD. 
In addition, computational time was significantly reduced with kriging-assisted sensitivity 
analysis studies which explored effect of different 𝐶𝜇 values on the output, the pressure 
coefficient.  
 
The numerical simulation case of the semi-batch reactor was also used as a basis of 
comparison between the previous EI measure and the newly proposed EI measure, which 
overall revealed that the latter gave a significant improvement at fewer number of 
simulation runs as compared to the former.  
 
The research studies carried out has hence been able to propose and successfully 
demonstrate the use of a novel methodology for faster calibration and sensitivity analysis 
studies of computational fluid dynamics simulations. This is essential in the design, 
analysis and optimisation of chemical and process engineering systems. 
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NOMENCLATURE 
Symbols  Description with units 
𝐴𝑗    Jet nozzle outlet cross-sectional area (𝑚
2) 
𝐴𝑅   Area ratio, 𝐴𝑅 = 
  𝐴𝑗
𝐴𝑡
 (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠) 
𝐴𝑠    Secondary flow cross-sectional area (𝑚
2) 
𝐴𝑡   Cross sectional area of throat tube (𝑚
2) 
𝐶𝐴, 𝐶𝐵 , 𝐶𝐶 and 𝐶𝐷  Concentrations of species A, B, C and D respectively (𝑚𝑜𝑙/ 𝐿) 
𝐶𝐴(0), 𝐶𝐵(0), 𝐶𝐶(0)  Initial conditions (i.e. at time = 0) for 𝐶𝐴, 𝐶𝐵, 𝐶𝐶  
and 𝐶𝐷(0)  and 𝐶𝐷 respectively (𝑚𝑜𝑙/ 𝐿) 
𝐶𝐵
𝑖𝑛    Concentration of B in the feed (𝑚𝑜𝑙/ 𝐿) 
𝐶1𝜀, 𝐶2𝜀, 𝐶𝜇, 𝐶3Ɛ Turbulent model parameters in the 𝑘-𝜀 transport equations 
𝐶𝑝   Pressure coefficient, 𝐶𝑝 =
𝑃− 𝑃𝑂
(
𝜌𝑈𝑗
2
2
)
 (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠) 
𝐷𝑂   Diameter of outlet or delivery pipe (𝑚) 
𝐷𝑆𝑂   Exit diameter of suction nozzle (𝑚) 
𝐷𝑡    Diameter of mixing chamber or throat diameter (𝑚) 
𝐹    Inlet flow rate of species B (𝐿/𝑚𝑖𝑛) 
𝐹𝑥    Resultant external forces in the axial coordinate (𝑁) 
𝐹𝑟    Resultant external forces in the radial coordinate (𝑁) 
𝑔   Gravitational acceleration (𝑚/𝑠2) 
𝐺𝑏    Generation of turbulent kinetic energy due to buoyancy 
𝐺𝑘  Generation of turbulent kinetic energy due to the mean velocity 
gradients 
ℎ    Pressure ratio, ℎ =  
∆𝑝𝑑
∆𝑝𝑝
 (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠) 
𝐽   Momentum ratio, 𝐽 =  
𝑣𝑗
2𝐴𝑗
 𝑣𝑗
2𝐴𝑗 + 𝑣𝑠
2𝐴𝑠
 (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠) 
𝐿𝑡   Length of mixing chamber or throat length (𝑚) 
ℓ   Length of mixing chamber entrance (𝑚) 
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𝑘   Turbulent kinetic energy (𝑚2/𝑠2) 
𝑘1, 𝑘2, 𝑘3, and 𝑘4   Rate constants (𝐿/𝑚𝑜𝑙 𝑚𝑖𝑛; 𝐿/𝑚𝑜𝑙 𝑚𝑖𝑛; 𝑚𝑖𝑛
−1 and 𝐿/𝑚𝑜𝑙 𝑚𝑖𝑛) 
𝑚𝑓   Mass flow rate per unit area (𝑘𝑔/𝑚
2𝑠) 
𝑚𝑗 and 𝑚𝑠  Momentum flow rate of the primary and secondary flow, respectively 
(𝑘𝑔/𝑠2) 
𝑀   Flow ratio, 𝑀 = 
𝑀𝑠
  𝑀𝑗
 (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠) 
𝑀𝑗 and 𝑀𝑠  Mass flow rate of primary flow and secondary flow respectively (𝑘𝑔/𝑠) 
𝑝   Static pressure (𝑘𝑔/𝑚𝑠2) 
𝑝𝑑, 𝑝𝑠 and 𝑝𝑗  Discharge, secondary and primary flow pressures respectively 
(𝑘𝑔/𝑚𝑠2) 
𝑃   Static pressure at the wall (𝑘𝑔/𝑚𝑠2) 
𝑃𝑂    Static pressure in the secondary flow stream (𝑘𝑔/𝑚𝑠
2) 
𝑅2   Coefficient of determination 
𝑆𝑘 and 𝑆𝜀   User-defined source terms 
𝑡   Reaction time (𝑚𝑖𝑛) 
𝑢, 𝑣 and 𝑤  velocity components in the 𝑥, 𝑦 and 𝑧 coordinate direction 
𝑈𝑐𝑙  Velocity at and in the direction of the symmetry axis of the flow (𝑚/𝑠) 
𝑈𝐽 Jet flow velocity (𝑚/𝑠) 
𝑣𝑑, 𝑣𝑠 and 𝑣𝑗  Discharge, secondary and primary flow velocities respectively (𝑚/𝑠) 
𝑣𝑟 Radial velocity component (𝑚/𝑠) 
𝑣𝑥 Axial velocity component (𝑚/𝑠) 
𝑉    Reactor volume (𝐿) 
𝑥, 𝑦 and 𝑧  Coordinates or directions 
𝑋  Distance measured from the nozzle exit (taken as the origin) to the 
downstream end of the jet (𝑚) 
𝑌  Radial width of the mixing region (𝑚) 
𝑌𝑀  Contribution to the fluctuating dilatation in compressible turbulence 
to the overall dissipation rate 
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𝛼   Converging angle in annular jet pump (𝑑𝑒𝑔𝑟𝑒𝑒𝑠) 
𝛼𝑘 and 𝛼Ɛ   Inverse effective Prandtl numbers for 𝑘 and 𝜀 respectively 
𝛽   Diverging angle in annular jet pump (𝑑𝑒𝑔𝑟𝑒𝑒𝑠) 
?̂?   Regression parameter 
∆𝑈  Axial direction velocity difference across the width of the mixing 
region (𝑚/𝑠) 
𝜀   Turbulent dissipation rate (kinetic to heat) (𝑚2/𝑠3) 
𝜂  Efficiency, ratio of energy imparted on the fluid by the pump to the 
energy supplied to drive the pump (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠) 
𝜽  Correlation parameter  
𝜇    Dynamic viscosity (𝑁𝑠/𝑚2) 
𝜇𝑡   Turbulent viscosity (𝑁𝑠/𝑚
2) 
𝜌   Density of the flow medium (𝑘𝑔/𝑚3) 
?̂?𝑝
2   Process variance 
𝜏   Viscous stress (𝑁/𝑚2) 
 
Abbreviations 
AJP   Annular jet pump 
ANN   Artificial neural network 
cdf   Cumulative distribution function 
CDU   Crude distillation unit 
CFD   Computational fluid dynamics 
CPU   Central processing unit 
DoE   Design of experiments 
EI   Expected improvement 
HSS   Hammersley sequence sampling 
IPF   Input parameter factor 
LHS   Latin hypercube design 
LOOCV  Leave-one-out cross validation 
ix 
 
LP   Linear programming 
MBLHD  Minimum bias latin hypercube design 
NLP   Non-linear programing 
PI   Probability of improvement 
RANS   Reynolds Average Navier Stokes 
RBF   Radial basis functions 
RMSE   Root mean square error 
RNG   Renormalization Group 
SI   Sensitivity index 
SIM   Simulation model 
SSE   Sum of squared error 
SSEmin   Minimum sum of squared error 
VPSA   Vacuum/pressure swing adsorption systems 
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CHAPTER ONE 
INTRODUCTION 
1.1 Background  
Computational fluid dynamics (CFD) involves the use of computer-based simulations to 
analyse fluid flow, heat and mass transfer and associated phenomena (Versteeg and 
Malalasekera, 2007). The simulation process provides numerical approximations to the 
equations governing fluid flow such as the continuity, momentum and energy equations. 
Its applications span a wide range of areas such as: aerodynamics of aircrafts and vehicles, 
hydrodynamics of ships, electrical and electronics engineering, chemical process 
engineering, building engineering, environmental engineering, marine and biomedical 
engineering. It is used to analyse flow and performance in the design of new equipment 
and processes; and helps to give a detailed analysis of the flow combined with mass and 
heat transfer (Andersson et al., 2012). It is very useful when a physical system is not 
available, when an experiment could be considered potentially dangerous, when the cost 
of experimentation is high or the control variables, and/or system parameters may be 
inaccessible.  
CFD simulations are computer experimentation with an abstract representation of real life 
fluid systems. The simulation models are usually large complex computer programs which 
make them quite a herculean task to solve, with the run time associated with the 
simulation being of great concern. Such simulation run time could be for hours or days 
(Keating et al., 2010; Chen et al., 2011). In addition, large scale or complex systems with 
large models usually place a great demand on computer memory (Popplewell and Yu, 
1994). So, when the run time is long, simulation could be seen as expensive and in cases 
whereby new ranges of conditions are required, such computer experiments may have to 
be repeated in full which is time consuming (Wang and Shan, 2007; Zhang et al., 2009; 
Razavi et al., 2010). Computation is especially a problem when the CFD simulation is 
required to run for a large number of times, for example when sensitivity analysis is carried 
 2 
 
out for CFD models (Tolson and Burn, 2012), or the models are used within a certain 
optimisation problem (Tolson and Burn, 2012; Manfren et al., 2013). Of particular interest 
in this PhD project is calibration of CFD models (also known as model parameter 
estimation), which can be cast into an optimisation problem. In addition, sensitivity 
analysis of the calibrated model parameters has been considered. 
CFD model calibration can be defined as the process of adjusting numerical or physical 
modelling parameters in the computational model which, on obtaining the optimal values 
(Campbell, 2006), help to improve agreement with experimental data (AIAA, 1998; Ierardi 
and Barnett, 2003; Malki-Epshtein, 2011). The parameters in this context are typically 
turbulent CFD model coefficients. The default values given by CFD software providers for 
turbulence parameters may only be applicable to rather generic circumstances (Launder 
and Spalding, 1974). In addition, the number of user-adjustable parameters can be large 
and the calibration process is fairly complex considering the combinations of many 
parameters (Jie et al., 2013). Calibration is formulated as an optimisation problem which, 
by adjusting the model parameters (e.g. mass transfer coefficient, turbulent model 
parameters), aims to minimise the mismatch between simulation and experiments. The 
calibration process may need tens to hundreds of simulation runs to evaluate the objective 
function (e.g. sum of squared errors) over the region of interest, a requirement that is 
often infeasible for CFD.  
Sensitivity analysis for CFD models refers to the study of the variation in the output of the 
model with respect to changes in the values of the model’s inputs. In essence, it is an 
indication of input-output relationships or interactions. As there could be a possibility of a 
wide range of inputs to be considered in sensitivity analysis, this could amount to hundreds 
of simulation runs which poses a herculean task in CFD. 
 
These difficulties faced by CFD simulations have led to the application of meta-modelling. 
Meta-modelling is a further abstraction of a simulation model. It is a concept which 
introduces an explicit and simplified model of the underlying complex simulation model, 
 3 
 
where the simulation model implies an implicit input/output function that maps the 
simulation parameters onto the output (response) (Kleijnen, 1987; Kleijnen, 2015). This 
concept was earlier proposed by Banning (1975a,b) in order to reduce the limitations of 
simulations. Banning (1975a,b) suggested a computationally economical alternative to the 
common method of using simulation for sensitivity analysis studies (Popplewell and Yu, 
1994). The basis of this concept is to treat the simulation as computer experiments, from 
which the simulation data are used to develop a relatively simple empirical model (termed 
meta-model). Then, the fast-to-run meta-model can be used in place of the CFD for 
analysis and optimisation purposes. If properly designed, meta-modelling can be a 
computationally efficient approach for CFD simulation model calibration and it forms the 
primary focus of this PhD project. Sensitivity analysis of the calibrated CFD model 
parameters has likewise been studied in this project. 
Meta-modelling offers a number of advantages (Friedman and Pressman, 1988) such as: 
model simplification, by giving a simple model of the original model which is characterized 
by computationally intensive functions (Wang and Shan, 2005); improvement and 
enhancement of optimisation efficiency by performing optimisation in a more 
computationally efficient way than the detailed simulation model (Manfren et al., 2013; 
Tolson and Burn, 2012); sensitivity analysis, to study the sensitivity of design variables to 
the response variables which enhances insight to the problem (Tolson and Burn, 2012); 
enhanced exploration and interpretation of the model (Wang and Shan, 2005); handling 
of both continuous and discrete variables (Wang and Shan, 2005; Tolson and Burn, 2012); 
and better understanding of the studied system and inter-relationships of system variables 
(Wang and Shan, 2005). 
Based on a survey of the literature on meta-modelling applications in chemical and process 
engineering, previous studies can be classified into flow-sheet simulations (Palmer and 
Realff, 2002a,b; Gomes et al., 2006; Fahmi and Cremaschi, 2012; Ochoa-Estopie et al., 
2014 and Beck et al., 2015), mechanistic mathematical models (Li et al., 2014) and CFD 
simulations (Hoque, 2010; Coetzee et al., 2012; and Wang et al., 2014). To the best of 
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the author’s knowledge, the only four previous CFD research works related to the current 
study in the field of chemical and process engineering, are those of Hoque (2010), Chen 
et al. (2011), Coetzee et al. (2012) and Wang et al. (2014), with the first three focused 
on model prediction, while the fourth focused on both model prediction and uncertainty 
analysis. In essence, the observed research gap in these previous studies is meta-model 
assisted CFD calibration, which is the motivation behind this study. More so, in this work 
a novel expected improvement statistical measure was proposed. These mark out the 
novelty of this work, which will be discussed in this thesis. 
 
1.2 Aim and Objectives 
The aim of this PhD project is to establish a novel meta-modelling methodology to enable 
rapid calibration of computational fluid dynamic models.  
 
The objectives include: 
1. Building of empirical models called meta-models which can sufficiently represent 
the simulation models. 
2. Proposing a novel meta-modelling assisted calibration methodology, involving the 
use of a newly developed measure for expected improvement which can suggest 
model parameters for subsequent simulations, hence helping to provide the 
optimum. 
3. Demonstration of the methodology on selected chemical and process engineering 
case studies, which are the semi-batch reaction systems and annular jet pumps. 
4. Meta-modelling assisted sensitivity analysis with respect to calibrated model 
parameters of the annular jet pumps case study. 
 
1.3 Overview of the methodology 
The goal of the meta-modelling process is the calibration of CFD simulations in chemical 
and process engineering which is novel. The simulation inputs and outputs will be 
identified, and the design of experiments (DoE) technique is used to determine the 
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selection of inputs for the CFD simulation. The meta-model is then built from the CFD 
simulation data. Validation of the meta-model is done to check if it is an accurate and 
reliable representation of the CFD model, and the developed meta-model is then used for 
calibration purpose. The novel calibration approach involves expressing a global 
optimisation technique called expected improvement as a function of the sum of squared 
errors (SSE), which is the objective function to be minimised. This new expected 
improvement expression suggests the parameters to be used for subsequent CFD 
simulation, towards a better match of the CFD model with experimental data. The above 
process can iterate until a satisfactory SSE is reached. The developed meta-model is also 
used for sensitivity analysis via output predictions at the design points, selected for the 
considered range of model parameter inputs. 
 
1.4 Contribution to knowledge 
The following are the contribution of this research to knowledge: 
1. Development of meta-model which can be used to represent CFD simulation model 
in annular jet pumps. 
2. Proposition of an efficient, fast and novel meta-modelling assisted calibration 
methodology which utilises a newly developed measure for expected improvement. 
3. Successful demonstration of the proposed methodology in a non-CFD semi-batch 
reaction system and the CFD simulation of annular jet pumps in terms of substantial 
save in computational time and improvement of the original simulation model. 
1.5 Thesis structure 
The research work presented in this thesis has been divided into seven chapters. Details 
of each chapter are highlighted as follows. 
 
Chapter one is the introduction, which provides necessary background to the work carried 
out, the motivation behind the study, the objectives it seeks to achieve in filling identified 
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knowledge and research gaps, an overview of the proposed novel methodology and the 
contribution of the research work to knowledge. 
 
Chapter two gives a review of the literature which builds necessary foundation upon which 
the bricks of the study are laid. These include an overview of computational fluid dynamics 
(CFD) simulations, an introduction to the case studies considered, mathematical 
optimisation methods, meta-model development and validation, meta-model assisted 
optimisation approaches, model calibration and sensitivity analysis; and a summary of 
related research in meta-modelling. 
 
Chapter three presents the research methodology which highlights the steps required to 
accomplish the research objectives, a derivation of the novel expected improvement 
measure and a summary of the proposed meta-model assisted calibration procedure.  
 
Chapter four presents the application of the proposed methodology to a simple numerical 
simulation case of the semi-batch reactor, which involves the adjustment of two kinetic 
parameters. This case study was also used to compare calibration results from the previous 
EI measure with the newly proposed EI measure. 
 
Chapter five further extends the proposed methodology to the CFD model calibration of 
annular jet pumps which involves a single parameter calibration case based on the 
adjustment of the turbulent model parameter, 𝐶𝜇. Two different geometrical examples of 
annular jet pumps were considered which are the straight type and the convergent-
divergent type. The calibration results obtained proposes a new correlation for future 
simulations. 
 
Chapter six further shows an application of the same methodology to two parameter 
calibration cases. The first case has to do with the adjustment of the turbulent model 
parameters, 𝐶𝜇 and 𝐶2𝜀 in the CFD simulation of the two annular jet pump types considered 
in Chapter five; the second is the adjustment of the simulation correlation parameters 
proposed in Chapter five; while the third is the addition of optimum values obtained from 
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single parameter calibration (in Chapter five) to the design points for the calibration of the 
two parameters, 𝐶𝜇 and 𝐶2𝜀. Furthermore, meta-model assisted sensitivity analysis has 
been presented in Chapter seven with reference to the two annular jet pump types 
(straight and convergent-divergent). It emphasizes the fact that faster sensitivity studies 
can be achieved via meta-modelling. Chapter eight concludes the thesis and provides 
discussion of future work.  
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CHAPTER TWO 
LITERATURE REVIEW 
This chapter gives an overview of CFD simulation and its application in process 
engineering, mathematical optimisation methods, meta-model development and 
validation, meta-model assisted optimisation, model calibration and sensitivity analysis, 
and a summary of related meta-modelling research. 
2.1 Overview of CFD simulation and its application in process engineering 
As earlier mentioned, CFD is the computational technology of predicting fluid flow, heat 
and mass transfer, chemical reactions and related phenomena. The prediction of these 
phenomena involves solving equations for conservation of mass, momentum, energy and 
species. CFD can provide useful information on the behaviour of fluid flow including 
pressure, velocity, temperature distribution, forces associated with fluid flow (e.g. drag 
and lift), multiphase flow (gas-liquid, gas-solid, gas-liquid-solid), and species composition 
(reactions and combustion) (Versteeg and Malalasekera, 2007; Andersson et al., 2012). 
CFD can be used at various stages of an engineering process: conceptual studies of new 
designs, detailed product development, optimisation, troubleshooting and redesign of 
processes or equipment (Shaari et al., 2015). It has the advantage of giving detailed local 
information on the simulated system which can help to build a qualitative (and sometimes 
quantitative) understanding of the process (Kuzmin, 2016). Research studies involving 
testing and experimentation are usually associated with lots of effort and cost. Using CFD 
analysis helps to complement this by reducing the total effort and cost that would have 
been needed to carry out experiments and acquisition of data.  
There are various commercial software used in CFD such as PHOENICS, FLOW 3D, 
COMSOL, CFD-ACE+, Star-CCM+, Star-CD and ANSYS Fluent. Some open-source codes 
are OpenFOAM and OpenFlower (Andersson et al., 2012). ANSYS Fluent CFD software is 
used in this research due to its wide and versatile industrial applications. Its solvers are 
based on the finite volume method (Versteeg and Malalasekera, 2007) which involves: 
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 Discretization of the domain into finite set of control volumes or cells. 
 Solving of general conservation (transport) equations for mass, momentum, 
energy and species in the control volumes. 
 Discretization of partial differential equations into a system of algebraic 
equations. 
 Solving of the algebraic equations numerically to render the solution field. 
The typical applications of CFD to process engineering can be classified based on flow 
(laminar, turbulent, single-phase and multiphase), mass transfer (convection, diffusion, 
reaction and phase change) and heat transfer (convection, conduction and radiation) 
(Andersson et al., 2012). Multiphase flow applications include: gas-liquid, gas-solid, liquid-
solid, three-phase flow, dispersed flow (e.g. droplets in gas, bubbles in liquid, solid 
particles within gas) and separated flows (annular flow with a liquid layer along the pipe 
walls and a gaseous inner core) (Crowe, 2006; Yeoh and Tu, 2010). Industrial examples 
of multiphase flows are solid drying systems, droplet separation, packed bed reactors, 
foam, packed columns, centrifugal extractors, mist eliminators, sedimentation, cyclone 
separators, mixers, bubble columns, fluidised bed systems, particulate systems, 
precipitators, dust collection system and solid suspensions (Crowe, 2006; Andersson et 
al., 2012). 
2.1.1 Governing equations 
The governing equations of fluid flow are based on the mathematical statements of the 
conservation law of physics (Versteeg and Malalasekera, 2007). For the Reynolds 
Averaged Navier Stokes (RANS) k-ε models considered in this study, the equations 
governing fluid flow are: continuity equation, momentum equation, turbulent kinetic 
energy and turbulent dissipation rate. All these four equations need to be solved to obtain 
the corresponding simulation solutions. 
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2.1.1.1 Continuity equation 
Continuity equation is based on mass conservation which gives the mass balance for the 
fluid element (Cengel and Cimbala, 2014). In essence, 
 
(𝐴𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛) =  (𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 𝑖𝑛) − (𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡 𝑜𝑢𝑡), 
 
further expressed as: 
 
(
𝑁𝑒𝑡 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑐ℎ𝑎𝑛𝑔𝑒 𝑜𝑓 𝑚𝑎𝑠𝑠
𝑤𝑖𝑡ℎ𝑖𝑛 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑 𝑒𝑙𝑒𝑚𝑒𝑛𝑡
) =  (
𝑅𝑎𝑡𝑒 𝑎𝑡 𝑤ℎ𝑖𝑐ℎ 𝑚𝑎𝑠𝑠 𝑓𝑙𝑜𝑤𝑠
𝑖𝑛𝑡𝑜 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑 𝑒𝑙𝑒𝑚𝑒𝑛𝑡
) − (
𝑅𝑎𝑡𝑒 𝑎𝑡 𝑤ℎ𝑖𝑐ℎ 𝑚𝑎𝑠𝑠 𝑓𝑙𝑜𝑤𝑠
𝑜𝑢𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑓𝑙𝑢𝑖𝑑 𝑒𝑙𝑒𝑚𝑒𝑛𝑡
) 
 
For the case of a three-dimensional mass conservation or continuity equation in a 
compressible fluid (White, 1994; Cengel and Cimbala, 2014), 
 
𝜕𝜌
𝜕𝑡
 +  
𝜕(𝜌𝑢)
𝜕𝑥
+ 
𝜕(𝜌𝑣)
𝜕𝑦
+ 
𝜕(𝜌𝑤)
𝜕𝑧
= 0        (2.1) 
 
where 𝑢, 𝑣 𝑎𝑛𝑑 𝑤 are velocity components in the 𝑥, 𝑦 𝑎𝑛𝑑 𝑧 directions, and 𝜌 is the fluid 
density. 
 
When an incompressible fluid is involved, density is constant. Hence,  
 
𝜕𝑢
𝜕𝑥
+ 
𝜕𝑣
𝜕𝑦
+ 
𝜕𝑤
𝜕𝑧
= 0         (2.2) 
 
For 2D axisymmetric geometries, the continuity equation is given by: 
 
𝜕𝜌 
𝜕𝑡
+ 
𝜕
𝜕𝑥
 (𝜌𝑣𝑥) +  
𝜕
𝜕𝑟
 (𝜌𝑣𝑟) + 
𝜌𝑣𝑟
𝑟
=  0       (2.3) 
 
where 𝑥 is the axial coordinate, 𝑟 is the radial coordinate, 𝑣𝑥 is the axial velocity, and 𝑣𝑟 is 
the radial velocity (White, 1994; Cengel and Cimbala, 2014). 
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2.1.1.2 Momentum equation 
Momentum equation is based on the momentum balance.  
 
(
𝑅𝑎𝑡𝑒 𝑜𝑓 𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚
𝑎𝑐𝑐𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛
) = (
𝑅𝑎𝑡𝑒 𝑜𝑓 𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚
𝑖𝑛
) − (
𝑅𝑎𝑡𝑒 𝑜𝑓 𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚
𝑜𝑢𝑡
) + (
𝑆𝑢𝑚 𝑜𝑓 𝑓𝑜𝑟𝑐𝑒𝑠 𝑎𝑐𝑡𝑖𝑛𝑔 𝑜𝑛
𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚
) 
The three-dimensional momentum equation is generally expressed as: 
 
𝜌𝑔𝑥 − 
𝜕𝑝
𝜕𝑥
+ 
𝜕𝜏𝑥𝑥
𝜕𝑥
+ 
𝜕𝜏𝑦𝑥
𝜕𝑦
+ 
𝜕𝜏𝑧𝑥
𝜕𝑧
 =  𝜌 (
𝜕𝑢
𝜕𝑡
+ 𝑢
𝜕𝑢
𝜕𝑥
+ 𝑣
𝜕𝑢
𝜕𝑦
+ 𝑤
𝜕𝑢
𝜕𝑧
)    (2.4)  
 
𝜌𝑔𝑦 − 
𝜕𝑝
𝜕𝑦
+ 
𝜕𝜏𝑥𝑦
𝜕𝑥
+ 
𝜕𝜏𝑦𝑦
𝜕𝑦
+ 
𝜕𝜏𝑧𝑦
𝜕𝑧
 =  𝜌 (
𝜕𝑢
𝜕𝑡
+ 𝑢
𝜕𝑣
𝜕𝑥
+ 𝑣
𝜕𝑣
𝜕𝑦
+ 𝑤
𝜕𝑣
𝜕𝑧
)    (2.5) 
 
𝜌𝑔𝑧 − 
𝜕𝑝
𝜕𝑧
+ 
𝜕𝜏𝑥𝑧
𝜕𝑥
+ 
𝜕𝜏𝑦𝑧
𝜕𝑦
+ 
𝜕𝜏𝑧𝑧
𝜕𝑧
 =  𝜌 (
𝜕𝑤
𝜕𝑡
+ 𝑢
𝜕𝑤
𝜕𝑥
+ 𝑣
𝜕𝑤
𝜕𝑦
+ 𝑤
𝜕𝑤
𝜕𝑧
)    (2.6) 
 
where 𝜏 and 𝑔 are the viscous stress and gravitational force in the respective directions, 
and 𝑝 implies static pressure. 
 
For a three-dimensional incompressible fluid at constant density and viscosity (Cengel and 
Cimbala, 2014), the momentum equations become: 
 
𝜌𝑔𝑥 − 
𝜕𝑝
𝜕𝑥
+  𝜇 (
𝜕2𝑢
𝜕𝑥2
+ 
𝜕2𝑢
𝜕𝑦2
+ 
𝜕2𝑢
𝜕𝑧2
)  =  𝜌 (
𝜕𝑢
𝜕𝑡
+ 𝑢
𝜕𝑢
𝜕𝑥
+ 𝑣
𝜕𝑢
𝜕𝑦
+ 𝑤
𝜕𝑢
𝜕𝑧
)    (2.7) 
 
𝜌𝑔𝑦 − 
𝜕𝑝
𝜕𝑦
+  𝜇 (
𝜕2𝑣
𝜕𝑥2
+ 
𝜕2𝑣
𝜕𝑦2
+ 
𝜕2𝑣
𝜕𝑧2
)  =  𝜌 (
𝜕𝑢
𝜕𝑡
+ 𝑢
𝜕𝑣
𝜕𝑥
+ 𝑣
𝜕𝑣
𝜕𝑦
+ 𝑤
𝜕𝑣
𝜕𝑧
)    (2.8) 
 
𝜌𝑔𝑧 − 
𝜕𝑝
𝜕𝑧
+  𝜇 (
𝜕2𝑤
𝜕𝑥2
+ 
𝜕2𝑤
𝜕𝑦2
+ 
𝜕2𝑤
𝜕𝑧2
)  =  𝜌 (
𝜕𝑤
𝜕𝑡
+ 𝑢
𝜕𝑤
𝜕𝑥
+ 𝑣
𝜕𝑤
𝜕𝑦
+ 𝑤
𝜕𝑤
𝜕𝑧
)    (2.9) 
 
Equations (2.7), (2.8) and (2.9) are respectively referred to as the 𝑥, 𝑦 and 𝑧 components 
of the incompressible Navier-Stokes equations.  
 
The axial momentum equation for 2D axisymmetric geometries is given as: 
 
𝜕
𝜕𝑡
 (𝜌𝑣𝑥) +  
1
𝑟
 
𝜕
𝜕𝑥
 (𝑟𝜌𝑣𝑥𝑣𝑥) + 
1
𝑟
 
𝜕
𝜕𝑟
 (𝑟𝜌𝑣𝑟𝑣𝑥) =  − 
𝜕𝑝 
𝜕𝑥
+ 
1
𝑟
 
𝜕
𝜕𝑥
[𝑟𝜇 (2
𝜕𝑣𝑥 
𝜕𝑥
− 
2
3
 (
𝜕𝑣𝑥 
𝜕𝑥
+ 
𝜕𝑣𝑟 
𝜕𝑟
+ 
𝑣𝑟
𝑟
)]  
+ 
1
𝑟
 
𝜕
𝜕𝑟
[𝑟𝜇 (
𝜕𝑣𝑥 
𝜕𝑟
+ 
𝜕𝑣𝑟 
𝜕𝑥
)] + 𝐹𝑥        (2.10) 
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and for radial, 
 
𝜕
𝜕𝑡
 (𝜌𝑣𝑟) + 
1
𝑟
 
𝜕
𝜕𝑥
 (𝑟𝜌𝑣𝑥𝑣𝑟) +  
1
𝑟
 
𝜕
𝜕𝑟
 (𝑟𝜌𝑣𝑟𝑣𝑟) =  −
𝜕𝑝 
𝜕𝑥
+ 
1
𝑟
 
𝜕
𝜕𝑥
[𝑟𝜇 (
𝜕𝑣𝑟 
𝜕𝑥
−
𝜕𝑣𝑥 
𝜕𝑟
)]  
+ 
1
𝑟
 
𝜕
𝜕𝑟
[𝑟𝜇 (2
𝜕𝑣𝑟 
𝜕𝑟
− 
2
3
 (
𝜕𝑣𝑥 
𝜕𝑥
+ 
𝜕𝑣𝑟 
𝜕𝑟
+ 
𝑣𝑟
𝑟
)] −  2𝜇
𝑣𝑟
𝑟2
+ 
2
3
𝜇
𝑟
 (
𝜕𝑣𝑥 
𝜕𝑥
+ 
𝜕𝑣𝑟 
𝜕𝑟
+ 
𝑣𝑟
𝑟
 ) +  𝜌
𝑣𝑧
2
𝑟
+ 𝐹𝑟 (2.11) 
 
where 𝐹𝑥 and 𝐹𝑟 are the external forces in the axial and radial coordinate. 
 
2.1.1.3 Transport equations for k-ε models 
The transport equations for the respective k-ε models: Standard, Realizable and 
Renormalization Group (RNG) are used to obtain the turbulent kinetic energy, k and 
turbulent dissipation rate, ε (Versteeg and Malalasekera, 2007). 
 
The standard k-ε model is reasonably accurate for wide range of flow applications. It is 
the most widely used turbulence model, but it performs poorly in flows with large pressure 
gradients, strong separation, high swirling component and large streamline curvature 
(Versteeg and Malalasekera, 2007; Andersson et al., 2012). The turbulent kinetic energy, 
k, and its dissipation rate, ε are obtained from these transport equations: 
 
𝜕
𝜕𝑡
 (𝜌𝑘) + 
𝜕
𝜕𝑥𝑖
 (𝜌𝑘𝑢𝑖) =  
𝜕
𝜕𝑥𝑗
 [(𝜇 + 
𝜇𝑡
𝜎𝑘
)
𝜕𝑘
𝜕𝑥𝑗
]  +  𝐺𝑘 + 𝐺𝑏- 𝜌ε -𝑌𝑀 + 𝑆𝑘   (2.12) 
 
and 
 
𝜕
𝜕𝑡
 (𝜌𝜀) + 
𝜕
𝜕𝑥𝑖
 (𝜌𝜀𝑢𝑖) =  
𝜕
𝜕𝑥𝑗
 [(𝜇 + 
𝜇𝑡
𝜎Ɛ
)
𝜕𝜀 
𝜕𝑥𝑗
]  + 𝐶1𝜀
𝜀
𝑘
 (𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌
𝜀2
𝑘
+ 𝑆𝜀  (2.13) 
 
The Renormalization Group (RNG) k-ε model is derived from the instantaneous Navier-
Stokes equations using a rigorous statistical technique called the renormalization group. 
The analytical derivation results in constants different from that of standard k-ε model and 
additional terms and functions in the transport equation (Versteeg and Malalasekera, 
2007; Andersson et al., 2012). The transport equations for the turbulent kinetic energy, 
k, and the dissipation rate, ε for the RNG k-ε model are given below: 
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𝜕
𝜕𝑡
 (𝜌𝑘) + 
𝜕
𝜕𝑥𝑖
 (𝜌𝑘𝑢𝑖) =  
𝜕
𝜕𝑥𝑗
 [𝛼𝑘𝜇𝑒𝑓𝑓
𝜕𝑘
𝜕𝑥𝑗
]  +  𝐺𝑘 + 𝐺𝑏-𝜌ε -𝑌𝑀 + 𝑆𝑘    (2.14) 
and 
 
𝜕
𝜕𝑡
 (𝜌𝜀) + 
𝜕
𝜕𝑥𝑖
 (𝜌𝜀𝑢𝑖) =  
𝜕
𝜕𝑥𝑗
 [𝛼Ɛ𝜇𝑒𝑓𝑓
𝜕𝜀
𝜕𝑥𝑗
]  +  𝐶1𝜀
𝜀
𝑘
 (𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌
𝜀2
𝑘
− 𝑅𝜀 + 𝑆𝜀  (2.15) 
 
The realizable k-ε model contains a new formulation for turbulent viscosity and a new 
transport equation for dissipation rate, 𝜀. It accurately predicts the spreading rate of both 
planar and round jet and provides superior performance with flows involving rotation, 
boundary layers, under strong adverse pressure gradients, separation and recirculation 
(Andersson et al., 2012). The transport equations for k and 𝜀 in the realizable k-ε model 
are given in equation (2.16) and (2.17). 
 
𝜕
𝜕𝑡
 (𝜌𝑘) + 
𝜕
𝜕𝑥𝑖
 (𝜌𝑘𝑢𝑖) =  
𝜕
𝜕𝑥𝑗
 [(𝜇 + 
𝜇𝑡
𝜎𝑘
)
𝜕𝑘
𝜕𝑥𝑗
]  + 𝐺𝑘 + 𝐺𝑏- 𝜌ε -𝑌𝑀 + 𝑆𝑘   (2.16) 
 
and 
 
𝜕
𝜕𝑡
 (𝜌𝜀) + 
𝜕
𝜕𝑥𝑖
 (𝜌𝜀𝑢𝑗) =  
𝜕
𝜕𝑥𝑗
 [(𝜇 + 
𝜇𝑡
𝜎Ɛ
)
𝜕𝜀
𝜕𝑥𝑗
]  +  𝜌𝐶1𝑆𝜀 − 𝜌𝐶2
𝜀2
𝑘+ √𝑣Ɛ
+ 𝐶1Ɛ
Ɛ
𝑘
𝐶3Ɛ𝐺𝑏 + 𝑆𝜀  (2.17) 
 
where 𝐶1 = 𝑚𝑎𝑥 [0.43,
𝜂
𝜂+5
] , 𝜂 = 𝑆
𝑘
Ɛ
, 𝑎𝑛𝑑 𝑆 =  √2𝑆𝑖𝑗𝑆𝑖𝑗; 
 
𝐺𝑘 represents the generation of turbulent kinetic energy due to the mean velocity 
gradients, 𝐺𝑏 is the generation of turbulence kinetic energy due to buoyancy, 𝑌𝑀 represents 
the contribution to the fluctuating dilatation in compressible turbulence to the overall 
dissipation rate, 𝐶1𝜀, 𝐶2𝜀, and 𝐶3Ɛ are constants, 𝛼𝑘 and 𝛼Ɛ are the inverse effective Prandtl 
numbers for 𝑘 and 𝜀 respectively, 𝜎𝑘 and 𝜎Ɛ are the turbulent Prandtl numbers for 𝑘 and 𝜀, 
while 𝑆𝑘 and 𝑆𝜀 are user-defined source terms (Versteeg and Malalasekera, 2007; 
Andersson et al., 2012).  
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The default model constants for all the k-ε turbulence models are given in Table 2.1 
(Launder and Spalding, 1974; ANSYS Fluent, 2014a). These default values originated from 
comprehensive data fitting for a wide range of turbulent flows (Versteeg and Malalasekera, 
2007) based on the studies of Rodi (1972), Launder et al. (1973), and Launder and 
Spalding (1974). According to Launder and Spalding (1974), “for axisymmetric jets, it is 
regrettably necessary to modify two of the constants (𝐶𝜇 and 𝐶2𝜀); continued efforts have 
failed to devise any single set of constants that will predict their behaviour as well as that 
of the plane shear flows and the plane or axisymmetric wall flows”. Hence, in the work 
presented in this thesis, we have explored the adjustment of 𝐶𝜇 and 𝐶2𝜀 for a better match 
of the simulation model with experimental data, which is termed calibration. Details of this 
will be seen later in this chapter and subsequent chapters. 
 
Table 2.1: Default k-ε turbulence models constant (ANSYS Fluent, 2014a) 
Model Parameters Standard k-ε Realizable k-ε RNG k-ε 
𝐶1𝜀 1.44 1.44 1.42 
𝐶2𝜀 1.92 1.9 1.68 
𝐶𝜇 0.09 - 0.0845 
𝜎𝑘 1.0 1.0 - 
𝜎𝜀 1.3 1.2 - 
 
 
2.1.2 Process engineering case studies  
2.1.2.1 Case study 1: Semi-batch reactor 
In this research project, a numerical simulation case of a semi-batch reaction system 
involving the acetoacetylation of pyrrole with diketene has been considered. It is not a 
CFD simulation case study but it was chosen to demonstrate the application of the meta-
modelling assisted calibration methodology which in this case, is for a two parameter 
calibration. Furthermore, it was chosen to substantiate a save in computation time using 
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the proposed calibration approach. In a semi-batch reactor, the reactions take place in a 
single stirred tank reactor whereby there is partial filling of reactants with the flexibility of 
gradually adding more reactants or removal of one or more products, as the reaction time 
progresses. This gradual addition or removal helps in controlling temperature especially if 
the reaction is exothermic (Missen et al., 1999; Hill and Root, 2014). The papers reported 
by both Ruppen et al. (1997) and Chachuat et al. (2009) have been chosen to demonstrate 
this case study.  
In the acetoacetylation of pyrrole with diketene, diketene reacts with pyrrole, a 
heterocyclic aromatic organic compound in the presence of pyridine catalyst to give the 
corresponding acetoacetic acid derivatives. This process is usually called acetoacetylation. 
The reaction system involves a gradual, continuous addition of diketene and consists of 
four reactions (Ruppen et al., 1997). These are represented as follows: 
𝐴 + 𝐵 
𝑘1
→  𝐶          (2.18) 
2𝐵 
𝑘2
→  𝐷          (2.19) 
𝐵 
𝑘3
→  𝐸           (2.20) 
𝐶 + 𝐵 
𝑘4
→  𝐹          (2.21) 
where 𝐴 = pyrrole; 𝐵 = diketene; C = 2-acetoacetyl pyrrole; D = dehydroacetic acid; E = 
oligomers; and F = undesired by-product (Ruppen et al., 1997). 
The corresponding rate laws are: 
𝑟𝑐 = 𝑘1𝐶𝐴𝐶𝐵          (2.22) 
𝑟𝐷 = 𝑘2𝐶𝐵
2          (2.23) 
𝑟𝐸 = 𝑘3𝐶𝐵          (2.24) 
𝑟𝐹 = 𝑘4𝐶𝐶𝐶𝐵          (2.25) 
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where 𝑘1, 𝑘2, 𝑘3, 𝑎𝑛𝑑 𝑘4  are the rate constants with units [𝐿 𝑚𝑜𝑙
−1 𝑚𝑖𝑛−1], [𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1],  
[𝑚𝑖𝑛−1] and [𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1] respectively; 𝐶𝐴, 𝐶𝐵   and 𝐶𝐶 are the concentrations of species A, 
B and C respectively in 𝑚𝑜𝑙 𝐿−1. 
Assuming constant density and isothermal operation, the reaction model can be written 
as follows: 
𝑑𝐶𝐴
𝑑𝑡
= −𝑘1𝐶𝐴𝐶𝐵 − 
𝐹
𝑉
𝐶𝐴         (2.26) 
𝑑𝐶𝐵
𝑑𝑡
= −𝑘1𝐶𝐴𝐶𝐵 −  2𝑘2𝐶𝐵
2 − 𝑘3𝐶𝐵 − 𝑘4𝐶𝐶𝐶𝐵 + 
𝐹
𝑉
(𝐶𝐵
𝑖𝑛 − 𝐶𝐵)     (2.27) 
𝑑𝐶𝐶
𝑑𝑡
= 𝑘1𝐶𝐴𝐶𝐵 − 𝑘4𝐶𝐶𝐶𝐵 − 
𝐹
𝑉
 𝐶𝐶        (2.28) 
𝑑𝐶𝐷
𝑑𝑡
= 𝑘2𝐶𝐵
2 − 
𝐹
𝑉
 𝐶𝐷         (2.29) 
𝑑𝑉
𝑑𝑡
=  𝐹           (2.30) 
Where 𝐶𝐷 is the concentration of species D in 𝑚𝑜𝑙 𝐿
−1; 𝑉 is the reactor volume in 𝐿; F is the 
inlet flow rate of species B in 𝐿𝑚𝑖𝑛−1; and 𝐶𝐵
𝑖𝑛 is the concentration of B in the feed in 𝑚𝑜𝑙𝐿−1. 
A detailed description of the process and model is given in Ruppen et al. (1997). In the 
simulated plant, the full reaction mechanism was considered, while for the plant model, 
the first two reactions in equations (2.18) and (2.19) were taken into account with the 
remaining two reactions in equations (2.20) and (2.21) considered as unknown side 
reactions. In essence, 𝑘3 = 𝑘4 = 0. This created a mismatch between the plant model and 
the simulated plant due to the structural mismatch of the plant model. Hence, the plant 
model is based on just two reactions (equations 2.18 and 2.19) which limits the full 
description of the process considered; while the simulated plant is based on four reactions 
(equations 2.18 to 2.21) which provides a complete description of the process. For the 
purpose of our study, the simulated plant will be taken as the actual real life data, while 
the plant model will be taken as the simulation data. The parameter values and initial 
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conditions are given in Table 2.3. Additional details can also be found in Ruppen et al. 
(1997) and Chachuat et al. (2009). 
Table 2.2: Semi-batch reactor parameter values and initial conditions 
(Ruppen et al., 1997) 
Parameter Value Initial Conditions Value 
𝑘1 0.053 𝐿 𝑚𝑜𝑙
−1 𝑚𝑖𝑛−1 𝐶𝐴(0) 0.72 𝑚𝑜𝑙 𝐿
−1 
𝑘2 0.128 𝐿 𝑚𝑜𝑙
−1 𝑚𝑖𝑛−1 𝐶𝐵(0) 0.05 𝑚𝑜𝑙 𝐿
−1 
𝑘3 0.028 𝑚𝑖𝑛
−1 𝐶𝐶(0) 0.08 𝑚𝑜𝑙 𝐿
−1 
𝑘4 0.001 𝐿 𝑚𝑜𝑙
−1 𝑚𝑖𝑛−1 𝐶𝐷(0) 0.01 𝑚𝑜𝑙 𝐿
−1 
𝐶𝐵
𝑖𝑛 5 𝑚𝑜𝑙 𝐿−1 𝑉(0) 1 𝐿 
 
 
2.1.2.2 Case study 2: Annular jet pump  
The CFD simulation case study of the annular jet pump has been considered in this 
research. It is a turbulent single-phase flow in both straight and convergent-divergent 
type annular jet pump. 
Jet pumps are used for fluid transport, transferring energy from a liquid or gas primary 
fluid to a secondary fluid. Momentum is transferred from the high velocity primary jet flow 
to the secondary flow of lower velocity (Long et al., 2008; Green, 2011). This secondary 
fluid could be a liquid, gas, two-phase gas-in-liquid mixture, or solid particles transported 
in a gas or liquid (Karassik et al., 2008). Both the primary and secondary fluid could be 
incompressible or compressible. The primary fluid passes through a nozzle where the 
pressure energy is converted into kinetic energy. The high kinetic energy primary fluid 
mixes with low kinetic energy secondary fluid, thus drawing the low kinetic energy to a 
higher pressure.  
A phenomenon peculiar to the jet pumps is recirculation which usually take place during 
its use. It can be described as the forward and backward flow of the streams in a spherical-
like manner. The observed recirculation can be explained based on the concept of 
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entrainment. The jet flows through the mixing region and expands in diameter due to the 
entrainment of the secondary flow. Recirculation comes into play when all the secondary 
flow has been entrained before the expansion of the jet to reach the walls of the mixing 
region (Elger et al., 1994). 
Despite the low efficiency of the jet pump of about 36 % (Shimizu et al., 1987), it has 
good characteristics which makes it widely used in many fields for various purposes (El 
Gazzar et al., 2004). Such characteristics include: simplicity in structure, absence of 
moving parts and convenience of operation and maintenance, easy to machine and low 
capital cost. It is highly reliable and can be adapted for installation in remote or 
inaccessible locations to handle poisonous, explosive, flammable or radioactive substances 
(Long et al., 2008). It is widely used in deep well pumping, booster pumping, dredging, 
priming devices, slurry pumps, pumping chemicals and transporting of solids or fish. Elger 
et al. (1994) pointed out that due to its geometry, it can be used in the hydraulic transport 
of large solids such as live fish, large cylindrical capsules used in pipelines to transport 
bulk materials, and food products (such as whole potatoes and onions).  
Jet pumps can also be used in de-liquefication of oil and gas wells (i.e. eliminating liquid 
build-up). It can also be used to boost production from oil and gas wells, boost pressure 
of low pressure gas in a process system, eliminate intermediate compressors and prevent 
flaring low pressure gas (Sarshar, 2011). 
Jet pumps can be classified into two types, the central jet pump and the annular jet pump. 
The central jet pump has a nozzle at the centre where there is the injection of a primary 
driving fluid and an annular suction part. The annular type pump has an annular nozzle on 
the outside close to the wall while the suction pipe is in the centre. In Figure 2.1, a typical 
annular jet pump is shown consisting of an annular nozzle, suction nozzle, suction 
chamber, mixing chamber or throat pipe, diffuser and the outlet pipe (Shimizu et al., 1987; 
Long et al., 2008).  
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For the annular jet pump case study considered in this project, the experimental details 
of Shimizu et al. (1987) have been adopted. They presented the dimensions of twenty-
five different types of pumps which are of straight type and convergent-divergent type. In 
the meta-modelling research work presented in this thesis, both geometries were 
considered. In the straight type, the walls are straight in geometry (i.e. 𝛼, 𝛽 =  0𝑜 in Figure 
2.1), while in the convergent-divergent-type, converging and diverging parts (which are 
the suction chamber and diffuser region respectively) differentiate it from the former. In 
the converging part, there is a decrease in flow pressure with mixing and recirculation 
commencing there. In the diverging part, there is pressure recovery (i.e. higher static 
pressure). 
 
Figure 2.1: Typical configuration of an annular jet pump 
(Shimizu et al., 1987) 
 
The annular jet pump has certain performance parameters. These include: the momentum 
ratio, area ratio, flow ratio, pressure ratio and efficiency.  
 
The momentum ratio, 𝐽 is the ratio of the momentum flow rate of the primary to the sum 
of the primary and secondary flow. It is given as: 
 
𝐽 =  
𝑚𝑗
𝑚𝑗+ 𝑚𝑠
          (2.31) 
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where 𝑚𝑗 and 𝑚𝑠 give the momentum flow rate of the primary and secondary flow, 
respectively. 
 
In the case study considered, single phase flow was assumed. This implies: 
 
𝑚𝑗  = 𝜌𝑣𝑗
2𝐴𝑗          (2.32) 
 
𝑚𝑠  = 𝜌𝑣𝑠
2𝐴𝑠         (2.33) 
 
where 𝑣𝑗, 𝑣𝑠, 𝐴𝑗 and 𝐴𝑠 are primary flow velocity, secondary flow velocity, jet nozzle outlet 
cross-sectional area and secondary flow cross-sectional area respectively. 
Hence, the momentum ratio, 𝐽 can be expressed as: 
 
𝐽 =  
𝑣𝑗
2𝐴𝑗
 𝑣𝑗
2𝐴𝑗 + 𝑣𝑠
2𝐴𝑠
 = 
1 
1+(𝑀𝑠 𝑀𝑗⁄ )
2
(𝐴𝑗 𝐴𝑠⁄ )
       (2.34) 
 
where 𝑀𝑗 and 𝑀𝑠 are the mass flow rate of primary flow and secondary flow respectively. 
 
The area ratio 𝐴𝑅, flow ratio 𝑀, pressure ratio ℎ and efficiency, 𝜂 (the ratio of energy 
impacted on the fluid by the pump to the energy supplied to drive the pump) are defined 
in equations (2.35), (2.36), (2.37) and (2.38) respectively. 
 
𝐴𝑅 = 
𝐶𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑗𝑒𝑡 𝑛𝑜𝑧𝑧𝑙𝑒 𝑜𝑢𝑡𝑙𝑒𝑡,   𝐴𝑗
𝐶𝑟𝑜𝑠𝑠 𝑠𝑒𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑟𝑜𝑎𝑡 𝑡𝑢𝑏𝑒,   𝐴𝑡
      (2.35) 
 
𝑀 = 
𝑀𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑓𝑙𝑜𝑤,   𝑀𝑠
𝑀𝑎𝑠𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑝𝑟𝑖𝑚𝑎𝑟𝑦 𝑗𝑒𝑡,   𝑀𝑗
        (2.36) 
ℎ =  
∆𝑝𝑑
∆𝑝𝑝
= 
(
𝑝𝑑
𝜌𝑔
+ 
𝑣𝑑
2
2𝑔
)− (
𝑝𝑠
𝜌𝑔
+ 
𝑣𝑠
2
2𝑔
) 
(
𝑝𝑝
𝜌𝑔
+ 
𝑣𝑝
2
2𝑔
)−  (
𝑝𝑠
𝜌𝑔
+ 
𝑣𝑠
2
2𝑔
)
        (2.37) 
 
where 𝑝𝑑, 𝑝𝑠 and 𝑝𝑝 are the discharge, secondary and primary flow pressures respectively; 
𝑣𝑑, 𝑣𝑠 and 𝑣𝑝 are the discharge, secondary and primary flow velocities respectively, 𝜌 is 
density of water, and 𝑔 is acceleration due to gravity. 
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𝜂 =  
𝐸𝑛𝑒𝑟𝑔𝑦 𝑔𝑎𝑖𝑛𝑒𝑑
𝐸𝑛𝑒𝑟𝑔𝑦 𝑠𝑢𝑝𝑝𝑙𝑖𝑒𝑑
          (2.38)  
 
In fluid mechanics, fluid flow visualisation can be described by the observed flow patterns 
within the considered process system. These flow patterns give useful information about 
such system (White, 1994). In the straight and convergent-divergent type annular jet 
pump, certain flow patterns can be identified. These flow patterns are dependent on the 
primary flow velocity, secondary flow velocity, jet nozzle diameter, throat diameter, fluid 
viscosity and density.  
 
A typical definition sketch for the flow pattern in confined straight type annular jet pump 
is given in Figure 2.2. 
 
 
Figure 2.2: Definition sketch for flow pattern in confined straight type 
annular jet (Xiao et al., 2013) 
 
Four regions (Xiao et al., 2013) can be seen in Figure 2.2 above. 
 
Region A 
 Maximum velocity at each cross section = jet velocity at nozzle exit (due to the 
high primary flow velocity as compared to that of the secondary flow). 
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Region B 
 Region before the separation point (point at which the wall shear is exactly zero). 
 Entrainment of the secondary flow by the annular jet. 
 Emergence of positive axial pressure gradient with reduction of axial velocity 
along the centreline. 
Region C 
 Possible region of recirculation, where the jet entrains the entire secondary 
stream before spreading to the axis or centreline. 
Region D 
 Downstream region where the jet recirculation zone attaches to the axis. 
 Pressure gradient along the length of the jet pump is nearly zero. 
 
In Figure 2.2, when the flow ratio is low, the size of the recirculation zone increases and 
extends towards the secondary flow inlet. So, A and B tend to disappear. When the flow 
ratio is high, the recirculation zone (hence region C) tends to disappear (Xiao et al., 
2013b). 
 
For the case of the convergent-divergent annular jet pump, a typical definition sketch of 
the flow pattern is given in Figure 2.3. 
 
Figure 2.3: Definition sketch for flow pattern in confined convergent-
divergent-type annular jet (Xiao et al., 2014) 
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It can also be divided into four regions (Xiao et al., 2014). 
 
Region A 
 Due to the convergent structure, there is a quick disappearance of the annular 
core and the region is extremely small. 
Region B 
 Rapid entrainment of the secondary flow by the annular jet which reduces the 
velocity of the central flow. 
 Emergence of positive axial pressure gradient which is not apparent due to the 
convergent structure. 
Region C 
 Entrainment of the secondary flow by the jet before spreading to the centreline. 
Region D 
 Pressure gradient along the length of the jet is nearly zero. 
 Flow tends to be uniform along the centreline. 
 Diffuser gives the flow higher static pressure. 
 
Experimental and CFD studies have been carried out on annular jet pump. A selected 
summary of such is given in Table 2.3. 
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Table 2.3: Selected experimental and CFD studies on annular jet pumps 
References Studies on annular jet pump (AJP) 
Elger et al. (1994) Experimental investigation of recirculation in annular type jet 
pump to identify when recirculation occurs and the size and 
location of the resulting recirculation zone. 
Namiki et al. (1997) Numerical study of the performance of AJP considering different 
Reynolds numbers using CFD. At relatively low Reynolds 
number, recirculation is formed at the mixing chamber. 
Kwon et al. (2002) CFD investigation of the effects of the shape of mixing chambers 
on the performance of AJP for several flow rates. The highest 
efficiency was obtained for a reducing angle of 12 degrees, and 
at low flow rates, recirculation was observed. 
El Gazzar et al. 
(2004) 
Use of CFD to study the simulation of the flow inside water AJP, 
with the aim of predicting the performance and characteristics of 
the pump. Details of velocity vector and static pressure 
distributions inside the pump were obtained. 
Long et al. (2010) Investigation via CFD simulation on the influences of throat 
length on AJP performance. For best efficiency of the annular jet 
pump, required range of throat length is approximately 2.17 to 
2.89.  
Xiao et al. (2013a) CFD investigation on the impact of the converging angle of the 
suction chamber on AJP. The converging angle has great 
impact on the pump’s performance. 
Xiao et al. (2013b) CFD investigation of the recirculation in AJP. As flow ratio 
increases, recirculation region disappears. 
Xiao et al. (2014) CFD investigation on the influence of nozzle lip thickness on the 
flow field and performance of convergent-divergent AJP. As 
nozzle lip thickness increases, pump efficiency decreases.  
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2.2 Mathematical optimisation  
Mathematical optimisation seeks to answer the question ‘What is best?’ for problems in 
which the quality of the answer can be expressed as a numerical value. It deals with the 
problem of maximising or minimising a function relative to a given set of alternatives. The 
function to be minimised or maximised is called the objective function and the set of 
alternatives is called the feasible region or constraint region (Burke, 2014). This can be 
summarised as follows: 
 
Given the vector 𝒙 =  (𝑥1, . . . . , 𝑥𝑛) as the optimisation design variable which minimises or 
maximises a given function 𝑓(𝒙), we can represent a typical optimisation problem in the 
form: 
 
Minimise: 𝑓(𝒙) 
 
Subject to: 𝑔𝑖(𝒙) ≤  𝑏𝑖, 𝑖 = 1, . . . , 𝑚;       (2.39) 
 
          ℎ𝑖(𝒙) =  𝑐𝑖, 𝑖 = 1, . . . , 𝑝; 
 
where 𝑓(𝒙) is the objective function, 𝑔𝑖(𝒙) and ℎ𝑖(𝒙) are the inequality and equality 
constraint functions respectively, and the constants 𝑏𝑖 (𝑏1 , . . . , 𝑏𝑚 ) and  𝑐𝑖 (𝑐1 , . . . , 𝑐𝑝) are the 
limits or bounds for the inequality and equality constraints respectively (Boyd and 
Vandenberghe, 2009). For a maximisation problem, we can minimise −𝑓(𝒙). 
 
The choice of suitable optimisation method is dependent on the type of optimisation 
problem (Edgar et al., 2001; Mishra, 2012). There are numerous mathematical approaches 
discussed in the literature for solving optimisation problems. In this thesis, we shall limit 
our discussion to some commonly known classical and advanced (global) optimisation 
methods.  
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2.2.1 Classical optimisation methods 
The classical optimisation methods are suitable for single and multidimensional 
optimisation problems. They are analytical methods which make use of differential calculus 
to locate the optimum points, but they have been found to be limited in scope in some 
practical applications where the objective functions are not continuous (i.e. the 
optimisation variables assume specific values) and/or differentiable. However, these 
classical optimisation techniques form a basis for the development of advanced techniques 
which have evolved in recent times due to the advent of fast digital computers.  
 
Some common examples of classical optimisation techniques are gradient-based methods 
and direct search methods (non-gradient methods). These will be briefly discussed in 
subsequent sections. 
 
2.2.1.1 Gradient-based methods 
Gradient search methods utilise first derivatives (gradients) or second derivatives 
(Hessian) information of the objective function to locate the optimum (Edgar et al., 2001; 
Gill et al., 2004; Mishra, 2012; Chapra and Canale, 2015). The Hessian of a two 
dimensional objective function 𝑓(𝑥, 𝑦), is given as: 
 
𝐻 = [
𝜕2𝑓
𝜕𝑥2
𝜕2𝑓
𝜕𝑥𝜕𝑦
𝜕2𝑓
𝜕𝑦𝜕𝑥
𝜕2𝑓
𝜕𝑦2
]        (2.40) 
 
with 𝑥 and 𝑦 dimensions. Examples of these methods are the steepest descent, Newton’s 
method and conjugate gradient method. 
 
A. Steepest descent method 
The steepest descent first derivatives (or gradient) method is a hill-climbing technique as 
it attempts to move toward the valley, to minimise the objective function over the shortest 
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possible path. The search direction (the direction of steepest descent) is the negative of 
the gradient, given as: 
 
𝑠𝑘 = − 
𝜕
𝜕𝑥𝑘
𝑓(𝑥𝑘)         (2.41) 
 
The transition from the current point, 𝑥𝑘 to the new point, 𝑥𝑘+1 is given as: 
 
𝑥𝑘+1 = 𝑥𝑘 + ∝𝑘 𝑠𝑘 = 𝑥𝑘 − ∝𝑘
𝜕
𝜕𝑥𝑘
𝑓(𝑥𝑘)       (2.42) 
 
where ∝𝑘 is the scalar that determines the step length in direction 𝑠𝑘.  
 
𝑓(𝑥𝑘+1) is evaluated and compared with 𝑓(𝑥𝑘); if the change is smaller than a given 
tolerance, iteration is stopped. Otherwise, the calculation process is repeated. The 
disadvantage of the steepest descent gradient method is that convergence could be slow 
based on the sensitivity to the scaling of the objective function 𝑓(𝑥).  
 
B. Newton’s method 
The Newton’s method utilises the first and second order derivatives to create search 
directions. Given an objective function to be minimised, 𝑓(𝑥), at a local minimum, 𝑓′(𝑥) =
0, this can be solved using Newton’s method (Edgar et al., 2001; Chapra and Canale, 
2015) to give: 
 
𝑥𝑘+1 = 𝑥𝑘 − 
𝑓′(𝑥𝑘)
𝑓′′(𝑥𝑘)
         (2.43) 
 
where 𝑘 denotes each stage of iteration. 
 
Equation (2.43) can be derived by writing a second order Taylor’s series expansion for 𝑓(𝑥) 
and setting the derivative of the series equal to zero. The disadvantages of the Newton’s 
method are the need to evaluate the first and second derivatives (which could be 
impracticable for cases where the derivatives cannot be evaluated conveniently), and the 
tendency for divergence based on the function and the quality of the initial guess. Hence, 
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it is usually used when we are close to the optimum (Edgar et al., 2001; Chapra and 
Canale, 2015). 
 
Equation (2.43) above is applicable to a one-dimensional or univariate case. For a 
multivariate case, we utilise: 
 
𝑥𝑘+1 = 𝑥𝑘 − ∝𝑘 [𝐻(𝑥𝑘)]−1
𝜕
𝜕𝑥𝑘
𝑓(𝑥𝑘)       (2.44) 
 
where 𝐻(𝑥𝑘) is the Hessian matrix computed using equation (2.40). 
 
C. Conjugate gradient method 
The conjugate gradient method (also called Fletcher-Reeves method) is an improvement 
over the steepest descent method which combines information about the current gradient 
vector with gradient vectors from previous iterations to obtain new search direction. It is 
much faster and accurate than the steepest descent method (Edgar et al., 2001; Gill et 
al., 2004; Mishra, 2012; Chapra and Canale, 2015).  
 
The conjugate gradient’s algorithm is summarised as follows: 
 
 At initial point 𝑥0, calculate 𝑓(𝑥0). So, the search direction is given as: 
 
𝑠0 = − 
𝜕
𝜕𝑥0
𝑓(𝑥0)        (2.45) 
 
 Then, compute: 
 
𝑥1 = 𝑥0 + ∝0 𝑠0        (2.46) 
 
 Calculate 𝑓(𝑥1), 
𝜕
𝜕𝑥1
𝑓(𝑥1) and obtain the new search direction as a linear 
combination of 𝑠0 and 
𝜕
𝜕𝑥1
𝑓(𝑥1). 
 
𝑠1 = − 
𝜕
𝜕𝑥1
𝑓(𝑥1) +  𝑠0
𝜕
𝜕𝑥1
𝑇
𝑓(𝑥1) 
𝜕
𝜕𝑥1
𝑓(𝑥1)
𝜕
𝜕𝑥0
𝑇
𝑓(𝑥0) 
𝜕
𝜕𝑥0
𝑓(𝑥0)
      (2.47) 
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At the 𝑘 𝑡ℎ iteration, 
 
𝑠𝑘+1 = − 
𝜕
𝜕𝑥𝑘+1
𝑓(𝑥𝑘+1) +  𝑠𝑘
𝜕
𝜕𝑥𝑘+1
𝑇
𝑓(𝑥𝑘+1) 
𝜕
𝜕𝑥𝑘+1
𝑓(𝑥𝑘+1)
𝜕
𝜕𝑥𝑘
𝑇
𝑓(𝑥𝑘) 
𝜕
𝜕𝑥𝑘
𝑓(𝑥𝑘)
    (2.48) 
 
 Check if convergence is achieved to minimise 𝑓(𝑥). If there is no convergence, go 
back to the previous step above. 
 
 After 𝑛 iterations, end the iterative procedures when  ‖
𝜕
𝜕𝑥𝑘
𝑓(𝑥𝑘)‖ < a predefined 
tolerance. 
 
2.2.1.2 Direct methods 
Direct methods do not require information about the gradient of the objective function. 
They search for a set of points around the current point to identify a point whose objective 
function value is lower than the current point. Examples of this are the random search, 
grid search, univariate search and simplex search method.  
 
A. Random search 
Random search repeatedly evaluates the function at randomly selected values of the 
independent variables. It selects a starting vector 𝐱0, evaluates 𝑓(𝐱) at 𝐱0, and randomly 
selects another vector 𝐱1 and evaluates 𝑓(𝐱) at 𝐱1. After 𝑘 iterations, the value of 𝑓(𝐱𝑘) can 
be compared with the previous best value of 𝑓(𝐱) from among the previous iterations, to 
decide if the procedure should continue or be terminated (Edgar et al., 2001; Gill et al., 
2004; Mishra, 2012; Chapra and Canale, 2015). 
 
B. Grid search 
Grid search utilises design points from design of experiment techniques by evaluating the 
objective function at those points about a given reference point. You then move to the 
point that improves the objective function the most, with the process repeated again to 
obtain the point of best improvement (Edgar et al., 2001; Chapra and Canale, 2015). 
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Examples of design of experiment techniques which can be utilised for optimisation will be 
discussed shortly in this chapter (section 2.3.1). 
 
C. Univariate search 
Univariate search selects some fixed search directions for an objective function with given 
number of variables. It basically involves changing one variable at a time to optimise the 
objective function while the other variables are kept constant. As only one variable is 
changed, the problem is reduced to a sequence of one-dimensional searches which can be 
solved using different methods such as the Newton’s one-dimensional method (Edgar et 
al., 2001; Chapra and Canale, 2015). 
 
D. Simplex search method 
Simplex search method selects points at the vertices of a simplex where the objective 
function is evaluated. In the case of two and three dimensions, equilateral triangles and 
regular tetrahedra are obtained respectively. The search begins at one of the points and 
the objective function at that point is compared with other points to determine if the initial 
point is optimal. If this is not so, we move to another point and repeat the process until 
the optimal is obtained. 
 
Another classification of optimisation problem which can be solved using either direct or 
gradient methods is the non-linear programming (NLP) optimisation method (Foulds, 
1981; Hooker, 2012). This method implies the optimisation problem is non-linear, where 
any of the functions among the objective and constraint functions is non-linear. Such 
problems can be expressed in the form: 
 
Minimise: 𝑓(𝒙) , 𝒙 =  [𝑥1, 𝑥2, … 𝑥𝑛  ]
𝑇;       (2.49) 
 
Subject to: 𝑔𝑖(𝒙) =  𝑏𝑖, 𝑖 = 1, . . . , 𝑚;       (2.50) 
 
       ℎ𝑖(𝒙) ≤  𝑐𝑖, 𝑖 = 1, . . . , 𝑝;       (2.51) 
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where 𝑓(𝒙) is the objective function, 𝑔𝑖(𝒙) and ℎ𝑖(𝒙) are the equality and inequality 
constraint functions respectively, and the constants 𝑏𝑖 (𝑏1 , . . . , 𝑏𝑚 ) and  𝑐𝑖 (𝑐1 , . . . , 𝑐𝑝) are the 
limits or bounds for the equality and inequality constraints respectively. 
 
An example of non-linear programming method is interior point. Interior point is likewise 
referred to as a barrier method (Forsgren et al., 2002) because it utilises an optimisation 
approach that reaches the best solution by traversing the interior of the feasible region 
(all possible points) rather than around the boundary. It transforms an inequality 
constrained problem to a sequence of equality constrained problems through the addition 
of a barrier function, which gives an objective function that is easier to handle by the 
optimisation solver, preventing the iterates from leaving the feasible region. Consider a 
general optimisation problem with only inequality constraints, we have: 
 
Minimise: 𝑓(𝒙) 
 
Subject to: 𝑔𝑖(𝒙) ≥  0, 𝑖 = 1, . . . , 𝑚;       (2.52) 
 
The introduction of a logarithmic barrier function gives: 
 
Minimise: 𝐵(𝒙, 𝑟) =  𝑓(𝒙) − 𝑟 ∑ 𝐼𝑛(𝑔𝑖(𝒙))
𝑚
𝑖=1       (2.53) 
 
where 𝑟 is a positive scalar called the barrier parameter and 𝒙 is vector of the optimisation 
variable which minimises the barrier function.  
 
As 𝑟 converges to zero, the minimum of 𝐵(𝒙, 𝑟) should converge to a solution of equation 
(2.52) (Edgar et al., 2001; Forsgren et al., 2002). The interior point has been extensively 
discussed in the literature (Bryd et al., 1999; Bryd et al., 2000; Waltz et al., 2006). 
 
2.2.2 Global optimisation methods 
Due to some complexities in real world optimisation problems such as discrete, continuous 
or mixed variables, non-linearity, non-differentiable objective functions, or there exists 
simulations or black-box functions with undefined values for some parameter settings, 
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classical methods discussed so far may not be efficient to solve such problems. Obtaining 
an arbitrary local optimum is relatively straightforward using these classical methods, but 
finding the global optimum is far more difficult. This has led to the advent of some 
advanced techniques which shall be categorised as global optimisation methods according 
to Edgar et al. (2001). They are methods used to obtain the globally best solution of 
(possibly non-linear) models, in the (possible or known) presence of multiple local optima 
(Pinter, 2014). The classification of global optimisation methods by Edgar et al. (2001) 
has been further extended to include meta-model based methods proposed by Jones et 
al. (1998) and Jones (2001). This results in a classification shown in Figure 2.4 which 
categorises the advanced optimisation methods into: exact methods, heuristic search 
methods and meta-model based methods.  
 
Exact methods find and verify global solutions in a finite number of steps; while heuristics 
search methods start with a given point which provides the current solution and then, 
explore all solutions in the neighbourhood of that point searching for a better one. If an 
improved point is found, this becomes the new point and the process is repeated again 
(Edgar et al., 2001). Meta-model based methods on the other hand, utilises meta-models 
constructed from computer simulation data which are coupled with certain search points 
selection methods proposed by Jones et al. (1998) and Jones (2001). The sub-categories 
of these methods will be briefly discussed shortly.  
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Figure 2.4: Classification of global optimisation methods 
(Jones et al., 1998; Jones, 2001; Edgar et al., 2001) 
 
2.2.2.1 Exact methods 
The exact methods can be classified into branch and bound, interval and multi-start 
methods. The branch and bound algorithm is based on the “divide (branch) and conquer 
(bound) principle”. The “branch” part has to do with dividing a large problem search space 
into smaller ones and then minimising the objective function on these smaller spaces. The 
“bound” part is based on estimating how good a solution we can obtain for each smaller 
problem by checking against the lower and upper estimated bounds on the optimal 
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solution. If the solution is not better than the one obtained so far, it is discarded (Edgar 
et al., 2001).  
Interval techniques are used to compute global information about functions over large 
regions (box-shaped) such as strict bounds on function values and higher derivatives. Most 
global optimisation methods using interval techniques employ a branch and bound 
strategy (Eldon, 1992).  
Multi-start method attempts to find a global optimum by starting the search from many 
starting points. Multi-start methods have two phases: the first one in which the solution is 
generated and the second one in which the solution is typically (but not necessarily) 
improved. Then, each global iteration produces a solution (usually a local optima) and the 
best overall is the required optimum (Edgar et al., 2001; Gendreau and Potvin, 2010). 
 
2.2.2.2 Heuristic search methods 
Heuristic search methods are artificial intelligence search methods that can be used to find 
the optimal decisions for designing or managing a wide range of complex systems. They 
combine human experience, mathematical logic, computational skills and common sense 
(Marcoulides, 2013). Examples of these methods are scatter search, Tabu search, 
simulated annealing and genetic or evolutionary algorithm.  
Scatter search is based on the principle that useful information about the global optimal is 
stored in a diverse set of solutions (the reference set) and there could be an exploiting of 
this information by recombining samples from the set. The results of recombination are 
assessed in the context of the reference set as to whether or not they are retained 
(Brownlee, 2011).  
Tabu search is widely used by operations research analysts, but has received little 
attention from chemical engineers, despite the fact that it can be used to solve many 
important and difficult real-world problems. Tabu means ‘forbidden’. In essence, you want 
to prevent the search from going back to some already visited regions forcing it to move 
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away from the nearest local minimum to explore regions where improved solutions may 
be obtained. 
Simulated annealing is based on the analogy of the annealing of metals. It is derived from 
the slow cooling in metallurgy which we can explain as follows. If a solid with crystalline 
structure is heated and cooled slowly maintaining steady temperature at a series of levels, 
which are long enough for the material to attain thermal equilibrium with its environment, 
the heat causes the metallic atoms to be removed from their initial positions (which is the 
local minimum of the internal energy) making them wander randomly through different 
states of higher energy. The slow cooling enhances finding points with lower internal 
energy than the initial one. This principle can be applied to general optimisation problems 
where there is a slow decrease in the probability of accepting worse solutions as it explores 
the solution space (Edgar et al., 2001).  
Genetic algorithm is based on crossover and mutation of chromosomes in living organism 
during reproduction leading to population evolution. In relation to optimisation problems, 
if there is a set of solutions called a population, each population member is called an 
individual or member. We can create an initial population, and then modify it by replacing 
one or more individuals with new solutions which is achieved by either combining two 
individuals (crossover) or by changing an individual (mutation) (Edgar et al., 2001). The 
genetic algorithm is described is as follows: 
 Generate suitable solutions for the optimisation problem as a random population of 
a given number of chromosomes. 
 The fitness (i.e. how good the solution is) of each chromosome is evaluated. 
 A new population is created by: (1) selection of two parent chromosomes from a 
population according to their fitness, (2) cross over the parents to form new 
offspring, (3) mutation of new offspring, (4) acceptance of new offspring in a new 
population. 
 Repeat algorithm using newly generated population. 
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 Obtain best solution if condition is satisfied, else go to second step. 
 
2.2.2.3 Meta-model based methods 
In addition to the global optimisation methods mentioned so far, another useful 
classification is that of Jones et al. (1998) and Jones (2001) which is based on meta-
models (discussed in section 2.3). They classified the method of selecting search points 
based on meta-models into two categories, which are the two-stage approach and the 
one-stage approach.  
The two-stage approach involves fitting the response surface method (meta-model) on 
the function value of the observed data, and then doing an estimation of parameters which 
are used to determine the new search points on the assumption that the parameters are 
true. Categories under this include: minimising the response surface, minimising the lower 
bound function, maximising the probability of improvement and maximising the expected 
improvement.  
In the one-stage approach, there is a hypothesis (proposition) of where the optimum is 
located. Subsequently, this hypothesis is evaluated based on the optimum obtained from 
the response surface. The initial step of fitting a surface to the observed data is skipped; 
hence the reliability of the hypothesis is not based on parameters obtained by fitting a 
surface to the observed data alone. Categories under this are the one stage approach for 
goal seeking and one stage approach for optimisation (Jones et al., 1998; Jones, 2001). 
Details of the meta-model based methods are provided in section 2.4.1. 
 
2.3 Meta-model development  
Meta-modelling is a further abstract representation of the simulation model via 
construction of approximations to the computationally expensive simulation (Kleijnen, 
1987; AIAA, 1998; Kleijnen and Van Beers, 2013) for fast prediction, optimisation, 
sensitivity and uncertainty analysis (Simpson et al., 2001b; Simpson et al., 2001c; Palmer 
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and Realff, 2002a,b) hence helping with decision making process (Popplewell and Yu, 
1994). Some studies refer to the meta-modelling approach as function approximation, 
surrogate modelling, response surface methodology, model emulation, model of a model, 
response surface approximation, auxiliary model and approximation model (Friedman and 
Pressman, 1988; Caballero and Grossman, 2008; Chen et al., 2011; Tolson et al., 2012; 
Kleijnen, 2015). 
Meta-models are typical black box models that are empirical or data-driven. In essence, 
they are based on little or no physical behaviour of the system. They depend on the 
available data to identify the model structure and can be used to predict future behaviour 
under similar set of conditions. They have a good degree of flexibility, computational 
efficiency and simple implementation with respect to achievable accuracy (Manfren et al., 
2013). 
Of utmost importance in the development of meta-models is the choice of a good design 
of experiment technique, which forms the basis for the initial computer simulations. The 
developed meta-model is subsequently validated prior to its use for calibration. This will 
be briefly reviewed in this section. 
2.3.1 Design of experiments (DoE)                                                                                                                                                                                                                                  
Design of experiments (DoE) can be defined as a statistical approach used in designing 
and selection of the inputs that can be utilised for computer simulations. The key feature 
which makes DoE useful is that it is used to sample or explore the design space (region of 
interest bounded by the upper and lower limits of the design input variables being studied), 
hence generating sample data to fit the meta-model to each of the response variables of 
interest (Simpson et al., 2000). It subsequently predicts the response at untried sampling 
points and helps to optimise the response variables (Sacks et al., 1989). 
The choice of a good design of experiment (DoE) technique (also known as sampling 
technique) (Qin and Ahmed, 2009; Palmer and Realff, 2002a,b) is essential to determine 
the values of input variables that should be used for simulation (Kleijnen, 2008; Kleijnen 
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et al., 2015). Such choice is based on: uniqueness of sample values (i.e. no repetition) at 
each design point, broad dispersion of the design points and minimal contribution to the 
meta-modelling prediction error (Palmer and Realff, 2002a).  
DoE techniques can be based on either one of the following objectives: (i) screening 
experiments, that try to identify input variables or collection of inputs that have statistically 
significant effects on the response (output); (ii) response surface experiments that try to 
build the input-output relationship that can predict the optimal input conditions (Goos and 
Jones, 2011; Myers et al., 2016; Kajero et al., 2016b). 
It is important to note that DoE is used for designing the inputs for simulation and should 
not be confused with laboratory experiments. Different design of experiment techniques 
exist in the literature which shall be classified into two in this thesis: classical designs and 
space filling designs (Giunta et al., 2003; Wang and Shan, 2007; Qin and Ahmed, 2009). 
These are discussed below. 
 
2.3.1.1 Classical designs 
This was originally developed for the model fitting of physical experiments; nonetheless it 
can also be applied to numerical experiments. It is based on the assumption that random 
errors exist in laboratory experiments (Alvarez, 2000; Giunta et al., 2003; Chen et al., 
2003). It is a non-space filling design which does not give a good coverage of the design 
space, with most design points placed on the boundaries and/or vertices, while few exist 
in the interior (Simpson et al., 2001c). Examples of classical designs are: factorial design, 
central composite design and Box-Behnken design. 
Factorial design is an experimental design in which the input (or design) variables are 
varied together, instead of one at a time (Alvarez, 2000). In essence, it involves studying 
the effect of two or more independent input variables on a single dependent variable 
(response variable), rather than the effect of one variable at a time. The independent input 
variables are referred to as factors, while the subdivisions of the factors are called levels. 
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If we define the lower and upper bound (two levels) of each 𝑚 input variables in the 
calibration problem, the experimental design is called 2𝑚 full factorial, which implies two 
levels and 𝑚 factors. In the case of three levels for each 𝑚 factors (e.g. lower, intermediate 
and upper), this gives 3𝑚 full factorial (Qin and Ahmed, 2009).  
Factorial design is necessary when interactions exist between factors. This means the 
difference in response between the levels of one factor is not the same at all levels of the 
other factors (Montgomery, 2013; Myers et al., 2009).  
Central composite design is a 2𝑚 full factorial design with a number of center points and 
two axial points (also known as star points) for each factor (2𝑚), where 𝑚 is the number 
of factors (Dean and Voss, 1999; Myers et al., 2009; Qin and Ahmed, 2009). It is widely 
used for estimating second order response surfaces. The star points provide information 
on the existence of curvature in the system, and if the curvature is found, it allows for the 
estimation of the pure quadratic terms (Park et al., 2008; Myers et al., 2009). The center 
point is also used to detect curvature in the response, hence contributing to the estimation 
of the coefficients of the quadratic terms (Dukta et al., 2015). 
Box-Behnken design is an incomplete three levels factorial design which involves the 
combination of two levels factorial design (2𝑚) with incomplete block designs (Cavazzuti, 
2013). It does not contain any points at the vertices of the cubic region which was created 
by the upper and lower limits for each variable (Perincek and Colak, 2013). 
2.3.1.2 Space filling designs 
This gives a very good coverage of the design space characterised by uniform distribution 
of the design points. It is well suited for numerical experiments where deterministic errors 
are possible. In space filling designs, samples are usually placed at the interior of the 
design space. This helps to minimise the bias errors (approximation error) which arise due 
to a difference between the functional form of the response trend (simulation output) and 
the functional form of the estimated trend (meta-model) (Giunta et al., 2003). Examples 
of space filling design are grid layouts plan, random sampling plan, latin hypercube 
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sampling (LHS), hammersley sequence sampling (HSS), maximin distance optimized latin 
hypercubes, uniform design and minimum bias latin hypercube design (MBLHD). 
Grid layouts design is characterized by repetition of design points which can make a waste 
of simulation runs; thereby bringing about non-uniqueness of such design points which is 
an undesirable characteristic (Palmer and Realff, 2002a).  
Random sampling design gives unique design points but create clusters i.e. group of design 
points that are relatively close to each other (Palmer and Realff, 2002a). 
Latin hypercube sampling (LHS) gives unique sample values for each design point, good 
dispersion characteristics (McKay et al., 1979; McKay, 1992), it is simple to generate even 
for many input variables and covers the design space fairly uniform (Welch and Sack, 
1990; Gregory and Kelly, 1998; Chen et al., 2011). In the LHS design, each factor, 𝑚 is 
divided into 𝑞 levels of equal probability (Palmer and Realff, 2002a; Qin and Ahmed, 2009), 
hence giving a matrix of 𝑞 rows and 𝑚 columns. According to Simpson et al (2001c), LHS 
were the first type of design of experiment proposed specifically for computer experiments. 
Suggested modifications of the Latin hypercube sampling include maximin distance 
optimised Latin hypercube (Morris and Mitchell, 1992) and minimum bias Latin hypercube 
design (MBLHD) (Palmer and Tsui, 2001). The word ‘Maximin’ in maximin distance 
optimised Latin hypercube was coined from maximum and minimum respectively where 
distance between two input variables is being maximised, while the correlation between 
the two input values is being minimised. MBLHD incorporates into LHS the characteristics 
that reduce the bias (approximation error) of the meta-model. Details of the MBLHD can 
be seen in Palmer (1998), and Palmer and Tsui (2001). 
Uniform design can be dated to 1980 (Fang, 1980). It is characterized by uniformly 
scattered design points in the design space. It is a typical fractional factorial design (i.e. 
utilises a fraction of the full factorial design) with uniformity property. Details of the theory 
and application of uniform design are given in Fang et al. (2000).  
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Hammersley sequence sampling (HSS) offers improved uniformity over LHS (Kalagnanam 
and Diwekar, 1997; Chen et al., 2011). It provides uniform distribution in space (Simpson 
et al., 2001c). The construction of the HSS is based on a method by Van der Corput (1935) 
and it is named after J.M. Hammersley who suggested it. In this method (Kalagnanam and 
Diwekar, 1997), any integer 𝑡 given as 
𝑡 ≡  𝑡𝑠𝑡𝑠−1 … . 𝑡2𝑡1𝑡0         (2.54) 
can be expressed in radix-R notation (base-R) of another integer R. In essence, 
𝑡 = 𝑡0 + 𝑡1𝑅 + 𝑡2𝑅
2 + ⋯+ 𝑡𝑠𝑅
𝑠       (2.55) 
where 𝑠 =  [log𝑅 𝑡] =  [
ln 𝑡
ln𝑅
] and [] implies integer part of the number inside the square 
brackets.  
A unique fraction between 0 and 1 called the inverse radix number can be constructed by 
reversing the order of the digits of 𝑡 around the decimal point. 
i.e. ∅𝑅(𝑡) = . 𝑡0𝑡1𝑡2 …𝑡𝑠          (2.56) 
   = 𝑡0𝑅
−1 + 𝑡1𝑅
−2 + ⋯+  𝑡𝑠𝑅
−𝑠−1      (2.57) 
For a 𝑛-dimensional cube, the Hammersley points are expressed as: 
𝑧𝑛⃗⃗⃗⃗ (𝑡) =  (
𝑡
𝑚
, ∅𝑅1(𝑡), ∅𝑅2(𝑡), … ∅𝑅𝑛−1(𝑡))      (2.58) 
where 𝑚 are the number of design points; 𝑅1, 𝑅2, . . . , 𝑅𝑛−1 are the first 𝑛 − 1 prime numbers 
as the integer 𝑅 in equation (2.57).  
For an input variable x of 𝑛 dimensional vector and 𝑚 design points, the Hammersley 
points are given as: 
 𝒙𝑛⃗⃗ ⃗⃗  (𝒕) = 𝟏 − 𝑧𝑛⃗⃗⃗⃗ (𝒕)        (2.59) 
where 1 is a unit vector.  
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2.3.2 Types of meta-models 
There are a variety of meta-models mentioned in the literature; but, in this thesis, we 
shall briefly discuss polynomial regression, radial basis functions, artificial neural network 
and kriging due to their common applications in design and optimisation (Jin et al., 2003; 
Wang and Shan, 2007; Qin and Ahmed, 2009). 
 
 
2.3.2.1 Polynomial meta-model  
Polynomial meta-model (Crestaux et al., 2009; Fen et al., 2009; Hussain et al., 2002; 
Sundret, 2008) is also known as polynomial response surface model (Box and Draper, 
1987) which appears to be the simplest model representation in meta-modelling research. 
The most common of such model in most meta-modelling research is the second order 
polynomial which can be represented in matrix form (Palmer and Realff, 2002b).  
 
𝑦∗(𝐱) =  ?̂?𝒐 + 𝐱
′?̂? +  𝐱′?̂?𝐱         (2.60) 
 
Where 𝑦∗(𝐱) is the response variable predicted by the meta-model, 𝐱 =  [𝑥1, 𝑥2 . . . , 𝑥𝑚]
′ is a 
column vector of input variables, ?̂? =  [?̂?1, ?̂?2, . . . , ?̂?𝑚 ]
′
 is a column vector of the linear model 
parameters, ?̂? is an 𝑚 × 𝑚 symmetric matrix of the second order model parameters, 
while 𝑚 is the number of data points. 
?̂? = 
[
 
 
 
 ?̂?11
?̂?12/2
⋮
?̂?12/2 ⋯ ?̂?1𝑚/2
 ?̂?22     ⋯ ?̂?2𝑚/2
⋮ ⋮
?̂?1𝑚/2       ⋯ ?̂?𝑚𝑚 ]
 
 
 
 
       (2.61) 
 
The model parameters can be obtained using least squares regression (Simpson et al., 
2001c). Polynomial meta-model was originally tailored for physical experiments where the 
output is characterised by random errors (Myers et al., 2009). Some studies in the 
literature on this method are Wilson (1951), Welch and Sacks (1991), Simpson et al. 
(2001a), Palmer and Realff (2002a) and Dutournie et al. (2006). 
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2.3.2.2 Radial basis functions (RBF) 
Radial basis functions (RBF) method uses radially symmetric functions based on the 
Euclidean distance to approximate response functions (Jin et al., 2003). The general form 
of RBF approximation is: 
 
𝑦∗(𝐱∗) =  𝛽𝑜 + ∑ 𝜷𝒊
𝑚
𝑖=1 𝑏 (‖𝐱∗ − 𝐱𝒊‖)        (2.62) 
 
where 𝛽𝑜 is the average of the response observations, b is the coefficient of the expression, 
𝜷𝒊 is the regression parameter, 𝐱𝒊 is the observed input (where 𝑖 = 1, . . . , 𝑚), 𝑚 is the 
number of training data points and ‖. ‖ represents the Euclidean norm (the distance 
between the predicted point and the basis function centre). 
 
The choices proposed by Powell (1987) for the basis function 𝑏(·)  include linear (𝑏(𝑧) = 𝑧), 
cubic (𝑏(𝑧) = 𝑧3), thin plate spline (𝑏(𝑧) = 𝑧2 log 𝑧), Gaussian (𝑏(𝑧) = 𝑒−𝑧
2
), inverse multi-
quadratic ( 𝑏(𝑧) = (𝑧2 + 𝑧2 )−
1
2), and multi-quadratic (𝑏(𝑧) = (𝑧2 + 𝑧2 )1/2), where 𝑧 =
 ‖𝐱∗ − 𝐱𝒊‖ and 𝑧 ≥ 0. Meckesheimer et al. (2002) used the multi-quadratic RBF form to 
construct an approximation. Farshidi et al. (2013) also proposed that RBF can capture 
more accurately the details of a set of highly non-linear data while retaining a manageable 
model complexity. RBF approximations have proven to produce good fits to both 
deterministic and stochastic response functions (Powell, 1987).  
 
2.3.2.3 Artificial neural network (ANN) 
The artificial neural network (ANN) was built with the aim of modelling how the human 
brain functions. El Tabach et al. (2007) regarded the human brain as a highly complex, 
non-linear, dynamic and parallel information processing system able to perform certain 
computations faster than the fastest digital computer. The ANN was hence constructed to 
function as simulated neurons analogous to that of the human brain (El Tabach et al., 
2007; Fonseca et al., 2003). The basic elements of an ANN model are summarized in 
Figure 2.5 which can be expressed mathematically as:  
 44 
 
 
𝑦𝑘 =  𝜑(∑ 𝑤𝑘𝑗𝑥𝑗
𝑛
𝑗=1 ) + 𝑏𝑘        (2.63) 
 
where 𝑥𝑗 are the input signals, 𝑤𝑘𝑗 are the synaptic weights of the input signals to the 
synapse 𝑗 = 1, 2, . . . , 𝑛 connected to a neuron 𝑘, 𝜑(·) is the activation function which 
constrains the allowable range of the output signal to a finite value, 𝑏𝑘 is the bias which 
lowers the net input of the activation function and 𝑦𝑘 are the output signals. 
 
Figure 2.5: Non-linear Model of a Neuron 
 
2.3.2.4 Kriging meta-model  
The work of Krige (1951) led to the application of this method in the field of geostatistics 
(Matheron, 1963) which later extended to spatial statistics (Cressie, 1993) and was applied 
to computer experiments by Sacks et al. (1989). Kriging is based on Gaussian process 
models. It approximates the output of a computer model as a random Gaussian process 
(Van Beers and Kleijnen, 2001; Kleijnen, 2007).  Hence, it is also termed Gaussian process 
in the literature with slightly different formulation (Sacks et al., 1989; Jones, 2001; Chen 
et al., 2011). It is also probabilistic giving both an expected value and a variance in the 
prediction (Piazza et al., 2009).  
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Kriging assumes some form of correlation between points in the multi-dimensional input 
space, with the correlation being used to predict response values at unobserved input 
values from observations of values at nearby locations, obtained by a weighted mean of 
the available data via interpolation (Van Beers and Kleijnen, 2001; Chen et al., 2006; 
Kleijnen, 2007; Piazza et al., 2009). For instance, given a variation of concentration, C 
with spatial locations North-East, with the concentration being the dependent variable 
while the independent variable is the spatial location, assume there are known 
concentrations at three points, 𝐶1, 𝐶2 and 𝐶3, and three unknown concentrations at points 
𝐶1
′, 𝐶2
′ and 𝐶3
′ as shown in Figure 2.6, kriging enables us to obtain predicted approximations 
for those unknown concentration via interpolation (Van Beers and Kleijnen, 2001; Kleijnen, 
2007).   
 
Figure 2.6: Pictorial illustration of kriging interpolation 
 
In the application of kriging, it is important to construct computationally efficient 
algorithms as it has the disadvantage of being computationally expensive due to 
singularity (Welch and Sacks, 1991). Hence, the model construction process could be time 
consuming (Jin et al., 2003). 
Let 𝐱𝑖, 𝑖 = 1, 2, . . . , 𝑚 be a set of 𝑚 training data points (also known as “design sites” in 
kriging) for developing the kriging model, each of which is a vector of input variables with 
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dimension 𝑛 (𝐱𝒊 = [𝑥𝑖1, 𝑥𝑖2 . . . , 𝑥𝑖𝑛]
𝑇), and 𝐲 =  [𝑦1, 𝑦2 . . . , 𝑦𝑚]
𝑇 be the corresponding response 
variables. Then, the prediction for a new data point, 𝐱∗ , in the kriging model is given by 
𝑦∗(𝐱∗ ) =  𝐟
𝑇(𝐱∗)?̂?  +  𝒓
𝑇(𝐱∗)𝐑
−𝟏(𝒚 − 𝐅?̂? )        (2.64) 
where 𝐟(𝐱∗) contains a set of regression functions of the input variables as determined by 
the modeller, and ?̂? is the corresponding regression coefficients to be estimated. Usually, 
𝐟 contains polynomials of up to second order (Lophazen et al., 2002). For example, if only 
the zero-th order polynomial is used, 𝐟 reduces to a scalar function with fixed value of 
unity:  𝑓(𝐱∗) = 1. If additional first order polynomial is included, then 
𝐟(𝐱∗) =  [1, 𝑥∗1, 𝑥∗2, . . . , 𝑥∗𝑛  ]
𝑇        (2.65) 
and so on. 𝐅 =  [𝐟(𝐱𝟏), 𝐟(𝐱𝟐), . . . , 𝐟(𝐱𝐦)]
𝑇 is a matrix containing the regression functions 
calculated for all the 𝑚 training data points.  
In this work, only the zero-th order polynomial is used which is termed “ordinary kriging” 
in the literature (Sacks et al., 1989; Welch and Sacks, 1990; Palmer and Realff, 2002a; 
Martin and Simpson, 2005; Caballero and Grossmann, 2008; Piazza et al., 2009; Kleinen, 
2015). The ordinary kriging produces a Gaussian random process with zero mean (Martin 
and Simpson, 2003; Kang-tsung, 2006). Equation (2.64) is a more general type of kriging 
called universal kriging (Sacks et al., 1989; Lophaven et al., 2002; Gomes et al., 2006; 
Gomes et al., 2008; Kleijnen, 2015). The universal kriging makes a prediction of the mean 
of the Gaussian process across the domain (Martin and Simpson, 2003; Kang-tsung, 2006; 
Kleijnen, 2007).  
 
R is the correlation matrix which is obtained from correlation functions evaluated at each 
pair of the training points: 
𝐑 =  [
𝑅(𝐱𝟏, 𝐱𝟏)
𝑅(𝐱𝟐, 𝐱𝟏)
⋮
𝑅(𝐱𝟏, 𝐱𝟐) ⋯ 𝑅(𝐱𝟏, 𝐱𝐦)
𝑅(𝐱𝟐, 𝐱𝟐) ⋯ 𝑅(𝐱𝟐, 𝐱𝐦)
⋮ ⋮ ⋮
𝑅(𝐱𝐦, 𝐱𝟏) 𝑅(𝐱𝐦, 𝐱𝟐) ⋯ 𝑅(𝐱𝐦, 𝐱𝐦)
]       (2.66) 
where the correlation function can be parameterised in various ways (Lophazen et al., 
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2002). A widely used specification for 𝐑 is the Gaussian function (Sacks et al., 1998; 
Lophaven et al., 2002; Caballero and Grossmann, 2008): 
𝑅(𝐱i, 𝐱j) = 𝑒𝑥𝑝 (−∑ 𝜃𝑘(x𝑖𝑘 − x𝑗𝑘)
2𝑛
𝑘=1 )        (2.67) 
The above correlation function is appropriate for deterministic simulations. If stochastic 
simulations are of interest, a random noise term needs to be added to the correlation 
function (Kleijnen, 2015). Other correlation functions include exponential and linear 
correlation (Sacks et al., 1989; Lophazen et al., 2002), cubic, spherical, spline (Whittle, 
1954; Matern, 1960; Diggle, 2007), Matern covariance and modified power exponential 
correlation (Coetzee et al., 2012). 
The parameter, 𝜃𝑘 determines how strong the known sample value affects the unknown 
sample point. In essence, it determines how strong the correlation is. As 𝜃𝑘 decreases, 
correlation increases while as 𝜃𝑘 increases, correlation decreases (Kruisselbrink, 2010).  
  
𝐫 is a vector representing the correlation between the new point, 𝐱∗, and the training set: 
𝐫(𝐱∗) =  [𝑅(𝐱∗, 𝐱𝟏), 𝑅(𝐱∗, 𝐱𝟐), … , 𝑅(𝐱∗, 𝐱𝐦)]
𝑇      (2.68) 
The parameters in kriging include those in the correlation function (𝜽 =  [𝜃1, 𝜃2, . . . , 𝜃𝑛]
𝑇), the 
process variance (?̂?𝑝
2), and the regression coefficients (?̂?). First, ?̂? is estimated by using 
the maximum likelihood method (Myung, 2003), giving rise to 
?̂? = (𝐅𝑇𝐑−𝟏𝐅)−1𝐅𝑇𝐑−1𝒚         (2.69) 
The maximum likelihood method is a parameter estimation technique which is required to 
develop the kriging model. In mathematical terms, it is a method to obtain the probability 
distribution which makes the observed data most likely (Myung, 2003). In the context of 
kriging, it is an objective method of estimating the correlation parameters, 𝜽, the process 
variance, ?̂?𝑝
2, and the regression parameters, ?̂? which are most consistent with the 
observed data (Kleijnen and Sargent, 2000). It is based on the assumption that the 
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Gaussian process accounts for the observed data. Mathematical expressions for the 
maximum likelihood function are provided in Appendix 4. 
 
The process variance, ?̂?𝑝
2 is hence obtained as 
?̂?𝑝
2 = 
1
𝑚
 (𝒚 − 𝐅?̂?)𝑇 𝐑−1(𝒚 − 𝐅?̂?)        (2.70) 
Lastly, the correlation parameter, 𝜽 can be estimated by solving the following optimisation 
problem: 
min
𝜽
(|𝐑|1/𝑚?̂?𝑝
2)          (2.71) 
The estimated parameters are then plugged into the kriging model in equation (2.64) to 
make predictions. The corresponding prediction variance, 𝜎∗
2  is obtained as the estimated 
mean square error of the predictor (Lophazen et al., 2002) which is given as:  
𝜎∗
2 = ?̂?𝑝
2(1 + 𝒖𝑇(𝑭𝑇𝑹−1𝑭)−1𝒖 − 𝒓𝑇𝑹−1𝒓)      (2.72) 
where  
𝒖 =  𝑭𝑇𝑹−1𝒓 − 𝒇.         (2.73) 
Equation (2.72) is only an approximation because it ignores the uncertainty of the 
estimated kriging parameters (Kleijnen, 2015). Mathematical details of kriging and its 
construction can be found in Sacks et al. (1998) and other meta-modelling research 
literatures (Simpson et al., 2001; Lophaven et al., 2002; Palmer and Realff, 2002a; Martin 
and Simpson, 2005; Caballero and Grossmann, 2008; Piazza et al., 2009; Coetzee et al., 
2012; Kleijnen, 2015). 
Apart from the universal or ordinary kriging model types mentioned earlier on, other types 
of the kriging model identified in the literature include: detrended, simple, indicator, 
cokriging, blind and stochastic kriging. 
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Detrended kriging proposed by Van Beers and Kleijnen (2001) is a combination of standard 
linear regression and ordinary kriging model. It is called detrended kriging because it de-
trends the data (Martin and Simpson, 2003).  
 
Simple kriging assumes that the mean of data set is known and there is no trend 
component (regression model). This has been described to be unrealistic (Wilson, 2004; 
Kang-tsung, 2006).  
 
Indicator kriging assumes that the trend component (regression model) is constant and 
unknown. It gives values that are binary i.e. 1 (true) or 0 (false) (Kang-tsung, 2006).  
 
Cokriging introduces an additional variable (a second variable) which is correlated with the 
primary kriging function with the assumption that the correlation between the original 
kriging function (primary variable) and the new variable introduced can be used to improve 
the prediction of the original kriging function (Kang-tsung, 2006).  
 
Blind kriging extends kriging with a Bayesian feature selection method. Its goal is to 
efficiently determine the basis functions (features) that captures the most variance in the 
sample data (Joseph et al., 2008; Couckuyt et al., 2013).  
 
Stochastic kriging is applicable to stochastic simulations and/or in the presence of noise. 
It closely resembles the standard gaussian process regression. The noise is modelled as a 
separate gaussian process with zero mean and covariance matrix (Staum, 2009; Couckuyt 
et al., 2013). 
 
Amongst all the mentioned kriging model types, ordinary kriging has been recommended 
for practical use (Sacks et al., 1989; Van Beers and Kleijnen, 2001; Martin and Simpson, 
2003; Martin and Simpson, 2004; Martin and Simpson, 2005; Emery, 2005; Kleijnen, 
2007; Piazza et al., 2009).  
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2.3.2.5 Comparison between meta-model types 
Having discussed four types of meta-model, we shall briefly enumerate the advantages 
and disadvantages of these methods. These have been summarised in Table 2.4. 
 
The literature references for Table 2.4 are listed as follows: Polynomial (Welch et al., 1990; 
Welch and Sacks, 1991; Palmer and Realff, 2002a,b), Radial basis functions (Powell, 1987; 
Qin and Ahmed, 2009; Farshidi et al., 2013), Artificial neural network (Fonseca et al., 
2003; Qin and Ahmed, 2009), and Kriging (Welch and Sacks, 1991; Palmer and Realff, 
2002b; Fonseca et al., 2003; Martin and Simpson, 2005; Chen et al., 2006; Gomes et al., 
2006; El Tabach et al., 2007; Caballero and Grossmann, 2008; Qin and Ahmed, 2009; 
Chen et al., 2011; Farshidi et al., 2013). 
Kriging meta-model has been chosen in this research project due to the advantages it has 
over other meta-modelling techniques. It has been widely applied in numerous research 
areas because it is found to be straightforward and equally a robust method for making 
predictions for diverse and even complex response functions (Sacks et al., 1989; Simpson 
et al., 2001; Emery, 2005; Martin and Simpson, 2005; Chen et al., 2011; Chi et al., 2012). 
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Table 2.4: Comparison between meta-model types 
Meta-model Advantages Disadvantages 
Polynomial  Easy to implement and 
has better performance 
with low order non-linear 
functions.  
 Not flexible enough and not 
ideal for highly non-linear 
functions. 
 Less accurate compared with 
other meta-models (e.g. 
kriging). 
Radial basis 
functions 
(RBF) 
 Provide accurate 
predictions with high-
order non-linear and 
small scale problems, 
and can give good 
results for wide range of 
sampling size and 
design. 
 The computations of the 
model parameters could be 
highly intensive most 
especially with large number 
of designs. 
Artificial 
neural 
network 
(ANN) 
 Good approximation if 
the nature of the 
problem is unknown or 
large number of design 
parameters is involved. 
 Has relatively large number 
of parameters which requires 
high computation and 
memory requirements to be 
evaluated.   
Kriging  Has excellent 
interpolation 
characteristics compared 
with other meta-
modelling techniques.  
 Well suited for computer 
experiments with 
deterministic errors, and 
extremely flexible due to 
a wide range of 
correlation functions. 
 Can model highly 
complex non-
linear/large scale 
problems over a wide 
range of sample size and 
design.  
 Model construction can be 
time consuming for large 
scale problems. 
 If the training points are 
relatively close to each 
other, the correlation matrix 
can become singular (not 
defined or infinite). 
 Additional points are 
required to access the 
accuracy of the model. 
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2.3.3 Meta-model validation 
Meta-model validation helps to confirm if within the domain of the meta-model’s 
applicability, it possesses a satisfactory range of accuracy which is consistent with its 
intended application (Friedman, 1996; Kleijnen and Sargent, 2000). It is not sufficient that 
the meta-model fits the very data for which it is developed. Hence, there is a need to 
validate the meta-model against new simulation points different from those ones used to 
build the meta-model. This can be achieved using the leave-one-out cross-validation 
(LOOCV) method. The LOOCV is a statistical technique which involves taking a single run 
from the entire dataset which is used as the validation data (test data), while the remaining 
runs (training data) are used to build the meta-model. The procedure is repeated such 
that each run is used once for validation, and the overall validation error is evaluated in 
the form of root mean squared error (RMSE) (Chen et al., 2011). This gives an idea of 
how accurate the meta-model is as compared to the original simulation model. 
 
2.4 Meta-model assisted optimisation, model calibration and sensitivity 
analysis 
One of the advantages of meta-models is that it enhances faster optimisation, which could 
have involved lots of computation time if it were to be done using simulation codes with 
complex numerical models. It therefore aids faster decision making in both academic 
research and the industrial sector. A typical optimisation problem is model calibration, 
which is considered as a search for optimal parameters in a given parameter space with a 
very complex and computationally expensive function (Semenov and Stratonovitoh, 
2010). These optimal parameters eventually give the best fit with given measured data 
(Kajero et al., 2016a). This section aims to briefly discuss meta-model based global 
optimisation methods introduced in section 2.2, and likewise conveys the idea of model 
calibration and sensitivity analysis using meta-models.  
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2.4.1 Meta-model assisted optimisation 
In section 2.2, we discussed the concept of mathematical optimisation and identified a 
number of optimisation methods which were generally classified into classical and 
advanced (global) optimisation methods. The classical methods were categorised into 
direct methods and gradient search methods; while the global optimisation methods were 
categorised into exact methods, heuristic search methods and the meta-model based 
methods. The meta-model based global optimisation methods were proposed by Jones at 
al. (1998) and Jones (2001), which are used to select the search points for optimisation 
algorithm. These methods include: minimising the response surface, minimising the lower 
bound function, maximising the probability of improvement, maximising the expected 
improvement, one-stage approach for goal seeking and the one-stage approach for 
optimisation. The first four are referred to as two-stage methods by Jones (2001); while 
the last two are referred to as one-stage methods. 
 
2.4.1.1  Minimising the response surface 
Minimising the response surface two-stage method involves fitting the response surface 
model on the observed data function, with a subsequent evaluation of the minimum of the 
surface and the function at such minimum. The next iteration is then carried out, and after 
series of iterations, the function that gives the global minimum is obtained. Examples of 
minimising the response surface include regression model, splines and kriging. Jones 
(2001) reveals that for this method, the global minimum could be easily missed due to (i) 
adding the minimum of the surface to the data and updating may not have any effect; (ii) 
the gradient of the surface not matching that of the observed data function.  
 
2.4.1.2 Minimising the lower bound function 
Minimising the lower bound can be applied to kriging, since with the availability of a 
standard error in kriging, there is the possibility of computing a statistical lower bound on 
the function of the form: 
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𝑦∗(𝐱∗) −  𝜅𝑠(𝐱∗)         (2.74) 
 
where equation (2.74) implies the predictor (𝑦∗(𝐱∗)) minus several standard errors 
(different values of a factor 𝜅 multiplied by the standard error, 𝑠(𝐱∗)). 
In this method, the kriging surface is fitted to the observed data function, with the 
minimum obtained by evaluating equation (2.74). The function is then obtained at this 
calculated minimum and the next iteration is executed. The problem associated with this 
method is that iterates would not be dense (i.e. does not converge to every point in the 
optimisation domain) due to deletions of regions of the search space (which arises from 
𝑠(𝐱∗) being an estimate of the possible error in the predictor, and the use of a factor 𝜅) 
(Jones, 2001). This makes it difficult to obtain the global minimum. 
 
2.4.1.3 Maximising the probability of improvement 
Maximising the probability of improvement is peculiar to kriging. Given a current best 
point, 𝑓𝑚, we can obtain a new target point 𝑇 such that going beyond 𝑇, the improvement 
is highest at a particular point. So, we are interested at the probability of a function value 
at a point which will be better than a target 𝑇. 
 
𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡, 𝑃𝐼 = 𝛷 (
𝑇−𝑦∗(𝐱∗) 
𝑠(𝐱∗)
)      (2.75) 
 
where 𝑇 <  𝑓𝑚 and 𝛷(·) is the normal cumulative distribution function. 
This is a better method as compared to minimising the response surface and lower bound 
function, but it is sensitive to the choice of 𝑇. If 𝑇 is too small, the search will be highly 
local, and will only move on to search globally after exhaustively searching around the 
current best point. However, if 𝑇 is too high, the search will be excessively global and 
obtaining a promising solution becomes difficult due to slow algorithm. These problems 
can be tackled by using several points of 𝑇 as proposed by Jones (2001). 
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2.4.1.4 Maximising the expected improvement function 
Maximising the expected improvement (EI) gives the optimum of the required 
improvement when a given point is sampled. It is the most promising approach amongst 
the two-stage methods (Jones et al., 1998; Jones, 2001). If we have a known sampled 
point and we are interested in an unknown point, 𝐱∗, modelling the uncertainty at that 
point gives a realization of the random variable Y(𝐱∗) of the known function value, y(x) at 
the given known point x. Y(𝐱∗) is assumed to be normally distributed with mean and 
variance given by the kriging predictor 𝑦∗(𝐱∗) and standard error 𝑠
2(𝐱∗). If the current best 
function value is 𝑓𝑚𝑖𝑛, an improvement of 𝐼 is obtained if 𝑌(𝐱∗)  =  𝑓𝑚𝑖𝑛  –  𝐼 (Villemonteix et 
al., 2008). The likelihood of achieving this improvement, 𝐼 is given by the normal density 
function: 
 
1
√2𝜋𝑠(𝐱∗)
𝑒𝑥𝑝 [−
(𝑌(𝐱∗) −𝑦∗(𝐱∗))
2
2𝑠2(𝐱∗)
]        (2.76) 
 
As 𝑌(𝐱∗)  =  𝑓𝑚𝑖𝑛 –  𝐼, the likelihood of the improvement I is: 
 
1
√2𝜋𝑠(𝐱∗)
𝑒𝑥𝑝 [−
(𝑓𝑚𝑖𝑛−𝐼− 𝑦∗(𝐱∗))
2
2𝑠2(𝐱∗)
]        (2.77) 
 
Integrating over the improvement, 𝐼, we obtain the expected value of improvement. 
 
𝐸𝐼 =  ∫ 𝐼 [
1
√2𝜋𝑠(𝐱∗)
𝑒𝑥𝑝 [−
(𝑓𝑚𝑖𝑛−𝐼− 𝑦∗(𝐱∗))
2
2𝑠2(𝐱∗)
]]
𝐼= ∞
𝐼=0
𝑑𝐼      (2.78)  
 
Using integration by parts, 
𝐸𝐼 = 𝑠(𝐱∗)[𝑢𝛷(𝑢) + 𝜉(𝑢) ]         (2.79)  
where  𝑢 =  
 𝑓𝑚𝑖𝑛−𝑦∗(𝐱∗)
𝑠(𝐱∗)
 , 𝛷 = normal cumulative distribution function, and 𝜉 = normal 
density function. 
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Maximising the EI has advantages over other two-stage methods. Such include: 
 No need to specify a desired improvement target. 
 Iterates are usually dense i.e. converges to very point in the optimisation domain. 
 It utilises a simple stopping rule which initiates stopping the iteration when the 
expected improvement from further search is less than some small positive 
number. 
 
2.4.1.5 One-stage approach for goal seeking 
In the one-stage approach for goal seeking (Jones, 2001), rather than minimising the 
function, we set a suitable target value or goal 𝑓∗. We then propose a point, 𝐱∗ which 
achieves this goal and check the credibility of this proposition via response surface. The 
reliability of this proposition is checked by evaluating the conditional likelihood of the 
observed data based on the assumption that the response surface passes through the 
point (𝐱∗, 𝑓∗). Details can be found in Jones (2001). This method has the disadvantage of 
the possibility of setting the goal 𝑓∗ to the global minimum which is not obtainable in 
practice; however, it has the advantage of the iterates not based on parameters obtained 
by fitting a surface on the observed data alone (wrong parameter values could be obtained 
if the initial sample is sparse and misleading).  
 
2.4.1.6 One-stage approach for optimisation 
In the one-stage approach for optimisation (Jones, 2001), the global minimum of the 
objective function is obtained given that the minimum function value is not known in 
advance. This is done by computing several search points using several values of 𝑓∗. Details 
can be found in Jones (2001). 
Of all the search criteria mentioned, the expected improvement (EI) function is most 
popular due to its ability to trade-off exploitation and exploration in order to converge to 
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the global minimum (Apley et al., 2006; Quan et al., 2013). In essence, it helps to strike 
a balance between local and global search. 
Exploration is the search around the largely unknown region, which can be referred to as 
global search; while the search around the current solution is called exploitation which can 
be referred to as local search. The EI function proposed by Jones et al. (1998) and Jones 
(2001) involves an objective function that is assumed to be normally distributed which 
might not be practically possible in real life scenarios. This is because the normally 
distributed objective function is dependent on mean and standard deviation, and it is 
defined on the entire real axis (Limpert and Stahel, 2011). The mean and standard 
deviation may differ per distribution except the normal distribution is transformed to 
standard normal which makes the mean to be always 0 and standard deviation 1 In this 
thesis, a novel measure of EI adapted for the sum of squared errors (SSE) is proposed, 
where the SSE is not normally distributed but conforms to a generalised chi-squared 
distribution. This will be discussed shortly in chapter three. 
 
2.4.2 Simulation model calibration 
Calibration is the identification of optimal values of model parameters which give the best 
model outputs, hence improving agreement with experimental data. It is a typical 
optimisation problem. 
Given 𝑆𝐼𝑀 (∙) representing a general simulation model, this relates input variables to output 
variables. Let 𝒙 be the observable inputs (i.e. independent variables) and 𝒚 the outputs 
(i.e. response variables). Also, let 𝛾 denote the values of additional unobservable input 
variables and tuning parameters required to obtain a calibrated simulation model. These 
unobservable inputs are termed calibration parameters which may include physical 
quantities, rate coefficients and tuning parameters (Manfren et al., 2013). Then, we can 
express the response variables as a function of a general simulation model given as: 
𝒚 = 𝑆𝐼𝑀(𝛾, 𝒙) +  𝜺         (2.80)  
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where 𝜺 represents the deviation (mis-match) between measured output 𝒚 and simulation 
model prediction.  
Considering a set of 𝑚 experiments with outputs 𝒚𝒊 given the inputs 𝒙𝒊, for i = 1, . . . , 𝑚, 
we can introduce the notation 𝜺𝑖 for a random variable which connotes the difference 
between simulation model predictions and experimental observations. Hence, 
𝒚𝒊 = 𝑆𝐼𝑀(𝛾, 𝒙𝒊) + 𝜺𝑖         (2.81) 
We are interested in calibration, hence adjusting 𝛾 in 𝑆𝐼𝑀(𝛾, 𝒙𝒊) such that 𝜀𝑖 is significantly 
reduced for 𝒚𝒊 to be close to 𝑆𝐼𝑀(𝛾, 𝒙𝒊). This can be quantified using the calculated sum of 
squared errors (SSE) or root mean square error (RMSE) between the experimental 
observations and simulation model predictions. A straightforward approach to this is to 
cast the calibration problem into an optimisation problem to minimise the SSE (or RMSE). 
This is done through the use of an optimiser which can help to search for optimum model 
parameters that can give minimum SSE or RMSE. Now if we consider a CFD simulation 
case, where we are interested in calibrating the simulation data against experimental data 
(with the experiments assumed to be right), the sum of squared error between 
experiments and CFD predictions (which needs to be minimised) is given as: 
𝑆𝑆𝐸 = ∑ [𝒚𝒊 − 𝐶𝐹𝐷 ( 𝛾, 𝒙𝒊)]
2𝑚
𝑖=1          (2.82) 
The root mean square error (RMSE) is likewise expressed as: 
𝑅𝑀𝑆𝐸 = √
1
𝑚
∑ [𝒚𝒊 − 𝐶𝐹𝐷 ( 𝛾, 𝒙𝒊)]2
𝑚
𝑖=1         (2.83) 
where  𝑚 is the number of training data points.    
There are some problems associated with carrying out calibration directly with CFD 
(Manfren et al., 2013), which are as follows:  
1. Obtaining the set of calibration parameters required to minimise SSE could involve a 
large number of simulation runs which could be costly and infeasible. 
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2. In cases where there are no clear guidance from the literature as to which parameters 
to adjust and which to keep constant, and what parameter range is appropriate for 
simulation design, there could be a need to explore different possibilities, which could 
imply lots of simulation runs (Kajero et al., 2016a).  
 
Due to these problems, approximate models termed meta-models have been introduced 
as a potential solution. Rather than carrying out the calibration using CFD simulation 
models directly, the meta-models take their place in other to achieve the same purpose, 
yet in a quicker, cost-effective and more efficient way.  
To carry out model calibration in this study, the newly developed expected improvement 
(EI) global optimisation method has been coupled with kriging meta-model to suggest 
optimum model parameter values to use for simulation, thereby minimising the SSE by 
utilising just a small amount of simulation runs. These are evident in the annular jet pump 
and semi-batch reactor case studies considered in this thesis.  
 
2.4.3 Meta-model assisted sensitivity analysis 
Sensitivity analysis is the study of the effect of input design variables or parameters on 
the response or output variables. In other words, it is the study of variation of model 
output with respect to the input. It helps to serve as a guide to the modeller in making 
decisions based on which input parameter values are most or less influential on model 
results; most especially when a wide range of such values can give different outputs. 
Hence, such investigations help concrete conclusions to be drawn from the model (Hamby, 
1994; Pannell, 1997).  
A number of reasons have been identified in the literature for conducting sensitivity 
analysis (Hamby, 1994; Song et al., 2015; Borgonovo and Plischke, 2016). It helps to (1) 
determine which parameters are in need of additional investigations to strengthen the 
research conclusions drawn, (2) identify insignificant parameters which can be ignored or 
eliminated from the final model, (3) determine which input contributes most to the 
 60 
 
variability of the output, (4) know which parameters are most highly correlated with the 
output, and (5) serve as a guide in knowing what the results will be when the values of a 
given input parameter is changed. Hence, it can be established that sensitivity analysis is 
very useful for an increased understanding or quantification of a process under 
consideration. This is because with it, you can estimate and understand relationships 
between input and output variables, and hence can lead to developing a hypothesis for 
testing (Pannell, 1997). 
In sensitivity analysis, sensitivity could be local or global. Local sensitivity is sensitivity at 
a particular set of input parameters, usually using gradients or partial derivatives. Global 
sensitivity which can also be referred to as domain-wide sensitivity considers the entire 
range of inputs.  
Some local sensitivity analysis methods mentioned in the literature include: one-at-a-time 
sensitivity measures, differential sensitivity analysis, factorial design and sensitivity index 
(Iman et al., 1981; Hoffman and Gardner, 1983; Hamby, 1994; Pannell, 1997; Song et 
al., 2015; Plischke, 2016); while examples of global sensitivity methods include: global 
variance based index (e.g. Sobol indices, fast amplitude sensitivity test, high dimensional 
model representation and polynomial chaos expansion) and meta-model based method 
(Carrero et al., 2007; Jakhran et al., 2013; Bertrand and Paul, 2015; Borgonovo and 
Plischke, 2016). Recent reviews of sensitivity analysis approaches are Song et al. (2015), 
and Borgonovo and Plischke (2016). 
Some studies related to the use of meta-models in sensitivity analysis include Carrero et 
al. (2007), Jakhran et al. (2013), Wang et al. (2014), Dubourg and Sudret (2014) and 
Gratiet et al. (2016). A common application is the meta-model assisted calculation of the 
Sobol indices which is an example of global variance based index method. Without the 
meta-models, the Sobol indices are usually computed by direct Monte Carlo simulations 
which are usually computationally intensive; but with the use of meta-models, the 
computation is much faster. The meta-models help to enhance the calculation of the Sobol 
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indices for each of the model parameters, which subsequently allows the ranking of the 
parameters in order of importance and likewise explains the variations of outputs with 
inputs. 
In this study, the kriging meta-model based sensitivity analysis approach was used. This 
is based on its excellent interpolation characteristics, being able to predict the 
corresponding unknown outputs of input model parameters of interest relative to known 
outputs of given input model parameters. This is discussed in Chapter three. Meta-model 
assisted sensitivity analysis has been added to the model calibration studies in this 
research project to further explore the influence of calibrated model parameters on the 
considered output, thereby providing useful information in the design and optimisation of 
typical process engineering systems. 
 
2.5 Summary of related meta-modelling research 
Meta-modelling has been widely applied in mechanical and aerospace systems, water 
resources management, geophysics, civil engineering, electronics engineering and 
agricultural sector.  
Examples of mechanical and aerospace systems application include: aircraft structural 
performance (Chang et al., 1993; Liu et al., 2016), aerodynamics optimisation (Hutchison 
et al., 1994; Safari et al., 2015; Khalfallah and Ghenaiet, 2015; Ghani et al., 2015), 
optimising flow of a diffuser (Madsen and Langthjem, 2001; Wang et al., 2015), optimising 
an aerospace nozzle in a rocket engine (Simpson et al., 2001a; Simpson et al., 2001b) 
and optimisation of helicopter rotor blades (Glaz et al., 2007).  
Examples of water resources management applications include: optimisation and 
uncertainty assessment of strongly non-linear groundwater models (Keating et al., 2010), 
water distribution system optimisation (Broad et al., 2005), water quality modelling (Zou 
et al., 2007; Wu et al., 2014), soil vapour extraction system design (Fen et al., 2009), 
calibration of rainfall-runoff model (Khu et al., 2004; Broad et al., 2015), simulation runs 
reduction in uncertainty estimation in hydrological modelling (Khu and Werner, 2003), 
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optimisation of flood control detention dams (Yadzi and Salehi Neyshabouri, 2014) and 
water distribution system design (Broad et al., 2015).  
An example of geophysics application is the development of multi-quadratic approximate 
equations for topography and other irregular surfaces (Hardy, 1971); while a civil 
engineering application is the development of a meta-model based approach for integrated 
building energy simulation (Manfren et al., 2013) and reliability analysis of structures 
(Goswani et al., 2016).  
However, the application of meta-modelling is limited in chemical and process engineering.  
 
2.5.1 Application of meta-modelling in chemical and process engineering 
The application of meta-modelling in chemical and process engineering can be categorised 
into (1) use of meta-models for simulation model output prediction; and (2) use of meta-
model for optimisation. Examples of the use of meta-models for prediction include: Hoque 
(2010), Chen et al. (2011), Coetzee et al. (2012) and Wang et al. (2014); while examples 
of the use of meta-models for optimisation includes: Palmer and Realff (2002a,b), Gomes 
et al. (2006), Fahmi and Cremaschi (2012), Li et al. (2014), Ochoa-Estopier et al. (2014) 
and Beck et al. (2015). 
 
2.5.1.1 Prediction based meta-model studies 
Hoque (2010) developed CFD based linear/quadratic regression and neural network meta-
models for bio-aerosol transport in indoor environments. It was observed from the results 
obtained that the artificial neural network provided a better prediction of the temporal 
variation and spatial heterogeneity of particle dispersion in a ventilated space than that of 
linear and quadratic regression models. 
 
Chen et al. (2011) also used Gaussian process and artificial neural network models for the 
prediction of concentration profile in a CFD simulated aerosol dispersion process within an 
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indoor environment. Such predictions are pivotal to faster environmental impact 
assessment studies. 
 
Coetzee et al. (2012) investigated the development of kriging in the CFD simulation of 
gas–liquid flow in bubble columns. Of particular interest was the spatially dependent flow 
field in the direct vicinity of individual bubbles. This was quantified in terms of drag 
coefficients resulting from velocity fields solutions at various Reynolds numbers. From their 
findings, the kriging meta-modelling approach is effective in summarising or 
approximating non-linear data. 
 
Wang et al. (2014) developed a meta-model using Gaussian process regression for fast 
prediction and uncertainty analysis in a CFD simulated liquefied natural gas vapour 
dispersion process, under a range of released masses and wind speeds (input variables). 
The meta-modelling process avails the investigation of the vapour concentration fields 
within a very short time coupled with uncertainty analysis through which the potential 
explosion range could be analysed and decided. 
 
2.5.1.2 Optimisation-based meta-model studies 
Palmer and Realff (2002a,b) proposed the first work applied to chemical process design 
via ammonia synthesis plant steady state flow-sheet simulation. The optimisation problem 
was based on minimising the plant’s operating cost. Both kriging and polynomial meta-
models were used with the simulated annealing algorithm to carry out optimisation which 
led to utilising just a small number of simulation runs, hence reducing computational time 
and cost. 
 
Gomes et al. (2006) used kriging meta-model for real time optimisation of a typical 
alkylation process. Fewer simulation runs were required when compared with that of the 
original simulation. Furthermore, Gomes (2007) applied the same methodology to large 
real time optimisation problem in a crude distillation unit (CDU) and solvents units of a 
refinery (Gomes et al., 2008). They used kriging and the artificial neural network as meta-
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models. It was concluded that the optimisation results showed good accuracy with 
significant reduction of computational effort.  
 
Fahmi and Cremaschi (2012) used meta-model in the process optimisation of a biodiesel 
production plant. The unit operations and mixing points in the process flow diagram were 
modelled using Aspen HYSYS. An Artificial neural network (ANN) meta-model was 
constructed to replace the unit operation, thermodynamics and mixing models. The meta-
model assisted optimisation process reduced the computational time and significantly 
minimise the capital and utilities cost of the plant. 
 
Ochoa-Estopier et al. (2014) used Artificial neural network (ANN) meta-model for the 
design and optimisation of a crude distillation unit. The computationally intensive model 
was developed from material, energy balances and equilibrium relations for each stage 
using Aspen HYSYS. The ANN gave a reduced approximate model of the computationally 
intensive distillation model and the computational time was significantly reduced. 
Also recently, Beck et al. (2015) discussed the use of meta-models in the design of 
vacuum/pressure swing adsorption (VPSA) systems, which is usually computationally 
intensive. They utilised a meta-model based optimisation procedure using genetic 
algorithm. An industrial case of the separation of carbondioxide/nitrogen (𝐶𝑂2/𝑁2) system 
in a coal fired power station using a VPSA process with the silicalite adsorbent was 
considered. The optimisation performed helped to provide maximisation of the purity and 
recovery, and minimisation of power consumption which are essential for an effective 
design of a VPSA system. A 5 times reduction in computational effort was also observed. 
 
2.5.2 Research motivation 
From the summary provided in section 2.5.1, it could be seen that Palmer and Realff 
(2002a,b), Gomes et al. (2006), Fahmi and Cremaschi (2012), Ochoa-Estopie et al. (2014) 
and Beck et al. (2015) based their studies on flow-sheet simulations. On the other hand, 
Hoque (2010), Chen et al. (2011), Coetzee et al. (2012) and Wang et al. (2014) research 
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works were on CFD simulations in typical chemical and process engineering applications, 
with the first three being for CFD model prediction while the fourth is for both CFD model 
prediction and uncertainty analysis. However, these studies have not explored CFD model 
calibration approaches, where optimal model parameters are required for a better match 
with experimental data.  
So, from the foregoing, despite the aforementioned progresses in meta-model assisted 
process design and analysis, the topic of calibrating CFD models using meta-models has 
not been explored in chemical and process engineering. Hence, the current research seeks 
to further this line of work to develop a novel method for a fast calibration of CFD models 
with experimental data. This involves the development of a new expected improvement 
(EI) global optimisation function which is coupled with the kriging meta-model, and then 
transformed into an optimisation problem for the purpose of model calibration in CFD 
studies. This new EI was adapted for the sum of squared error (SSE), the objective function 
to be minimised which is not normally distributed; contrary to existing studies where the 
objective function has been assumed to be normally distributed. It is an innovative 
approach providing a significant contribution to knowledge as such does not currently exist 
in the literature. It offers a more efficient, cost effective and time saving process 
optimisation approach for both academic research and industrial applications. 
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CHAPTER THREE 
RESEARCH METHODOLOGY 
This chapter discusses the calibration methodological approach used in the research 
project, which also includes the derivation of the novel expected improvement measure 
coupled with kriging meta-model for the purpose of calibration. In addition, the chapter 
also discusses the use of the kriging meta-model for sensitivity analysis studies. 
 
3.1 Overview of the calibration methodology 
This section presents an overview of the calibration methodology proposed for this 
research which is required to achieve the main objective of the research project 
(calibration).  
 
3.1.1 Purpose of the meta-model  
Meta-model is used for different purposes, such as fast prediction, calibration, sensitivity 
analysis and uncertainty analysis.  The primary goal of the meta-model in the context of 
this research is for the purpose of calibration. This is a typical optimisation problem which 
involves, finding optimal model parameters through which a better match of the simulation 
model with experimental data can be obtained. Consideration of this goal for CFD 
simulations in chemical and process engineering is a novel research study. A secondary 
goal of the use of meta-model in this research is sensitivity analysis studies, which focuses 
on the effects of the input model parameters on the considered output. 
 
3.1.2 Determination of the simulation inputs and outputs 
To carry out the calibration process, it is essential to know the simulation inputs and 
outputs to be considered. It is the first step in the calibration of CFD simulations via meta-
modelling. It is important to determine the main process input variables used in running 
the simulation, and which of the process variables are the most important and therefore 
should be included as inputs into the meta-model. In addition, process variables which are 
the least important and can be omitted need to be identified. It is also essential to check 
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if the required output variation will be realised when the important variables are used 
(Omar, 2015). 
 
The most important input variables can be determined using factor screening (Kleijnen, 
2015). This is often needed when the simulation models have many inputs. In this work, 
the inputs were selected based on experience and knowledge of the simulation problem, 
which is an acceptable approach according to Naylor (1969), Gomes et al. (2006), Fahmi 
and Cremaschi (2012) and Beck et al. (2015). The outputs provided to the meta-model 
are those of interest in both the real life and computer experiment. 
 
For a better match of the simulation model with experimental data, the input parameters 
to be adjusted need to be determined. We shall refer to these parameters as calibration 
parameters (Manfren et al., 2013). In addition, we are interested in obtaining optimal 
input parameters that will give corresponding optimal outputs by minimising the sum of 
squared errors (SSE). We shall refer to these outputs as calibration outputs.   A summary 
of the calibration parameters and calibration outputs for the case studies considered in 
this project is shown in Figure 3.1.  
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Figure 3.1: Parameters for the case studies considered for calibration 
 
3.1.3 Design of experiments (DoE) for simulation  
DoE determines the input model parameter values to be used for simulation. Its details 
are given in chapter two. It is essential to choose a suitable DoE for simulation, which 
could be a classical or space-filling design; but, the space-filling design is most preferable 
for computer experiments. 
 
In single parameter calibrations, DoE is not required for initial simulation; but rather the 
parameter values can be set up based on the chosen lower and upper bounds with the 
inclusion of intermediate values within the bounds. On the contrary, for two or more 
parameters calibration, DoE can be used; though it is also based on the chosen lower and 
upper bounds. An important characteristic of a good DoE is a satisfactory coverage of the 
design space (space bounded by the chosen lower and upper bounds). In order to achieve 
global optimum in the search for optimum points, it is also necessary to choose lower and 
upper bounds that can adequately cover possible range of parameter values. In this work, 
the chosen bounds were estimated from the literature; but, in a situation where this is not 
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available, the modeller might need to make a decision based on the knowledge of the 
process, experience or meaningful sense of judgement.  
 
3.1.4 Computational Fluid Dynamics (CFD) Simulation 
Since our major focus is on calibration of CFD simulation which is computationally 
expensive to run, it is imperative to obtain simulation data from which we can then build 
and fit a cheaper predictor (meta-model) of the simulation output to the data. The aim of 
the cheaper predictor is to do a faster calibration with experimental data that could have 
involved lots of simulation runs via CFD. The default CFD pressure coefficient data which 
gives current best sum of squared error (SSE) to be minimised is obtained from default 
turbulent model parameters, 𝐶𝜇 and 𝐶2𝜀. This forms a basis for our calibration process, 
where we are interested in the improvement of the default simulation data.  
 
The CFD simulation was carried out using the ANSYS workbench 14.5 which comprises of 
the ANSYS design-modeller, ANSYS meshing and ANSYS Fluent. The two-dimensional (2D) 
axisymmetric drawing of the geometry of the system was obtained. 2D axisymmetric 
modelling was used to save CPU costs and calculation time. The ANSYS workbench design 
modeller is used to build the geometries for both straight type and convergent-divergent 
type which are given in Figure 3.2.  
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Figure 3.2: Axisymmetric geometry of the CFD simulation of the annular jet 
pump (a) Straight type; (b) Convergent-divergent type 
(Angular dimensions are not drawn to scale) 
 
These geometries were divided into small computational cells in which the cells volume is 
discretized properly to enable obtaining a numerical solution of the fluid flow equations. 
The boundary and inlet conditions were defined where the inlet boundary for both the 
primary flow and secondary flow inlet were defined as mass flow inlet, outlet boundary as 
pressure outlet, the duct wall as wall, and the centreline as axis corresponding to a 2D 
axisymmetric case.  
 
The mass flow inlet boundary condition is used to prescribe the mass flow rate at both the 
primary and secondary flow inlets. As the liquid (i.e. water) density is constant and the 
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mass flow is fixed, the velocities at the inlets (primary and secondary) can be obtained. 
Pressure outlet boundary condition is used to define the static pressure at flow outlets, 
which in this simulation case is atmospheric pressure (1atm = 101325Pa). This also helps 
to capture better rate of convergence when backflow occurs during iteration. Backflow 
usually occurs when there is flow reversal due to the outlet position not giving enough 
room for a stable flow downstream of the jet or the simulation has not been made to run 
long enough to build up a stable flow. The wall boundary condition implies the wall of the 
jet in which the experimental data considered is for a solid boundary. The no-slip boundary 
condition was defined for the wall, which implies at a solid boundary, the fluid will have 
zero velocity relative to the boundary. With the axis boundary condition for the 2D 
axisymmetric jet, a mirror image of the axisymmetric section of the jet can be obtained. 
The flow Reynolds number for both the straight type and convergent-divergent type are 
30,000 and 15,000 respectively, which were computed from the jet’s velocity, diameter, 
fluid density and viscosity. 
 
The meshing was done using ANSYS Meshing in the workbench. For the straight type, 
three computational grids with grid numbers of approximately 32,000, 58,000 and 
113,000 (taken as coarse, medium and fine grid respectively) were used to perform mesh 
or grid independence tests. Likewise for the convergent-divergent type, three 
computational grids with grid numbers of approximately 173,000, 367,000 and 629,000 
were used as the coarse, medium and fine grid respectively. In both cases, the results 
were grid independent (i.e. gave the same solution). Subsequently, the mesh with the 
least grid number which also give the grid independent solution is used for the simulation 
in order to reduce the simulation run time. Figures showing the geometry building and 
mesh generation process for the straight type are shown in Figure 3.3 and 3.4 
respectively; while that of the convergent-divergent type are shown in Figure 3.5 and 3.6 
respectively. In addition, an illustration of the mesh independent test for the straight type 
is shown in Figure 3.7; while that of the convergent-divergent type is shown in Figure 3.8.  
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Figure 3.3: Building the geometry for the straight type annular jet pump using 
ANSYS Fluent 14.5 workbench design modeler 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4: Mesh generation for the straight type annular jet pump using 
ANSYS Fluent 14.5 workbench 
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Figure 3.5: Building the geometry for the convergent-divergent type annular jet 
pump using ANSYS Fluent 14.5 workbench design modeler 
 
 
Figure 3.6: Mesh generation for the convergent-divergent type annular jet 
pump using ANSYS Fluent 14.5 workbench 
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Figure 3.7: Mesh independence test for straight type annular jet pump  
(M = 0.01) 
 
Figure 3.8: Mesh independence test for convergent-divergent type  
annular jet pump (M = 0.04) 
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The fluid flow in the annular jet pump was assumed to be steady and incompressible with 
the influence of Reynolds Averaged Navier Stokes (RANS) Equations and continuity 
equations. This is because the experimental data is for a jet pump under steady state 
conditions with the pumping of the liquid, water which is often treated as incompressible 
during fluid flow calculations; as the pressure changes involved are too small to make an 
appreciable change to the density. The pressure and mean velocity fields were coupled by 
the SIMPLE (Semi-implicit method for pressure linked equations) algorithm (ANSYS Fluent, 
2014a), which is a widely used numerical procedure to solve the momentum equations. 
The momentum equations, turbulent kinetic energy and dissipation rate equations were 
discretized (conversion of the partial differential governing equations to algebraic form 
which can be solved numerically) using the second order upwind scheme. The second 
order upwind scheme uses two upstream points for computation of the property value at 
the center of the cell; hence, giving more accurate solution than the first order upwind 
scheme (which uses one upstream point). 
 
The k-ε turbulence model was used and a comparison was made between three classes of 
the model such as the standard k-ε, the realizable k-ε and Renormalization Group (RNG) 
k-ε with the standard k-ε (the default model) chosen for the meta-modelling methodology. 
This is because the standard k-ε is robust, reasonably accurate and applicable to a wide 
range of flow applications (Versteeg and Malalasekera, 2007; Andersson et al., 2012). 
Hence, the default parameters of the k-ε turbulence model (see Table 2.1) were used to 
obtain the default simulation data. The solutions were considered converged when: (1) 
the residuals dropped below 10-6; (2) the monitor points for the output value of interest 
(in this case, pressure coefficient) is steady; and (3) on checking for overall heat and mass 
balances, the overall imbalance in the boundary domain is less than 1%. For the straight 
type annular jet pump, the CFD simulation was carried out on a desktop computer with 
the following configurations: Intel Core i5-2400 CPU, 3.10GHz with 4GB installed memory 
(RAM), 64-bit Windows 7 operating system and a local hard drive disk of 232GB; while for 
the convergent-divergent annular jet pump, the same computer but with a larger installed 
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memory (RAM) of 16GB was used (due to an effort to improve the computational resources 
made available for the project). Hence, this could have a relative effect on the simulation 
computational time. 
 
An attempt was made to carry out calibration using CFD, which was compared with the 
meta-model assisted method proposed in this project. The aim is to demonstrate the 
saving in computational time when the latter is used. In principle, the calibration problem 
can be formulated to minimise SSE, but without meta-modelling the optimisation problem 
needs to be solved directly with the optimiser (e.g. a gradient-based method) being able 
to run the CFD simulation automatically. However, to the best of the author’s knowledge 
(and from a survey of the literature), there is no ready-to-use tool that can directly 
calibrate turbulent model parameters in CFD. Hence, we used the “trial-and-error” 
approach as a benchmark for comparison. It is worth noting that this trial-and-error 
approach is still widely used in the CFD and other simulation communities for model 
calibration purposes. Hence, it gives a fair comparison. 
 
3.1.5 Experimental data  
The experimental data of Shimizu et al. (1987) have been adopted for comparison with 
the CFD simulation model. Wall pressures in the suction pipe, annular nozzle and delivery 
pipe (outlet) were experimentally taken from the respective pressure tappings and were 
measured using mercury manometers. These pressure tappings were placed at different 
locations on the jet wall based on a dimensionless spatial location or axial distance, X/Do, 
where X is the distance measured from the nozzle exit (taken as the origin as shown in 
Figure 3.2) to the downstream section of the jet and Do is the throat diameter. The 
obtained pressures at these points were subsequently used to compute the pressure 
coefficient given as: 
𝐶𝑝 =
𝑃− 𝑃𝑂
(
𝜌𝑈𝑗
2
2
)
          (3.1) 
where 𝑃 is static pressure at the wall, 𝑃𝑂 is static pressure at the secondary flow stream, 
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𝜌 is the density of the flow medium and Uj is the jet flow velocity. 
 
Pressure coefficient is a flow measurement dimensionless parameter which is used to 
quantify pressure distribution associated with the flow of fluid along the walls of the 
annular jet pump. It can be defined as the difference between local static pressure and 
free stream static pressure non-dimensionalised by the free stream dynamic pressure, 
1
2⁄ (𝜌𝑈𝑗
2) (from Bernoulli’s equation). It is a parameter for studying the flow of 
incompressible fluids such as water and also low speed flow of compressible fluids such as 
air. Due to the fact that every point in a fluid flow field has its own unique pressure 
coefficient, it has been used by Shimizu et al. (1987) to experimentally study its variations 
at different wall locations. Hence, it has significant applications in hydrodynamics and 
aerodynamics.  
 
The fluid used by Shimizu et al. (1987) was water, with flow ratios (ratio of secondary flow 
rate to primary flow rate) of M = 0.01, 0.11, 0.19 and 0.34 for straight type annular jet 
pump; and flow ratios of M = 0.04, 0.3 and 0.58 for convergent-divergent annular jet 
pump. The geometrical dimensions chosen for this study were taken from Shimizu et al. 
(1987)’s experimental configurations and are shown in Figure 3.2.  
 
3.1.6 Meta-model development, fitting, verification and validation 
The meta-model is then constructed from the simulation inputs and output data obtained 
from section 3.1.4. The chosen meta-model is kriging which has excellent interpolation 
capability (as explained in chapter two). Through this method, we are able to make very 
good predictions at untried or unknown design points via interpolation. This is dependent 
on the distance between known and unknown points. As the distance increases, the 
influence of the known point on the unknown sampled data point decreases, which implies 
a decrease in correlation, while as the distance decreases, the influence increases, which 
implies an increase in correlation. The mathematical details of kriging are given in chapter 
two. 
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The meta-model parameters are first calculated using the maximum likelihood estimate 
technique. This gives the correlation parameter, 𝜽, regression parameters, ?̂? and the 
process variance, ?̂?𝑝
2. Values of 𝜽 close to 1 imply high correlation, while those close to 0 
imply low correlation. A reasonably low value of ?̂?𝑝
2 implies good prediction. These 
parameters are then fitted to the kriging model form to obtain the predicted output of the 
simulation data. The meta-model prediction error is calculated using the root mean square 
error (RMSE). 
 
Meta-model fitting and verification is based on an assessment of the goodness of fit of the 
meta-model using some diagnostic tests such as the predicted meta-model output versus 
simulation data. For this plot, the line should be close to the 45o line which makes the 
meta-model accurate (Jones et al., 1998; Montgomery, 2013). The meta-model is 
validated using the leave-one-out cross-validation (LOOCV) technique (described in 
chapter two), with an evaluation of the cross-validated error using root mean square error 
(RMSE) calculation. The simulation data used in building the meta-model are used for the 
leave-one-out cross-validation. 
 
3.1.7 Meta-model assisted calibration of simulation model 
Calibration was based on a novel approach of calculating the expected improvement (EI) 
using a newly derived expression, to minimise the sum of squared errors (SSE). This SSE 
to be minimised is the current best solution from the simulation model. The overall aim of 
the calibration procedure is to maximise the EI which can suggest the optimal model 
parameter to simulate with thereby minimising SSE. 
 
3.1.7.1 Maximising expected improvement for calibration 
Expected improvement (EI) indicates where next to simulate in order to have a better 
match of the experimental data with the CFD model. It is the computation of the extent of 
improvement when a given point is sampled. It is a widely used statistical measure which 
can help to decide the subsequent function evaluations in global optimisation (Jones, 
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2001; Kleijnen et al., 2012; Chen et al., 2011). Here “global optimisation” refers to (i) 
first, the method guarantees to find the global optimum when the number of iterations 
tends to infinity (Jones et al., 1998); and (ii) the search is not limited to a local region of 
the current point. Although in practice, the number of iterations is always finite, the 
capability of searching globally gives rise to higher probability of finding the global 
optimum, when compared with the traditional gradient-based optimisation methods 
(Jones, 2001; Jones et al., 1998; Quan et al., 2013). This global optimum leads to 
obtaining the minimum SSE (or RMSE).  
 
In this study, we have chosen to derive a novel expression for EI in terms of SSE while we 
use RMSE to analyse the results obtained in terms of comparison between calibrated CFD 
simulation model and experimental data. This is because SSE leads to the generalised chi-
square distribution, whereas the RMSE does not have a known distribution; therefore SSE 
is used to find the maximum EI. The RMSE, however, is used for ease of interpretation of 
the results for the case studies; it has the same units (scale) as the simulated and 
experimental responses, gives a more physical representation of the accuracy than SSE 
and it has been used in the literature as a standard metric to measure model performance 
(Holmes, 2011; Chai and Draxter, 2014).  
 
The novel EI for SSE needs to be derived because the improvement of objective functions 
in existing studies have been assumed to be normally distributed (Jones, 2001; Jones et 
al., 1998); however the SSE is not normally distributed but conforms to a generalised chi-
square distribution. The SSE must be non-negative whilst the normal distribution is defined 
on the entire real axis (Limpert and Stahel, 2011). So, in this project, a new measure for 
EI was derived for SSE (the objective function). This will be discussed as follows. 
Let 𝑏 be the output variable (objective function) to be minimised, and there exists a model 
that relates input a to output 𝑏 in a stochastic way such that the input and output 
relationship is not conclusively determined. That is, given a, the prediction for 𝑏 is not 
deterministic but a probability distribution: p(𝑏|a). In essence, 𝑏 may not be predicted 
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precisely but may be analysed statistically. Suppose that the best 𝑏 that has been 
measured, via simulation, so far is 𝑏𝑚𝑖𝑛. Thus, improvement is defined as: 𝐼 = 𝑏𝑚𝑖𝑛 − 𝑏, 
where I is a continuous random variable, and EI is defined as: 
 
EI =  ∫ 𝐼 𝑝(𝐼) 𝑑𝐼
∞
0
         (3.2) 
 
where 𝑝(𝐼) is a probability density function, which gives the probability distribution for a 
random variable. 
 
If the prediction is normally distributed with mean and variance i.e. most of the predicted 
values are located around the probability’s mean with such values equally likely to plot 
either below or above the mean, the above EI can be calculated analytically using equation 
(2.78) in chapter two, which is based on Jones et al. (1998) and Jones (2001). 
In the current study, the kriging meta-model is to be used for calibration, and the variable 
to be minimised is the SSE. So, it might be possible to build a meta-model between 
calibration parameters (e.g. turbulent model parameters, 𝐶𝜇 and 𝐶2𝜀) and SSE, but such a 
meta-model loses the capability of predicting the physical measurements of interest (e.g. 
pressure coefficients, axial velocity etc.) due to its empirical nature and the inability to 
establish and describe the physical or chemical process of the considered system (Manfren 
et al., 2013). Therefore, we choose to build meta-model to predict the simulation data 
measurement, and calculate SSE according to equation (3.3). 
SSE =  ∑ (𝑤 𝑖 − 𝑟𝑖)
2𝑚
𝑖=1          (3.3) 
where 𝑟 𝑖 is the 𝑖th experimental datum and 𝑤 𝑖 the simulated value, and 𝑚 is the number 
of data points. 
Let the minimum SSE achieved so far (i.e. the current best) be SSEmin (which is a constant), 
then the improvement becomes 𝐼 = SSEmin − SSE. Since SSE must be non-negative, the 
greatest improvement can only be SSEmin. From equation (3.2), EI becomes: 
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EI =  ∫  [SSEmin − SSE] p(SSEmin − SSE) d (SSEmin − SSE)
SSEmin
0
    (3.4) 
which is equivalent to: 
EI =  ∫ [SSEmin − SSE]p(SSE) d SSE
SSEmin
0
       (3.5) 
With SSEmin being a constant; while SSE are variables, equation (3.5) can be further 
expressed as: 
EI = SSEmin ∫ p(SSE) d SSE
SSEmin
0
− ∫ SSE p(SSE) d SSE
SSEmin
0
    (3.6) 
The integral part of the first expression in equation (3.6) can be related to the cumulative 
distribution function (cdf) which describes the probability that SSE takes on a value less 
than SSEmin. Hence, we have: 
EI =  SSEmin Prob(SSE < 𝑆𝑆Emin) −  ∫ SSE p(SSE) d SSE
SSEmin
0
.    (3.7) 
A graphical illustration of the relationship between EI and the probability that SSE is less 
than SSEmin is given in Figure 3A of Appendix 3. This was obtained from the straight type 
calibration case study in this research project. 
The distribution of SSE can be derived from the fact that the kriging prediction is normally 
distributed. As such, the SSE conforms to a generalised chi-square distribution (Sheil and 
O'Muircheartaigh, 1977) which will be shown shortly. 
By definition, the sum of squares of independent, standard normal random variables 
conforms to a chi-square distribution. In the context of model calibration, suppose there 
are 𝑚 experimental data points with inputs 𝐱𝑖, 𝑖 = 1, 2, . . . , 𝑚, against which the kriging meta-
model predictions are compared to calculate SSE. Recall that the prediction from kriging 
model for data 𝑖, denoted 𝑦𝑖, is normally distributed with prediction mean being 𝜇𝑖 and 
variance 𝜎𝑖
2, 𝑖 = 1,… ,𝑚, i.e. 
𝑦𝑖 ∼ 𝑁(𝜇𝑖 , 𝜎𝑖
2)          (3.8a)  
When calculating SSE, the simulated value 𝑤 𝑖 in equation (3.3) is replaced by the meta-
model prediction 𝑦𝑖 and therefore, 
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SSE = ∑ (𝑦𝑖 − 𝑟𝑖)
2𝑚
𝑖=1           (3.8b) 
This SSE (in equation 3.8b) is not chi-square distributed. This is because if we relate 
equation (3.8b) to the normal distribution in (3.8a), subtracting 𝑟𝑖 from both 𝑦𝑖 and 𝜇𝑖, we 
have: 
(𝑦𝑖 − 𝑟𝑖) ∼ 𝑁(𝜇𝑖 − 𝑟𝑖 ,  𝜎𝑖
2)        (3.8c) 
which is not a standard normal random variable (i.e. its mean is not necessarily zero and 
variance is not unity).  
Fortunately, the chi-square distribution can be extended to its generalised form: if a 
multivariate random variable 𝒛 has a multivariate normal distribution with a fixed mean 
vector 𝒂 and covariance matrix 𝚺, i.e. 𝒛 ~ 𝑁(𝒂, 𝚺), then the quadratic form expressed as 
𝑸 =  𝒛T𝒛          (3.8d) 
has a generalised chi-square distribution (Sheil and O'Muircheartaigh, 1977).  
We can relate 𝒛 ~ 𝑁(𝒂, 𝚺) to equation (3.8c), such that in vector-matrix form, 𝒛 = 𝒚 − 𝒓, 𝒂 =
𝝁 − 𝒓, and 𝚺 = diag([𝜎1
2, … , 𝜎𝑚
2 ]), where the meta-model prediction 𝒚 = [𝑦1, … , 𝑦𝑚]
T, and the 
prediction mean 𝝁 = [𝜇1, … , 𝜇𝑚]
T. Hence, equation (3.8d) becomes: 
𝑸 = (𝒚 − 𝒓)T(𝒚 − 𝒓)         (3.8e) 
Consequently, SSE being a quadratic form (Weber and Skillings, 2000; Muller and 
Fetterman, 2003) can be further expressed as: 
SSE = (𝒚 − 𝒓)T(𝒚 − 𝒓).         (3.8f) 
where SSE is such a quadratic form having a generalised chi-square distribution (Sheil and 
O'Muircheartaigh, 1977). 
Note that when making predictions at m new data points using kriging, the predictions are 
correlated and thus to be rigorous, 𝚺 is not a diagonal matrix. We choose to ignore this 
correlation in order to simplify the calculations. 
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There is no analytical form of this generalised chi square distribution function, but a 
numerical procedure exists to calculate the following cumulative distribution function (cdf): 
Prob(SSE < SSEmin) i.e. probability of SSE less than SSEmin (Sheil and O'Muircheartaigh, 
1977). This numerical procedure involves the computation of multivariate normal 
distribution based on ellipsoidal integration regions. It computes the multivariate normal 
value to a given relative accuracy for an ellipsoid at a given centre and radius, with a 
positive definite matrix, expressed as: 
 
Prob((𝒚 − 𝒓)𝑇(𝒚 − 𝒓) <  SSEmin)        (3.9) 
 
Its mathematical basis can be found in the book by Genz and Bretz (2009), while its 
algorithm is given by Sheil and O’Muircheartaigh (1977). With this cdf, the first term in 
the EI expression in equation (3.7) can be directly calculated; the second term can be 
calculated through numerical integration using the “quad” or “integral” MATLAB function. 
 
The optimisation problem is expressed as: 
Maximise: EI 
Subject to: 𝑆𝑆𝐸 ≥ 0 
                 𝑆𝑆𝐸𝑚𝑖𝑛= constant 
                 𝑆𝑆𝐸 < 𝑆𝑆𝐸𝑚𝑖𝑛 
 
The maximum value of EI was obtained by using the interior point optimisation method 
combined with the multi-start method, i.e. the optimisation algorithm was randomly 
initialised multiple times (10 times in this study) and the best solution of these multiple 
optimisation runs is used. The input variables corresponding to this maximum indicate the 
next point where simulation will be carried out. The optimisation process eventually results 
in a new set of simulation data. The meta-model is then updated using the new simulation 
data, with the process repeated until the maximised EI is less than a specified threshold 
in which there is no further improvement; or an alternative stopping criteria is reached 
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(e.g. maximum number of iterations). Otherwise, the process is repeated from simulations 
at the new design points. 
The EI is needed because the meta-model prediction is probabilistic, i.e. it gives prediction 
mean and variance (Sacks et al., 1989). By using the prediction mean only, the 
optimisation problem can be stuck in some local optimum (Sacks et al., 1989). Being a 
probabilistic measure, EI does not guarantee monotonic decrease of SSE in each iteration; 
rather it intends to provide a search direction towards which SSE is likely to improve 
(Kajero et al., 2016a). When the entire process is completed, we choose the values of the 
calibrated parameters corresponding to the minimum SSE, since this gives the best match 
between the simulation and experimental data. As earlier mentioned in chapter two, in 
this study, SSE is used for EI calculation while RMSE is used for analysis and interpretation 
of results.  
A summary of the difference between the novel EI measure proposed in this study and the 
EI previously proposed by Jones et al (1998) and Jones (2001) is provided in Table 3.1. 
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Table 3.1: Summary of difference between previous EI measure and the  
current novel EI measure 
Previous EI measure 
(Jones et al, 1998; Jones, 2001) 
Novel EI measure 
(proposed in this study) 
EI is normal distribution based; as the 
objective function, the response variable is 
normally distributed. 
EI is not normal distribution based; as the 
objective function, the sum of squared 
errors (SSE) is not normally distributed. 
EI is expressed as: 
𝐸𝐼 = 𝑠(𝐱∗) [
 𝑓𝑚𝑖𝑛 − 𝑦∗(𝐱∗)
𝑠(𝐱∗)
𝛷 (
 𝑓𝑚𝑖𝑛 − 𝑦∗(𝐱∗)
𝑠(𝐱∗)
)
+ 𝜙 (
 𝑓𝑚𝑖𝑛 − 𝑦∗(𝐱∗)
𝑠(𝐱∗)
) ] 
where 𝛷(·) and 𝜙(·) are normal cumulative 
distribution and normal density function 
respectively; and 𝑓𝑚𝑖𝑛 is the current best 
function value given as: 𝑓𝑚𝑖𝑛 =
𝑚𝑖𝑛(𝑦(1), . . . , 𝑦(𝑚)), where 𝑦(1), . . . , 𝑦(𝑚) are the 
response variables for 𝑚 data points. 
EI is expressed as: 
𝐸𝐼 =  SSEmin Prob(SSE < 𝑆𝑆Emin)
−  ∫ SSE p(SSE) d SSE
SSEmin
0
 
where SSEmin is the current best SSE and  
Prob(SSE < 𝑆𝑆Emin) is the probability that 
SSE is less than 𝑆𝑆Emin. 
The normal distribution is defined on the 
entire real axis. 
SSE is non-negative. 
 
3.1.7.2 Generalised calibration procedure for single and multiple model 
parameters 
A summary of a generalised calibration procedure (for both single and multiple 
parameters) is given below. 
1. Determine the current best sum of squared error (SSE). This can be done in two 
ways: if there is an existing default simulation parameter, the corresponding output 
variables compared with the experimental data gives the current best SSE; or if there 
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is no existing default simulation parameter, we can determine the minimum SSE from 
the initial design points set up for initial simulation. This also gives the current best 
SSE. 
2. In case a single parameter is involved in calibration, there is no need for a design of 
experiment technique. We can simply choose lower, intermediate and upper limits as 
design points for initial simulation. But, if two or more parameters are involved, a 
suitable design of experiment technique is chosen to generate the design points.  
3. Carry out simulation based on the chosen design points in step 2 above. 
4. Using kriging as the meta-model form, estimate the kriging parameters with 
maximum likelihood estimate technique. These parameters are then fitted into the 
meta-model which subsequently gives an approximate representation of the 
simulation model. 
5. To calculate the EI given in equation (3.7), use the prediction mean and prediction 
variance obtained from the kriging predictions at unknown design points, where the 
Prob(SSE < 𝑆𝑆Emin) in equation (3.7) is a cumulative distribution function which 
computes the multivariate normal value for an ellipsoid centered at the experimental 
data with radius (the square root of SSEmin), a positive definite covariance matrix 
(prediction variance) and prediction mean.  
 
The p(SSE) is the probability density function which gives the derivative or rate of 
change of the cumulative distribution function. Hence, the EI is calculated for all the 
unknown design points (e.g. unknown design points for 𝐶µ), which makes each point 
to have its EI value as seen in Figure 3.9 and Figure 3.10. 
6. Maximise EI based on the meta-model predictions (at unknown design points) to 
allocate new design point (e.g. new 𝐶µ value). In essence, the point at which EI is 
maximised gives the new parameter value, which is illustrated in Figure 3.9 and 
Figure 3.10 with the Figures suggesting new design point for both single and two 
parameters respectively. 
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Figure 3.9: Suggestion of new design point for single parameter  
using expected improvement 
 
 
 
 
 
 
 
 
 
 
 
 Figure 3.10: Suggestion of new design point for two parameters  
using expected improvement 
 
7. Calculate the SSE for the new design point and compare with the current best. 
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8. The new design point which corresponds to the maximized EI gives the new model 
parameter for the next simulation. On acquiring the output for the new simulation, 
update the input and output data required to build the meta-model to eventually 
obtain an updated meta-model. 
9. Repeat steps 5 – 8 until the optimum model parameter which minimises the current 
best SSE is obtained. An optimiser is used to achieve this. 
The flowchart of the proposed algorithm for the overall calibration procedure is given in 
Figure 3.11.  
 
 
Figure 3.11: Flowchart of the proposed calibration algorithm 
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3.1.8 Design of case studies for calibration 
The semi-batch reactor non-CFD case study has been chosen to demonstrate the proposed 
methodology and to illustrate a saving in computational time. The inputs into the meta-
model are kinetic parameters, 𝑘1 and 𝑘2, initial concentration of a reactant, B in the feed, 
𝐶𝐵
𝑖𝑛, feed flow rate, F and reaction time, t; while the output of interest is the product 
concentration, 𝐶. Two kinetic parameters, 𝑘1 and 𝑘2 can be adjusted which is based on 
Ruppen et al. (1997) and Chachuat et al. (2009).  
 
In the study for semi-batch reactors, design based on default 𝑘1 and 𝑘2, classical designs 
(factorial and central composite designs) and space filling design (HSS) were used and 
compared. These DoE techniques have been discussed in chapter two. The lower and upper 
bounds for k1 are 0.001 and 0.1 𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1 respectively, while the lower and upper 
bounds for k2 are 0.05 and 0.3 𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1 respectively. These were estimated from the 
data provided by Ruppen et al. (1997) and Chachuat et al. (2009). Given the inlet flow 
rate, F of species B, reactor volume V, concentration of B in the feed 𝐶𝐵
𝑖𝑛, the values of the 
kinetic parameters (k1, k2, k3, k4), and the respective concentrations in the reaction model 
(𝐶𝐴, 𝐶𝐵 , 𝐶𝐶 , 𝐶𝐷) as mentioned in Chapter three, the MATLAB ode45 solver is used to solve the 
reaction model differential equations using the initial conditions and given time range. The 
MATLAB ode45 solver, which uses the Runge-Kutta method to solve differential equations 
numerically was used since the system of equations for the semi batch reactor case study 
are in first order. The details of the calibration process with the results obtained are 
discussed in chapter four. 
 
In the case study of the annular jet pumps CFD simulation considered in this project, the 
inputs into the meta-model for the two parameter case are the turbulent model parameters 
𝐶𝜇 and 𝐶2𝜀, axial distance X/Do, and the flow ratio M (ratio of secondary flow rate to primary 
flow rate); while in the single parameter case, only 𝐶𝜇 was used alongside the axial distance 
and flow ratio. The output of interest in both cases is pressure coefficient, Cp at the spatial 
positions where it was measured by Shimizu et al. (1987). 
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The parameters 𝐶𝜇 and 𝐶2𝜀 are to be adjusted to achieve calibration, which is based on the 
proposition by Launder and Spalding (1974), further confirmed by Pope (1978), that these 
parameters can be adjusted for the case of axisymmetric jets as no single best value can 
be found. Despite this proposition, there is currently no guide in the literature as to what 
to adjust and what to keep constant, or if both should be adjusted at the same time.  In 
this research project, we have considered two cases of model parameters adjustment: 
first, the adjustment of 𝐶𝜇 only while keeping 𝐶2𝜀 constant; and secondly, the adjustment 
of both 𝐶𝜇 and 𝐶2𝜀. The former is discussed in chapter four, while the latter is discussed in 
chapter five. Comparisons were made between the default model parameters simulation 
and the simulation results obtained for these two cases of adjustment. 
 
In the adjustment of 𝐶𝜇 only, we do not need to choose a DoE technique since a single 
model parameter is considered. Instead, we simply chose lower, intermediate and upper 
bound for the turbulent parameter, 𝐶𝜇 which are 0.05, 0.09 and 0.2 respectively (where 
the intermediate is the default value of this turbulent model parameter). The chosen 
bounds were estimated from the recommendations of Launder et al. (1972) and Launder 
and Spalding (1974) given as: 
𝐶𝜇 = 0.09 − 0.04𝑓         (3.10) 
where 𝑓 =  |
𝑌
2∆𝑈
(
𝜕𝑈𝑐𝑙
𝜕𝑥1
− |
𝜕𝑈𝑐𝑙
𝜕𝑥1
|)|
0.2
       (3.11) 
𝑈𝑐𝑙 is the velocity at and in the direction of the symmetry axis of the flow; 𝑌 is the radial 
width of the mixing region; and ∆𝑈 is the axial direction velocity difference across the 
width of the mixing region. 
In the annular jet pump simulation case, an estimation of the lower bound (0.05) and 
upper bound (0.2) for 𝐶𝜇 was obtained using equations (3.10) and (3.11). Values of 
𝐶𝜇  below the lower bound and above the upper bound were found to give undesirable 
simulation results when compared with experimental results. 
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From the calibrated parameters obtained for 𝐶𝜇 at different flow ratios 𝑀, correlations can 
be proposed for both straight and convergent-divergent type which relates 𝐶𝜇 to 𝑀. This 
is done by making a plot of the calibrated 𝐶𝜇 values versus corresponding values of 𝑀, with 
the fitting of a suitable trend/regression line such as exponential, logarithmic or linear; 
where in this case, the exponential trend line was used due to the fact that it gave the 
best fit with the 𝐶𝜇 versus 𝑀 datasets. The obtained correlations have been tested with the 
flow ratios from the experimental data used for this project. Hence, the correlations could 
serve as a guide for future CFD simulations. This simulation correlation can be generally 
expressed as: 
𝐶𝜇 = 𝐴𝑒
−𝐵𝑀          (3.12)  
where 𝐴 and 𝐵 are obtained from the chart equation for the exponential trend line in 
Microsoft Excel, which are adjustable parameters required for calibration. In essence, 
values of 𝐴 and 𝐵 at given flow ratio, 𝑀 can give values of 𝐶𝜇 required for CFD model 
calibration. This has led to another two parameters calibration case. Details can be found 
in chapter five.  
Apart from the single parameter calibration case involving adjustment of 𝐶𝜇 only, two 
turbulent model parameters, 𝐶𝜇 and 𝐶2𝜀 were also adjusted for calibration. A DoE 
technique, hammersley sequence sampling (HSS) was used to create the initial design for 
CFD simulation based on the lower bound [0.05, 0.85] and upper bound [0.2, 3.0] for [𝐶𝜇, 
𝐶2𝜀] respectively. The lower and upper bounds for 𝐶2𝜀 were also estimated from the 
recommendations of Launder et al. (1972) and Launder and Spalding (1974) given as: 
𝐶2𝜀 = 1.92 − 0.0667𝑓         (3.13) 
where 𝑓 is given in equation (3.11). 
Similarly, for the adjustment of parameters 𝐴 and 𝐵 in the generalised simulation 
correlation in equation (3.12), the lower bound is [0.05, 0] while the upper bound is [0.2, 
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3] for [A, B] respectively. These were estimated from the lower, intermediate and upper 
bounds chosen for 𝐶𝜇. 
 
3.2 Overview of the sensitivity analysis approach 
In this study, kriging meta-model has been directly implemented for sensitivity studies in 
the annular jet pumps case studies due to its excellent interpolation capability which 
provides the possibility of predicting outputs for a wide range of input parameter values. 
Hence, it can be used to directly estimate input-output relationships or variations. To 
achieve this, we generate an input sampling space within the chosen lower and upper 
bounds for the considered inputs. In this study, a one-dimensional HSS design has been 
used for this purpose, with the lower, intermediate and upper bounds being the known 
design points. Using the calculated kriging model parameters as described in section 
2.3.2.4 and 3.1.6, the required output predictions at the generated design points can be 
determined. This works on the basis of interpolation between the known and unknown 
design points. The influence and relative importance of the relationship between the input 
model parameter values and the predicted outputs is then assessed (Iman et al., 1981; 
Hamby, 1994).  
In addition to sensitivity analysis via a direct implementation of the kriging meta-model, 
the sensitivity index proposed by Hoffman and Gardner (1983) has been used to quantify 
the sensitivity analysis results by further assessing the effect of the input parameters on 
the output. This index is given as: 
𝑆𝐼 =  
𝑂𝑢𝑡𝑝𝑢𝑡𝑚𝑎𝑥− 𝑂𝑢𝑡𝑝𝑢𝑡𝑚𝑖𝑛
𝑂𝑢𝑡𝑝𝑢𝑡𝑚𝑎𝑥
        (3.14) 
where 𝑂𝑢𝑡𝑝𝑢𝑡𝑚𝑖𝑛 and 𝑂𝑢𝑡𝑝𝑢𝑡𝑚𝑎𝑥 are the minimum and maximum output results which 
corresponds to the minimum and maximum parameter values respectively for both the 
CFD model and the kriging meta-model prediction. This sensitivity index gives the 
information about the relative sensitivity of output results to different model parameters, 
which is varied from the minimum to the maximum value. 
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As equation (3.14) utilises only the minimum and maximum output results without 
incorporating the parameter values, we shall utilise a factor which relates the minimum 
parameter (lower bound) for 𝐶𝜇 to the maximum parameter (upper bound), which shall be 
called the input parameter factor (IPF). This is given as: 
𝐼𝑃𝐹 =  
𝐶𝜇𝑚𝑎𝑥
− 𝐶𝜇𝑚𝑖𝑛
𝐶𝜇𝑚𝑎𝑥
         (3.15) 
where  𝐶𝜇𝑚𝑖𝑛 and 𝐶𝜇𝑚𝑎𝑥 are the minimum and maximum 𝐶𝜇 parameter values respectively. 
For the annular jet pump case study, IPF = 0.75. The inverse is approximately 1.33 which 
is required to multiply equation (3.14) i.e. 1.33𝑆𝐼. Relating this to Hoffman and Gardner 
(1983), calculated sensitivity index of about 1.33 will imply very high sensitivity of the 
output to parameter changes; while less than 0.0133 will imply insensitivity of the output 
to parameter changes. In essence, the former shows that the parameter values have 
highly significant influence on the output; while the latter shows that the parameter values 
do not have significant influence on the output. Hence, in this study our sensitivity index 
analysis will be based on this, which is consistent with local sensitivity analysis approaches 
in the literature (Iman et al., 1981; Hamby, 1994; Song et al., 2015; Borgonovo and 
Plischke, 2016). 
 
3.2.1 Design of case studies for sensitivity analysis 
In the annular jet pump case study, the turbulent model parameter 𝐶𝜇 is used as input, 
while the output of interest is pressure coefficient. The single parameter, 𝐶𝜇 only is used 
for sensitivity analysis because it unexpectedly gave better calibration results with 
experimental data when compared with two parameters calibration (demonstrated in 
chapter four). Lower and upper bound of 0.05 and 0.2 for 𝐶𝜇 were likewise chosen 
respectively, which were estimated based on equation (3.10) and (3.11). Kriging-based 
predictions of the output variable, pressure coefficient were obtained with 100 sampling 
points for 𝐶𝜇 generated using a one-dimensional HSS design; with the lower, intermediate 
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(the default 𝐶𝜇 value, 0.09) and upper bounds for 𝐶𝜇 being the known points. The effect of 
the input, 𝐶𝜇 on the output, pressure coefficient is then evaluated. 
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 CHAPTER FOUR 
Meta-model assisted calibration of a simple numerical simulation case of the 
semi batch reaction system 
To demonstrate the proposed methodology, a simple numerical simulation of the semi 
batch reactor has been chosen. Though this is not a CFD case study, it was used to test 
the reliability of the methodology and the save in computational time. Without meta-
modelling, calibration for this case study is relatively straight-forward when compared with 
CFD model calibration. Nonetheless, it has helped to show that the number of simulation 
runs can be significantly reduced (hence, the computation time) when the methodology 
proposed in this research is used. 
 
The calibration in this case is based on the adjustment of two kinetic parameters, k1 and 
k2. The semi-batch reactor case study has also been used to compare calibration results 
from the previous EI measure in the literature (Jones et al., 1998; Jones, 2001) with the 
newly proposed EI measure. 
 
4.1 Design of experiments for simulation 
The meta-modelling assisted calibration methodology was applied to the semi-batch 
reactor based on four design simulation cases, which include: the default kinetic 
parameters from Ruppen et al. (1997) and Chachuat et al. (2009), the factorial design, 
the central composite design and hammersley sequence sampling (HSS). The calibration 
results for each of the four cases were compared and discussed. 
Simulation case 1: The simulated plant model (with full reaction mechanism) is taken as 
the real data which is based on the kinetic parameters, k1, k2, k3 and k4; while the plant 
model (without full reaction mechanism) is taken as the simulation data based on default 
k1 and k2 only. The default kinetic parameters from Ruppen et al. (1997) and Chachuat et 
al. (2009), k1 = 0.053 and k2 = 0.128 𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1 alongside with chosen lower and upper 
bounds were used for the initial simulation design. The default kinetic parameters 
constitute the intermediate, while the lower and upper bounds for k1 are 0.001 and 0.1 
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𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1 respectively, and also the lower and upper bounds for k2 are 0.05 and 0.3 
𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1 respectively. These were estimated from the data provided by Ruppen et al. 
(1997) and Chachuat et al. (2009). A combination of these bounds gave five design points 
for the initial simulation.  
Simulation case 2: A factorial design was proposed for the initial simulation using k1 and 
k2, where the lower and upper bound give two levels of each N = 2 design variables or 
factors (k1 and k2), such that the experimental design is called a 2𝑁 full factorial. Hence, 
we have 22 = 4 design points which were used for the initial simulation. 
 
Simulation case 3: In this case, the central composite design was used for the initial 
simulation which is 2𝑁 full factorial points with 1 central point, hence giving five design 
points. The central point is the design point given as the average between the lower and 
upper bound for k1 and k2.  
 
Simulation case 4: A space filling design, hammersley sequence sampling (HSS) was also 
used for initial simulation design. Its implementation procedure has been discussed in 
chapter two which is used to generate four design points. 
 
4.2 Simulation results 
The sum of squared errors (SSE) at each of the design points is calculated, with the 
minimum giving us the corresponding output simulation data with the current best 
solution. The kinetic parameters k1 and k2 which gave the current best solution for the four 
cases: default k1 and k2, factorial, central composite and HSS are: k1 = 0.053, k2 = 0.128; 
k1 = 0.1, k2 = 0.3; k1 = 0.0505, k2 = 0.175; and k1 = 0.0505, k2 = 0.1125 
𝐿 𝑚𝑜𝑙−1 𝑚𝑖𝑛−1 respectively. Comparison between this current best (taken as the initial 
simulation model) and the actual plant data is given in Figure 4.1. In all the four cases, 
within a time interval of 0 and 50 mins, there seems to be a very good match of the 
simulation model with the actual plant data, while beyond 50 mins, the mismatch (due to 
𝑘3 = 𝑘4 = 0 for the simulation model) becomes significant as time increases. The RMSE 
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values in Figure 5.10 give a measure of how well the simulation model matches with the 
actual plant data. 
 
 
 
 
  
 
 
 
 
 
 
 
 
Figure 4.1: Actual data and simulation model for semi-batch reactor 
A diagnostic plot of meta-model versus simulation model is given in Figure 4.2 which shows 
an excellent fitting of the CFD data using kriging meta-model.  
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Figure 4.2: Meta-model versus simulation model for semi-batch reactor 
 
4.3 Cross-validation results 
The constructed meta-model was validated using the leave-one-out cross validation 
method described in section 2.3.3. For the case of simulation with default k1 and k2, out 
of 20 simulation runs, a single run is used as the validation data while the remaining 19 
are used to build (training data) the meta-model.  For the factorial design, the meta-model 
was validated from 16 simulation runs where a single run was used as the validation data 
while the remaining 15 runs were used as the training data. In the case of the central 
composite design, from 20 available runs, the meta-model was validated using a single  
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run as the validation data and the remaining 19 runs as the training data. Likewise, in the 
case of the HSS, 15 runs were used as training data, with a single run being the validation 
data. These eventually gave rise to good leave-one-out cross-validation results as seen in 
Figure 5.12, which shows that the meta-model has good accuracy and reliability. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.3: Leave-one-out cross validation results for the four design cases of 
the semi-batch reactor 
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4.4 Calibration results 
Figure 4.4 indicates the number of simulations at minimum RMSE for all the four design 
cases which have been compared with calibration results without meta-modelling in 
section 5.2.5. Figure 4.5 and Table 4.1 shows the improvement obtained when the 
calibration results are compared with the default or initial simulation model. HSS seem to 
give the best improvement, followed by default k1 and k2, central composite design and 
lastly, factorial design.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4: Root mean square errors versus number of simulations  
(semi-batch reactor) 
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Figure 4.5: Comparison between simulation model and calibrated model  
(semi-batch reactor) 
 
Table 4.1: Percentage improvement using four design cases 
in the semi-batch reactor 
 
Design method                       % improvement 
HSS                              80.12 
Default k1 and k2                              80.06 
Central composite                              77.80 
Factorial                              61.10 
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4.5 Calibration without meta-modelling  
This section presents results for calibration without meta-modelling solved using the 
“fmincon” optimisation solver in MATLAB. Figure 4.6 gives the corresponding RMSE versus 
number of simulations for all the four design cases with an indication of the points where 
minimum RMSE are obtained. The results show that additional number of simulation runs 
is required when meta-model is not used. This thereby implies increased computational 
time. 
The calibration results (with and without meta-modelling) in terms of number of 
simulations, RMSE and the corresponding k1 and k2 values for default k1 and k2, factorial 
design, central composite and HSS are presented in Table 4.2, 4.3, 4.4 and 4.5 
respectively. The RMSE values were calculated based on comparison of the simulation 
results (with and without meta-modelling) with the true values (actual plant data). These 
true values were obtained from k1 = 0.053, k2 = 0.128, k3 = 0.028 and k4 = 0.001 Lmol-
1min-1 which gives the actual description of the process. The initial simulation model is 
obtained by setting k3 = k4 = 0, which introduces a model-process mismatch, i.e. a 
mismatch between the actual process and the model. This model-process mismatch arises 
from: (1) the information about the underlying process is limited; hence, the set of model 
equations are inappropriate (structural mismatch) or some parameters have been 
assigned inaccurately (parametric mismatch). This is because equation (2.28) and (2.29) 
were considered as the reaction equations describing the process, while equation (2.30) 
and (2.31) were considered as unknown side reactions; (2) the complexity of the physical 
phenomena describing the process has been mathematically simplified. This is because 
taking equation (2.30) and (2.31) as unknown side reactions reduces the rate equations; 
hence, simplifying the mathematical description of the actual process. 
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Figure 4.6: Calibration without meta-modelling (semi-batch reactor) 
Table 4.2: Results for simulation with default k1 and k2, with and 
without meta-modelling 
 Number of 
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minimum RMSE 
Corresponding k1 
and k2  
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 Root mean 
square error, 
RMSE 
With meta-modelling 20 k1 = 0.0610 
k2 = 0.2580 
0.0046 
Without meta-modelling 35 k1 = 0.0456 
k2 = 0.1625 
0.0150 
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Table 4.3: Results for factorial design, with and without meta-modelling 
 Number of 
simulations at 
minimum RMSE 
Corresponding k1 
and k2  
[Lmol-1min-1] 
 Root mean 
square error, 
RMSE 
With meta-modelling 12 k1 = 0.0810 
k2 = 0.2320 
0.0063 
Without meta-modelling 16 k1 = 0.0836 
k2 = 0.2584 
0.0055 
 
Table 4.4: Results for central composite, with and without meta-modelling 
 Number of 
simulations at 
minimum RMSE 
Corresponding k1 
and k2  
[Lmol-1min-1] 
 Root mean 
square error, 
RMSE 
With meta-modelling 10 k1 = 0.0510 
k2 = 0.2320 
0.0041 
Without meta-modelling 30 k1 = 0.0435 
k2 = 0.1574 
0.0062 
 
Table 4.5: Results for HSS design, with and without meta-modelling 
 Number of 
simulations at 
minimum RMSE 
Corresponding k1 
and k2  
[Lmol-1min-1] 
 Root mean 
square error, 
RMSE 
With meta-modelling 12 k1 = 0.0610 
k2 = 0.2580 
0.0046 
Without meta-modelling 20 k1 = 0.0910 
k2 = 0.2771 
0.0037 
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Comparisons between calibrated model with and without meta-modelling and the actual 
plant data (true values) are shown in Figure 4.7 for the default k1 and k2, factorial design, 
central composite design and HSS design. For both default k1 and k2, and central composite 
design, the RMSE values reveal better improvement of the calibration with meta-modelling 
over that without meta-modelling; while for both factorial and HSS design, calibration 
without meta-modelling gave better improvement. Despite this outcome, it is necessary 
to strike a balance between the RMSE values and the number of simulation runs. Table 
4.2, 4.3, 4.4, 4.5 and 4.6 reveal that the number of simulation runs are significantly 
reduced for calibration with meta-model when compared with calibration without meta-
model. In addition, the RMSE values for calibration with meta-modelling are significantly 
reduced when compared with the initial simulation model. Hence, it can be inferred that 
calibration with meta-modelling pays-off compared with calibration without meta-
modelling, as it saves a significant number of simulation runs and likewise provides a 
better improvement with the actual plant data as seen in the RMSE values. 
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Figure 4.7: Comparison between calibration with and without meta-modelling 
for the semi-batch reactor 
 Table 4.6: Save in computational time for semi-batch reactor 
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Table 4.6 indicate a significant saving in computational time time (obtained as actual 
computing time) when the meta-model-assisted calibration methodology was used. This 
further confirms the reliability of the proposed methodology which was applied to annular 
jet pump case studies. 
Although the focus of this project is not a comparison between design techniques, central 
composite design gave the lowest number of simulation runs (hence, lowest computation 
time), followed by HSS and factorial design, then lastly, default k1 and k2. These 
differences could have been due to the correlation between the initial design points and 
the new point to be determined. So, it seems the higher the correlation, the quicker it 
takes to reach the optimal point. In terms of improvement with the default simulation, 
HSS gave the best. However, overall, all the design cases gave a significant improvement 
with the default simulation. In addition, considering the objective of using this case study, 
all the design cases gave a significant save in computational time with the use of meta-
model as seen in Table 5.11 
 
4.6 Comparison between EI results from current and previous study 
The semi-batch reactor simulation case study has been utilised in this research project to 
compare the novel calibration method proposed in the current research with the method 
in the literature which is based on Jones et al. (1998) which still has relevance in the global 
optimisation community. The annular jet pump CFD simulation case studies were not used 
for this purpose due to the additional CFD simulations that will be required for the Jones 
et al. (1998) method. In essence, the Jones et al. (1998) method will have to be used with 
the assumption of no prior knowledge of the newly proposed method. This will obviously 
require some iterations of computationally intensive CFD simulations which we do not 
intend to carry out in this project. Hence, it could be considered as a future research work. 
For the semi-batch reactor case considered, the premise of comparison is the expected 
improvement measure, where equation (3.7) is used for the current work; while equation 
(2.81) is for the previous work. A stopping criterion of maximum number of simulation 
 108 
 
runs was specified using the number of simulation runs obtained at minimum RMSE for 
“without meta-modelling” case. In essence, a maximum of 35, 16, 30 and 20 simulation 
runs for default k1 and k2 design, factorial design, central composite design and 
hammersley sequence sampling (HSS) respectively was specified to terminate the iteration 
process. This is on the assumption that an improvement over results obtained for the 
“without meta-modelling” case is desired. The results obtained from the comparison are 
given in Table 4.7. 
Table 4.7 reveals that default k1 and k2 design, central composite design and HSS design 
gave no improvement with the initial RMSE for maximum simulation runs of 35, 30 and 
20 respectively; while factorial design gave an improvement after 12 simulation runs 
(which is same as the novel EI, though with a higher RMSE). The default k1 and k2 design, 
central composite design and HSS design probably requires more simulation runs to find 
the global optimum. This is possible as explained by Jones (2001). Hence, the results 
obtained could be due to the initial design samples being highly deceptive which leads to 
very small estimates of the standard error. Hence, high expected improvement are 
observed at points close to the current best point (initial RMSE). This results into a fairly 
exhaustive search around the current best point before searching more globally; hence, 
more iteration is required. 
Furthermore, it can be inferred from the results shown in Table 4.7 that the newly 
proposed EI measure has the potential capability to achieve the global optimum much 
quicker than that of Jones et al. (1998). This is a valuable contribution to the field of global 
optimisation. 
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Table 4.7: Comparison between EI results from current and previous study 
MEASURED QUANTITY NOVEL METHOD Jones et al (1998) 
DEFAULT k1 and k2 
RMSE 
 
 
New kinetic parameters 
 
 
Improvement after a 
number of simulation runs 
 
Initial: 0.02307 
New: 0.0046 
 
k1 = 0.0610 
k2 = 0.2580 
 
Improvement after 20 
simulation runs 
Initial: 0.02307 
New: 0.02307 
 
k1 = 0.0530 
k2 = 0.1280 
 
35 simulation runs gave no 
improvement  
FACTORIAL DESIGN 
RMSE 
 
 
New kinetic parameters 
 
 
Improvement after a 
number of simulation runs 
Initial: 0.0162 
New: 0.0063 
 
k1 = 0.0810 
k2 = 0.2320 
 
Improvement after 12 
simulation runs 
Initial: 0.0162 
New: 0.0070 
 
k1 = 0.07527 
k2 = 0.1957 
 
Improvement after 12 
simulation runs 
CENTRAL COMPOSITE DESIGN 
RMSE 
 
 
New kinetic parameters 
 
 
Improvement after a 
number of simulation runs 
Initial: 0.0185 
New: 0.0041 
 
k1 = 0.0510 
k2 = 0.2320 
 
Improvement after 10 
simulation runs 
Initial: 0.0185 
New: 0.0185 
 
k1 = 0.0505 
k2 = 0.175 
 
30 simulation runs gave no 
improvement 
HAMMERSLEY SEQUENCE SAMPLING (HSS) 
RMSE 
 
 
New kinetic parameters 
 
 
Improvement after a 
number of simulation runs 
Initial: 0.02314 
New: 0.0046 
 
k1 = 0.0610 
k2 = 0.2580 
 
Improvement after 12 
simulation runs 
Initial: 0.02314 
New: 0.02314 
 
k1 = 0.0505 
k2 = 0.1125 
 
20 simulation runs gave no 
improvement 
 
 
4.7 Summary 
The calibration methodology has been applied to a non-CFD numerical simulation case of 
the semi-batch reactor. From the results obtained, the proposed method enhanced faster 
model calibration of the semi-batch reactor via a reduction in the number of simulation 
runs, thereby helping to save computational time. A significant improvement with actual 
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plant data was also obtained. Amongst all the design schemes utilised, HSS gave the best 
improvement with actual plant data.  
Comparison between previous and current study in terms of EI measure was also 
considered for the semi-batch reactor case study, which reveals that the newly proposed 
EI measure has the capability to provide better improvement at fewer simulation runs than 
previous EI measure by Jones et al. (1998). 
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CHAPTER FIVE 
Meta-model assisted calibration of CFD simulation of annular jet pumps: 
Single parameter case 
 
To demonstrate the proposed methodology in typical CFD simulation cases as described 
in chapter three, the CFD simulation of annular jet pumps has been chosen as case study. 
The theory, applications and advantages of annular jet pumps have been discussed in 
Chapter two. Both the straight and convergent-divergent annular jet pumps were 
considered. The axisymmetric geometries of both types of pumps are given in Chapter 
three (“Research methodology”). This current chapter will present and discuss the 
simulation and calibration results. The calibration here is based on the adjustment of a 
single parameter, the turbulent model parameter, 𝐶𝜇.  
5.1 CFD simulation results 
Figures 5.1 and 5.2 present the simulation results for the straight and convergent-
divergent annular jet pumps, respectively, using the default turbulent model parameter, 
𝐶𝜇 = 0.09 (see Table 2.1). From Figure 5.1, a reasonably good fit with experimental data 
was obtained when axial distance, X/Do (where Do is the distance from the nozzle exit to 
the downstream end of the jet) is within 2 and 7. But between X/Do of 0 and 2, a good 
agreement was not obtained especially for M = 0.01 and M = 0.34, hence the need for 
model calibration to give a better match between the simulation model and experimental 
data. The need for calibration is also clearly seen from the parity plot of CFD simulation 
versus experimental data as shown in Figure 5.3a and 5.3b in which it is clear that some 
points do not lie on the 45o line. This is also evident from the root mean squared error 
(RMSE) and R2 values for the straight and convergent-divergent annular jet pumps in 
Figure 5.3a and 5.3b respectively, where R2 (the coefficient of determination) assesses 
the mismatch between the CFD simulation data and the experimental data, with R2 = 1 
being a perfect match. In the straight type, there is a better match between CFD simulation 
data and experimental data (with RMSE = 0.0199, and R2 = 0.948), as compared to the 
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convergent-divergent type (with RMSE = 0.0993, and R2 = 0.914). This could be due to: 
(1) the difference in geometry, where the straight type’s geometry is much simpler than 
that of the convergent-divergent type; (2) the straight type has similar plot trends for 
each flow ratio, M = 0.01, 0.11, 0.19 and 0.34 (see Figure 5.1), while in the case of the 
convergent-divergent type, the plot trends are different at each flow ratio of M = 0.04, 
0.3 and 0.58 (see Figure 5.2). 
 
It can be seen in Figure 5.1 that from the jet exit to the mixing region, the wall pressure 
increases, and then flattens out as it moves downstream towards the outlet of the annular 
jet pump. This trend was observed for all the flow ratios. The low pressure obtained within 
an axial distance, X/Do of 0 and 2 is due to the high speed jet at the walls which is 
associated with the formation of recirculation zone, the jet expansion and the mixing of 
the secondary flow with the primary flow. The recirculation region in straight type is shown 
in Figure 5.4. The commencement of recirculation in the area around the nozzle which 
extends to some part of the throat close to the nozzle could account for the low pressure 
trend between an axial distance of 0 and 2. If the distance covered by the recirculation 
region is measured, it falls within an axial distance of 0 to 2 (see Figure 5.6) which implies 
that the presence of recirculation could be a determining factor of the observed trend in 
pressure distribution. Hence, beyond an axial distance of 2, little or no variations exist; as 
there is no recirculation within this region.  
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Figure 5.1: Pressure distribution variation with axial distance, X/Do for 
straight type annular jet pump k-ε model (𝐂𝐩 and X/Do are dimensionless) 
 
In addition, Figure 5.4 further reveals that as flow ratio increases, the distance between 
the jet inlet and the point at which recirculation starts increases. The recirculation region 
appears to move away from the upstream section as flow ratio increases. For M = 0.34 
between X/Do of 0 and 1, pressure coefficient trend (from CFD) seems to be different from 
those of M = 0.01, 0.11 and 0.19. This could be due to the commencement of recirculation 
at a distance farther away from the jet inlet for M = 0.34 when compared to the other 
three flow ratios (as seen in Figure 5.4). The space between the inlets (primary and 
secondary) and the point at which recirculation starts is the region of entrainment of the 
secondary flow by the jet flow. It marks the region before the separation point where 
recirculation commences. Recirculation is formed when the entrainment appetite of the jet 
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flow cannot be satisfied by the secondary stream. In essence, the entire secondary stream 
has been entrained by the jet stream. 
 
For the convergent-divergent type, the results from the standard k-ε simulation are shown 
in Figure 5.2 and 5.3b. The need for calibration can be clearly seen with some data points 
farther away from the 45o line in Figure 5.3b. This is also evident from the RMSE and R2 
values. The pattern of the pressure coefficient was seen to vary with flow ratio more than 
for the straight case (see Figure 5.2). Flow ratios M = 0.3 and M = 0.58 seem to give 
similar trend patterns though the pressure coefficient values are different, while flow ratio 
M = 0.04 gave a completely different trend pattern. This could be due to the presence and 
absence of the recirculation region at the upstream and downstream section of the jet 
pump respectively (for M = 0.04) as shown in Figure 5.5. Hence, recirculation is present 
in M = 0.04; while in both M = 0.3 and 0.58, it is absent. This shows that as flow ratio 
increases, recirculation disappears which is in agreement with the study carried out by 
Xiao et al. (2014). Hence, the magnitude of the flow ratio has an influence on recirculation, 
where recirculation could be due to lower flow rate of the secondary flow stream as 
compared to the primary flow stream, and the entrainment of the secondary flow stream 
by the primary flow stream before the expansion of the latter to reach the wall of the jet. 
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Figure 5.2: Pressure distribution variation with axial distance, X/Do for 
convergent-divergent type annular jet pump k-ε model 
 
 
 
 
 
 
  
Figure 5.3: CFD simulation versus experimental data for the standard k-ε model 
(Output variable measured: 𝐂𝐩 which is dimensionless)  
(a) Straight type; (b) Convergent-divergent type 
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Figure 5.4: Recirculation regions in straight type obtained from CFD 
(x-axis is axial distance scale) 
 
 
 
 
 
 
 
 
 
Figure 5.5: Recirculation regions in convergent-divergent type 
obtained from CFD (x-axis is axial distance scale) 
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Further analysis on the CFD simulation results was carried out based on the observed flow 
pattern/recirculation region and axial velocity. The simulation data from ANSYS Fluent was 
exported into Tecplot, a CFD post-processing tool (Tecplot360, 2016), which was 
subsequently used to obtain the flow patterns and likewise used to estimate the 
recirculation region dimensions (relative to the jet pump’s geometry); where the throat 
length is 385mm and the jet pump’s diameter is 27.5mm. The estimation is based on the 
x and y-axis dimensions in metres as provided in Figure 5.6. Hence, the flow patterns 
observed in the straight type are shown in Figure 5.6, which also gives approximate length 
and width of the recirculation regions for all the flow ratios considered. It can be seen from 
this figure that the length and width of the recirculation region are inversely proportional 
to the flow ratio i.e. as flow ratio increases, the recirculation regions’ length and width 
decreases. This is similar to Figure 5.4 and it could probably be due to an increase in 
secondary flow rate as flow ratio increases. The lines with arrows pointing forward are the 
streamlines. The observed flow patterns/recirculation regions are consistent with Xiao et 
al. (2013b) and Xiao et al. (2014) who utilised the same experimental data for all the flow 
ratios considered for the straight type, but only M = 0.58 for the convergent-divergent 
type. 
 
The flow patterns with recirculation region measurements for convergent-divergent type 
similar to Figure 5.6 are not provided in this thesis. This is because as the flow ratio, M 
increases from 0.04 to 0.3 and 0.58, recirculation region disappears (Figure 5.5). Hence, 
the recirculation region dimensions for M = 0.3 and 0.58 could not be estimated. 
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Figure 5.6: Stream line patterns for straight type annular jet pump. Both x and 
y-axis are in metres (distance) relative to the jet pump’s geometry 
 
The variation of axial velocity along the centreline of the straight type annular jet pump is 
shown in Figure 5.7a. From the plot, as flow ratio increases, the axial velocity increases 
with similar values within an axial distance of about 1.2 and 1.8. This increase in axial 
velocity could be due to the increase in secondary stream flow velocity as flow ratio 
increases. For each flow ratio, the axial velocity decreases within an axial distance of 0 
and 1; this could be due to the entrainment of the secondary flow by the primary jet flow, 
with the subsequent possible formation of recirculation region. In addition, as the jet 
entrains the secondary flow rapidly, a positive axial pressure gradient emerges which also 
leads to the decrease in the axial velocity. Beyond X/Do = 2, the axial velocity is seen to 
increase downstream for each flow ratio. This could be due to a gradual disappearance of 
recirculation streams downstream of the jet pump. 
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Similarly, Figure 5.7b shows the variation of axial velocity with axial distance in 
convergent-divergent annular jet pump. The chart pattern seems to be different from the 
straight type in terms of the flow ratios, M = 0.04, 0.3 and 0.58, with M = 0.3 and 0.58 
giving similar patterns. This is obviously due to the difference in pressure distributions 
observed in Figure 5.2. Flow ratio, M = 0.04 (between X/Do of approximately 0.47 and 
1.56) shows an initial significant decrease in axial velocity, which is then followed by an 
increase in same. This initial decrease in axial velocity could also be accounted for by the 
region where recirculation formation commences. Likewise, there is the entrainment of 
the secondary flow by the jet which creates a positive axial pressure gradient culminating 
into a decrease in axial velocity. With the formation of the recirculation region in M = 0.04, 
axial velocity increases and then starts to slightly decrease again at the downstream end 
of the pump. This decrease in axial velocity could be due to the diffuser which initiates an 
increase in flow static pressure. 
 
 
 
 
 
 
 
 
 
 
Figure 5.7: Variation of axial velocity with axial distance, X/Do;  
(a) straight type; (b) Convergent-divergent type 
 
The axial velocity pattern obtained for flow ratio, M = 0.3 and 0.58 is due to the absence 
of recirculation region. There is no significant decrease in axial velocity from the origin, 
but a slight increase and decrease was observed as we move downstream. At X/Do of 
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about 4.1, all the flow ratios seem to have the same point from which the axial velocity 
decreases. This is consequential of the diffuser where there is pressure recovery through 
an increase in static pressure. Generally, as flow ratio increases in Figure 5.7b, a specific 
trend in axial velocity cannot be determined, probably due to the variation in the pressure 
distribution trend (Figure 5.2). 
 
Though so far some CFD simulation results have been presented and discussed, the focus 
of this chapter is calibration involving single parameters. As mentioned earlier on, 
calibration using CFD utilises lots of simulation runs. Figure 5.8 substantiates such 
possibilities. This therefore, necessitates the implementation of meta-model assisted 
calibration which will be discussed shortly. The results in the figure show the adjustment 
of the turbulent parameter 𝐶𝜇 using CFD which was based on a trial and error approach; 
as there is currently no ready-to-use tool for the direct calibration of turbulent parameters 
in CFD. The calibration process started with the default parameters, and then subsequent 
parameter values were determined by trial and error based on the sense of judgement of 
the modeller. 
 
Figure 5.8 shows the effect of calibration with 𝐶𝜇 on improvement in terms of a better 
match of the simulation model with experimental data. For M = 0.34, the experimental 
point at the X/Do = 1 seems not to have been captured. This could have been due to 
experimental measurement error which led to a different trend when compared with other 
flow ratios. 
 121 
 
 
Figure 5.8: Demonstration of calibration using CFD based on  
adjustment of 𝑪𝝁 only (straight type annular jet pump) 
 
A further demonstration of the use of CFD for calibration in convergent divergent annular 
jet pump type have also been provided in Figure 5.9. It shows the effect of adjusting 𝐶𝜇 
on pressure coefficient. 
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Figure 5.9: Demonstration of calibration using CFD based adjustment of 𝑪𝝁 only 
(convergent-divergent type) 
 
5.2 Meta-models developed from initial CFD data  
The 12 initial CFD runs (three 𝐶𝜇 values combined with four flow ratios) for the straight 
type annular jet pump were used to develop a kriging meta-model. Likewise, a kriging 
meta-model for the convergent-divergent jet pump was developed from 9 initial CFD runs 
(three 𝐶𝜇 values combined with three flow ratios). The 𝐶𝜇 values used with the flow ratios 
are given in Table 5.1 and 5.2. The goodness of fit of the meta-models is assessed using 
the diagnostic test of kriging meta-model output versus simulation data. If the meta-model 
is accurate enough, the line from the first plot should be close to the 45o line. This is shown 
in Figure 5.10 which gives an excellent fitting of the CFD model using kriging meta-model.  
 
Table 5.1: Single parameter calibration variables: straight type 
 All four flow ratios 
(M = 0.01, 0.11, 0.19 & 0.34) 
Lower bound 0.05 
Intermediate 0.09 
Upper bound 0.2 
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Table 5.2: Single parameter calibration variables: convergent-divergent type 
 All three flow ratios 
(M = 0.04, 0.3 & 0.58) 
Lower bound 0.05 
Intermediate 0.09 
Upper bound 0.2 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.10: Meta-model versus simulation data for the dimensionless variable, 
pressure coefficient, 𝑪𝒑 (a) Straight type; (b) Convergent-divergent type 
 
There is the possibility of over-fitting which makes the meta-model describe random error 
or noise rather than the underlying input-output relationship; which subsequently results 
into poor predictive performance due to the meta-model over-reacting to minor 
fluctuations in the training data (used to build the meta-model). This is because the meta-
model has memorised the training data, rather than learning to generalise from trend in 
order to accommodate new datasets. In order to avoid over-fitting, an additional technique 
like cross-validation is necessary to help detect over-fit models by determining how well 
the meta-model generalises to other datasets by partitioning the data. In essence, it helps 
to assess how well the model fits new observations that were not used in the meta-model 
estimation process. 
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In this work, the leave-one-out-cross-validation (LOOCV) technique has been used to 
check the accuracy of the meta-model. The LOOCV results, by taking one run out for 
validation (test data), while the remaining runs (training data) are used to build the meta-
model are presented in Figure 5.11. The LOOCV results show excellent accuracy for 
straight type in Figure 5.11a. This is seen in the RMSE and R2 values (the R2 is called the 
coefficient of determination which helps to assess the accuracy of the meta-model based 
on the data points lying on the 45o line). The results for convergent-divergent type were 
also reasonably good as shown in Figure 5.11b, though that of the straight type is far 
better. The reason for this is probably due to the difference in the observed trend between 
the plot of pressure coefficient versus X/Do for both the straight type (Figure 5.1) and the 
convergent-divergent type (Figure 5.2). That of straight type in Figure 5.1 gave similar 
trend, while there is an obvious variability in the plot trend of convergent-divergent type 
(Figure 5.2) as the flow ratio, M changes. This variability seems to be challenging to the 
kriging meta-model. So, it seems it is better to build the meta-model from output data of 
individual flow ratios when the plot trends have significant variations. Despite this, the 
analysis reveals a more than average possibility of the meta-model (from the R2 values) 
to handle variations in flow ratio. 
 
 
 
 
 
 
 
 
 
Figure 5.11: Leave-one-out cross validation results for the dimensionless 
variable, pressure coefficient, 𝑪𝒑 (a) Straight type;  
(b) Convergent-divergent type 
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5.3 Calibration results based on adjustment of 𝑪𝝁  
5.3.1 Straight type annular jet pump 
The current best sum of squared error from the default simulation (Figure 5.1) is given as 
SSEmin = 0.0111 (equivalent to RMSE = 0.0199). The calibration results for 𝐶𝜇 independent 
on flow ratio and 𝐶𝜇 dependent on flow ratio have been presented. 𝐶𝜇 independent on flow 
ratio implies the 𝐶𝜇 does not vary with flow ratio. So, all the flow ratios (with their 
corresponding outputs) in the straight type case study were combined to obtain a single 
𝐶𝜇 value for the purpose of calibration. In contrast, 𝐶𝜇 dependent on flow ratio implies the 
𝐶𝜇 varies with flow ratio. So, calibration was done for each flow ratio, which eventually 
results into different 𝐶𝜇 values for a different flow ratio. 
 
5.3.1.1     𝑪𝝁 independent on flow ratio (straight type) 
The calibration results obtained were based on the procedure described in chapter three. 
Figure 5.12a shows the maximum EI which suggests a value of turbulent parameter, 𝐶𝜇 = 
0.095. This optimum value of 𝐶𝜇 is suggested for all the four flow ratios combined together 
i.e. M = 0.01, 0.11, 0.19 and 0.34. It corresponds to the second iteration where each 
iteration is equivalent to four simulations. It is important to mention that the maximum EI 
suggests the 𝐶𝜇 value of 0.095 and the corresponding SSE (or root mean squared error, 
RMSE) is then calculated, which gives the minimum SSE (or minimum RMSE).  
 
A plot of all the RMSE versus number of CFD simulations obtained for each calibration 
simulation iterations is shown in Figure 5.12b, which clearly depicts the number of CFD 
simulations at respective RMSE values and subsequently at minimum RMSE which gives 
𝐶𝜇 = 0.095. This minimum RMSE obtained was 0.0193 which was previously 0.0199 from 
the initial simulation. This could probably be due to the fact that four flow ratios were 
combined, which resulted into an optimum 𝐶𝜇 value of 0.095 not far from that of the initial 
simulation, 0.09. In addition, carrying on with the iterations could possibly lead to a better 
optimum; though this cannot be guaranteed. Yet, it should be noted that more iterations 
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imply more CFD simulations; hence, more computational time. Hence, it is also important 
to strike a balance between the number of iterations and the desire to achieve optimum 
parameter value. The remaining points in Figure 5.12b indicating other numbers of CFD 
simulations are for confirmatory studies. In essence, we could have stopped at the 
minimum RMSE, but the remaining points indicate no further improvement is obtained. 
Figure 5.12b also shows that one iteration is equal to four CFD simulations. A plot of CFD 
simulation (default and calibrated model) versus experimental data is given in Figure 
5.12c. The plot shows that at RMSE = 0.0196, the data points lie closer to the 45o line as 
compared with RMSE = 0.0199 which is for the default CFD simulation. However, the 
improvement is not clearly seen in terms of the coefficient of determination, R2 (0.948 and 
0.950 for default CFD model and calibrated model respectively).  
 
Furthermore, Figure 5.12b shows that at the third iteration, where the number of CFD 
simulations is 12, the RMSE values increases from 0.02 to about 0.0294, then drop again. 
Hence, we can infer that there is no monotonic decrease in RMSE values as the iteration 
proceeds. In addition, from Figure 5c, the small improvement obtained could be due to 𝐶𝜇 
independent on flow ratio, where a single 𝐶𝜇 value was used for all the four flow ratios 
considered. 
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Figure 5.12: Straight type calibration results: 𝑪𝝁 independent on flow ratio 
 
5.3.1.2     𝑪𝝁 dependent on flow ratio (straight type) 
The flow ratios were also considered individually in terms of the calibration results which 
gives different values of 𝐶𝜇 which are 0.1385, 0.0935, 0.083 and 0.056 for M = 0.01, 0.11, 
0.19, and 0.34 respectively. These  𝐶𝜇  values were obtained using the calibration procedure 
described in section 3.1.7.2 where the calibration was carried out for each of the flow 
ratios. The SSE and hence, the root mean square error (RMSE) for each of these 𝐶𝜇 values 
was minimized, hence a better match with experimental data. This is seen in Table 5.3. 
The RMSE values were taken to three significant figures. 
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Table 5.3: Calibration results for straight type annular jet pump 
(𝑪𝝁 dependent on flow ratio) 
    Standard k-ε model        Calibrated model 
M = 0.01   
𝐶𝜇 0.09 0.1385 
RMSE 0.0255 0.00325 
M = 0.11   
𝐶𝜇 0.09 0.0935 
RMSE 0.00450 0.00448 
M = 0.19   
𝐶𝜇 0.09 0.083 
RMSE 0.00700 0.00512 
M = 0.34   
𝐶𝜇 0.09 0.056 
RMSE 0.0270 0.0195 
 
 
A relationship between the root mean square errors (RMSE) in Table 5.3 and the calibrated 
turbulent model parameter, 𝐶𝜇 for the flow ratios, M = 0.01, 0.11, 0.19, and 0.34 is shown 
in Figure 5.13. This figure alongside with Table 5.3 shows that in flow ratio, M = 0.01, 
there was a significant increase (of about 35%) in the calibrated 𝐶𝜇 value, with a significant 
decrease (of about 87.3%) in the RMSE. In flow ratio, M = 0.11, the calibrated 𝐶𝜇 value 
had a small increase of about 3.7%, while the RMSE also reduces by a very small 
percentage (0.4%). In flow ratio, M = 0.19, the calibrated 𝐶𝜇 value increases by about 
7.8%, while the RMSE reduces by about 27%. Similarly, in flow ratio, M = 0.34, the 
calibrated 𝐶𝜇 value increases by about 38%, while the RMSE reduces by about 28%.  
 
In addition, from Figure 5.13, calibrated 𝐶𝜇 values tend to increase for flow ratios, M = 
0.01 and 0.11; while it decreases for flow ratios, M = 0.19 and 0.34. This could imply to 
achieve optimum values of 𝐶𝜇 (which will give a better match with experimental data) in 
the calibration of the straight type annular jet pump, increase in calibrated 𝐶𝜇 values is 
required for low flow ratios; while decrease in calibrated 𝐶𝜇 values is required for high flow 
ratios. 
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Figure 5.13: Relationship between root mean square errors and calibrated 
turbulent model parameter, 𝑪𝝁 for different flow ratios (straight type) 
 
The relationship between the default 𝐶𝜇 value, the use of a single turbulent model 
parameter 𝐶𝜇 and for 𝐶𝜇 values dependent on flow ratio is shown in Figure 5.14. The best 
match of the CFD model with experimental data was given by 𝐶𝜇 values dependent on flow 
ratio. This is indicated by the root mean square errors. It shows that for better calibration, 
𝐶𝜇 has to be dependent on flow ratio. This could be due to a significant variation of the 
output, pressure coefficient with the model parameter, 𝐶𝜇 at different flow ratios. So, to 
obtain a better improvement of the default simulation with experimental data, it is 
preferable to consider calibrating for each flow ratio.  
Table 5.3 and Figure 5.14 also indicates that the parameter, 𝐶𝜇 has a significant effect on 
pressure coefficient at each flow ratio; where the 𝐶𝜇 is observed to be inversely 
proportional to flow ratio. In essence, as flow ratio increases, the 𝐶𝜇 values for the 
calibrated model reduce. In addition, Figure 5.14 also shows a significant improvement of 
about 48% for the default simulation model (i.e. from RMSE of 0.0199 to 0.0104).  
For 𝐶𝜇 dependent on flow ratio results shown in Figure 5.14, the pressure coefficient value 
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of one of the points seems to be worse; the reason for this could not be ascertained. 
Nonetheless, the RMSE shows significant improvement when compared with the default 
simulation and the use of a single 𝐶𝜇  for all the flow ratios. 
 
Figure 5.14: Default 𝑪𝝁, and calibration with single 𝑪𝝁, and 𝑪𝝁 dependent on flow 
ratio, M for straight type. Measured variable is pressure coefficient, 𝑪𝒑 
 
5.3.2 Convergent-divergent type annular jet pump 
The same methodology was applied to the convergent-divergent annular jet pump case 
study. Calibration was done for 𝐶𝜇 independent on flow ratio, where all the flow ratios, M 
= 0.04, 0.3 and 0.58 were combined to give a single 𝐶𝜇 value and also for 𝐶𝜇 dependent 
on flow ratio, where calibration was done for individual flow ratios.  
 
5.3.2.1     𝑪𝝁 independent on flow ratio (convergent-divergent type) 
For the combined case, 𝐶𝜇 independent on flow ratio, the default 𝐶𝜇 value, 0.09 gave the 
best match with experimental data, with minimum RMSE. This corresponds to the first 
iteration, where one iteration is equivalent to three simulations. This can be seen in Figure 
5.15. The default value obtained is probably due to (1) significant variations in pressure 
distribution plot trends as shown in Figure 5.2; (2) merging of pressure distribution 
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outputs in Figure 5.2 having different flow ratios (𝐶𝜇 independent on flow ratio); (3) the 
LOOCV results as shown in Figure 5.10b; (4) stopping after five iterations; as large number 
of iterations could possibly lead to finding the global optimum, but this will imply more 
simulations. 
 
 
 
 
 
 
 
 
 
Figure 5.15: Convergent-divergent type calibration results: 𝑪𝝁 independent on 
flow ratio 
 
5.3.2.2     𝑪𝝁 dependent on flow ratio (convergent-divergent type) 
For 𝐶𝜇 dependent on flow ratio, the sum of squared errors, and hence the root mean square 
error was minimised to give better agreement with experimental data. This is seen in Table 
5.4, which shows new values of 𝐶𝜇 for each of the flow ratio. In addition, the 𝐶𝜇 values of 
the calibrated model decrease with increase in flow ratio (i.e. calibrated 𝐶𝜇 values are 
inversely proportional to the flow ratios). This is similar to that of the straight type. Hence, 
we can infer this as a possible convention in annular jet pump model calibration case 
study. In section 5.5 of this chapter, a correlation was proposed which relates 𝐶𝜇 to flow 
ratio. 
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Table 5.4: Calibration results for convergent-divergent annular jet pump 
(𝑪𝝁 dependent on flow ratio) 
       Standard k-ε model       Calibrated model 
M = 0.04     
𝐶𝜇 0.09 0.1294 
RMSE 0.1128 0.0391 
M = 0.3 
  
𝐶𝜇 0.09 0.0888 
RMSE 0.1284 0.1279 
M = 0.58 
  
𝐶𝜇 0.09 0.0524 
RMSE 0.1088 0.0597 
 
A relationship between the root mean square error and turbulent model parameter  
𝐶𝜇 can also be established for the convergent-divergent results. This is shown in Figure 
5.16. For flow ratio M = 0.04, the calibrated 𝐶𝜇 value had a significant increase of about 
30% and a significant decrease in the RMSE by about 65%. For flow ratio, M = 0.3, the 
calibrated 𝐶𝜇 value decreases by a small value of about 1.3%, while the RMSE decreases 
by about 0.4%. Similarly, for flow ratio M = 0.58, there is a significant decrease in the 
calibrated 𝐶𝜇 value by about 42% and a significant decrease in RMSE by 45%.  
 
Figure 5.16: Relationship between root mean squared errors and calibrated 
turbulent model parameter, 𝑪𝝁 for different flow ratios  
(convergent-divergent type) 
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𝐶𝜇 dependent on flow ratio gave better match with experimental data as compared with a 
single 𝐶𝜇 (𝐶𝜇 independent on flow ratio) and default 𝐶𝜇, (where the default 𝐶𝜇 and calibration 
with a single 𝐶𝜇 gave the same RMSE). This can be seen in Figure 5.17 where RMSE reduces 
from 0.0993 to 0.0835; which indicates that a significant improvement of about 16% for 
the default simulation model in the convergent-divergent type was obtained. 
 
Figure 5.17: Default 𝑪𝝁, and calibration with single 𝑪𝝁, and 𝑪𝝁 dependent on flow 
ratio, M for convergent-divergent type. Measured variable is pressure 
coefficient, 𝑪𝒑 
 
5.4 Comparison between CFD and the proposed calibration approach 
Comparison between the proposed meta-model-assisted method and the traditional 
calibration method for CFD simulation has also been attempted. The “traditional calibration 
method for CFD simulation” refers to the use of CFD for calibration, without the meta-
modelling methodology proposed in this project. As mentioned earlier on in chapter three, 
the trial and error approach has been used as a benchmark for such comparison. 
Specifically, the simulation started from the default value for 𝐶𝜇 (0.09), and based upon 
the mismatch between simulation and experimental data, the next value of 𝐶𝜇 that should 
be tried was decided. This iteration goes on until the same RMSE is achieved (within 1% 
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difference) as the meta-model-assisted approach for a fair comparison. Relying on the 
modeller’s experience, the comparison is subjective; however it does provide a good 
demonstration (at least qualitatively) of how the meta-modelling approach compares with 
the traditional CFD approach.  
 
The results for the straight type annular jet pump is given in Table 5.5 (the case for flow 
ratio-dependent 𝐶𝜇). The comparison gives an indication of how much computational time 
could have been saved using the approach proposed in this work. It should be noted that 
this computational time is dependent on the configuration of the computer used, where in 
this project the Intel Core i5-2400 CPU, 3.10GHz with 4GB installed memory (RAM), 64-
bit Windows 7 operating system and a local hard drive disk of 232GB was used for the 
straight type annular jet pump simulation. This will determine how fast it takes to run a 
single simulation. For the straight type, the traditional  CFD and the proposed meta-
modelling approach utilised 29 and 12 simulation runs, respectively, to arrive at the same 
minimum RMSE of 0.0104 which was originally 0.0199. 
 
Table 5.5: Comparison between CFD and the proposed approach (straight type) 
Method Number of 
simulation runs 
Total simulation 
time (hr) 
Traditional CFD 29 145  
Proposed approach 12 60  
 
Likewise, for convergent-divergent annular jet pump, the comparison between the 
traditional CFD calibration method and the proposed approach is given in Table 5.6. Similar 
to the straight type jet pump, the proposed meta-model-assisted approach could 
significantly reduce the computational time needed for calibration: it used 14 simulation 
runs (whilst the trial-and-error approach used 25) to arrive at the same minimum RMSE 
of 0.0835. The CFD simulation for the convergent-divergent type was carried out using 
the same computer as that of the straight type but with an installed memory (RAM) of 
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16GB. This could also influence the computational time. 
 
Table 5.6: Comparison between CFD and the proposed approach 
(convergent-divergent type) 
Method Number of 
simulation runs 
Total simulation 
time (hr) 
Traditional CFD 25 125  
Proposed approach 14 70  
 
 
5.5 Proposition of CFD simulation correlations 
The relationship between 𝐶𝜇 and flow ratio for both case studies considered was obtained 
as shown in Figure 5.18. This is obtained from calibration for individual flow ratio. In 
essence, 𝐶𝜇 values for different flow ratios were determined, and plotted against each 
other; with 𝐶𝜇 being the dependent variable while M is the independent variable. It can be 
seen that the straight type and convergent-divergent type both gave exponential 
correlation, with the relationship between 𝐶𝜇 and flow ratio (M) for straight type being: 
 
𝐶𝜇 = 0.1354𝑒
−2.646𝑀          (5.2) 
 
while that of convergent-divergent type is: 
 
𝐶𝜇 =  0.1412𝑒
−1.677𝑀          (5.3) 
 
Other trend-line fitting options such as logarithmic, linear and power were tried; but, the 
exponential plot trend sufficiently give a good relationship between 𝐶𝜇 and 𝑀 as evident 
from the R2 values: 0.9781 and 0.9944 for straight and convergent-divergent type 
respectively. These R2 values indicate how well the exponential plot trend fits the plot of 
𝐶𝜇 versus 𝑀. The two correlations obtained in equations (5.2) and (5.3) can be used to 
estimate likely values of 𝐶𝜇 for other flow ratios which could give good simulation 
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predictions of the measured parameter (in this case, the pressure coefficient). These could 
therefore help to serve as a guide for future CFD simulations in annular jet pumps, where 
the flow ratios are not known or are not available in the literature. However, it should be 
noted these correlations have been validated using the available flow ratios in this study, 
which are four in the straight type case study, and three in the convergent-divergent type. 
Hence, the flow ratios explored are quite few; which could be a limitation in the use of the 
correlations. So, further research studies might consider exploring other flow ratios for 
these correlations which may be compared with experimental data available in the 
literature. Nonetheless, despite the limitation, it could still be a useful guide in future 
simulations. 
 
 
Figure 5.18: Relationship between 𝑪𝝁 and flow ratio, M 
 
5.6 Summary 
The CFD simulation results for two geometrical types of annular jet pumps; straight and 
convergent-divergent have been presented. The results revealed the need for calibration. 
The pressure distribution trends observed (quantified in terms of pressure coefficient) has 
been related to recirculation region formation. A further analysis of the simulation results 
shows that as flow ratio increases, recirculation region decreases; while axial velocity 
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increases upstream and downstream for the straight type, and it increases upstream and 
decreases downstream for the convergent-divergent type. 
The novel expected improvement (EI) measure coupled with the kriging meta-model was 
applied to the calibration of CFD simulation of annular jet pumps for a single parameter 
case. This EI, expressed as a function of the sum of squared errors (the objective function 
to be minimised) helped to suggest values of the calibration parameters (𝐶𝜇) to simulate 
with, thereby reducing the sum of squared errors when compared with the default CFD 
simulation; hence, a better match with experimental data. In addition, the simulation time 
using the proposed approach was reduced as compared to using traditional CFD calibration 
approach. This confirms that the proposed novel methodology (i.e. maximising expected 
improvement to minimise the sum of squared errors, for the purpose of calibrating CFD 
simulations) achieved the objective of the research. It is a potential contribution to CFD 
simulation studies in different fields of study, as it helps to provide a supportive hand in 
cases where calibration is required.  
It was also observed that in both cases of the annular jet pump, it is better to carry out 
calibration on the basis that 𝐶𝜇 is dependent on flow ratio rather than trying to use a single 
𝐶𝜇 value (𝐶𝜇 independent on flow ratio) for all the flow ratios. This is because the pressure 
coefficient versus axial distance plot trends with significant variations at different flow 
ratios could constitute problem for the meta-model if such data are merged. The proposed 
relationship between 𝐶𝜇 and flow ratio can also be used to estimate likely values of 𝐶𝜇 for 
required or unknown flow ratios in future CFD simulations. 
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CHAPTER SIX 
Meta-model assisted calibration of two parameters case 
In this chapter, the proposed methodology applied to a single parameter case in chapter 
four has been extended to the calibration of two turbulent model parameters, 𝐶𝜇 and 𝐶2𝜀. 
Calibration was also carried out based on the simulation correlation obtained in chapter 
five, which also involves two parameters that need to be calibrated. Subsequently, 
comparisons were made between the default simulation parameters, single model 
parameter calibration, the proposed correlation from chapter five, calibration based on the 
proposed correlation and calibration based on 𝐶𝜇 and 𝐶2𝜀. 
6.1 Annular jet pump case study 
Unlike the use of 𝐶𝜇 only for calibration as demonstrated in chapter five, this chapter 
focuses on both 𝐶𝜇 and 𝐶2𝜀, with the aim to improve the simulation accuracy and to explore 
the possibility of further improvement of the correlation proposed in chapter five. Hence, 
the same calibration procedure has been followed for the two parameters case. 
6.1.1 CFD simulation results 
The default value of the model parameters, 𝐶𝜇 and 𝐶2𝜀 is 0.09 and 1.92, respectively. The 
simulation results have been presented in chapter four i.e. Figures 6.1 and 6.2 for straight 
and convergent-divergent type respectively. Hence, the sum of squared errors calculated 
in chapter four (SSEmin = 0.0111, which is equivalent to RMSE = 0.0199 for straight type 
and SSEmin = 0.3058 equivalent to RMSE = 0.0993 for convergent-divergent type) for the 
default parameters served as a baseline for improvement with experimental data. 
 
6.1.2 Meta-models developed from initial CFD data 
The initial CFD data evolved from the initial design using Hammersley sequence sampling 
(HSS). This design is based on lower bound, [0.05, 0.85] and upper bound, [0.2, 3.0] for 
[𝐶𝜇, 𝐶2𝜀] respectively as mentioned in chapter three. The 24 initial CFD runs (six 𝐶𝜇 and 𝐶2𝜀 
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values combined with four flow ratios) for the straight type annular jet pump were used 
to develop a kriging meta-model. Likewise, a kriging meta-model for the convergent-
divergent jet pump was developed from 18 initial CFD runs (six 𝐶𝜇 and 𝐶2𝜀 values combined 
with three flow ratios). The diagnostic test of kriging meta-model output versus simulation 
data is shown in Figure 6.1 which gives an excellent fitting of the CFD data using kriging 
meta-model.  
 
 
 
 
 
 
 
 
Figure 6.1: Meta-model versus CFD simulation data: 𝑪𝝁 and 𝑪𝟐𝜺 (Measured 
variable is pressure coefficient, 𝑪𝒑). (a) Straight type; (b) Convergent-divergent 
type 
 
The meta-model accuracy is checked using the leave-one-out cross-validation (LOOCV) 
technique and the results are shown in Figure 6.2. For the straight type, out of 24 
simulation runs, 23 were used as training data, with a single run being the validation data; 
while for convergent-divergent type, 17 runs were used as training data. From Figure 6.2a, 
the cross validated RMSE and R2 values for the straight type are 0.00287 and 0.999 
respectively; while for the convergent-divergent type (Figure 6.2b), cross validated RMSE 
and R2 are 0.190 and 0.679 respectively. This difference in RMSE and R2 values in the 
geometries could be due to variation in the pressure coefficient plot trends or patterns for 
the default simulation in convergent-divergent type at different flow ratios, M = 0.04, 0.3 
and 0.58 (see Figure 5.2); and likewise due to merging of these flow ratios in terms of 𝐶𝜇 
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and 𝐶2𝜀 independent on flow ratio. This is unlike that of straight type, where the pressure 
coefficient plot trends are consistent at different flow ratios (M = 0.01, 0.11, 0.19 and 
0.34). The plot trends for LOOCV in Figure 6.2 are similar to that of the single model 
parameter calibration in Figure 5.13 of chapter five.  
 
 
 
 
 
 
 
Figure 6.2: Leave-one-out cross validation results for calibration with 𝑪𝝁 and 𝑪𝟐𝜺  
(a) Straight type; (b) Convergent-divergent type 
 
 
6.1.3 Calibration results based on adjustment of 𝑪𝝁 and 𝑪𝟐𝜺 (straight and 
convergent-divergent type) 
Calibration was based on 𝐶𝜇  and 𝐶2𝜀 dependent and independent on the flow ratio. The 
former implies all the flow ratios with their corresponding outputs were merged to give 
single 𝐶𝜇  and 𝐶2𝜀 values for simulation at all flow ratios; while the latter implies calibration 
was based on individual flow ratios to give different values of 𝐶𝜇  and 𝐶2𝜀 for simulation at 
different flow ratios. In both cases, 𝐶𝜇  and 𝐶2𝜀 were adjusted simultaneously. 
6.1.3.1 𝑪𝝁 and 𝑪𝟐𝜺 independent on flow ratio 
The plots of RMSE versus number of CFD simulations are shown in Figures 6.3a and 6.3b 
respectively. They show the point of minimum RMSE from series of iterations in both 
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straight and convergent-divergent type. In the former, it was obtained at the first iteration 
(equivalent to 4 simulations), while the latter was obtained after 4 iterations (equivalent 
to 12 simulations). The observed difference could be due to the meta-model accuracy 
reflected in the LOOCV results (Figures 6.2a and 6.2b), which seems to have made the 
straight type to find the global optimum quicker than convergent-divergent type. This 
assertion might not necessarily be the same for other meta-modelling case studies. 
 
 
 
 
 
 
 
Figure 6.3: Minimum root mean square errors for optimum 𝑪𝝁 and 𝑪𝟐𝜺  
(a) Straight type; (b) Convergent-divergent type  
 
Figure 6.3a and Table 6.1 reveal that there is no improvement when flow ratios are 
combined for straight type; hence, the default 𝐶𝜇 and 𝐶2𝜀 values were still obtained as the 
optimum. This could be as a result of the meta-model prediction errors and the 
optimisation algorithm not being able to find the global optimum. In the case of 
convergent-divergent type, slight improvement (about 4.4%) was obtained which gives 
new values for 𝐶𝜇 and 𝐶2𝜀 (see Table 6.1) with RMSE reduced from 0.0993 to 0.0949. This 
shows that little or no improvement is obtained when calibration with both 𝐶𝜇 and 𝐶2𝜀 is 
independent on flow ratio, which is similar to the single parameter calibration in chapter 
five, where the default RMSE for straight type is reduced to 0.0196 while that of 
convergent-divergent remains the same (i.e. 0.0993). This reveals that calibration based 
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on model parameters independent on flow ratio does not give appreciable benefit. 
Table 6.1: Calibration results for straight and convergent-divergent type 
(𝑪𝝁 and 𝑪𝟐𝜺 independent on flow ratio) 
 Standard k-ε model Calibrated model 
 
𝐶𝜇 
𝐶2𝜀 
Straight type 
0.09 
1.92                                                  
 
0.09 
1.92
RMSE                                                       0.0199 0.0199 
 
𝐶𝜇 
𝐶2𝜀 
Convergent-divergent type 
0.09 
1.92                                                  
 
0.1421 
2.1645
RMSE                                                       0.0993 0.0949 
   
 
6.1.3.2 𝑪𝝁 and 𝑪𝟐𝜺 dependent on flow ratio 
A significant improvement was obtained when calibration was based on individual flow 
ratios. Table 6.2 shows the results for straight type where there is a decrease in RMSE, 
with exception to M = 0.11 and M = 0.19 whose default values seem to give the minimum 
RMSE. Though their RMSE values indicate a relatively good match between simulation and 
experiment, they were improved by approximately 0.5% and 28% respectively for the 
single parameter calibration in chapter five. Hence, we can infer that a more significant 
improvement is obtained (with the default simulation) when calibration is based on 
adjustment of 𝐶𝜇 only. Similarly, Table 6.3 shows the results for convergent-divergent 
type. The RMSE values also indicate significant improvement.  
The calibration results for 𝐶𝜇  and 𝐶2𝜀 dependent on flow ratio, indicate substantial 
improvement over results for 𝐶𝜇  and 𝐶2𝜀 independent on flow ratio. This is similar to the 
single parameter case in chapter five.  
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Table 6.2: Calibration results for straight type 
(𝑪𝝁 and 𝑪𝟐𝜺 dependent on flow ratio) 
         Standard k-ε model            Calibrated model 
M = 0.01   
𝐶𝜇 
𝐶2𝜀 
0.09 
1.92 
0.1285 
1.9706 
RMSE 0.0255 0.0084 
M = 0.11   
𝐶𝜇 
𝐶2𝜀 
0.09 
1.92 
0.09 
1.92 
RMSE 0.0045 0.0045 
M = 0.19   
𝐶𝜇 
𝐶2𝜀 
0.09 
1.92 
0.09 
1.92 
RMSE 0.007 0.007 
M = 0.34   
𝐶𝜇 
𝐶2𝜀 
0.09 
1.92 
0.1164 
1.7982 
RMSE 0.0270 0.0172 
  
Table 6.3: Calibration results for convergent-divergent type 
(𝑪𝝁 and 𝑪𝟐𝜺 dependent on flow ratio) 
         Standard k-ε model            Calibrated model 
M = 0.04   
𝐶𝜇 
𝐶2𝜀 
0.09 
1.92 
0.06875 
2.57 
RMSE 0.1128 0.0987 
M = 0.3   
𝐶𝜇 
𝐶2𝜀 
0.09 
1.92 
0.06875 
2.57 
RMSE 0.1284 0.1122 
M = 0.58   
𝐶𝜇 
𝐶2𝜀 
0.09 
1.92 
0.08750 
1.71 
RMSE 0.1088 0.0643 
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6.1.4 Calibration results based on adjustment of simulation correlation 
parameters (straight and convergent-divergent type) 
The two correlations developed for both straight and convergent-divergent type in chapter 
four are 𝐶𝜇 = 0.1354𝑒
−2.646𝑀 and 𝐶𝜇 =  0.1412𝑒
−1.677𝑀 respectively. We can express both 
correlations in the form: 
𝐶𝜇 = 𝐴𝑒
−𝐵𝑀          (6.1) 
where 𝐴 and 𝐵 are the two parameters to be adjusted to yield optimal values for an 
alternative correlation that can give 𝐶𝜇 values to simulate with; 𝑀 is the flow ratio.  
 
Twenty initial CFD runs (five combinations of A and B values with four flow ratios) for the 
straight type were used to develop a kriging meta-model. Likewise, a kriging meta-model 
for the convergent-divergent type was developed from 15 initial CFD runs (five A and B 
values combined with three flow ratios). The meta-model is validated using the LOOCV 
method whose results are shown in Figure 6.4. In the case of the straight type (Figure 
6.4a), from 20 simulation runs, a single simulation run is used as the validation data and 
the remaining 19 as training data, while in the case of convergent-divergent type (Figure 
6.4b), 14 simulation runs were used as training data from 15 simulations runs. The 
calculated cross validated RMSE and R2 values for straight type are 0.0161 and 0.964 
respectively; while for the convergent-divergent type, they are 0.116 and 0.747 
respectively. These results are based on A and B independent on flow ratio i.e. output 
simulation data for each flow ratios were merged together. The RMSE and R2 values 
obtained still indicate a fair representation of the CFD data by the meta-model, and their 
magnitude could probably be due to three reasons.  
 
First, additional input parameters A and B were used as inputs into the meta-model which 
are not part of the inputs utilised during CFD simulation (as they were obtained as 
parameters from the developed correlation in chapter five). So, it seems the kriging meta-
model finds it difficult to accommodate the introduction of these new parameters. 
Secondly, there could be a need for additional design points for initial simulation (for better 
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coverage of the parameters within the design space) but this will subsequently increase 
the number of simulation runs. Thirdly, the variation in pressure coefficient plot trends at 
different flow ratios for convergent-divergent type (Figure 5.2, chapter five); which with 
the merging of all the output data that corresponds to each flow ratio (A and B independent 
on flow ratio) can have a significant influence on the predicted meta-model. Hence, it 
seems the variability of the plot trends at different flow ratios has a significant effect on 
meta-model predictions in annular jet pumps. No wonder the straight type with similar 
output plot trends at different flow ratios (Figure 5.1, chapter five) gave much better 
results 
 
 
 
 
 
 
 
Figure 6.4: Leave-one-out cross validation results for calibration with 
parameters A and B (a) Straight type; (b) Convergent-divergent type 
From series of iterations carried out for both straight and convergent-divergent type, the 
values of A and B which seem to give the optimum with minimum RMSE are 0.1625 and 
2.25 respectively. The plots of RMSE with the number of CFD simulations for four iterations 
are shown in Figure 6.5, where for straight type (Figure 6.5a), a single iteration is 
equivalent to 4 simulation runs, while for convergent-divergent type (Figure 6.5b), a single 
iteration is equivalent to 3 simulation runs. Figure 6.5 indicates that the optimum was 
obtained at the first iteration for four iterations considered. The use of four iterations could 
have created a limitation on the capability to find the global optimum. Hence, it is possible 
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that large number of iterations could eventually find the global optimum, which might not 
be at the first iteration. This suggests the need to strike a balance between model 
calibration and number of iterations. 
 
 
 
 
 
 
 
Figure 6.5: Minimum root mean square errors for optimum A and B 
Straight type; (b) Convergent-divergent type  
 
The optimum values for A and B results into a new correlation for both straight and 
convergent-divergent type given as: 
𝐶𝜇 =  0.1625𝑒
−2.25𝑀         (6.2) 
Comparison between default simulation, 𝐶𝜇 dependent on flow ratio, the proposed 
correlation from chapter five (𝐶𝜇 dependent on flow ratio), calibration for A and B based 
on the proposed correlation (equation 6.2), calibration based on both 𝐶𝜇 and 𝐶2𝜀 
(dependent and independent on flow ratio) are shown in Figure 6.6 and 6.7 for straight 
and convergent-divergent type respectively. 
 
From the calculated RMSE values, the simulation using 𝐶𝜇 dependent on flow ratio, M 
seems to give the best match with experimental data, though this is close to the correlation 
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to the fitting of an exponential trend type on the data for 𝐶𝜇 dependent on flow ratio, with 
R2 values of 0.9781 for straight type and 0.9944 for convergent-divergent type. As the R2 
values indicate how well the exponential curves fit the simulation data, these could 
ascertain the reason for the difference. However, the correlation proposed is a good 
correlation consideration for future simulations as the difference in RMSE and R2 values 
(when compared with that of 𝐶𝜇 dependent on flow ratio) are 0.0004 and 0.002 
respectively which are quite small. 
Figure 6.7 shows the residual plots (with an indication of the coefficient of determination 
values) for the comparisons in Figure 6.6. It further shows the best improvement in 
calibration with 𝐶𝜇 dependent on flow ratio, M (compared with the default simulation), 
which is followed by using the proposed correlation obtained in chapter five; where their 
residual points lie close to the origin. The percentage of improvement obtained in the 
calibration with 𝐶𝜇 dependent on flow ratio, M is about 48%; while that of the proposed 
correlation is about 46%. A summary of percentage improvement for all the calibration 
cases considered is given in Table 6.4. 
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Figure 6.6: Comparison between default simulation, 𝑪𝝁 dependent on flow ratio, 
the proposed correlation from chapter five (𝑪𝝁 dependent on flow ratio), 
calibration for A and B based on the proposed correlation (equation 6.2), 
calibration based on both 𝑪𝝁 and 𝑪𝟐𝜺 (dependent and independent on flow ratio) 
for straight type. 
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Figure 6.7: Residual plots comparisons for straight type calibration results  
 
The percentage improvement for calibration of 𝐶𝜇 dependent on A and B from the proposed 
correlation is about 29%; while calibration based on 𝐶𝜇 and 𝐶2𝜀 dependent on flow ratio 
gave a percentage improvement of about 24%.  
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Table 6.4: Percentage improvement for different calibration cases  
for straight type 
Calibration cases % improvement 
𝐶𝜇 dependent on flow ratio 48% 
Proposed correlation from 𝐶𝜇 dependent on 
flow ratio 
46% 
𝐶𝜇 depends on calibration of A and B 29% 
𝐶𝜇 and 𝐶2𝜀 dependent on flow ratio 24% 
𝐶𝜇 and 𝐶2𝜀 independent on flow ratio None 
 
𝐶𝜇 and 𝐶2𝜀 independent on flow ratio for straight type gave no improvement when 
compared with the default simulation; while that of convergent-divergent type gave about 
4.4% improvement. The differences in RMSE values from Figures 6.6, 6.7, 6.8 and 6.9 
could be due to: 
 
 The LOOCV results for the calibration cases, where the LOOCV reveals the accuracy 
of the meta-model. For instance, for the straight type, the cross-validated RMSE 
value for calibration based on  𝐶𝜇 dependent on flow ratio (RMSE = 0.000745) is 
less than that of calibration based on 𝐶𝜇 and 𝐶2𝜀 dependent on flow ratio (RMSE = 
0.00287). Hence, the RMSE for the calibrated model for the former is less than the 
latter. But, it is essential to mention that calibration based on A and B (with cross-
validated RMSE = 0.0161) did not follow this proposition, as it still gave better 
improvement compared with calibration with 𝐶𝜇 and 𝐶2𝜀 dependent on flow ratio. A 
similar trend was obtained in the convergent-divergent type. 
 
 Introduction of additional parameters A and B which increased the input variables 
dimensions for single model parameter calibration from 3 (axial distance, flow ratio 
and 𝐶𝜇) to 4 (axial distance, flow ratio, A and B). Similarly, for the calibration case 
of both 𝐶𝜇 and 𝐶2𝜀, the increase in the dimension of input variables from 3 (axial 
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distance, flow ratio and 𝐶𝜇) to 4 (axial distance, flow ratio, 𝐶𝜇 and 𝐶2𝜀) could be a 
contributory factor. 
 
 Merging of the simulation output data for different flow ratios, where the phrase, 
“𝐶𝜇 dependent on flow ratio” implies that the different 𝐶𝜇 simulation outputs of 
individual flow ratios were merged to build the meta-model. 
 
Despite these differences, it is important to mention that (1) significant improvement was 
obtained when compared with the default simulation, (2) the meta-modelling approach 
makes exploration at different parameter considerations or combinations possible, and (3) 
such exploration is not computationally intensive. In essence, we are able to obtain a guide 
on the parameter values to use for simulation, and subsequently search to find the global 
optimum which minimises the sum of squared error. This would have been a challenging 
task using CFD which requires lots of computational time and effort. 
 
Similarly, as observed in the straight type calibration results, Figure 6.9 shows the 
convergent-divergent type residual plots (with an indication of the coefficient of 
determination values) for the comparisons in Figure 6.8. It also shows that the best 
improvement was obtained in the calibration with 𝐶𝜇 dependent on flow ratio, which is 
followed by using the proposed correlation obtained in chapter four. A summary of the 
percentage improvement for all the calibration cases is given in Table 6.5. 
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 Figure 6.8: Comparison between default simulation, 𝑪𝝁 dependent on flow 
ratio, the proposed correlation from chapter five (𝑪𝝁 dependent on flow ratio), 
calibration for A and B based on the proposed correlation (equation 6.2), 
calibration based on both 𝑪𝝁 and 𝑪𝟐𝜺 (dependent and independent on flow ratio) 
for convergent-divergent type. 
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Figure 6.9: Residual plots comparisons for convergent-divergent type 
calibration results 
 
A comparison between Table 6.4 and Table 6.5 shows that improvement is more 
pronounced in the straight type than in the convergent-divergent type. This could be due 
to the following reasons: 
 The geometry of the straight type is much simpler than that of the convergent-
divergent type. Hence, modelling the pressure distribution at the walls (quantified 
in terms of the pressure coefficient) seem to be easier in the straight type than in 
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the convergent-divergent type. But, this does not necessarily mean the 
methodology is only applicable to simple systems. 
 
 The observed plot trend of the pressure coefficient (considered output variable) in 
the straight type is similar for the four flow ratios, M = 0.01, 0.11, 0.19 and 0.34 
(though the output values are different); while in the case of the convergent-
divergent type, the plot trend varies for the three flow ratios, M = 0.04, 0.3 and 
0.58. These have been shown in Figure 5.1 for the former and Figure 5.2 for the 
latter. 
 
 The Leave-one-out cross validation (LOOCV) results for the straight type shows 
better meta-model accuracy than that of the convergent-divergent type.  
 
Table 6.5: Percentage improvement for different calibration cases for 
convergent-divergent type 
Calibration cases % improvement 
𝐶𝜇 dependent on flow ratio 16% 
Proposed correlation from 𝐶𝜇 dependent on 
flow ratio 
15.5% 
𝐶𝜇 depends on calibration of A and B 15.3% 
𝐶𝜇 and 𝐶2𝜀 dependent on flow ratio 5.2% 
𝐶𝜇 and 𝐶2𝜀 independent on flow ratio 4.4% 
 
The results obtained from the calibration of the two turbulent model parameters, 𝐶𝜇 and 
𝐶2𝜀 reveal that the simulation accuracy was not improved when compared with the 
calibration of single parameter, 𝐶𝜇. In fact, the RMSE from the calibration of two 
parameters is worse than that of a single parameter. In theory, this should not happen 
since for the two-parameter case, one should at least be able to keep the default value for 
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𝐶2𝜀 and the optimum value, as identified in the one-parameter case, for 𝐶𝜇, and thus the 
RMSE should be identical to the one-parameter case. This was not observed in the results, 
most likely due to the prediction errors of the meta-model and the inability of the 
optimisation algorithm to find the global optimum. This relates to the well-known issue 
dealing with high dimensional problems (Sacks et al., 1989; Wang et al., 2014). 
Nevertheless, such exploration of multiple parameters for calibration of CFD models would 
have been computationally infeasible without meta-modelling. 
 
To investigate the possibility of further improvement of the results obtained, the addition 
of the optimum points from 𝐶𝜇 calibration to the design points for the two parameters, 𝐶𝜇 
and 𝐶2𝜀 was attempted, with the implementation of the same calibration methodology. This 
has been demonstrated in section 6.1.5 for both the straight and convergent-divergent 
type. 
 
6.1.5 Using optimum 𝐶𝜇 calibration for the calibration of 𝐶𝜇 and 𝐶2𝜀    
The addition of the optimum 𝐶𝜇 calibration values increases the number of design points 
for the calibration of 𝐶𝜇 and 𝐶2𝜀, which leads to the need to update the meta-model with 
the implementation of the calibration procedure described in section 3.1.7.2. This has been 
considered for the parameters independent and dependent on flow ratio. 
6.1.5.1 Parameters independent on flow ratio for straight and convergent-
divergent type 
For the straight type, the optimum value of 𝐶𝜇 obtained from the calibration of 𝐶𝜇 only 
(independent of flow ratio) is 𝐶𝜇 = 0.095 (where default 𝐶2𝜀 = 1.92). This is added to the 
design points for the calibration of 𝐶𝜇 and 𝐶2𝜀 independent on flow ratio which results into 
seven 𝐶𝜇 and 𝐶2𝜀 values combined with four flow ratios. Hence, 28 initial CFD runs were 
used to develop a kriging meta-model. Out of these seven 𝐶𝜇 and 𝐶2𝜀 values, 𝐶𝜇 = 0.095 
and 𝐶2𝜀 = 1.92 gave the current best solution (with RMSE = 0.0196). On using the 
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calibration methodology to obtain the optimum parameter values for 𝐶𝜇 and 𝐶2𝜀, the current 
best solution was still obtained as the optimum even after 10 iterations (where 1 iteration 
is equivalent to 4 simulation runs). This is shown in Figure 6.10. Hence, the results 
obtained from Figure 6.10 shows that the use of optimum values from 𝐶𝜇 calibration in the 
calibration design for 𝐶𝜇 and 𝐶2𝜀 still does not improve the simulation accuracy i.e. does 
not give further improvement. Nonetheless, it was able to keep the default value for 
𝐶2𝜀 while the optimum from single parameter calibration, 𝐶𝜇 only was realised. 
  
 
 
 
 
 
 
 
Figure 6.10: Using optimum 𝐶𝜇 calibration for the calibration of 𝐶𝜇 and 𝐶2𝜀 independent 
on flow ratio (straight type). (a) Minimum root mean square errors; (b) Comparison 
between default simulation and using optimum 𝐶𝜇 for 𝐶𝜇 and 𝐶2𝜀 calibration 
 
Similarly, for the convergent-divergent type, when the optimum point from the calibration 
of 𝐶𝜇 was added to the design points for the calibration of 𝐶𝜇 and 𝐶2𝜀, the current best 
solution was still the optimum from 𝐶𝜇 calibration which is the default parameters, 𝐶𝜇 = 
0.09 and 𝐶2𝜀 = 1.92, where the RMSE is 0.0993. In essence, this will result in the same 
results as Figure 6.3b. 
0 5 10 15 20 25 30 35 40
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Number of CFD simulations
R
o
o
t 
M
e
a
n
 S
q
u
a
r
e
 E
r
r
o
r
s
, 
R
M
S
E
Minimum 
RMSE  
-0.05 0 0.05 0.1 0.15 0.2 0.25 0.3
-0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
Experimental data
C
F
D
 S
im
u
la
ti
o
n
 
 
Default simulation with RMSE=0.0199
Using optimum C for C & C2 independent on M with RMSE=0.0196
(a) 
(b) 
 157 
 
6.1.5.2 Parameters dependent on flow ratio for straight type and 
convergent-divergent type 
For the straight type, the optimum 𝐶𝜇 from the single parameter calibration for 𝐶𝜇 
dependent on flow ratio has also been added to the design points for the calibration of 𝐶𝜇 
and 𝐶2𝜀, but the default value for 𝐶2𝜀 with the optimum from single parameter calibration 
(𝐶𝜇 only) were still obtained as the optimum as seen in Table 6.6. These were obtained 
after six iterations for each of the four flow ratios; which implies a total of 24 iterations. 
  
Table 6.6: Optimum 𝐶𝜇 and 𝐶2𝜀 based on addition of optimum 𝐶𝜇 
to the design points (straight type) 
𝑪𝝁 𝑪𝟐𝜺 RMSE 
M = 0.01 
0.1385 1.92 0.00325 
M = 0.11 
0.0935 1.92 0.00448 
M = 0.19 
0.083 1.92 0.00512 
M = 0.34 
0.056 1.92 0.0195 
 
Similarly, in the case of the convergent-divergent type, Table 6.7 shows that the optimum  
𝐶𝜇 values from the calibration of 𝐶𝜇 with the default value for 𝐶2𝜀 were still obtained as the 
optimum. These were likewise obtained after six iterations, which results in 18 total 
number of iterations for three flow ratios. 
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Table 6.7: Optimum 𝐶𝜇 and 𝐶2𝜀 based on addition of optimum 𝐶𝜇 
to the design points (convergent-divergent type) 
𝑪𝝁 𝑪𝟐𝜺 RMSE 
M = 0.04 
0.1294 1.92 0.0391 
M = 0.3 
0.0888 1.92 0.1279 
M = 0.58 
0.0524 1.92 0.0597 
 
From the results obtained by the addition of optimum values from single parameter 
calibration to the design points for two parameters calibration, the approach attempted 
was able to keep the default value for 𝐶2𝜀 and the optimum value from the single parameter 
calibration for 𝐶𝜇. 
 
6.2 Summary 
The novel calibration methodology has been extended to the calibration of two turbulent 
model parameters (𝐶𝜇 and 𝐶2𝜀), for both straight and convergent-divergent annular jet 
pumps. A similar application was also in the calibration of two parameters (A and B) from 
CFD simulation correlation for annular jet pumps proposed in chapter five. Comparing the 
root mean square error (RMSE) of the default simulation with single parameter calibration 
and two parameters calibration, the RMSE values reveals a significant improvement in the 
match with experimental data. 
In addition, 𝐶𝜇 dependent on flow ratio surprisingly gave the best result followed by the 
proposed correlation, where the difference is quite small. This corroborates the use of the 
proposed correlation as a guide for future CFD simulations in annular jet pumps, where 
the flow ratios are unknown. Calibration with both 𝐶𝜇 and 𝐶2𝜀 seem not have improved the 
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simulation accuracy when compared to calibration with 𝐶𝜇; but, on adding the optimum 
points from the latter to the design points for the former, the optimum 𝐶𝜇 value from the 
latter was realised, with the default 𝐶2𝜀 value, which is still an acceptable result in finding 
the optimum. Most importantly, the meta-modelling approach affords us the possibility of 
useful exploration of different combinations of parameters for calibration, which is faster 
when compared with using CFD. 
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CHAPTER SEVEN 
META-MODEL ASSISTED SENSITIVITY ANALYSIS  
This chapter presents sensitivity analysis studies for annular jet pumps, through which we 
are able to obtain the effect of the turbulent model input parameters, 𝐶𝜇 on the output, 
pressure coefficient. This in principle can be done using CFD but it is computationally 
intensive due to large number of simulation runs. Hence, this study has utilised the kriging 
meta-model which enhances faster sensitivity analysis. This is important in the design, 
analysis and optimisation studies of annular jet pumps. 
 
7.1 Straight type annular jet pump 
Figure 7.1 shows the sensitivity of pressure coefficients to 100 different values, where the 
pressure coefficients were predicted using the kriging meta-model. These predictions have 
been indicated as red lines (which looks like a red zone due to lots of red line). 100 different 
𝐶𝜇 values were used to cover a wide range of the 𝐶𝜇 model parameter where the chosen 
lower bound (0.05), intermediate bound from default CFD model (0.09) and upper bound 
(0.2) are of known output data; while the output data for the 100 𝐶𝜇 values are unknown.  
These 100 𝐶𝜇 values help to give a good coverage of the effect of different 𝐶𝜇 values on 
the output data for pressure coefficient. They also help to determine reliable range of 𝐶𝜇 
values required for design and optimisation. The lower, intermediate and upper bound 𝐶𝜇 
values cannot on their own justify the output data trend when other 𝐶𝜇 values within these 
bounds are of interest. For instance, a 20% increase or decrease in a 𝐶𝜇 value within these 
bounds will give a substantial change in output data, most especially within axial distance, 
X/Do of 0 and 3. Hence, this creates the need to explore the effect of a wide range of 𝐶𝜇 
values via kriging meta-model prediction. 
From the Figure 7.1, the lower and upper bound output results from CFD matches well 
with the lower and upper bound prediction output from kriging meta-model. The 
exceptions to this is found between X/Do of 1.6 and 2.7, where some predicted output 
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values from kriging meta-model falls outside those from CFD upper bound. This could be 
because the kriging prediction is interpolation-based. Nonetheless, the difference between 
these two data sources within those points is quite small.  
Each computation with CFD took about 5 hours for straight type annular jet pump (which 
would have amount to about 500 hours for 100 simulation runs); while the prediction with 
kriging for 100 𝐶𝜇 values (for a given flow ratio) took about 3 minutes to be computed. 
Hence, using the kriging meta-model is substantially faster, saving lots of computational 
effort (Table 7.1). As mentioned earlier on, the CFD computation time for the straight type 
is influenced by the mesh’s grid number and the computer configuration, where in this 
case, the latter is: Intel Core i5-2400 CPU, 3.10GHz with 4GB installed memory (RAM). 
Table 7.1: Save in computational time for sensitivity analysis 
using kriging meta-model for each flow ratio (straight type) 
Traditional CFD Kriging meta-model 
100 simulation runs: 
About 500 hours 
100 predictions: 
About 3 minutes 
 
Figure 7.1 also reveals that the lower bound of 𝐶𝜇 = 0.05 and other 𝐶𝜇 values which falls 
before the average of the lower and upper bound significantly under-predict the 
experimental data within an axial distance, X/Do of 0 and 3. Similarly, the upper bound of 
𝐶𝜇 = 0.2 and other 𝐶𝜇 values which fall after the average of the lower and upper bound 
significantly over-predict the experimental data within an axial distance, X/Do of 0 and 3. 
These indicate that when the 𝐶𝜇 values are too close to 0.05 and 0.2, the prediction does 
not match well with experimental data. Hence, the use of appropriate 𝐶𝜇 values to obtain 
good prediction is essential. 
Beyond X/Do equals 3, values of 𝐶𝜇 close to the upper bound have a better match with 
experimental data than those close to the lower bound. The small variations in output 
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observed within X/Do of 3 and 7 imply that pressure distribution at the wall (in terms of 
pressure coefficient) varies insignificantly at this region irrespective of the 𝐶𝜇 values. Also, 
similarly below X/Do of 3, there is a very significant variation of the output with 
experimental data. The small variations in output between X/Do of 0 and 3, and large 
variations beyond X/Do = 3 can be due to the recirculation region formation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1: Meta-model sensitivity analysis results for flow ratios, M = 0.01, 
0.11, 0.19, 0.34, straight type annular jet pump (𝑪𝝁 dependent on flow ratio). 
The red lines (which look like a red zone) are 100 predicted outputs (pressure 
coefficient) 
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The commencement of recirculation in the nozzle region which extends to some part of 
the throat close to the nozzle could account for the large variations in pressure coefficient 
(see Figure 5.4 in Chapter five). Small variations in output beyond X/Do = 3 could possibly 
be due to non-occurrence of recirculation within this region.  
The relationship between turbulent viscosity, 𝜇𝑡 and 𝐶𝜇 (given in Figure 5.1) can also be 
used to explain the variation of output with input as follows. 
𝜇𝑡 = 
𝐶𝜇𝜌𝑘
2
𝜀
          (7.1) 
where 𝜌 is the fluid density, 𝑘 is the turbulent kinetic energy, and 𝜀 is the turbulent 
dissipation rate. Equation (7.1) was proposed by Launder and Spalding (1974) for k-ε 
turbulent model. It is one of the equations that form the basis for the k-ε turbulent model 
constants given in Table 2.1. 
If we obtain the data for the turbulent viscosity from ANSYS Fluent CFD package which 
corresponds to the straight type annular jet pump with four flow ratios, M = 0.01, 0.11, 
0.19 and 0.34 relative to the axial distance (X/Do), the relationship between the turbulent 
viscosity parameter and X/Do is given in Figure 7.2 for lower, intermediate and upper 
bounds for 𝐶𝜇 which are 0.05, 0.09 and 0.20 respectively. This can also be used to explain 
the kriging meta-model sensitivity analysis results in Figure 7.1. With X/Do less than 3, 
large variations exist in turbulent viscosity between the lower and upper bound for 𝐶𝜇. This 
probably accounts for large variations in output within X/Do less than 3 in Figure 7.1. Also, 
at X/Do greater than 3, small variations exist in turbulent viscosity which probably 
accounts for small variations in output within X/Do greater than 3 in Figure 7.1. 
 164 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2: Relationship between 𝑪𝝁 and turbulent viscosity for straight type 
 
For the purpose of additional explanation, the data for turbulent viscosity, turbulent kinetic 
energy, 𝑘 and turbulent dissipation rate, 𝜀 have also been presented for the standard k-ε 
model, the default CFD simulation. For each of the plots in Figure 7.3, it can be inferred 
that as flow ratio increases, there is a slight increase in turbulent viscosity, turbulent 
kinetic energy and turbulent dissipation rate. In each plot, it can be seen that within X/Do 
of 0 to 3, large values of 𝜇𝑡, 𝑘 and 𝜀 exist, which tends to reduce to very small values going 
beyond X/Do = 3. This could account for the trend observed in terms of the respective 
large and small variation of output with respect to changes in the input parameter, 𝐶𝜇 
shown in Figure 7.1. 
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Figure 7.3: Turbulence parameters: turbulent viscosity, turbulent kinetic energy 
and turbulent dissipation rate for straight type, standard k-ε 
A quantification of the sensitivity analysis results using the sensitivity index described in 
section 3.2 of chapter three (using equation 3.14 and 3.15) results in Figure 7.4 for 
straight type annular jet pump, where the red circle indicates the sensitivity index 
calculation for the CFD model; while the blue circle indicates the sensitivity index 
calculation for the kriging meta-model prediction. 
0
0.001
0.002
0.003
0.004
0.005
0.006
0 2 4 6 8
T
u
r
b
u
le
n
t 
v
is
c
o
s
it
y
, 
(
k
g
/
m
-s
)
X/Do
Turbulent viscosity
M = 0.01
M = 0.11
M = 0.19
M = 0.34
0
0.5
1
1.5
2
2.5
3
0 2 4 6 8
T
u
r
b
u
le
n
t 
k
in
e
ti
c
 e
n
e
r
g
y
, 
(
m
2
/
s
2
)
X/Do
Turbulent kinetic energy
M = 0.01
M = 0.11
M = 0.19
M = 0.34
0
50000
100000
150000
200000
250000
0 2 4 6 8
T
u
r
b
u
le
n
t 
d
is
s
ip
a
ti
o
n
 r
a
te
, 
(
m
2
/
s
3
)
X/Do
Turbulent dissipation rate
M = 0.01
M = 0.11
M = 0.19
M = 0.34
 166 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.4: Sensitivity indices for straight type 
 
We can make some inferences from Figure 7.4. For all the flow ratios, the sensitivity index 
gave similar values in both the meta-model and CFD. This confirms a good match between 
the meta-model prediction and CFD model. In X/Do less than 3, the sensitivity indices 
ranges from approximately 0.038 to 1.8 which correspond with large variations in output 
in Figure 7.1 for X/Do less than 3. On the other hand, for X/Do greater than 3, sensitivity 
indices decrease with almost the same values ranging from approximately 0.027 to 0.038 
which corresponds with small variations in output seen in Figure 7.1. At X/Do = 1, 
sensitivity index is greater than 1.33 which implies very high output variations consistent 
with Figure 7.1. A summary is given in Table 7.2 which shows that output variations are 
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a function of the axial distance, X/Do, where output variations are inversely proportional 
to X/Do. Hence, as X/Do increases, output variations decreases and vice-versa. 
 
Table 7.2: Sensitivity index and output variations relationship  
for straight type flow ratios, M = 0.01, 0.11, 0.19 and 0.34 
Axial distance, 
X/Do 
Sensitivity 
index 
Sensitivity to 𝑪𝝁 
values 
Output variations 
0 – 3 0.038 - 1.8 High sensitivity to 
parameter changes 
Wide range of output 
variations 
3 – 7 0.027 - 0.038 Small sensitivity to 
parameter changes 
Small range of output 
variations 
 
7.2 Convergent-divergent type annular jet pump 
Using similar approach for convergent-divergent type, Figure 7.5 shows the variation of 
pressure coefficient with axial distance, X/Do. The save in computational time in this case 
is shown in Table 7.3, where a single simulation run for convergent-divergent type took 
about 5 hours (hence, there would have been about 500 hours for 100 simulation runs) 
using traditional CFD; while 100 predictions with kriging meta-model took about 3 
minutes. The same computer used for the straight type CFD simulation was also used for 
the convergent-divergent type, but with an installed memory of 16GB. 
Table 7.3: Save in computational time for sensitivity analysis 
using kriging meta-model for each flow ratio (convergent-divergent type) 
Traditional CFD Kriging meta-model 
100 simulation runs: 
About 500 hours 
100 predictions: 
About 3 minutes 
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The trend obtained in Figure 7.5 for each flow ratio (M = 0.04, 0.3, and 0.58) differs. For 
flow ratio, M = 0.04, a good match exist between lower and upper bound output results 
from CFD and that of meta-model. Within X/Do of 0 and 0.5, very small variations exist in 
the predicted output results, which imply a very small variation in the pressure distribution. 
Larger variations exist in X/Do greater than 0.5. Between X/Do of 1 and 1.5, the variation 
slightly reduces at this region, then widens up again beyond X/Do of 1.5. In flow ratio, M 
= 0.3, lower and upper bound from CFD seem not to tally with that of the meta-model 
prediction. The reason for this could not be ascertained. Moreover, the trend of the 
prediction seems to be unusual. This could probably be due to the CFD pressure coefficient 
plot trend (Figure 7.5). In flow ratio, M = 0.58, the lower bound output happens to have 
a better match with experimental data than the upper bound. 
Furthermore, Figure 7.5 shows that, at a low flow ratio (M = 0.04), the pressure coefficient 
has significant sensitivity to 𝐶𝜇 all the way from approximately X/Do=0.5 to the 
downstream end of the jet. However, the sensitivity as given by the meta-model and CFD 
simulations does not fully agree for higher flow ratios (M = 0.3 and M = 0.58). Due to the 
less accuracy of the meta-model at these regions, it becomes difficult to draw a definitive 
conclusion. 
 
From Figure 5.5 in Chapter five, we could probably infer that the recirculation region which 
seems to gradually disappear as the flow ratio increases, could possibly account for the 
observed pressure coefficient output variations. In flow ratio, M = 0.04, recirculation 
commences just before the nozzle outlet with large number of recirculation streams which 
extends to some distance around the converging section. It could be responsible for the 
observed small variations in output between X/Do of 0 and 0.5. The very small variation 
in output observed in flow ratio, M = 0.58 in Figure 7.5 could be due to the disappearance 
of the recirculation region. 
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Figure 7.5: Meta-model sensitivity analysis results for flow ratios, M = 0.04, 
0.3, 0.58, convergent-divergent type annular jet pump (𝑪𝝁 dependent on flow 
ratio). The red lines are 100 predicted outputs (pressure coefficient) 
 
Disappearance of the recirculation region seems to be peculiar to that of M = 0.3 also (see 
Figure 5.5 in Chapter five), but how this relates to the unusual variation in output in Figure 
7.5 cannot be ascertained. The disappearance of the recirculation region with increase in 
flow ratio agrees with the work of Xiao et al. (2014).  
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We can also use the relationship that exists between turbulent viscosities and 𝐶𝜇 to explain 
the output variations for convergent-divergent pump. The plots showing this relationship 
are shown in Figure 7.6. 
 
From Figure 7.6, it can be observed that the trend of the plots is not consistent when 
compared to that of the straight-type in Figure 7.2. For M = 0.04, it can be observed that 
turbulent viscosity values starts at about X/Do = 0.5 which seems to be consistent with 
very small output variation within that axial distance. It seems quite difficult to use the 
trend in Figure 7.6 to explain Figure 7.5 as it is not consistent with that of the straight-
type turbulent viscosity plots. Nonetheless, we can infer that from the turbulent viscosity 
plot for M = 0.04, a significant variation exists in the output between the lower and upper 
bound. From that of M = 0.3, low turbulent viscosity exists between X/Do of 0 and 1. This 
seems to be consistent with the low pressure coefficient for M = 0.3 in Figure 7.5. A 
significant variation then exists between the turbulent viscosity for the lower and upper 
bound within X/Do of 2 and 4.5, which also seems to be consistent with the pressure 
coefficient plot in Figure 7.5. This variation then reduces between X/Do of 4.5 and 8, which 
also seems to be reflected in the plot in Figure 7.5. The turbulent viscosity plot of M = 
0.58 gave no significant variation between the lower and upper bound. This can also be 
seen in the pressure coefficient plot where there is a very small variation. 
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Figure 7.6: Relationship between 𝑪𝝁 and turbulent viscosity for 
convergent-divergent-type 
 
Similarly, the sensitivity index calculation has also been used to further quantify the 
sensitivity analysis results in convergent-divergent type as seen in Figure 7.7. The 
sensitivity indices trend obtained for all the flow ratios in convergent-divergent type is not 
consistent with that of straight type. This could be related to the variations in pressure 
coefficient trend patterns for different flow ratios in the former (see Figure 7.5). For flow 
ratio, M = 0.04, kriging the meta-model gave a good prediction of the CFD model, while 
for M = 0.3, some disparities exist. This could probably be due to unusual prediction trend 
obtained as seen in Figure 7.5. Flow ratio, M = 0.58 also indicates a good prediction of the 
CFD model by the kriging meta-model with the sensitivity indices tending towards zero. 
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This indicates that small variation exists in the output between the lower and upper bound 
for 𝐶𝜇.   
 
In M = 0.04, between X/Do = 0 and 1.5 (Figure 7.7), the sensitivity indices are greater 
than 0.0133, up to about 1.7 which agrees with significant sensitivity to parameter values 
in Figure 7.5. Between X/Do = 1.5 and 8, the sensitivity indices values are less than 
0.0133. Yet, there is a significant output variation in Figure 7.5. The reason for this cannot 
be ascertained. In M = 0.3, between X/Do = 0 and 4, sensitivity indices values are greater 
than 0.0133, up to about 5.9 which also agrees with significant sensitivity to parameter 
values in Figure 7.5. X/Do greater than 4 appears to give sensitivity indices tending to 
zero (ignoring the negative values). This would have been interpreted as small or non-
sensitivity to parameter changes; but, it seems not to comply with the results in Figure 
7.5 for M = 0.3. In M = 0.58, between X/Do = 0.3 and 8, sensitivity indices ranges from 
approximately 0.0025 to 0.262 which implies very small sensitivity to parameter changes. 
The observed trend in Figure 7.7 in relation to parameter changes and output variation 
has been summarised in Table 7.4. 
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Figure 7.7: Sensitivity indices for convergent-divergent type 
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Table 7.4: Sensitivity index and output variations relationship  
for convergent-divergent type flow ratios 
Axial distance, 
X/Do 
Sensitivity 
index 
Sensitivity to 𝑪𝝁 
values 
Output variations 
M = 0.04 
0 – 1.5 > 0.0133, up to 
about 1.7 
Significant 
sensitivity to 
parameter changes 
Significant range of 
output variations 
M = 0.3 
0 - 4 > 0.0133, up to 
about 5.9 
Significant 
sensitivity to 
parameter changes 
Significant range of 
output variations 
M = 0.58 
0.3 - 8 0.0025 - 0.262 Small sensitivity to 
parameter changes 
Small range of output 
variations 
 
 
7.3 SUMMARY 
Sensitivity analysis studies were carried out for straight and convergent-divergent annular 
jet pumps using kriging meta-model, which predicted the variations of the output with 
different input values and likewise reduce the computation time required to carry out the 
study compared with the traditional use of CFD. Comparing sensitivity analysis 
computational time using kriging meta-model and CFD model, the former obtained output 
variations at 100 different turbulent model parameter (𝐶𝜇)  in about 3 mins for both 
straight and convergent-divergent type; while the latter for just a single simulation run, 
used about 5 hours for both straight and convergent-divergent type. This indicates a save 
in computational time for both types of annular jet pumps, hence faster sensitivity studies.  
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However, it should be noted that the effectiveness of the proposed sensitivity analysis 
approach relies on sufficient accuracy of the meta-model. For the case of convergent-
divergent type jet pump, it appears that the meta-model prediction has significant 
deviation from CFD simulation for certain flow ratios, and thus the sensitivity analysis gives 
different trend. Therefore, it is advised to carefully validate the developed meta-model, 
and if needed to improve the meta-model with additional CFD simulations (which inevitably 
require more computation), prior to its use in practical situations. The outcome of this 
study has established further knowledge base for the design of annular jet pumps using 
CFD. 
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CHAPTER EIGHT 
CONCLUSION AND FUTURE WORK 
The conclusions drawn from the research project and recommended future work have been 
presented in this chapter. 
8.1 Conclusion 
A novel methodology for the calibration of computational fluid dynamics (CFD) simulation 
has been proposed. This was based on the expression of the expected improvement 
measure as a function of the sum of squared errors (SSE) the objective function to be 
minimised, where the SSE conforms to a generalised chi-squared distribution. Previous 
expected improvement measure proposed by Jones et al. (1998) had the objective 
function to be normal distribution based which might not be applicable to real life 
scenarios. A numerical case study of the semi-batch reactor was considered to test the 
methodology and to confirm a saving in computational time. The semi-batch reactor was 
considered as a two parameter case, where the adjusted parameters were the kinetic 
parameters, k1 and k2. The results reveal a saving in computational time, and a significant 
improvement of the simulation model with actual plant data. 
 
Two CFD simulation case studies of the straight type and convergent-divergent annular 
jet pumps were likewise considered to evaluate the proposed methodology. In this study, 
a single parameter case of the turbulent model parameter, 𝐶𝜇 and likewise, a two 
parameter case of the turbulent model parameters, 𝐶𝜇 and 𝐶2𝜀 were considered as 
parameters to be adjusted for calibration of the CFD simulation model with experimental 
data. Sensitivity analysis studies were also carried out for the annular jet pump simulation 
case, to further investigate the effect of the single calibrated turbulent model parameter, 
𝐶𝜇 on the output, pressure coefficient. This helped to provide additional information on the 
choice of the parameter in the CFD simulation of annular jet pumps. 
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In the single parameter case of the annular jet pumps, the expected improvement 
measure suggests the 𝐶𝜇 value to be used for simulation, which from series of optimisation 
iterations; an optimum 𝐶𝜇  value is obtained which reduces the sum of squared errors (SSE) 
and gives better improvement with experimental data, when compared with the default 
CFD simulation model. The simulation run time when the novel calibration methodology is 
used was compared with that of the traditional CFD calibration approach, and it was 
observed that the former significantly reduced the simulation run time. The results 
therefore reveals that faster calibration can be carried out using the proposed novel 
calibration methodology. In addition, it was observed that the use of different 𝐶𝜇 values at 
different flow ratios (𝐶𝜇 dependent of flow ratio) gave better calibration results when 
compared to using a single 𝐶𝜇 value for different flow ratios. From the study, a correlation 
was also proposed which relates 𝐶𝜇 to flow ratio. This correlation can generally be used for 
annular jet pump CFD simulation, most especially for flow ratios that do not currently exist 
in the literature. 
Two parameter cases of the annular jet pumps, which includes adjustment of the turbulent 
model parameters, 𝐶𝜇 and 𝐶2𝜀; and adjustment of two parameters A and B obtained from 
the correlation proposed from the single parameter calibration were also considered. In 
these two parameter cases, a significant improvement in the match of the of the default 
simulation model with experimental data was obtained. The results obtained in terms of 
the root mean square errors (RMSE) were compared with those of single parameter 
calibration, and it was observed that the use of a single parameter, 𝐶𝜇 dependent on flow 
ratio gave the best match with experimental data. This is followed by the proposed 
correlation (from the single parameter calibration), where the difference in their RMSE is 
quite small. This suggests the reliability of the proposed correlation for future CFD 
simulations involving annular jet pumps. From the calibration explorations carried out, it 
is evident that the proposed novel calibration methodology can be used for faster 
exploration of various parameter combinations possibilities.  
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In other to improve the simulation accuracy for the calibration of the two turbulent model 
parameters, 𝐶𝜇 and 𝐶2𝜀, an attempt was made to add the optimum point for single 
parameter calibration of 𝐶𝜇 to the design points for two parameters. The results obtained 
eventually found the optimum 𝐶𝜇 from single parameter calibration, while keeping the 
default value for 𝐶2𝜀. In essence, the results gave what is at least expected in the 
calibration of two parameters. However, the calibration parameter exploration carried out 
in this study would have been computationally intensive without the meta-model assisted 
calibration methodology. 
Sensitivity analysis studies have also been carried out for the calibrated parameter in 
annular jet pumps simulation using the kriging meta-model. The results reveal that faster 
sensitivity studies can be done using the meta-model rather than doing this directly in 
CFD. Furthermore, it has helped to investigate the effect of different 𝐶𝜇 parameter values 
on the output, pressure coefficient. 
8.2 Future Work 
The following have been recommended as possibilities of future work: 
1. Having considered calibration enhanced with kriging meta-model using pressure 
coefficient as output, future work can consider developing meta-model for the 
recirculation region (as output). An attempt could be made to propose a suitable 
CFD methodology to obtain the recirculation boundaries at different flow ratios 
which were measured experimentally in the journal paper by Shimizu et al. (1987).  
A meta-model can then be constructed to subsequently apply the calibration 
methodology proposed in this research work to obtain optimum turbulent model 
parameters that can give a better match of the CFD model with experimental data. 
 
2. As the kriging meta-model was used in this work, other meta-modelling techniques 
such as radial basis function and artificial neural network can be explored for 
calibration and sensitivity analysis which can be compared with the use of kriging 
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meta-model. The annular jet pump will hence serve as a case study to make 
comparisons between different meta-modelling techniques. This will further help to 
provide additional information on the choice of meta-modelling methods for the 
purpose of calibration and sensitivity analysis studies. 
 
3. In the current work, the use of the proposed methodology (novel EI) for the 
purpose of calibration in CFD is not simultaneous with the CFD simulation. Hence, 
the proposed methodology had to be run separately in MATLAB as it has not been 
incorporated into currently existing ANSYS Fluent CFD simulation package. As this 
is a software issue, a future work could consider incorporating the novel EI and the 
associated MATLAB code used for calibration into such CFD package, which is useful 
for simultaneous calibration and CFD-based process or equipment design and 
optimisation. This will require collaboration with the CFD package providers to 
enable a modification of the existing software. 
 
4. In this study, a correlation which relates the turbulent parameter, 𝐶𝜇 to flow ratio 
has been proposed. This correlation needs to be further tested and validated using 
other flow ratios which are currently not available in both the experimental and 
CFD literature for annular jet pumps. This will require running CFD simulations on 
such flow ratios, which can subsequently lead to calibration and sensitivity analysis 
studies. Experimental data with flow ratios different from the ones used in this 
study can also be utilised to verify the established relationship between 𝐶𝜇 and flow 
ratio in annular jet pumps. This will follow the same procedure utilised in this study 
except for the use of a different experimental data. 
 
5. Further study could also be carried out on the effect of 𝐶𝜇 dependent and 
independent on flow ratio, possibly on a different experimental case study. As 
mentioned in this study, 𝐶𝜇 dependent on flow ratio implies the flow ratios are not 
merged but are considered individually such that different 𝐶𝜇 values are obtained 
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for each flow ratio; while 𝐶𝜇 independent on flow ratio implies the flow ratios are 
merged, which leads to a single 𝐶𝜇 for all the flow ratios. Hence, this will further 
investigate if it is better to carry out calibration using different 𝐶𝜇   for different flow 
ratios, or if a single 𝐶𝜇 value can be used for different flow ratios. 
In addition, the adjustment of the turbulent model parameter, 𝐶2𝜀 only which can 
be compared with the results obtained in this research project can also be 
considered. As this research has explored 𝐶𝜇 only, and both 𝐶𝜇 and 𝐶2𝜀, further 
studies can likewise explore the use of 𝐶2𝜀 only. This will help to gain further insight 
to the different parameter combinations in the CFD simulation of annular jet pumps 
that can give the best match with experimental data. 
6. The range of 𝐶2𝜀 values used for the calibration of 𝐶𝜇 and 𝐶2𝜀 can be tightened as it 
is possible that the calibration is very sensitive to the adjustment of 𝐶2𝜀. This will 
imply setting up new design points which will be used to build the meta-model; 
that can subsequently be used for calibration using the methodology proposed in 
this thesis. 
 
7. In this study, the semi-batch reactor simulation case has been used to compare 
the newly proposed EI measure with that of Jones et al. (1998). Further studies 
can implement the CFD simulation cases of both the straight and convergent-
divergent annular jet pump for this comparison. 
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APPENDIX 1 
Additional calibration results from the study 
 
 
 
 
 
 
 
 
 
 
Figure 1A: Relationship between expected improvement and probability of 
improvement 
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