Energy technologies emitting differing proportions of methane (CH 4 ) and carbon dioxide (CO 2 ) vary in their relative climate impacts over time, due to the different atmospheric lifetimes of the two gases. Standard technology comparisons using the global warming potential (GWP) emissions equivalency metric do not reveal these dynamic impacts, and may not provide the information needed to assess technologies and emissions mitigation opportunities in the context of broader climate policy goals. Here we formulate a portfolio optimization model that incorporates changes in technology impacts as a radiative forcing (RF) stabilization target is approached. An optimal portfolio, maximizing allowed energy consumption while meeting the RF target, is obtained by year-wise minimization of the marginal RF impact in an intended stabilization year. The optimal portfolio calls for using certain higher CH 4 -emitting technologies prior to an optimal switching year, followed by CH 4 -light technologies as the stabilization year approaches. The model is applied to transportation technology pairs and shows that, by accounting for the differing decay behavior of gases, optimal switching portfolios allow energy consumption gains of up to 50% compared to relying on the higher CH 4 -emitting technology alone. The results allow for estimates of target timelines for mitigating methane emissions from energy technologies.
Introduction
Life cycle assessment (LCA) is widely used to inform environmental policy, private investment, and engineering design. It is standard practice in LCA to compare technologies in terms of their climate impacts measured on a single scale, where the impacts of different greenhouse gases are converted to their CO 2 equivalent mass values and aggregated. The emissions equivalency metrics used for this aggregation, typically the GWP(100) [1] [2] [3] and its variants [4] [5] [6] [7] , compare gases by integrating their radiative forcing (RF) impacts over a fixed time horizon. However, in the presence of a RF stabilization policy [8, 9] , the relative importance of yearly short-and long-lived greenhouse gas emissions [10, 11] in meeting the policy objective will change as stabilization approaches. This property is not reflected in the static measures currently in use.
Dynamic comparisons of greenhouse gases relative to a climate target can be made using integrated assessment models of the economy and environment [12] [13] [14] . However these models are formulated to study outcomes of a particular policy, and the resulting mitigation scenario. For studies of technology life cycle impacts under a range of possible scenarios, a different approach is needed. Technology assessment needs to be scenario independent to the degree possible, given the uncertainty about the future scenario (energy demand, emissions profiles, etc.) that will be followed.
In this paper we represent dynamic technology choice as a simplified forward-looking multiperiod portfolio optimization problem, maximizing energy consumption over a planning horizon in the presence of a RF stabilization constraint. This formulation leads naturally to an analytical expression for technology impact based on the marginal RF impact in the stabilization year. Because the range of possible stabilization years is limited to a finite range (by feasible rates of emissions reduction over time) for each stabilization level, the approximate marginal RF impact can be determined for a range of scenarios leading to stabilization at a level given by a climate policy target (see Sec. S1). Technology impacts per unit consumption change over time as the stabilization year is approached but do not depend on a detailed mitigation scenario. This formulation of the technology choice problem is equivalent to applying the instantaneous climate impact (ICI) emissions equivalency metric proposed in earlier work [15] . Here we show the benefits of using this approach to plan for technology transitions.
The optimal technology portfolio obtained from our model can use relatively CH 4 -heavy technologies in earlier years, switching to relatively CH 4 -light technologies as an intended RF stabilization year approaches. This switching portfolio facilitates greater energy consumption compared to the exclusive use of either technology alone. We find that the optimal number of years between switching and stabilization is uniquely determined by the relative CH 4 and CO 2 intensities of available technologies. These results suggest a role for CH 4 -heavy technologies as "bridges" to lower emissions intensity alternatives.
Our model is applied to selected pairs of CH 4 -heavy and CH 4 -light transportation technologies. We find that early use of the CH 4 -heavy technology (the first listed in each pair) is optimal only if the stabilization horizon exceeds 22 years for compressed natural gas as compared to gasoline, 14 years for algae biodiesel as compared to electric vehicles, and 19 years for renewable natural gas as compared to switchgrass ethanol. Given a stabilization horizon from the present to mid-century, the consumption gain from an optimal switching portfolio can be up to 15% and 50% compared to using only a CH 4 -light or CH 4 -heavy technology, respectively, with larger gains possible for longer horizons (see Fig. S10 ). The GWP(100), in contrast, leads to static, single technology portfolios which result in either a significant overshoot of the stabilization target or, if constrained below the target for example through a multi-basket emissions policy that addresses greenhouse gases separately, allows significantly lower energy consumption.
Methods
In this section we describe the sectoral RF stabilization target (Sec. 2.1), the evaluation of technology RF impacts (Sec. 2.2-2.3) and the technology portfolio optimization model (Sec. 2.4).
RF stabilization constraints
We use a 3 W/m 2 RF global stabilization target, which in equilibrium is roughly equivalent to a 2 • C temperature change [16] from pre-industrial levels, a commonly-cited climate target [9] . A range of scenarios stabilizing at this level is determined [15, 17] , with stabilization occurring within a range of approximately 15 years up to 2051 (see Sec. S1). A stabilization year of 2050, consistent with a 3 W/m 2 RF target and the RCP3-PD/2.6 scenario [18, 19] , is used as an example, but we also examine the effect of earlier stabilization years. Results are stated in general terms and can be applied to other stabilization levels.
Beginning in the year 2015, the global RF target required for stabilization in 2050, computed by subtracting the estimated RF due to legacy emissions (pre-2015 emissions remaining in the atmosphere in 2050) from 3 W/m 2 , is found to be 1.6 W/m 2 . The RF stabilization target for a specific energy sector is its fraction of the global target in proportion to its energy consumption today relative to total global energy consumption. The US road transportation sector constitutes about 4% of today's global energy consumption [20] . We consider 25% of the US road transportation sector for our technology portfolio choice. Therefore, the RF stabilization target (TRF) used for this subsector is 1% of the global stabilization target, or 0.016 W/m 2 . The conclusions highlighted and the benefits of planning for methane mitigation would apply to larger energy end-use sectors as well.
Marginal RF and GWP calculations
Technologies emit multiple greenhouse gases, the three most prevalent being CO 2 , CH 4 and nitrous oxide (N 2 O), indexed by i = K, M, N , respectively. The RF contribution following the use of a technology can be linearly approximated by a function of the emission intensities of these gases, and their radiative efficiencies and atmospheric lifetimes [16] . Let b ij denote the mass of gas i emitted by technology j per unit consumption, A i denote the radiative efficiency of gas i, and f i (t, t ) the impulse response function representing the fraction of gas i retained in the atmosphere at time t following emission at time t ,
Empirical values of A i and the parameters in f i (t, t ) for CO 2 , CH 4 and N 2 O [16] are given in Sec. S2. The instantaneous RF from unit consumption using technology j is i b ij A i and the RF impact at evaluation time t of a pulse emission from unit consumption using technology j at emission time t is
For sustained emissions occuring over time, prior to the evaluation time t, RF j (t, t ) in (3) represents the marginal RF impact at t of unit consumption at emission time t . This corresponds to the absolute ICI metric [15] for technology j at time t evaluated at time t and converted from a per emitted mass to a per consumption unit basis (see Sec. S4).
Using the same parameters, technology j's impact using the GWP(τ ), is
in grams CO 2 -equivalent per unit energy consumption, where
in grams CO 2 -equivalent per mass of greenhouse gas i and τ is the integration horizon. The 100-year GWP, is calculated by setting τ to 100 in the above two equations.
Description of technologies
Life cycle emissions intensities b ij are obtained from the GREET model (https://greet.es.anl.gov) for three pairs of transportation technologies, where 'technology' refers to the combined fuel and vehicle jointly. For each pair the CH 4 -heavy h and CH 4 -light l are chosen so that
). CH 4 -heavy technologies CNG, algae, and RNG exhibit higher instantaneous RF than their CH 4 -light counterparts gasoline, EV, and switchgrass ( Fig. 1(c) ) but lower GWP(100)-based impacts (( Fig. 1(d) ), due to the higher radiative efficiency but faster decay time of CH 4 relative to CO 2 . See Tab. S3 for numerical values associated with Fig. 1 
(a)-(d).
Since CH 4 decays much faster than CO 2 (and N 2 O), the RF induced by an initial pulse emission from a CH 4 -heavy technology falls faster with t and its GWP(τ ) falls faster with τ than for its CH 4 -light counterpart ( Fig. 2 
Technology portfolio optimization
Energy technologies emit sustained streams of greenhouse gases over time rather than as a single pulse. We use a discrete time approximation of energy consumption where emissions occur as a pulse at the end of each year t = 0, . . . , t S .
Let c t denote energy demand in year t and x jt the fraction of c t supplied by technology j in year t . A technology portfolio p is defined by the set x jt over time t = 0, . . . , t S , and RF p (t S ) denotes the total radiative forcing induced by the portfolio at the end of the stabilization year t S .
In the model presented here, the technology planning horizon coincides with the RF stabilization year, given the coincidence of commonly suggested stabilization horizons [18, 19] and timelines for technology development and infrastructure planning [21] . However, the model could be adapted to cases where the planning and stabilization horizons differ (see Sec. S6.1). The optimization model that selects a technology portfolio and energy consumption levels to maximize total consumption, while satisfying the RF target in the stabilization year is given below. 
Optimization Model
where the objective function represents total consumption, the first constraint defines the energy consumption profile based on growth rate, g t in year t , and the second constraint ensures that RF does not exceed the target value TRF in the stabilization year. If RF is linearly related to changes in greenhouse gas concentrations, RF p (t S ) can be written using (3) as
In (6) RF p (t S ) is the sum of RF impacts in the stabilization year of all prior portfolio emissions. The RF j (t S , t ) terms represent the marginal RF impact of unit consumption using technology j in emission year t . Using (6) in the model simplifies its solution as we can first determine the optimal technology choice in each year by minimizing RF p (t S ) and then maximize consumption using the optimal portfolio.
Since the model constrains RF only in the stabilization year, early TRF overshoots are possible. An additional set of constraints,
(referred to as early overshoot constraints) are also presented to assess the impact of overshoot restrictions, for example through policies that separately cap short-and long-lived greenhouse gases [11] , on the optimal portfolio and consumption levels.
Our model is applied to the three transportation technology pairs shown in Fig. 1 . We consider annual consumption growth rates of 0%, representing flat consumption, and 1.22%, based on projection for U.S. road transportation[20] (see Sec. S5).
Portfolio optimization with the GWP
The GWP expresses the climate impact of technologies as a CO 2 -equivalent value. Therefore, we can represent the GWP-based estimate of marginal RF impact in the stabilization year of technology j per unit consumption in year t , as GW P j (τ )A K f K (t S , t ), where GW P j (τ ) is given by (4) . A K is the radiative efficiency of CO 2 and f K (t S , t ) is the fraction of CO 2 emitted at time t remaining in the atmosphere at time t S . Using this definition, the intended RF in year t S , based on GWP, of using technology portfolio p for the consumption stream c 0 , . . . , c t S , is
We solve the optimization model using RF g p (t S ) in place of RF p (t S ) to find the optimal technology portfolio and energy consumption levels that result from using the GWP to evaluate technologies.
Impact of stabilization year uncertainty
There is a roughly 15 year range of possible stabilization years given a plausible set of emissions scenarios for stabilizing radiative forcing at 3 W/m 2 . We use the stabilization year 2050 as an example but investigate the consequences of committing to an optimized portfolio based on other stabilization years in this range (see Sec. S7.1). We also examine how optimal decisions differ when uncertainty in the stabilization horizon is explicitly incorporated in the optimization model. Here the model uses expected RF (instead of RF in a single stabilization year) in the optimization model, where the expectation is based on a probability distribution over the range of possible stabilization years, from 2036 to 2050 (see Sec. S7.2).
Results
The solutions to the technology portfolio optimization model are described in Sec. 3.1 where we investigate the benefits of planning for methane mitigation. Sec. 3.3 discusses the sensitivity of these results to the stabilization year. Sec. 3.2 describes the optimal solutions calculated using the GWP. In Sec. 3.1 and 3.2 different aspects of the general behavior of the optimal solutions are presented as simple propositions. Each proposition is followed by a description of the quantitative results obtained for the example technology pairs.
Optimal portfolio and energy consumption
The optimal technology portfolio is determined by year-wise minimization of RF j (t S , t ) across technologies, followed by solving for the maximum possible energy consumption using the optimal technology portfolio. Prop. 1 describes the general solution to the optimal portfolio problem with a high-CH 4 /low-CH 4 technology pair (see Sec. S6.1 for proof).
Proposition 1 Given a pair of CH 4 -heavy and CH 4 -light technologies h and l, respectively, where h induces higher CH 4 instantaneous RF and lower non-CH 4 instantaneous RF as well as a higher total instantaneous RF per unit consumption than l, then there exists a unique emissions year t * < t S that satisfies
per unit consumption, and (a) if t * > 0, then the optimal portfolio weights are x * ht = 1, x * lt = 0 for 0 ≤ t < t * and x * ht = 0, x * lt = 1 for t * ≤ t ≤ t S , but (b) if t * ≤ 0, then the optimal portfolio weights are x * ht = 0, x * lt = 1 for 0 ≤ t ≤ t S .
By definition, h has a higher CH 4 instantaneous RF than l. If h also induces a lower non-CH 4 related instantaneous RF and a greater total instantaneous RF than l, then emissions from h occurring sufficiently in advance of the stabilization year will have a lower marginal RF impact in the stabilization year than corresponding emissions from l. The year when this advantage switches from h to l is referred to as the optimal switching year and denoted by t * .
Solving (9) gives us a unique value for the time span between the optimal switching year t * and the stabilization year t S for any given technology pair, defined by their relative CH 4 and non-CH 4 emissions intensities (see Sec. S6.1). If t S shifts forward or backward, t * will also shift by an identical amount. We find that technology switching will be optimal for a technology pair if a finite t * exists and it lies within the stabilization horizon (Prop. 1(a)); otherwise, there is no opportunity to use technology switching (Prop. 1(b)). Technology pairs that do not satisfy the conditions in Prop. 1(a) will have a single dominant technology for all years. These cases are outlined in Tab. S4.
These results support the use of suitable CH 4 -heavy technologies as bridging technologies, if the stabilization horizon is sufficiently long i.e., t * exists and has not already passed. All three technology pairs shown in Fig. 1 satisfy these conditions. The marginal RF impact resulting from using each technology over time, in an example stabilization year of 2050, is shown in Fig.3 The optimal switching to stabilization time span is 22 years for CNG and gasoline, 14 years for algae and EV, and 19 years for RNG and switchgrass. Using a stabilization horizon of 35 years (2015-2050), it is optimal to use CNG for 13 years, algae for 21 years, and RNG for 16 years, followed by a switch to gasoline, EV, and switchgrass, respectively. If the stabilization year is shifted up to 2043 (the middle of the range of plausible years discussed in Sec. 2.1), the optimal switching year for each technology pair shifts by 7 years, keeping the same time span between switching and stabilization. The total energy consumption over the stabilization horizon can be written in terms of an initial (annual baseline) consumption rate c and consumption growth rate, g t , over time
(1 + g t ) .
(10)
Given that the optimal technology portfolio depends only on the marginal RF impact in the stabilization year (see Prop. 1), the optimal technology choice over time is independent of the energy consumption trajectory (or how consumption is weighted across time, for example, by using a discount rate). However, the level of total consumption does depend on the consumption growth rate. We use exogenously-specified growth rate projections and an initial baseline annual consumption rate to determine allowed energy consumption over time in Prop. 2 (see Sec. S6.2 for proof).
Proposition 2 Given a radiative forcing target T RF , the maximum total consumption possible is given by (10) , where the optimal annual baseline consumption level c * solves
The optimal switching portfolio is incorporated in (11) by substituting for the optimal x * ht s and x * lt s for all emission years. By minimizing RF in the stabilization year, the optimal portfolio allows the highest energy consumption compared to any other portfolio. We calculate maximum allowed consumption, given in terms of allowed consumption using gasoline (gasoline-equivalent consumption), for individual technologies in each technology pair, and compare the values to the consumption using the optimal switching portfolio (Fig. 4) . The optimal switching portfolio increases the allowed energy consumption relative to each individual technology alone. The percentage consumption gains relative to the individual CH 4 -light and CH 4 -heavy technologies are shown in Fig. 4(b) and 4(c) , respectively.
The biofuels and EV based portfolios meet the RF constraint while supporting projected energy demand[20] (see Tab. S5 and Figs. S6 and S7) while the fossil fuel based portfolios do not, due to their higher emissions intensities. This highlights the need to shift from the fossil fuel based technologies to lower emissions intensity technologies, to meet energy demand as well as the RF constraint. Furthermore we note that the results call into question the benefits of CNG given the relatively small gains of a switching portfolio (from CNG to gasoline) over using gasoline alone, and the dominance of gasoline based vehicles and infrastructure today. The investment required to make the transition to CNG may not be justified by the modest gains in energy consumption.
The RF trajectories for individual technologies in each pair, and their optimal switching portfolios, are shown in Fig. 5(a)-(c) . While the RF constraint is met in the stabilization year, the RNG-switchgrass optimal switching portfolio exhibits overshoots prior to the stabilization year, outperform portfolios relying on CH 4 -light (purple) or CH 4 -heavy (orange) fuels alone, in that they allow greater energy consumption while avoiding a significant overshoot of the sector radiative forcing target (TRF). Optimal technology choice using the GWP(100) to select the technology and energy consumption level (black) exhibits a target overshoots over a wide range of years. (t * , switching year; t S , stabilization year).
peaking at approximately 11% of the sector target (0.1% of the global target) in the switching year. Early overshoots can be concerning if they are relatively large and long-lasting, and if policy targets are set to be consistent with climate system thresholds above which abrupt climate changes may occur [22, 23] . Overshoots can be avoided by choosing an earlier stabilization year (if averse to the risk of a temporary overshoot) (Sec. S6.4). Portfolios which require a gradual conversion over time from the CH 4 -heavy to the CH 4 -light technology will also mitigate an overshoot (Sec. S9.1). Overshoots could also be avoided in a policy context where gases are capped separately, known as a 'multibasket' policy. In this case planning to transition from a CH 4 -heavy to the CH 4 -light technology (a switching portfolio) still provides an advantage over applying the GWP, as the switching portfolio will allow greater energy consumption while meeting the RF constraint (see Fig. 4 and Sec. S9.2).
Portfolio optimization using the GWP
The GWP-based optimal technology portfolio is determined by using the intended RF based on GWP(τ ) from (8), instead of the actual RF from (6) , in the technology portfolio optimization model (see Sec. S8) and outlined below.
Proposition 3 Given that the instantaneous RF of h exceeds that of l, if GW P h (τ ) = GW P l (τ ) for some time horizon τ , and GW P (τ ) is used for portfolio choice, (a) if τ > τ , then GW P h (τ ) < GW P l (τ ) and the optimal portfolio is x * ht = 1, x * lt = 0 , and (b) if τ < τ , then GW P h (τ ) > GW P l (τ ) and the optimal portfolio is x * ht = 0, x * lt = 1 for all emission years t .
Since the GWP is a static metric, the estimated radiative forcing impact of a given technology does not depend on the time of use. As a result, a single technology with the lowest GWPdetermined impact, will be selected in all years. The actual RF impact may differ from the intended impact, because the GWP does not account for changes in the RF impact of emissions over time.
We use GWP with the standard time horizon of τ = 100 years in our numerical simulations with a planning horizon of t S = 35 years and GWP (35) matched technologies in each pair. Since the CH 4 -heavy technologies in each pair have lower GWP(100)-evaluated impacts than their CH 4 -light counterparts (Fig. 2 at τ = 100) , they are used to satisfy the entire portfolio. The GWP(100)-based intended RF underestimates actual RF in the stabilization year, and thus, allows higher energy consumption, while failing to meet the RF target (black lines in Fig. 5) , as compared to the optimal portfolio using the marginal RF. If instead we force the RF constraint to be met (for example through implementing a 'multi-basket' policy) the allowed energy consumption can be much lower when applying the GWP for technology evaluation than when planning for a switching portfolio (20% lower in the case of RNG alone versus the RNG to switchgrass portfolio, see Sec. S9.2).
Stabilization year uncertainty analysis
The optimal decisions based on three different stabilization horizons, the lower and upper bounds and the midpoint of the range (2035 and 2050), are compared for the three technology pairs. We find that total energy consumption allowed by the switching portfolio relative to the CH 4 -light technology increases and that relative to the CH 4 -heavy technology decreases as the stabilization horizon lengthens, due to the longer usage of the CH 4 -heavy technology prior to switching (Sec. S7, Tab. S6, Fig. S9 and S10) . Alternatively, the optimization model may be solved with a stochastic stabilization year. We examine a case where the optimal portfolio is determined by minimizing the expected marginal RF impact, and the probability distribution of stabilization years is uniform over the range of possible years.
Examining the stochastic case for the three technology pairs in Fig. 1 , we find that for all three technology pairs the optimal switching year is advanced by about one year compared to the optimal switching year for the mean stabilization year 2043, and total consumption is reduced marginally (by less than 1.5%) relative to the optimal consumption for RF stabilization in the mean stabilization year (Sec. S7.2, Fig. S11 and S12) . Therefore, for these technology pairs, the optimal portfolio and its performance is relatively insensitive to uncertainty in the stabilization year over the plausible range.
Conclusion and Discussion
In this paper we have focused on dynamic technology evaluation and choice to meet a given radiative forcing stabilization level. We show that the optimal choice can be a technology switching portfolio, where the CH 4 -heavy technology is used initially, followed by a switch to a CH 4 -light option. Such a switching portfolio allows greater energy consumption than the exclusive use of either technology. These results support the case for using appropriate CH 4 -heavy bridging technologies, given a sufficiently long stabilization horizon, but also cautions against using CH 4 -heavy technologies too close to the stabilization time-frame.
The model shows the benefits of planning for technology transitions using a dynamic approach or metrics such as the ICI [15] for counting short-lived greenhouse gases such as CH 4 against long-lived CO 2 , as compared to the static GWP(100). Technology planning based on the GWP(100) can lead to significant overshoots of the intended radiative forcing stabilization level, for the technologies examined in this paper.
If an RF constraint is applied exogenously, a situation which approximates the real-world case of a multi-basket emissions cap that regulates different gases through separate caps, the technology switching portfolio allows greater consumption than the GWP (up to 20% for the technology examples studied). (This shortfall in allowed consumption corresponds conceptually to the cost of GWP relative to a cost-effective optimization [24] as discussed in the literature on the cost of the GWP [25] [26] [27] [28] .) This result demonstrates the benefits of planning for methane mitigation and technology transitions, regardless of the regulatory policies adopted. We note that the same benefits would apply to planning for reducing methane leakage from technologies that are currently CH 4 -heavy but show potential for decreasing CH 4 emissions [29, 30] .
The technology choice approach we develop is designed to be scenario independent to the extent possible, where scenario here refers to the RF pathway to stabilization and future energy demand. The model only requires specification of a climate policy target in the form of a radiative forcing stabilization level. Given the stabilization level, a range of feasible stabilization years is determined, and the optimal year for switching from a CH 4 -heavy to a CH 4 -light technology is well-defined by this range. The optimal switching year does not depend on the future energy consumption level, and the benefits of technology switching will apply across a wide range of possible energy consumption scenarios.
This scenario-independence is important because there is a critical need for technology evaluation tools that perform well despite inherent uncertainty about the future, in order to inform technology design, private investment decisions and policy development. These tools should also be transparent and easy to use and yet, to perform well, should incorporate important features of the climate system. We present such an approach here which can be used to plan for technology development timelines. Such planning can help direct efforts to reduce the costs of low-emissions intensity technologies [31] [32] [33] [34] .
Furthermore, climate policies often target individual demand sectors separately with technologyfocused policies ('segmental' policies [35] ), and life cycle impact assessments are critical to the appropriate design and implementation of these policies. Recent EPA regulations on power plants [36, 37] , and other current and proposed policies [38] (for example, The President's Climate Action Plan [39] ) rely on the GWP to evaluate technology impacts -or do not account for the impacts of non-CO 2 greenhouse gases at all -and thus do not take advantage of information about the changing value of short-versus long-lived greenhouse gas impacts over time. Methods like the one we propose can inform the formulation of policies to meet the demand for energy while also meeting climate change mitigation goals.
