Abstract-Mesh modeling is an important problem with many applications in image processing. A key issue in mesh modeling is how to generate a mesh structure that well represents an image by adapting to its content. In this paper we propose a new approach to mesh generation, which is based on a theoretical result derived on the error bound of a mesh representation. In the proposed method, the classical Floyd-Steinberg error-diffusion algorithm is employed to place mesh nodes in the image domain so that their spatial density varies according to the local image content. Delaunay triangulation is next applied to connect the mesh nodes. The result of this approach is that fine mesh elements are placed automatically in regions of the image containing high-frequency features while coarse mesh elements are used to represent smooth areas. The proposed algorithm is noniterative, fast, and easy to implement. Numerical results demonstrate that, at very low computational cost, the proposed approach can produce mesh representations that are more accurate than those produced by several existing methods. Moreover, it is demonstrated that the proposed algorithm performs well with images of various kinds, even in the presence of noise.
I. INTRODUCTION

M
ESH MODELING of an image involves partitioning the image domain into a collection of nonoverlapping (generally polygonal) patches, called mesh elements. The image function is then determined over each element through interpolation. Mesh modeling is an efficient and compact method of image representation and is an effective tool for tracking rigid and nonrigid motion in image sequences. As a result, mesh modeling has recently found many important applications in image processing, including, for example, image compression [1] - [4] , motion tracking and compensation [5] - [10] , image processing through geometric manipulation [11] , and medical image analysis [12] .
A critical issue in mesh modeling is how to determine the mesh structure for a given image. Several approaches for mesh generation have been proposed in the literature of finite element methods [13] and image processing. One approach is to begin with an initial model of the image (such as a coarse, Manuscript received July 24, 2001 ; revised March 3, 2003 . This work was supported in part by the Whitaker Foundation and NIH/NHLBI under Grant HL65425. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Philippe Salembier.
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Digital Object Identifier 10.1109/TIP.2003.812757 regular mesh), then to refine the model successively in a hierarchical manner so that the approximation error is reduced [14] - [18] . A physics-based modeling approach was proposed in [19] , wherein the mesh structure is modeled as a spring system based on the content of the image. A global mesh-optimization approach was developed in [20] , [21] , in which the mesh is computed by minimization of a regularized objective function consisting of the approximation error and other factors related to image features and mesh regularity. In this paper we propose a new approach that generates the mesh very rapidly and, as our experimental results suggest, can produce a more accurate mesh representation for a given image than methods requiring much more computation time. The proposed method is an order of magnitude faster than the quadtree method (a successive mesh refinement approach, e.g., [21] ) and 2-3 orders of magnitude faster than iterative optimization. We have applied the proposed mesh generation procedure to tomographic image reconstruction, where preliminary results indicate that the method can outperform several well-known reconstruction algorithms [22] , [23] . In this paper, we will focus on only the fundamental development of the proposed mesh-generation procedure as an image-representation method, leaving its applications to subsequent papers.
To justify the proposed method, we begin by deriving a rigorous bound on the approximation error of a mesh representation. This result states that the accuracy of a mesh representation is inversely proportional to the maximum magnitude assumed by the second directional derivatives of the image function over each mesh element. Based on this result, we argue that a good mesh representation of an image should use small (in area) elements in image regions where its second directional directive is large; conversely, larger elements should be used in regions where the second directional directive is relatively small.
The proposed mesh generation approach, which aims directly to achieve this desired property, consists of the following three steps. First, a feature map of the image is computed, which serves to describe the spatial distribution of the largest magnitude of the second directional directives of the image. Second, the well-known Floyd-Steinberg error-diffusion algorithm [24] , [25] is employed to distribute the mesh nodes so that their local spatial density is proportional to the corresponding value of the computed feature map. In the third and final step, a two-dimensional (2-D) Delaunay triangulation algorithm [26] - [28] is used to connect the mesh nodes.
The proposed mesh generation approach is essentially a method of image representation by nonuniform sampling [29] , wherein the mesh nodes can be viewed as nonuniformly spaced samples of the image. As will be demonstrated, the proposed approach effectively places the samples according to the local image content, with samples placed most densely in areas having the most image detail.
In addition to using image samples as the mesh node values, we also investigate the use of a least-squares (LS) fitting approach to determine the nodal values. It turns out that LS fitting can further improve the accuracy of the mesh representation significantly.
The rest of the paper is organized as follows. In Section II we establish the theoretical basis for the subsequent development of the proposed mesh generation approach. The mesh generation algorithm is then developed in detail in Section III. In Section IV a LS fitting approach is derived for determination of the mesh nodal values. Some issues related to numerical implementation of the proposed algorithm are discussed in Section V. In Section VI we present numerical results to evaluate the performance of the proposed mesh generation approach, including objective approximation-error metrics. These results demonstrate that, at very low computational cost, the proposed approach can produce a more accurate mesh representation of an image than several existing methods. Furthermore, we demonstrate that the proposed algorithm works equally well with images of various kinds, including images having strong high-frequency features (such as sharp edges) and ones that are very smooth with little detail. Moreover, we show that the proposed algorithm performs well, even in the presence of noise, and is effective for noise reduction. Finally, concluding remarks are given in Section VII.
II. THEORETICAL BASIS
A. Mesh Representation
Let denote an image function defined over a domain , which is divided into a total of nonoverlapping mesh elements , . The image function is represented over each as follows:
where is the number of nodes defining , and is the interpolation basis function associated with the th node of . In practice, the elements are often chosen to be triangles or quadrangles because of the geometrical simplicity of these shapes. In this study triangular elements are used, i.e., . The mesh representation in (1) assumes a form of signal representation based on nonuniform sampling. By definition, each basis function in (1) has support only over its associated elements . Thus, the total contribution of a particular nodal value to the image is strictly limited to those elements associated with .
For notational simplicity, we assume that the image function is defined over a 2-D domain , i.e., . However, the method can be readily extended to higher dimensions.
B. Error Analysis
In this section we consider the following question: How accurately can , as defined in (1), represent the image function ? This question has been addressed in several mathematical forms in finite element analysis [30] - [32] , where the goal has been to provide algorithmic convergence analysis. Herein, we derive a result for the purpose of adaptive mesh generation, following an approach similar to that pursued in [30] . We confine our attention to linear basis functions owing to the low model complexity; however, the approach we take can be readily extended to other types of basis functions as well.
Here, we simply state the main result, deferring its detailed derivation to Appendix A.
Theorem 1: Let denote a triangle on the two-dimensional plane , and let denote a real-valued image function with continuous second partial derivatives defined on . Let denote the linear interpolation of at the vertices of . Then for each point (2) where is the length of the longest side of , and is the least upper bound on the second directional derivative of over , i.e., (3) where denotes the second directional derivative of at point along the unit vector . Note that the assumption of continuity of the second partial on the image function is not restrictive in practice because, for a continuous-domain function to be represented by its samples, it must be bandlimited (to avoid aliasing) [33] , [34] . This implies that is also analytic on its continuous domain, i.e., all of its derivatives exist and are continuous [35] , [36] .
C. Proposed Mesh Generation Algorithm
The result in (2) provides a foundation for the development of the proposed mesh generation algorithm described in this paper. First, it states that the approximation error bound is proportional to the maximum magnitude assumed by the second directives of the image function over element . Second, it states that this error bound is also proportional to , the square of the length of the longest side of . Note that is simply proportional to the area of , provided that is not excessively elongated.
Based on this observation, we argue that, to achieve a uniformly low approximation error throughout the image, a good mesh generation scheme should try to place small (in area) elements in regions of an image where its second directional directive is large, and conversely, larger elements should be used in regions where the second directional directive is relatively small. The mesh resulting from such a mesh-generation approach will have the property that the local spatial density of the mesh nodes (i.e., the vertices of the triangles) is proportional to the magnitude of the second directional directive of the image.
We propose a mesh generation scheme that aims specifically to achieve this goal at low computational cost. The method consists of three steps. In the first step, a feature map is extracted from the image . This feature map is based on the largest magnitude of its second directional directive. In the second step, we employ the well-known Floyd-Steinberg error-diffusion algorithm [24] , a method originally designed for digital halftoning [25] . The objective in digital halftoning is to use the spatial density of ink dots to represent the image intensity. In our application, the Floyd-Steinberg algorithm is used to place mesh nodes according to the extracted feature map . The result is that the mesh nodes are automatically arranged in the image domain with the desired property that their local spatial density is proportional to the magnitude of the second directional directive of the image. The Floyd-Steinberg algorithm is a numerically efficient, single-pass algorithm that produces excellent results, as we show later.
In the third and final step of the algorithm, a 2-D Delaunay triangulation algorithm [26] , [27] is used to connect the mesh nodes obtained in the first two steps. Among its many interesting properties, Delaunay triangulation is known to yield a well-structured mesh at a reasonable computational cost. Most importantly, the use of Delaunay triangulation avoids producing excessively elongated elements, thereby reducing the error bound in (2) . The resulting mesh structure consists of triangular mesh elements that are automatically adapted to the content of the image. The details of these steps are described in the next section.
III. CONTENT-ADAPTIVE MESH GENERATION
A. Image Feature-Map Extraction
For clarity, an image function will be written explicitly as in the following. Let denote the largest magnitude of the second directional derivative of at point , i.e., (4) and define the feature map function as (5) where is the largest value of over the image domain, and is a positive constant. The role of in (5) is simply to normalize the value of within the range between 0 and 1. The parameter can be used to adjust the sensitivity of the mesh structure to edge features in the image. Normally, . Next, we address the computation of . We assume spatial coordinates to be continuous in the image domain . Issues associated with discrete pixels are addressed in Section V-A.
We begin with the following result. Corollary 1: Let denote the Hessian matrix of at , and let represent the two eigenvalues of . Then (6) Proof: Recall that the directional derivative of a function , along a unit-directional vector , is given by where is the gradient of at . Thus, the second derivative of along at can be written as (7) where the Hessian matrix is defined by (8) with , and denoting the partial derivatives , , and , respectively. Clearly, is a real, symmetric matrix, thus the eigenvalues and eigenvectors of are also real. Furthermore, for any vector (9) where is the Euclidean norm of . Thus (10) Note that equality is assumed in (10) when is colinear with the eigenvector associated with the larger of the two eigenvalues in magnitude; therefore (11) Corollary 1 thus follows immediately.
Note that the eigenvalues of are computed as (12) Thus, can be computed based on (6) and (12) . Next, we derive a result that can further simplify the computation of the feature map.
Corollary 2: Let denote the largest magnitude of the second partial derivatives of at point , i.e., is easier to compute than , so, to simplify the computation of the feature map, can be used in place of in (5). We will refer to the feature map as the exact feature map when is used, and simplified feature map when is used. Our numerical experiments (Section VI) demonstrate that the simplified feature map can yield results nearly identical to that obtained with the exact feature map.
B. Adaptive Mesh-Node Placement
The Floyd-Steinberg algorithm [24] is a classical errordiffusion method widely used in digital halftoning. Its purpose is to distribute ink dots in the image so that their spatial density is proportional to the local image intensity. This algorithm serves naturally as a tool for the placement of mesh nodes in our application, where, with some modification, it is employed to place the mesh nodes in accordance with the spatial density specified by the feature map . The modified algorithm is as follows.
1) Beginning with the first pixel , proceed in a raster scanning order. 2) Let denote the value of the feature map at pixel . At each pixel , compare against a prescribed threshold to obtain an indicator function specifying the node locations as follows:
Thus, indicates the presence of a mesh node at . Next, compute the quantization error at as (17) 3) Diffuse at in proportions to its four immediate causal neighbors at , , and . Specifically, the values of the feature map at the neighboring pixels are adjusted in the following manner:
where " " means "assign the value of the right-hand-side expression to the left-hand-side variable." 4) Repeat Steps 2 and 3 until the end of the image is reached. To complete this procedure, the mesh nodes are placed at those pixels with nonzero entries in the indicator matrix . Thus, the number of mesh nodes placed, denoted by , can be computed simply as (19) The following issues relate to the implementation of the errordiffusion algorithm.
• To avoid possible leakage of diffused errors at the image boundaries, one may adjust the error-diffusion pattern when a pixel at the image boundary is reached. For example, at a pixel on the right boundary the weights and should be set to zero, while the remaining weights should be adjusted to have a unity sum. Of course, when an image has no significant features at its boundaries, this adjustment can simply be ignored.
• In the classical Floyd-Steinberg error-diffusion algorithm, the weights , are chosen as , respectively, for the purpose of producing visually appealing digital halftone images. For mesh node placement, however, a more reasonable approach might be to adjust the values of based on the geometric distances among the neighboring pixels. Although some of our numerical experiments demonstrate that such an approach could yield slightly more accurate results, the Floyd-Steinberg weights are used in this paper for simplicity.
• In a traditional raster scanning order the image pixels are processed in a line-by-line, left-to-right order. Alternatively, in the so-called serpentine raster order studied by Ulichney [25] , the odd lines are processed from left to right, while the even lines are processed from right to left. The aim of this approach is to allow a more balanced propagation of the diffused errors between left-to-right and right-to-left directions. Our numerical experiments (Section VI) demonstrate that the serpentine raster order can indeed yield slightly more-accurate results.
C. Controlling the Number of Mesh Nodes
In halftoning, the quantization parameter in the Floyd-Steinberg algorithm is set to . In our application, the parameter determines the number of mesh nodes produced, as described in the following theorem. Its proof is deferred to Appendix B.
Theorem 2: For a feature map , the number of mesh nodes resulting from the proposed mesh node placement procedure (with no boundary error leakage) is related to the quantization stepsize by (20) where is the quantized error at the last pixel of the image. When boundary-leaky error diffusion is used, the term in (20) should be replaced by the total amount of error diffused out of the image boundaries during the error-diffusion process. Equation (20) establishes a direct relationship between the number of mesh nodes and the threshold . In practice, when compared to the quantity , the term is often negligible, provided that is not too small [when compared to ]. In such a case (21) This result is very important in that it permits the required value of the threshold (for a desired number of nodes) to be determined prior to the start of the error diffusion procedure.
D. Mesh-Node Placement and Non-Uniform Sampling
The mesh node placement procedure described above is essentially a mechanism for nonuniform sampling, in which the mesh nodes are the image samples. Generally speaking, image signals are spatially nonstationary, i.e., the local frequency content in an image typically varies spatially. For example, highfrequency components may contribute significantly in areas of texture, but not in smooth background regions. Thus, it is desirable to use a nonuniform sampling pattern in which the local density of samples adapts to the local frequency content of the image. Of course, such an approach will provide a more efficient representation of the image than uniform sampling [29] .
The proposed mesh-node placement approach is designed specifically for this purpose. Recall that the feature map is computed from the second partial derivatives of . Let denote the Fourier transform of , i.e., , then (22) Clearly, all the partial derivatives emphasize the high-frequency content of significantly. Furthermore, from (15)
Thus, it is clear that the feature map essentially serves as a measure of the high-frequency content in the image function . By using a Floyd-Steinberg-type error-diffusion algorithm, the mesh nodes are distributed adaptively in the image domain in such a way that the resulting spatial density of the mesh nodes is proportional to the value of . Indeed, the mesh nodes are placed adaptively according to the high-frequency content of the image.
E. Delaunay Triangulation
Delaunay triangulation connects a given set of mesh nodes in such a way that the circle circumscribing any triangular element contains only the nodal points belonging to that triangle (except in the case where four or more nodal points are co-circular). Delaunay triangulation can yield a well-structured mesh at a reasonable computational cost (with complexity on the order of being the number of nodes [28] ). For our purposes, the key feature of Delaunay triangulation is that it avoids excessively elongated elements, thereby reducing the error bound in (2).
IV. LEAST SQUARES FIT VERSUS INTERPOLATION
Consider the mesh representation in (1) . In a more general form, can be rewritten over the image domain as for (24) where is the entire basis function in associated with each node , and is the total number of mesh nodes used for the whole image.
By assumption, in (24) interpolates the image function at the mesh nodes, i.e., , . As an alternative, the approximation accuracy of can be improved if we remove this condition and instead seek the best approximation to the image function for a given mesh structure, i.e., for given basis functions . Letting denote the possible values of at , can be rewritten as (25) Then the question is how to find the function of the form in (25) that best approximates 1 . For notational simplicity, let and
Then . The mean square error (MSE) of can thus be written as (27) The optimal can then be found by minimizing . Specifically, we obtain (28) The best approximation can then be computed using , i.e., (29) In the following, this approach is referred to as the least squares (LS) fit.
Clearly, the LS fit will be more accurate than the direct interpolation in (24) as far as the MSE is concerned. The LS fit will be especially advantageous when the image is noisy, in which case the image values at the nodal positions are not reliable for direct interpolation. Of course, in such a case, one might alternatively employ a filtering approach to estimate the nodal values. A comparison of these alternatives is presented in Section VI.
V. IMPLEMENTATION ISSUES
A. Feature Map Computation
A key step in the proposed algorithm is the computation of the feature map , which involves calculation of the second partial derivatives of the image function . Of course, in reality, is available only in the form of discrete image samples , and these partial derivatives must be estimated from . In this paper, for demonstration purposes, the partial derivatives are simply computed at each pixel using finite differences as follows:
The estimates in (30) can be viewed as the result of linear filtering of the image . For example, the formula in (30b) corresponds to the response of a filter with the following transfer function: (31) Note that has a zero-phase response. This property is particularly important for our application, because it will help the computed feature map to have good spatial localization properties. Specifically, it will enable the mesh nodes to be placed exactly at such important image features as edges.
Of course, derivatives are known to be extremely sensitive to noise in the image data. When the image is noisy, it is often necessary to prefilter the image. Alternatively, one can employ a more elaborate estimation scheme such as that described in [38] .
B. Element Evaluation
In a mesh representation, it is often necessary to carry out numerical computations over individual mesh elements. For example, the image interpolation in (1) is computed over each element. Owing to the dependency of the interpolation basis functions on the geometry of the mesh elements, these computations could prove to be quite cumbersome if they were to be directly evaluated over the individual elements, the geometric shapes of which vary from element to element. Instead, a more convenient approach is to use a so-called master element which has a simple geometry and is easy to compute. The calculations over an arbitrary element are then implemented by first mapping it into this master element, followed by standard evaluations on the master element. Further details are omitted here for brevity. However, an excellent treatment of this topic can be found in [5] .
VI. NUMERICAL RESULTS
In this section, we present some numerical results to demonstrate the performance of the proposed mesh generation approach. First, the effects of the parametric factors associated with the algorithm implementation are investigated. Second, for comparison purposes, results are also presented for several existing mesh generation methods. Finally, the performance of the algorithm is investigated using noisy images.
For evaluation of the accuracy of a mesh representation, the following two quantitative measures are used: 1) the peak value of the error , computed over each mesh element ; and 2) the overall mean-square error, computed in the form of peak-signal-to-noise ratio (PSNR). Specifically, for images of size PSNR dB (32) where and denote the vector forms of and , respectively.
A. Basic Mesh Generation Algorithm
For better visualization of the results, a 128 128 section cropped from the original 256 256 image "Lena" was used as a test image [ Fig. 1(a) ]. This section contains most of the key features of the original, full-size image, including textures, sharp edges, smooth transitional regions, and smooth background. As a shorthand, this test image will be referred to as "Lena" in the following. Fig. 1(b) is the feature map obtained from the "Lena" image. For computing the feature map , and the exact were used in (5). Shown in Fig. 1(c) is the mesh structure obtained using the proposed algorithm, for which the serpentine scan order was used in the error diffusion step. The mesh has only 3353 mesh nodes (about 20% of the number of pixels in "Lena"). Note that dense mesh elements have been automatically placed in regions containing high-frequency features (such as edges), while coarse elements have been placed in relatively flat areas of the image. This mesh structure was then used to reconstruct the image using (1), by which the image was computed over each triangular element using linear interpolation. The resulting image, shown in Fig. 1(d) , has PSNR 31.13 dB. The image was also reconstructed from the same mesh using a LS fit according to (29) . The result, shown in Fig. 1(e) , has PSNR 33.07 dB. As expected, LS fitting yields a smaller MSE.
1) Results: Shown in
2) Effect of Parameters:
The proposed algorithm was also tested using the same "Lena" image, while adjusting several variables of the algorithm, including 1) use of simplified feature map ; 2) parameter in ; 3) regular raster order for placement of mesh nodes; and 4) number of mesh nodes (or, equivalently, the error diffusion stepsize ). To simplify, these parameters were varied one at a time, with the others held constant at the values used in Fig. 1 . The numerical results are summarized in Table I , in which the PSNR and the mean and standard deviation of the peak error over all the elements were computed for each reconstructed image. For each parameter setting, reconstructed images were obtained using both direct interpolation and a LS fit.
Besides the quantitative numerical results in Table I , we show in Fig. 2(a) and (b) the obtained mesh structure and reconstructed image (LS fit), respectively, for varying from 1 to 1/2. When compared to Fig. 1(c) , the mesh nodes in Fig. 2(a) have been more densely distributed among regions with weak image features (such as weak edges and relatively flat areas).
Similarly, the mesh structure obtained and reconstructed image (LS fit) are shown in Fig. 2(c) and (d) , respectively, when the number of mesh nodes was reduced from 3349 to 2081 (nearly a 38% reduction).
3) Other Test Images:
The proposed algorithm was further tested using medical images. Shown in Fig. 3(a) is an image, consisting of 84 144 pixels, obtained in one of our studies of gated single-photon emission computed tomography (SPECT) cardiac perfusion images. SPECT cardiac images are typically very noisy, and exhibit low resolution. A four-dimensional (4D) image-reconstruction algorithm has been applied to this image to reduce its noise level. In contrast to the "Lena" image, there are no sharp edges or other prominent high-frequency features. We chose this image to demonstrate that the proposed algorithm works equally well in such a case. Fig. 3(b) shows the resulting feature map computed directly from the original image in Fig. 3(a) . It is evident that the feature map is quite noisy in this case, owing to the noise present in the original image. To help alleviate the noise effect, the image in Fig. 3(a) was first processed by a lowpass filter (3 dB bandwidth of 0.2 ). The feature map, computed from this processed image, is shown in Fig. 3(c) . The mesh structure and reconstructed image from the proposed algorithm are shown in Fig. 3(d) and (e), respectively. The number of mesh nodes used is only 554 (less than 5% of the number of pixels in the original image). The reconstructed image has PSNR 38.38 dB. The mesh representation is particularly accurate in this case. In fact, the difference between the reconstructed image and original is barely noticeable. When the LS fit is used, the reconstructed image has PSNR 40.57 dB [shown in Fig. 3(f) ].
B. Comparison With Other Methods
The proposed method was compared with the following existing mesh generation methods: 1) a quadtree mesh generation method [14] , [21] , 2) a mesh optimization algorithm described in [5] , and 3) a mesh generation method based on adaptive sampling, proposed more recently by Garcia et al. [17] .
The quadtree method is a successive refinement approach for adaptive mesh generation. The algorithm starts with a coarse rectangular mesh (e.g., the whole image as one element), which is successively refined in a hierarchical manner. At each step, the mesh element with the largest interpolation error is split into four sub-elements. This process continues until the desired level of accuracy (or number of nodes) is achieved. In our implementation, interpolation over the rectangular mesh was computed by first converting it into a triangular mesh, then interpolating the image over the resulting triangular mesh elements. The element with the largest MSE was then refined.
The mesh optimization approach described in [5] is an iterative optimizing method. The basic idea of this approach is to adjust the positions of the mesh nodes so that the approximation error between the mesh representation , defined in (1), and the original image is minimized. However, due to the nonlinear dependency of the interpolating basis functions in on the nodal positions, no closed-form solution is readily available and an iterative optimization approach must be employed. Such an approach often yields local minima of the error function [6] . In our implementation of the method in [5] , the interpolation error together with the mesh regularity (or deformation) terms were used in the objective function.
The adaptive mesh generation method described in [17] is similar in spirit to our proposed method in that placement of mesh nodes is based on the concept of adaptive sampling. This method could achieve superior results in terms of both representation accuracy and execution speed when compared to an optimization-based mesh refinement algorithm [17] , [18] . Hereafter we refer to this method as Garcia's method for simplicity.
1) Quadtree Mesh: For the "Lena" image, the quadtree method produces the mesh shown in Fig. 4(a) using the same number of mesh nodes ( ) as used in the previous experiments. The image reconstructed from this mesh is shown in Fig. 4(b) ; for this mesh, the PSNR dB. Notice that artifacts are pronounced along the edges in this image.
In Fig. 5 we show a histogram plot of the element peak interpolation error computed from the mesh representation using both the proposed method [ Fig. 1(d) ] and the quadtree method [ Fig. 4(b) ]. Note that the mesh representation produced by the proposed method has a significantly larger number of elements with very low error level than the quadtree mesh. This suggests that the mesh structure produced by the proposed method achieves more accurate local approximation to the original image.
Mesh Optimization: In our experiment, the optimization algorithm was first used to further optimize the quadtree mesh shown in Fig. 4(a) . The resulting mesh and reconstructed image are shown in Fig. 4(c) and (d) , respectively. The reconstructed image has PSNR dB, an improvement of 0.79 dB compared to the image in Fig. 4(b) . Similarly, shown in Fig. 4 (e) and (f) are, respectively, the mesh and reconstructed image resulting from optimization of the mesh in Fig. 1(c) (which was obtained from the proposed method). The reconstructed image has PSNR dB, an improvement of 0.93 dB compared to the image in Fig. 1(d) .
Notice that the mesh representation obtained by the proposed method [shown in Fig. 1(c) ] offers the best accuracy, even when compared to the further optimized result of the quadtree mesh [shown in Fig. 4(d) ], even though the proposed method does not directly attempt to minimize the overall approximation error. These results also demonstrate that the optimization algorithm is very susceptible to local minima. Indeed, with the same number of mesh nodes used, the two optimized meshes in Fig. 4(c) and (e) were obtained using two different starting points. Had the true global minimum been reached, the algorithm would have converged to the same solution. The proposed mesh generation algorithm can improve the performance of a mesh optimization approach, because the mesh nodes produced by our algorithm are already well distributed in the image (according to its local content). computed from the mesh representation in Fig. 1(d) , and the quadtree mesh representation in Fig. 4(b) . The mesh representation from the proposed method has a larger number of elements with lower error level when compared to the quadtree mesh.
2) Garcia's Method: In Fig. 6 we show the results produced by Garcia's method using the "Lena" image. The mesh structure, shown in Fig. 6(a) , has mesh nodes. The image reconstructed from this mesh has PSNR dB [shown in Fig. 6(b) ]. When the LS fit is used, the reconstructed has PSNR dB [shown in Fig. 6(c) ]. More detailed numerical results including peak element errors are summarized in Table II . It is interesting to note that when direct interpolation is used, the quadtree mesh representation is slightly more accurate than that of Garcia's mesh (29.71 dB vs. 28.84 dB in PSNR); however, when the LS fit is used, the latter is more accurate (31.34 dB versus 30.39 dB). We believe this is due to the fact that the quadtree mesh was refined according to the MSE criterion. In a sense the resulting mesh representation is already partly optimized for PSNR.
3) Other Test Images: These different methods were also compared using other test images. We provide here one such set of results using the 128 128 "Peppers" image, shown in Fig. 7 . In Fig. 8 , we show the meshes and reconstructed images produced by the proposed method, quadtree mesh, and Garcia's method. These results demonstrate again that the mesh representation obtained by the proposed method offers the best accuracy.
A final note is that, when implemented using MATLAB on a 900 MHz Pentium-III computer, the proposed mesh generation procedure and Garcia's method (implemented in Java) both took only a fraction of a second for the "Lena" image. This is much faster than both the quadtree and the mesh optimization algorithms considered, which in a typical run required 10.5 seconds and more than an hour, respectively. In fact, the time taken by the proposed algorithm was far less than even a single iteration of the optimization algorithm.
C. Mesh Filtering of Noisy Images
In this section, we demonstrate that the proposed mesh generation scheme also works well when the image is corrupted by noise. Shown in Fig. 9(a) is the "Lena" image corrupted with additive white Gaussian noise (PSNR 25.91 dB). In computing the feature map , the noisy image in Fig. 9 (a) was first processed by lowpass filtering (3 dB bandwidth of 0.8 ).
The value was used to compute . The rationale here is that a value of greater than one will result in enhancement of the strong image features in , and consequently more mesh nodes will be placed in regions of the image containing strong high-frequency features; conversely, fewer mesh nodes will be placed automatically in regions containing predominantly low-frequency features. The result is that a greater degree of smoothness will be achieved by the mesh representation in smooth regions of the image. The proposed method was next applied to obtain the mesh structure. Fig. 9(b) shows the reconstructed image using a LS fit, for which mesh nodes were used (PSNR 28.69 dB); similarly, Fig. 9(c) shows the reconstructed image when mesh nodes were used (PSNR 28.08 dB). In Fig. 9(d) we show the reconstructed image when the mesh structure in Fig. 1(c) (from the original image) was used (PSNR 30.10 dB).
Based on these results, it appears that the mesh representation can effectively reduce the noise in the image. For comparison, we show in Fig. 9 (e) and (f) the images obtained using adaptive Wiener filtering and median filtering of the noisy image, respectively. The PSNR of these results are 29.14 dB and 27.61 dB, respectively. Note that most of the high-frequency features (such as edges and textures) are better preserved in the mesh representation in Fig. 9(b) and (c), even though the adaptive Wiener filtering produces a result with a higher PSNR.
Finally, a similar set of results are provided in Fig. 10 using the "Peppers" image. Note that the mesh representation [shown in Fig. 10(b) ] has nearly the same PSNR value as the image produced by adaptive Wiener filtering [shown in Fig. 10(c) ]. 
VII. CONCLUSIONS
We have presented a new procedure for generating a mesh structure, for the purpose of image representation, that is well adapted to the content of an image. The procedure can be viewed as a method of nonuniform sampling in the image domain wherein the nonuniform samples (mesh nodes) are placed by the classical Floyd-Steinberg error-diffusion algorithm. The effect is that dense sampling occurs automatically in regions containing high frequency features, and, conversely, coarse sampling is used in smooth regions of the image. As demonstrated by the numerical results, the proposed algorithm is very fast, effective, and robust to noise. Furthermore, with the proposed algorithm it is very easy to control the number of mesh nodes used in the resulting mesh. When used along with LS fitting, the proposed algorithm is quite effective for noise reduction. Currently we are applying the proposed technique in medical image reconstruction of cardiac image sequences, where fast, compact image representation can yield benefits in both speed and image quality [22] .
To facilitate the proof of Theorem 1, we first review a relevant result from Lagrange polynomial interpolation. For brevity we state the result below without proof. A formal proof can be found in a standard text covering function interpolation [30] .
Lemma 1: Assume that is a real-valued function defined on the interval which has a continuous second derivative on . Let be the linear function interpolating at and , i.e., and . Then, for each Observing that and , from (A-4) and (A-6) we obtain (A-10) Theorem 1 is thus proved.
APPENDIX B PROOF OF THEOREM 2
Without loss of generality, it is assumed in the following that a raster-scanning order is used in the error diffusion procedure. Let denote the original value of the feature map (prior to error diffusion) at location . During the error diffusion process the value of is modified by the diffused errors from its past neighboring pixels. Let denote the modified value of just prior to its quantization, i.e., (B-1)
In addition, let denote the difference between and , i.e., (B-2) Clearly, is the total of the diffused errors accumulated from all the past neighboring pixels.
Combining (B-1) and (B-2), we obtain (B-3)
Next, observe that is the amount of error diffused out of pixel , while is the total amount of errors diffused into pixel . In fact, based on the diffusion procedure given in (18) , the following identity holds:
(B-4)
Noting the fact that , we obtain from (B-4) (B-5)
A few remarks are in order regarding (B-5). First, for generality, the summation indices have been extended to include one extra row and two extra columns beyond the usual image dimensions to account for any possible leakage of diffused errors out of the image boundaries. Second, in (B-5), the quantity on the left-hand side (LHS) is the total amount of error diffused into all the pixels, while the right-hand side is the sum of the quantized errors diffused out of all the pixels.
From (B-3) (B-6) Subtracting (B-6) from (B-5), we obtain (B-7)
Let denote the quantity on the LHS of (B-7), which is the total amount of leakage diffused errors out of the image boundaries. Then we have (B8) Finally, when a no-leakage diffusion scheme is used at the image boundaries, will be the only quantized error that is not diffused back into the image pixels. In this case, . Theorem 2 follows.
