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Abstract
We study the asymptotic performance of approximate maximum likelihood estimators for state space
models obtained via sequential Monte Carlo methods. The state space of the latent Markov chain and the
parameter space are assumed to be compact. The approximate estimates are computed by, firstly, running
possibly dependent particle filters on a fixed grid in the parameter space, yielding a pointwise approximation
of the log-likelihood function. Secondly, extensions of this approximation to the whole parameter space are
formed by means of piecewise constant functions or B-spline interpolation, and approximate maximum
likelihood estimates are obtained through maximization of the resulting functions. In this setting we
formulate criteria for how to increase the number of particles and the resolution of the grid in order to
produce estimates that are consistent and asymptotically normal.
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1. Introduction
In this paper we consider maximum likelihood estimation for state space models via particle
filters. We use a framework with a bivariate process {(Xk, Yk); k ≥ 0}, where X , {Xk; k ≥ 0} is
a Markov chain on some state space X and, conditionally on X , Y , {Yk; k ≥ 0} are independent
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random variables in Y such that the conditional distribution of Yk depends on Xk only. The
process X is not known but partially observed through the signal Y , and in general we deal with
models of the form
Yk = hθ (Xk; ek),
where {ek; k ≥ 0} is a sequence of independent and identically distributed variables and
{hθ ; θ ∈ Θ} is a family of functions indexed by a parameter θ which belongs to a parameter
space Θ of finite dimension. The transition kernel Qθ of the hidden Markov chain is indexed
by θ as well, and in this way θ determines the exact dynamics of the system. In the case of a
countable state space X, the model above is often referred to as a hidden Markov model (HMM).
State space models are applied within many fields, such as speech recognition (see e.g. [18]),
molecular biology [7] and econometric theory [5]. In financial economics the latent Markov
chain is often used to model the macroscopic economy, which in turn controls the dynamics of
the observed stock prices.
To be able to use a state space model in practice, e.g. for prediction, the parameter θ has to be
estimated, or calibrated, using observed data, that is, data originating from Y . We introduce, for
i ≤ j , the vector notation Yi : j , (Yi , . . . , Y j ); similar notation will be used for other quantities.
Letting p be a generic symbol for densities, the log-likelihood function can be expressed as
`ν,n(θ; y0:n) ,
n∑
k=0
log pθ (yk |y0:k−1)
=
n∑
k=0
log
∫
X
pθ (yk |xk)pθ (xk |y0:k−1)µ(dxk), (1.1)
where µ is a reference measure. Here pθ (y0|y−1) should be understood as pθ (y0), and
pθ (x0|y−1) as pθ (x0). The maximum likelihood estimator (MLE) is the parameter value
maximizing `ν,n(θ; y0:n). However, many state space models used in applications have a structure
that precludes closed form expressions for the predictive densities pθ (xk |y0:k−1). Closed form
solutions exist only in two cases: when the state space X is finite, in which case the integrals
become finite sums, and when the state space model is linear with additive Gaussian noise (the
solution being provided by the Kalman filter).
Particle filtering methods – often alternatively termed sequential Monte Carlo methods –
constitute a class of genetic type algorithms that produce and, recursively in time, update a
set of weighted simulations being referred to as particles. The weighted empirical distributions
associated with the particle swarms approximate the predictive and filter densities of the model,
that is, the densities pθ (xk |y0:k−1) and pθ (xk |y0:k), respectively. Having a particle filtering
device at our disposal, an approximation of the log-likelihood function (1.1) is obtained by
simply replacing the expectation with respect to the predictive measure by the corresponding
Monte Carlo integration estimate based on the weighted particles. Consequently, if we denote by
{(ξ N ,iθ,k ,$ N ,iθ,k ); 1 ≤ i ≤ N } the set of weighted predictive particles produced by the algorithm at
time step k, then the particle approximation of the log-likelihood is
`Nν,n(θ; y0:n) =
n∑
k=0
log
 N∑
i=1
$
N ,i
θ,k
N∑
j=1
$
N , j
θ,k
pθ (yk |ξ N ,iθ,k )
 . (1.2)
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The disadvantage with the approximation (1.2) is its pointwise character. If we want to
evaluate `Nν,n(θ; y0:n) at other values of θ , we have to generate new predictive particles using
the model dynamics determined by these new values. Since the Monte Carlo errors associated
with these different sets of particles are independent, the graph of the approximate log-likelihood
obtained in this way will have a noisy appearance. In particular, this will cause problems when
the function is maximized. This matter is dealt with by Hu¨rzeler and Ku¨nsch [17], who suggest a
method that makes it possible to approximate the whole likelihood function using a single set of
particle filtering samples obtained under some parameter value θ0. This is done by multiplying
the normalized weights in (1.2) by the ratio of the true predictive distribution at θ to the one
at θ0. The ratios are evaluated at the particles ξ
N ,i
θ0,k
, which in this case are produced under θ0.
Disadvantages with this method are, firstly, that the weights degenerate if θ and θ0 are far from
each other and, secondly, that the weights themselves have to be recursively computed using the
predictive and filtering particle swarms. Pitt [29] suggests a modified resampling procedure (a
smooth analogue of the standard bootstrap particle filter) in the case of univariate state variables,
that is, X = R; however, beyond this class of applications other approaches are necessary. How
this problem should be handled and how good the resulting estimate of θ is are questions that to
a large extent are unsolved.
In the present paper we present the following method to tackle the latter question. For the
given sequence of observations we run the particle filter for all parameter values on a fixed grid in
the parameter space, whereupon the approximation (1.2) is computed at each grid point. Nothing
prevents approximations at different parameter values from being statistically dependent. For
example, the approximations can be obtained using the same random seed, which will make the
resulting likelihood approximation somewhat smoother and make the method as a whole more
efficient from a computational point of view. This pointwise approximation is extended from
the grid to the whole parameter space by means of piecewise constant functions or B-spline
techniques.
Now, the central question is how to, as the number n + 1 of observations increases, optimally
vary the grid size, the size N of the particle population, and how to balance these quantities to
guarantee that the estimates obtained when maximizing the log-likelihood approximations are
consistent and asymptotically normal. Roughly, in the case of piecewise constant functions it
turns out that the resulting estimate is consistent if the grid size tends to zero at an arbitrary rate
and the number of particles increases faster than M2/r for some integer r ≥ 1. Here M denotes
the number of grid points. Similarly, asymptotic normality is obtained if the grid size decreases
faster than 1/n at the same time as the number of particles increases quicker than M2/rn2. In
the case of B-spline interpolation the rates are the same for consistency but are improved for
asymptotic normality: here the grid size has to be decreased faster than 1/
√
n and the number
of particles increased faster than M2/rn2, for the same r as in the previous case. These rates
should be of interest from a practical point of view, and similar results are as far as we know not
available. For a comparison, Cappe´ et al. [4] showed that the Monte Carlo maximum likelihood
method produces a consistent estimate only if the number of samples grows exponentially fast
with the number of observations.
The paper is organized as follows. Main assumptions and basic notation are presented in
Section 2. A uniform forgetting property of the conditional hidden Markov chain, implied by
the assumptions in question, is also recalled. This result will be of vital importance in the
forthcoming analysis. In Section 3 particle filters with multinomial resampling are described,
and Section 4, the central part of the paper, is devoted to likelihood evaluation via particle
filters. The two mentioned grid-based particle filter approximations of the log-likelihood function
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are constructed, and we also establish criteria for how the number N of particles and the grid
size should depend on the number of observations to make the resulting parameter estimates
consistent,
√
n-consistent or asymptotically normal. To obtain these results we need additional
assumptions on the model which regulate the dynamics of the observed process and the first-
and second-order derivatives of the log-likelihood. In Section 5 we study a numerical example
to illustrate the method, and in the last part, Section 6, we discuss some possible future
improvements. Most proofs are placed in the Appendix.
2. Basic notation and model assumptions
2.1. Model description
We assume that the discrete time Markov chain X is time homogeneous and that the state
space X is Polish (a separable topological space metrizable by a complete metric), compact, and
equipped with the associated Borel σ -algebra X . The initial distribution of the chain is denoted
by νθ , θ ∈ Θ , where the parameter space Θ is assumed to be a compact subset of Rd . We
will, for notational brevity, often expunge θ from the notation of the initial measure. The true
parameter value, which we want to estimate by means of the maximum likelihood method, will
be denoted by θ∗. Furthermore, we suppose that all measures Qθ (x, ·), x ∈ X, have a common
finite dominating measure µ on X, that is, for all x ∈ X and θ ∈ Θ , Qθ (x, ·)  µ. Without loss
of generality we let µ(X) = 1. By the Radon–Nikody´m theorem, this implies that each measure
Qθ (x, ·) has a density (Radon–Nikody´m derivative) qθ (x, ·) with respect to µ.
The observable discrete time process Y is assumed to take values in the measurable space
(Y,Y), where Y is Polish. We denote by Gk the σ -algebra generated by the observed process
from time zero to k. As mentioned, the conditional distribution of Yn given all the values Xk ,
k ≥ 0, depends on Xn only, and we assume that this conditional law has a density function
y 7→ g(Xn, y; θ) with respect to some measure λ on (Y,Y). Given the observed value yk ∈ Y,
we write gk(x; θ) , g(x, yk; θ) when considering the density function as a function of the latent
state x ∈ X; we also introduce the notation Gk(x; θ) , gk(x; θ)/ infx ′∈X gk(x ′; θ), for x ∈ X.
Impose the following assumptions on the quantities described above.
(A1) σ− , infθ∈Θ inf(x,x ′)∈X2 qθ (x, x ′) > 0, σ+ , supθ∈Θ sup(x,x ′)∈X2 qθ (x, x ′) <∞.
(A2) g(x, y; θ) > 0 for all (x, y) ∈ X× Y and all θ ∈ Θ , and, for all y ∈ Y and all θ ∈ Θ , the
function x 7→ g(x, y; θ) is continuous.
Assumption (A1) implies that, for all θ ∈ Θ , the state space X is a 1-small set for the chain
X (see [26, p. 106]). This in turn implies that X has a unique invariant distribution piθ , and is
uniformly ergodic with a geometrical mixing rate.
Using the structure defined above, the bivariate process Z , {Zn; n ≥ 0}, with Zn ,
(Xn, Yn), is a Markov chain on the product space X × Y, with Markov transition kernel Πθ
given by, for (x, y) ∈ X× Y,
Πθ [(x, y), A] ,
∫
A
g(x ′, y′; θ)qθ (x, x ′)λ(dy′)µ(dx ′);
here A is a Borel set in X ⊗ Y . We denote by Pθ,ζ the measure generated by Πθ and
the initial distribution ζ of X , that is, Pθ,ζ is the distribution of Z when X0 ∼ ζ . The
corresponding expectation is denoted by Eθ,ζ . When the hidden chain is initialized according
to the invariant measure piθ , the conditional independence of the observable signal Y given X
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imposes stationarity of Z as well. In the following we write Pθ and Eθ instead of Pθ,piθ and
Eθ,piθ , respectively. By a trivial generalization of the Kolmogorov existence theorem, such a
stationary chain can be embedded in a stationary Markov chain {Zn; n ∈ Z} with doubly infinite
time and the same transition kernel. This extension to the “infinite past” will play the key role in
the analysis made in Section 4. Several conditional probabilities and expectations in the present
paper do not depend on the initial distribution, and we stress this by replacing Pθ,ζ by Pθ .
Finally, we denote by P(X) the space of probability measures on (X,X ), and by Bb(X)
the Banach space of bounded measurable functions on X furnished with the supremum norm
‖ f ‖X,∞ , supx∈X | f (x)|. A Markov transition kernel K on X generates two integral operators,
the first one working on functions f ∈ Bb(X) and the other one on measures ν ∈ P(X), namely
K f (·) ,
∫
X
f (x)K (·, dx) and νK (·) ,
∫
X
K (x, ·)ν(dx).
Moreover, for any two transition kernels K and T from (E1, E1) to (E2, E2) and (E2, E2) to
(E3, E3), respectively, we define, for x ∈ E1 and A ∈ E3, the product kernel
KT (x, A) ,
∫
E2
K (x, dz)T (z, A).
2.2. Optimal filtering
For a given a set of observations y0:n ∈ Yn+1, the smoothing distribution is the probability
measure defined, for A ∈ X⊗(n+1), by
φν,0:n|n[y0:n](A; θ) , Pθ,ν (X0:n ∈ A|Y0:n = y0:n) .
The optimal filtering problem consists in computing recursively in time the one-step predictive
and filter conditional distributions. That is, for A ∈ X ,
φν,n|n−1[y0:n](A; θ) , Pθ,ν(Xn ∈ A|Y0:n−1 = y0:n−1)
and
φν,n|n[y0:n](A; θ) , Pθ,ν(Xn ∈ A|Y0:n = y0:n)
respectively. We will often expunge the explicit dependence on the observations of these
measures, writing φν,0:n|n instead of φν,0:n|n[y0:n] etc.
The filtering equations provide a means for computing the predictive distributions
{φν,n|n−1; n ≥ 1}. Given a sequence {yn; n ≥ 0} of fixed observations, this is done recursively
using the formula
φν,n+1|n = Φθ (φν,n|n−1; yn), n ≥ 0, (2.1)
where Φθ (η; yn) , Ψθ (η; yn)Qθ , with, for any η ∈ P(X) and f ∈ Bb(X),
Ψθ (η; yn) f , η(gn f )
ηgn
. (2.2)
The recursion above is initialized by φν,0|−1 , ν. Note that we have, by Bayes’ formula,
the identity φν,n|n = Ψθ (φν,n|n−1; yn), yielding φν,n+1|n = φν,n|nQθ . These two operations,
providing one iteration of the filtering equations, are referred to as the updating step and the
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prediction step, respectively. As mentioned, the recursion above is only deceptively simple, since
it in general involves the evaluation of integrals of functions that preclude closed form solutions.
2.3. Uniform forgetting property of the conditional latent chain
Given a fixed sequence of observations, it is easily shown that conditioned on these observed
values, the latent chain is an inhomogeneous Markov chain (see e.g. [12] where this is done
in the more general case of autoregression). In the forthcoming analysis it will be crucial that
this posterior chain, just like the original hidden chain, admits X as a 1-small set. For any two
measures η, υ ∈ P(X)we define the total variation distance ‖η−υ‖TV , supA∈X |η(A)−υ(A)|,
and for measurable functions f we recall the identity sup f :‖ f ‖∞≤1 |η f − υ f | = 2‖η − υ‖TV
(see [22, p. 11]). Under (A1), define ρ , 1− σ−/σ+. We now have the following result.
Theorem 2.1 ([10]). Assume (A1) and (A2). Let m, n ∈ Z with m ≤ n and θ ∈ Θ . Then for all
k ≥ m, all probability measures η, υ ∈ P(X), and all ym:n ∈ Yn−m+1,∥∥∥∥∫
X
Pθ (Xk ∈ ·|Xm = x, ym:n) η(dx)−
∫
X
Pθ (Xk ∈ ·|Xm = x, ym:n) υ(dx)
∥∥∥∥
TV
≤ ρk−m .
What gives the bound of Theorem 2.1 its striking power is the fact that the mixing rate ρ
does not depend on the observed values ym:n ; this dependence is contained in the minorizing
measures themselves, and will not influence the probability of coupling at each time step. For
comprehensive treatments of filtering stability problems for state space models we refer to [8,9].
See [12] for similar results in the case of autoregression.
3. Particle filtering
3.1. Particle filters with multinomial resampling
Particle filtering methods offer a way to recursively in time obtain approximate solutions to the
filtering equations (2.1). These so-called genetic type algorithms can appear in several different
forms, but have two characteristic features in common: each iteration involves a mutation
step and a selection step. In the former operation, a set of sample values, the particles, are
disseminated randomly in the state space X, and in the latter step particles located in areas of
X having high/low posterior probabilities are duplicated/eliminated.
Assume that the weighted sample {(ξ N ,iθ,k ,$ N ,iθ,k ); 1 ≤ i ≤ N }, each particle ξ N ,iθ,k ,
[ξ N ,iθ,k (0), . . . , ξ N ,iθ,k (k)] being a random vector in Xk+1, provides a Monte Carlo approximation of
the predictive distribution φν,k|k−1(·; θ) in the sense that
φNν,k|k−1( f ; θ) ,
N∑
i=1
$
N ,i
θ,k
N∑
j=1
$
N , j
θ,k
f
[
ξ
N ,i
θ,k (k)
]
≈ φν,k|k−1( f ; θ) for all f ∈ Bb(X). (3.1)
Having access to the observed value yk , an approximation of the filter distribution φν,k|k(·; θ)
is obtained by simply plugging the approximation (3.1) into the updating formula (2.2). This
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yields the estimate
φNν,k|k( f ; θ) , Ψk
(
φNν,k|k−1; yk
)
f
=
N∑
i=1
ω
N ,i
θ,k
N∑
j=1
ω
N , j
θ,k
f
[
ξ
N ,i
θ,k (k)
]
for all f ∈ Bb(X),
where the importance weights are updated as
ω
N ,i
θ,k , gk
[
ξ
N ,i
θ,k (k); θ
]
$
N ,i
θ,k . (3.2)
Since the importance weights defined by (3.2) are proportional to the likelihood function gk
evaluated at the particle in question, a high/low value of this quantity reflects whether the particle
is in a region of X with high/low posterior probability.
In the subsequent selection step a new set {ξˆ N ,iθ,k ; 1 ≤ i ≤ N } of particles is produced
by drawing, conditionally independently, indices I N ,1θ,k , . . . , I
N ,N
θ,k from the set {1, . . . , N }
multinomially according to the normalized importance weights (3.2) and setting
ξˆ
N ,i
θ,k , ξ
N ,I N ,iθ,k
θ,k , i = 1, . . . , N .
This multinomial resampling mechanism will introduce statistical dependence between the
particles. The selection step is incorporated in the algorithm to prevent degeneration of the
importance weights, and the selected particles are all assigned uniform weights 1/N . The
resulting empirical measure
φˆNν,k|k f ,
1
N
N∑
i=1
f
[
ξˆ
N ,i
θ,k (k)
]
for all f ∈ Bb(X),
provides yet another Monte Carlo estimate of the filtering distribution φν,k|k(·; θ).
Next, in the mutation step the prediction operation of the filtering equations is imitated by
letting the propagated particles evolve (mutate) according to a kernel Rpk of the form, for k ≥ 0,
x0:k ∈ Xk+1, and f ∈ Bb(Xk+2),
Rpθ,k(x0:k, f ) ,
∫
X
f (x0:k+1)Rθ,k(xk, dxk), Rθ,−1 , Qθ . (3.3)
We suppose that Rθ,k dominates Qθ with sup(x,x ′)∈X2 dQθ (x, ·)/dRθ,k(x, ·)(x ′) < ∞. Each of
these new particles ξ N ,iθ,k+1, 1 ≤ i ≤ N , is associated with the predictive importance weights
$
N ,i
θ,k+1 ,
dQθ [ξ N ,iθ,k+1(k), ·]
dRθ,k[ξ N ,iθ,k+1(k), ·]
[
ξ
N ,i
θ,k+1(k + 1)
]
.
From (3.3) it is clear that mutating the selected particles according to Rpθ,k is equivalent to
simulating, for 1 ≤ i ≤ N , new components
ξ
N ,i
θ,k+1(k + 1) ∼ Rθ,k
[
ξˆ
N ,i
θ,k (k), ·
]
,
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and setting ξ N ,iθ,k+1 , [ξˆ
N ,i
θ,k , ξ
N ,i
θ,k+1(k + 1)]. Note that nothing prevents the mutation move from
being delayed while awaiting for the value yk+1, making dependence of Rθ,k on this observation
possible. Incorporating information on the current observation in the proposal kernel is desirable,
since it can be used for directing the mutation moves into regions of X where the local likelihood
gk+1 is large. This will increase the efficiency of the procedure, and techniques of this kind have
been frequently suggested; see, e.g., [23,15].
Now one iteration of the algorithm is completed, and the weighted empirical measure
φNν,k+1|k f ,
N∑
i=1
$
N ,i
θ,k+1
N∑
j=1
$
N , j
θ,k+1
f
[
ξ
N ,i
θ,k+1(k + 1)
]
for all f ∈ Bb(X),
is taken as an estimate of the predictor φν,k+1|k(·; θ). The whole procedure is recursively repeated
with initial predictive (uniformly weighted) particles {ξ N ,iθ,0 (0); 1 ≤ i ≤ N } being distributed
according to ν⊗N .
From the description above it is clear that the two components of the filtering equations,
namely
φν,k|k−1
Updating−−−−−→ φν,k|k Prediction−−−−−−→ φν,k+1|k,
are in the particle filtering procedure replaced by the two operations
φNν,k|k−1
Weighting and Selection−−−−−−−−−−−−−→ φˆNν,k|k Mutation−−−−−→ φNν,k+1|k .
Denote by Ξ Nθ,k , [ξ N ,1θ,k (k − 1 : k), . . . , ξ N ,Nθ,k (k − 1 : k)] the swarm of predictive particles
at time k with ancestors. Since the importance weights in (3.2) are functions of the predictive
particles at the current time step, the mutated particle system Ξ Nθ , {Ξ Nθ,k; k ≥ 0} forms an
inhomogeneous Markov chain on X2N . Due to the scheme presented above, the transitions of
Ξ Nθ conditional on the observed sequence {yn; n ≥ 0} are given by, for ξ i ∈ X2, 1 ≤ i ≤ N , and∏N
`=1 A` × B` ∈ X⊗2N ,
P
(
Ξ Nθ,k+1 ∈
N∏
`=1
A` × B`
∣∣∣∣∣Ξ Nθ,k = [ξ1, . . . , ξ N ]
)
=
N∏
j=1
N∑
i=1
Wk(ξ
i ; θ)
N∑`
=1
Wk(ξ
`; θ)
Rθ,k[ξ i (2), B j ]δξ i (2)(A j ), (3.4)
where we have defined, for xk−1:k ∈ X2,
Wk(xk−1:k; θ) , gk(xk; θ) dQθ (xk−1, ·)dRθ,k−1(xk−1, ·) (xk).
We also define, for x0 ∈ X, W0(x0; θ) , g0(x0; θ).
The inhomogeneity of the process originates from the influence of the observations on the
importance weights. Now, if we let the observed signal vary randomly according to the true
system dynamics Πθ∗ , and run the particle filter in a parallel manner for some other parameter
value θ , we conclude that the composite chain {(Ξ Nθ,n, Xn, Yn); n ≥ 0} is a homogeneous
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Markov chain on X2N+1×Y. Let A×A′×B, with A =∏Nk=1 Ak×Bk , be a set inX⊗(2N+1)⊗Y .
From (3.4) we see that the transition kernel of this chain is given by, for ξ i ∈ X2, 1 ≤ i ≤ N ,
xk ∈ X, and yk ∈ Y,
Π θ,Nθ∗
[
(ξ1, . . . , ξ N , xk, yk),
(
N∏
`=1
A` × B`
)
× A′ × B
]
=
∫
B
N∏
j=1
N∑
i=1
Wk(ξ
i ; θ)
N∑`
=1
Wk(ξ
`; θ)
Rθ,k
[
ξ i (2), B j
]
δξ i (2)(A j )
× Qθ∗
[
xk, g(·, y′; θ∗)1A′
]
λ(dy′). (3.5)
Denote by Pθ,Nθ∗ the law generated by the kernel (3.5) when the latent chain and the predictive
particle cloud are initialized according to some ζ ∈ P(X) and ν⊗N , respectively. Furthermore,
we denote by Eθ,Nθ∗ the corresponding expectation. In Section 4 we will, without exception, let
ζ = piθ∗ . However, since all results concerning particle filtering errors derived in this paper do
not depend on the initial distribution of the hidden chain and the particle filter, initial distributions
are omitted in the notation of the law in question.
There are many conceivable means of carrying out the mutation and selection steps in particle
filtering algorithms—several suggestions on how to improve the described particle filtering
scheme are found in [14]. This work also contains miscellaneous examples of applications of
particle filters to state space models. For short introductions to the field we refer the reader
to [13,19].
The theory behind the particle filtering methodology is well investigated and there are a large
number of results concerning Lp bounds, bias, central limit theorems, and large deviations. A
good introduction to this topic is given by Crisan and Doucet [3], and the extensive work by
Del Moral [8] provides an interesting coverage of recent developments. However, many of the
mentioned results restrict themselves to the case of a fixed observation sequence, that is, the
randomness is concentrated to the evolution of the particles only. An exception is Crisan [2],
where it is shown that φNν,n|n[Y0:n] converges to φν,n|n[Y0:n] (and analogously for the predictor)
as the size N of the particle population tends to infinity.
In the present paper we deal with a fixed number of particles and randomly generated
observations, which compel us to extend some of the available results concerning the case of
fixed observations. In addition, we need to master the logarithmic terms of the expression (1.2).
In the next section we present an Lp bound on the error of the particle approximation of the
log-likelihood; this bound will be instrumental in the analysis of the particle filter MLE made in
the same part.
4. Approximate maximum likelihood estimation using the particle filter
After all preludes we now direct our attention to the main problem of this paper, namely the
problem of maximum likelihood estimation for state space models using the particle filtering
device. Assume that we are given a vector y0:n ∈ Yn+1 of n + 1 observations; then the log-
likelihood function for our model is the function given by, for θ ∈ Θ ,
`ν,n(θ; y0:n) ,
n∑
k=0
logφν,k|k−1[y0:k−1](gk; θ).
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For HMMs with finite state space, consistency and asymptotic normality of the MLE θˆn
maximizing `ν,n(θ; y0:n) was proved by Leroux [21] and Bickel et al. [1], respectively. Le Gland
and Mevel [20] obtained similar results using recursive techniques, and Douc and Mathias [11]
extended their work to HMMs with compact state space. Douc et al. [12] studied maximum
likelihood asymptotics for autoregressive models where the latent Markov chain takes values
in a compact state space. However, as mentioned before we cannot in general find closed form
expressions for `ν,n(θ; y0:n), and our goal is to define grid-based particle approximations of the
log-likelihood that produce consistent parameter estimates.
4.1. Grid-based particle approximations of the likelihood
Let Θ¯ , {θ¯i ; 1 ≤ i ≤ M} ⊆ Θ be a set of grid points in the parameter space, and denote
by [θ ] the element of Θ¯ having smallest Euclidean distance to θ ∈ Θ ; if there are two or more
grid points sharing this smallest Euclidean distance, we choose the one amongst these points that
holds the lowest index i , say. We also note that by the compactness of Θ we can, for all δ > 0,
find a finite grid such that ‖Θ¯‖ , ‖[·] − ·‖Θ,∞ < δ.
Now, let the observation process Y vary randomly under the dynamics determined by θ∗. For
this sequence of observations we run M parallel particle filters, one for each parameter value of
the grid. Furthermore, we let the particle clouds contain the same number of particles N , and
permit different clouds to evolve dependently of each other, e.g., using the same uniform random
numbers. Denote by Ξ N
Θ¯,k
, (Ξ N
θ¯1,k
, . . . ,Ξ N
θ¯N ,k
) the swarm of all particles in this system, and
let PΘ¯,Nθ∗ be the law of the time homogeneous Markov chain {(Ξ NΘ¯,k, Xk, Yk); k ≥ 0} when the
hidden chain and the particle swarms are initialized according to piθ∗ and ν⊗N , respectively. In
this setting we will consider the following two approximations of `ν,n(θ; y0:n), and in both cases
a particle estimate of the MLE is obtained as the argument maximizing the approximation in
question.
4.1.1. Approximation based on step functions
Approximate `ν,n(θ; y0:n) by
`Nν,n(θ; y0:n) ,
n∑
k=0
log
{∫
X
gk(xk; [θ ])φNν,k|k−1(dxk; [θ ])
}
for θ ∈ Θ, (4.1)
yielding an approximation that is piecewise constant over the parameter space. The value of
`Nν,n(θ; y0:n) is obtained by simply computing the particle approximation of the log-likelihood at
the nearest point [θ ] of the grid. From now on we expunge the observations from the notation of
the log-likelihood function and write `ν,n(θ) and `Nν,n(θ) instead of `ν,n(θ; y0:n) and `Nν,n(θ; y0:n),
respectively.
4.1.2. Approximation based on spline interpolation
More sophisticated approximations can be obtained by considering spline interpolation
techniques. For simplicity, let Θ = [a, b] ⊂ R and a = θ¯0 < θ¯1 < · · · < θ¯M = b.
To keep the description transparent we will assume that the grid points are equally spaced,
i.e. θ¯i − θ¯i−1 = 2‖Θ¯‖ for all i , even though the method presented in this part can be
straightforwardly extended to the more general setting of an non-regular grid.
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Denote by Pl the space of all univariate polynomials of degree less than l and define
Sl,Θ¯ ,
{
f ∈ C l−2[a, b] : f |[θ¯i−1,θ¯i ] ∈ Pl , 1 ≤ i ≤ M
}
;
this is the univariate polynomial spline space of order l with knots at the points Θ¯ . To form a
basis for this space, let us extend the knot sequence to the left and the right according to
θ¯1−l < · · · < θ¯−1 < a = θ¯0 < θ¯1 < · · · < θ¯M = b < · · · < θ¯M+l−1.
For xi :i+l ∈ Rl+1, denote by [xi , . . . , xi+l ] the l-th-order divided difference functional (see [6]).
Then it can be verified that the normalized B-spline functions
NΘ¯,l,i (t) , (θi+l − θi )[θi , . . . , θi+l ]θ (θ − t)l−1+ ,
with 1 − l ≤ i ≤ M − 1, constitute a basis for the spline space Sl,Θ¯ . A list of basic properties
of the B-spline functions is found in [6]; here we merely state the facts that each NΘ¯,l,i (θ) is
non-negative and supported on [θi , θi+l ] and that, for all θ ∈ Θ ,∑M−1i=1−l NΘ¯,l,i (θ) = 1.
Denote by R(Θ) the set of real-valued functions on Θ . A spline approximant of f ∈ R(Θ)
is provided by the linear operator F : R(Θ)→ Sl,Θ¯ given by
F f (θ) ,
M−1∑
i=1−l
(Li f )NΘ¯,l,i (θ),
where {Li ; 1 − l ≤ i ≤ M − 1} is a set of linear functionals Li : R(Θ) → R. In this section
we will restrict ourselves to spline approximation of order l = 4 via the so-called Schoenberg’s
variation diminishing spline approximant given by
Q(4) f (θ) ,
M−1∑
i=−3
f (θi+2)NΘ¯,4,i (θ).
Using this particular simple operator, a particle estimate of the log-likelihood is naturally formed
by, firstly, substituting the exact log-likelihood `ν,n by Q(4)`ν,n , and, secondly, approximating
the latter function with
Q(4)`Nν,n(θ) ,
M−1∑
i=−3
`Nν,n(θi+2)NΘ¯,4,i (θ). (4.2)
Here `Nν,n is defined by (4.1). We note that since each NΘ¯,4,i has bounded support, to evaluate
(4.2) at some given θ it is required to evaluate `Nν,n only at four different points.
In the multidimensional case Θ = ∏dj=1Θ j ⊂ Rd , with each Θ j = [a j , b j ] being a closed
and bounded interval in R, a similar approximant is obtained by extending the grid in each
direction and constructing the tensor product spline interpolant∑
i1:d
`Nν,n(θ¯i1:d )⊗d NΘ¯,4,i1:d (θ),
where i1:d = (i1, . . . , id) denotes a vector of indices and the multidimensional tensor product
spline functions are, for θ = (θ1, . . . , θd) ∈ Θ , defined via the one-dimensional ones by
⊗d NΘ¯,4,i1:d (θ) ,
∏d
j=1NΘ¯ j ,4,i j (θ j ).
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4.2. Quality of approximate MLEs; main results
Denote by PYθ∗ the marginal distribution of Y under Pθ∗ . For the developments that follow, the
additional assumptions below are needed.
(A3) (i) supx∈X supθ∈Θ supy∈Y |g(x, y; θ)| <∞ and Eθ∗ |log infθ∈Θ µg0(θ)| <∞.
(ii) For all (x, x ′) ∈ X2 and all y ∈ Y, the functions θ 7→ qθ (x, x ′), θ 7→ g(x, y; θ), and
θ 7→ νθ (x) are continuous.
(iii) θ = θ∗ if and only if PYθ = PYθ∗ .
(A4) (i) For all y ∈ Y and all x ∈ X, the function θ 7→ g(x, y; θ) is differentiable.
Furthermore, the mapping (θ, x) 7→ ∇θ log g(x, y; θ) is continuous.
(ii) For all (x, x ′) ∈ X2, the mapping θ 7→ qθ (x, x ′) is continuously differentiable.
(iii) For all x ∈ X, the function θ 7→ log νθ (x) is differentiable.
Note that since the product space Θ × X is compact and separable, (A4)(i) guarantees that
‖∇θ log gi‖X×Θ,∞ is measurable for all i ∈ Z.
(A5) (i)
sup
θ∈Θ
sup
(x,x ′)∈X2
|∇θ log qθ (x, x ′)| <∞,
(ii)
Eθ∗ ‖∇θ log g0‖Θ×X,∞ <∞,
(iii)
sup
θ∈Θ
sup
x∈X
|∇θ log νθ (x)| <∞.
(A6) For some p ≥ 2 there exists a constant ap ∈ R+ such that for all θ ∈ Θ and all k, ` ≥ 0,
Eθ∗
[‖W`(·; θ)‖pX2,∞ ‖Gk(·; θ)‖pX,∞
[µg`(θ)]p
]
∨Eθ∗
[∥∥∥∥ dQθdRθ,`−1
∥∥∥∥p
X2,∞
‖Gk(·; θ)‖pX,∞
]
≤ ap.
We state our main results. Denote by θˆNn and θˆ
N ,Spl
n the approximate maximum likelihood
estimators obtained by applying the techniques described in Sections 4.1.1 and 4.1.2,
respectively.
Theorem 4.1. Assume (A1)–(A5) and let assumption (A6) be satisfied for some p ≥ 2. Then
for all ε,  > 0 there exist a finite integer n(ε, ) and constants C1(ε, ; p), C2(ε, ) ∈ R+ such
that, for all n ≥ n(ε, ),
P Θ¯,Nθ∗
(∣∣∣θˆNn − θ∗∣∣∣ ≥ ε) ≤ C1(ε, ; p)MN−p/2 + C2(ε, )‖Θ¯‖ + .
In the case of spline interpolation we have the following analogous result under the additional
assumptions stated below.
(A7) (i) For all y ∈ Y and all x ∈ X, the function θ 7→ g(x, y; θ) is twice differentiable.
Furthermore, the mapping (θ, x) 7→ ∇2θ log g(x, y; θ) is continuous.
(ii) For all (x, x ′) ∈ X2, the mapping θ 7→ qθ (x, x ′) is twice continuously differentiable.
(iii) For all x ∈ X, the function θ 7→ log νθ (x) is twice continuously differentiable.
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(A8) (i)
sup
θ∈Θ
sup
(x,x ′)∈X2
|∇2θ log qθ (x, x ′)| <∞,
(ii)
Eθ∗ ‖∇θ log g0‖2Θ×X,∞ <∞,
(iii)
Eθ∗
∥∥∥∇2θ log g0∥∥∥
Θ×X,∞ <∞,
(iv)
sup
θ∈Θ
sup
x∈X
|∇2θ log νθ (x)| <∞.
The key implication of the previous assumptions is the validity of the so-called Louis missing
information principle (see [24]), which is used for establishing ergodicity properties of the
observed Fisher information ∇2θ `ν,n ; see the proof of the following result.
Theorem 4.2. Assume (A1)–(A5), (A7)–(A8), and let assumption (A6) be satisfied for
some p ≥ 2. Then for all ε,  > 0 there exist a finite integer n(ε, ) and constants
Cˆ1(ε, ; p), Cˆ2(ε, ) ∈ R+ such that, for all n ≥ n(ε, ),
P Θ¯,Nθ∗
(∣∣∣θˆN ,Spln − θ∗∣∣∣ ≥ ε) ≤ Cˆ1(ε, ; p)MN−p/2 + Cˆ2(ε, )‖Θ¯‖2 + .
The results above tell us how to vary the particle population N and the grid density ‖Θ¯‖with n
in order to guarantee that our approximate MLEs are consistent. That is, given n+1 observations
we arrange a grid Θ¯n = {θ¯i (n); 1 ≤ i ≤ Mn} and propagate Nn particles for each grid point as
described in the beginning of this section. The following result is an immediate consequence of
Theorems 4.1 and 4.2.
Corollary 4.3. Assume (A1)–(A5), (A7)–(A8), and let assumption (A6) be satisfied for some
p ≥ 2. If the grid size and the number of particles vary with n in such a manner that
(i) limn→∞ ‖Θ¯n‖ = 0,
(ii) limn→∞ MnN−p/2n = 0,
then θˆNn and θˆ
N ,Spl
n are consistent.
The rest of this section is devoted to establishing Theorems 4.1 and 4.2. Under assumption
(A3) it is possible to prove that `ν,n/n converges (a.s.) uniformly in θ to a deterministic function
`. The limiting function has the property that `(θ) ≤ `(θ∗), for all θ ∈ Θ , and `(θ) = `(θ∗)
if and only if θ = θ∗. From this strong consistency of the MLE immediately follows, and
this is proved in [12] for autoregressive models. Using these results and the compactness of
the parameter space, one can, by taking the same approach to consistency as [32], describe
the connection between the quality of the log-likelihood approximation and the quality of the
resulting approximate MLE. The following result is an extension of Douc et al. ([12], Theorem
7, first part).
Proposition 4.4. Let θ˜n be an estimator satisfying `n,ν(θ˜n) ≥
∥∥`n,ν∥∥Θ,∞ − Rn and let ε > 0.
Furthermore, assume (A1)–(A3). Then for all  > 0 there exist finite integers n(ε, ) and k(ε, ),
independent of the distribution of Rn , such that for all n ≥ n(ε, ),
Pθ∗
(
|θ˜n − θ∗| ≥ ε
)
≤ Pθ∗
[
n−1Rn ≥ 1/k(ε, )
]
+ .
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The proof is given in the Appendix. The strength of this result is palpable if we consider θ˜n
as the maximum of an approximation ˜`ν,n of the log-likelihood. If the error of the approximation
satisfies the uniform bound ‖ ˜`ν,n − `ν,n‖Θ,∞ ≤ Rn/2, then
`ν,n(θ˜n) ≥ ˜`ν,n(θ˜n)− Rn/2 ≥ ˜`ν,n(θˆn)− Rn/2 ≥ `ν,n(θˆn)− Rn, (4.3)
which is exactly the principal condition of Proposition 4.4. This is the key idea behind the proofs
of the theorems above.
We will preface the proofs by several lemmas whose proofs are found in the Appendix.
Proposition 4.5. Assume (A1) and (A2). In addition, let (A6) be satisfied for some p ≥ 2. Then
for all k ≥ 0, θ ∈ Θ , N ≥ 1, and p ≥ 2,
√
N
∥∥∥logφNν,k|k−1(gk; θ)− logφν,k|k−1(gk; θ)∥∥∥Lp(Pθ,N
θ∗
) ≤ αp,
where the constant αp only depends on p and model assumptions.
An alternative version of Proposition 4.5 can be obtained under a different assumption in the
case where the proposal kernel Rθ,k does not include the observation yk+1.
(A9) For all k ≥ 0 the proposal kernel Rθ,k does not depend on the observation yk+1 ∈ Y, and
for some l ≥ 2 there exist constants bl , b ∈ R+ such that for all θ ∈ Θ and all k ≥ 0,
Eθ∗ ‖Gk(·; θ)‖lX,∞ ≤ bl and
∥∥∥∥ dQθdRθ,k
∥∥∥∥
X2,∞
≤ b.
Proposition 4.6. Assume (A1) and (A2). In addition, let assumption (A9) hold for l = p + 1,
with p ≥ 2. Then for all k ≥ 0, θ ∈ Θ , and N ≥ 1,
√
N
∥∥∥logφNν,k|k−1(gk; θ)− logφν,k|k−1(gk; θ)∥∥∥Lp(Pθ,N
θ∗
) ≤ αˆp,
where the constant αˆp only depends on p and model assumptions.
Remark 4.7. It is easily verified that the first condition of assumption (A9) is satisfied for any
model comprising an observation equation of type
Yk = Fθ (Xk)+ σθk,
where Fθ : X → R is a continuous function and {k; k ≥ 0} is a set of independent and
identically distributed Gaussian variables.
The impact of the grid on the approximations are controlled by the following uniform law of
large numbers for the log-likelihood discrepancy on the grid.
Proposition 4.8. Assume (A1), (A2), (A4), and (A5). Then for all ε > 0,
Pθ∗
(
n−1
∥∥`ν,n ◦ [·] − `ν,n∥∥Θ,∞ ≥ ε) ≤ ε−1‖Θ¯‖On(1).
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Proof of Theorem 4.1. In the light of Proposition 4.4 and the bound (4.3) we consider, for
u > 0, the probability
PΘ¯,Nθ∗
(
n−1
∥∥∥`Nν,n − `ν,n∥∥∥
Θ,∞ > u
)
≤ PΘ¯,Nθ∗
(
n−1
∥∥∥`Nν,n − `ν,n ◦ [·]∥∥∥
Θ,∞ >
u
2
)
+Pθ∗
(
n−1
∥∥`ν,n ◦ [·] − `ν,n∥∥Θ,∞ > u2) . (4.4)
The two terms of the decomposition (4.4) manifest that the error of the particle log-likelihood
approximation originates from two sources: the error due to particle filtering (the first term), and
the error due to the finite grid (the second term).
The second term is treated using Proposition 4.8. For the first term we use Boole’s inequality
to obtain
PΘ¯,Nθ∗
(
n−1
∥∥∥`Nν,n − `ν,n ◦ [·]∥∥∥
Θ,∞ ≥ u
)
= PΘ¯,Nθ∗
(
M⋃
i=1
{∣∣∣`Nν,n(θ¯i )− `ν,n(θ¯i )∣∣∣ ≥ nu}
)
≤
M∑
i=1
PΘ¯,Nθ∗
(∣∣∣`Nν,n(θ¯i )− `ν,n(θ¯i )∣∣∣ ≥ nu) .(4.5)
Applying the Markov and Minkowski inequalities provides
PΘ¯,Nθ∗
(
n−1
∥∥∥`Nν,n − `ν,n ◦ [·]∥∥∥
Θ,∞ ≥ u
)
≤ 1
(nu)p
M∑
i=1
EΘ¯,Nθ∗
∣∣∣`Nν,n(θ¯i )− `ν,n(θ¯i )∣∣∣p
≤ 1
(nu)p
M∑
i=1
[
n∑
k=0
∥∥∥logφNν,k|k−1(gk; θ¯i )− logφν,k|k−1(gk; θ¯i )∥∥∥Lp(PΘ¯,N
θ∗
)
]p
, (4.6)
and we conclude the proof by inserting the bound of Proposition 4.5 in the expression above,
using Proposition 4.4, and setting u = 1/k(ε, ). 
Proof of Theorem 4.2. We accomplish the proof for a one-dimensional parameter space; the
multidimensional case is treated completely analogously. We write∥∥∥Q(4)`Nν,n − `ν,n∥∥∥
Θ,∞ ≤
∥∥∥Q(4)`Nν,n −Q(4)`ν,n∥∥∥
Θ,∞ +
∥∥∥Q(4)`ν,n − `ν,n∥∥∥
Θ,∞ . (4.7)
For the first term we have that
Pθ∗
(
n−1
∥∥∥Q(4)`Nν,n −Q(4)`ν,n∥∥∥
Θ,∞ ≥ u
)
= P Θ¯,Nθ∗
n−1 ∥∥∥∥∥M−1∑
i=−3
[
`Nν,n(θ¯i+2)− `ν,n(θ¯i+2)
]
NΘ¯,4,i
∥∥∥∥∥
Θ,∞
≥ u

≤ P Θ¯,Nθ∗
n−1 ∥∥∥∥∥M−1∑
i=−3
NΘ¯,4,i
∥∥∥∥∥
Θ,∞
max
−1≤ j≤M+1
∣∣∣`Nν,n(θ¯ j )− `ν,n(θ¯ j )∣∣∣ ≥ u
 ,
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and since
∑M+1
i=−3NΘ¯,4,i (θ) = 1 for all θ ∈ Θ , we obtain, by reusing the bounds (4.5) and (4.6),
P Θ¯,Nθ∗
(
n−1
∥∥∥Q(4)`Nν,n −Q(4)`ν,n∥∥∥
Θ,∞ ≥ u
)
≤ 1
(nu)p
M+1∑
i=−1
[
n∑
k=0
∥∥∥logφNν,k|k−1(gk; θ¯i )− logφν,k|k−1(gk; θ¯i )∥∥∥Lp(PΘ¯,N
θ∗
)
]p
. (4.8)
Now, plugging the bound of Proposition 4.5 into the expression above provides control of the
first term of the decomposition (4.7).
To treat the second term we need to control the error introduced by the first link in the
spline approximation procedure, that is, when passing from `ν,n to Q(4)`ν,n . Since the variation
diminishing approximant reproduces first-degree polynomials, we may expect its order of
approximation to be O(‖Θ¯‖2); indeed, from Lyche and Schumaker ([25], Theorem 5.3 and,
for the multidimensional case, Theorem 10.4) we adapt the bound∥∥∥Q(4)`ν,n − `ν,n∥∥∥
Θ,∞ ≤ C˜2‖Θ¯‖
2
∥∥∥∇2θ `ν,n∥∥∥
Θ,∞
for some universal constant C˜2 and all observed trajectories. Thus by Markov’s inequality,
Pθ∗
(
n−1
∥∥∥Q(4)`ν,n − `ν,n∥∥∥
Θ,∞ ≥ ε
)
≤ ε−1C˜2‖Θ¯‖2Eθ∗
[
n−1
∥∥∥∇2θ `ν,n∥∥∥
Θ,∞
]
. (4.9)
Douc et al. [12, Propositions 4 and 5] establish a locally uniform law of large numbers for the
observed Fisher information ∇2θ `ν,n by adding assumptions (A7) and (A8) to the list of model
constraints and applying the same technique as in the proof of Proposition 4.8 (see the Appendix).
A globally uniform version, implying the existence of the limit limn→∞ Eθ∗ [n−1‖∇2θ `ν,n‖Θ,∞]
via the ergodic theorem, follows straightforwardly using similar arguments. We omit details and
refer the reader to the original work. 
4.3.
√
n-consistency and asymptotic normality of the approximate MLE
By raising the requirements on the accuracy of the approximate log-likelihood `Nν,n , it is
possible to make the corresponding estimate θˆNn not only consistent, but also
√
n-consistent and
asymptotically normal; that is, the sequence {√n(θˆNn −θ∗); n ≥ 0} is tight and converges weakly
to a Gaussian variable as the number n of observations goes to infinity. Of course, the same is true
for the estimate θˆN ,Spln obtained by means of spline interpolation. The path to these results goes
via a counterpart of Proposition 4.4 proved by Douc et al. [12]. The result requires the validity
of the Fisher information identity, i.e. that the Fisher information can be expressed both as the
covariance matrix of the score function and as the expectation of the negative Hessian of the
log-likelihood ([12, p. 2278]). This identity holds under the following additional assumption.
(A10) For all x ∈ X there exist functions f 1x : Y 7→ R+ and f 2x : Y 7→ R+ in L1(λ) such that
|∇θg(x, y; θ)| ≤ f 1x (y) and |∇2θ g(x, y; θ)| ≤ f 2x (y) for all θ ∈ Θ .
Denote by I(θ∗) , Eθ∗ [∆0,∞(θ∗)∆0,∞(θ∗)T], the stochastic function ∆0,∞ being defined
in the proof of Proposition 4.8, the asymptotic Fisher information matrix, that is, the covariance
matrix of the asymptotic score function.
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Theorem 4.9 ([12]). Assume (A1)–(A5), (A7), (A8), (A10), and that the matrix I(θ∗) is
positive definite. Let θ˜n be an estimator satisfying
`ν,n(θ˜n) ≥
∥∥`ν,n∥∥Θ,∞ − Rn .
Then the following are true:
(i) If Rn = OPθ∗ (1), then θ˜n is
√
n-consistent under Pθ∗ .
(ii) If Rn = oPθ∗ (1), then
√
n(θ˜n − θ∗)⇒ N [0, I−1(θ∗)], Pθ∗ -weakly as n →∞.
The proof follows by a Taylor expansion of `ν,n around its maximum and the consistency
of θ˜n due to Proposition 4.4—note that the conditions (i) and (ii) above are stronger than
the principal condition of Proposition 4.4. By (4.3), the conditions (i) and (ii) are fulfilled
if the grid size and the number of particles are adjusted in such a way that the sequence
{‖(Q(4))`Nnν,n − `ν,n‖Θ,∞; n ≥ 0} is tight or converges to zero in probability, respectively. The
following theorem is a straightforward extension of the results established in this section.
Theorem 4.10. Assume (A1)–(A5), (A7), (A8), (A10), and let assumption (A6) be satisfied for
some p ≥ 2. Moreover, assume that the matrix I(θ∗) is positive definite. Then the following are
true:
(i) If n‖Θ¯n‖ = O(1) and Mnn pN−p/2n = O(1), then θˆNn is
√
n-consistent under PΘ¯n ,Nnθ∗ .
(ii) If limn→∞ n‖Θ¯n‖ = 0 and limn→∞ Mnn pN−p/2n = 0, then√n(θˆNn −θ∗)⇒ N [0, I−1(θ∗)],
PΘ¯n ,Nnθ∗ -weakly as n →∞.
Proof. We start with the first part. Let 0 <  < 1; by assumption there exist c > 0 and a positive
integer n0 such that Mnn p ≤ cN p/2n for n ≥ n0. Choose a > 0 such that cα pp ≤ a p, where the
constant αp is as in Proposition 4.5. Then by (4.6), for n ≥ n0,
PΘ¯n ,Nnθ∗
(∥∥∥`Nν,n − `ν,n ◦ [·]∥∥∥
Θ,∞ ≥ a
)
≤ α
p
pMnn p
a pN p/2n
≤ Mnn
p
cN p/2n
≤ , (4.10)
implying that the sequence {‖`Nν,n − `ν,n ◦ [·]‖Θ,∞; n ≥ 0} is tight. Next we note that by
(A.15) there exists a positive integer n1 and a′ > 0 such that Eθ∗ [n−1‖∇θ`ν,n‖Θ,∞] ≤ a′
for n ≥ n1. Furthermore, by assumption there exist c′ > 0 and another positive integer n2 such
that n‖Θ¯‖ ≤ c′ for n ≥ n2. By making a Taylor expansion and applying the Cauchy–Schwartz
inequality in Rd together with Markov’s inequality we obtain, for all  > 0 and n ≥ n1 ∨ n2,
Pθ∗
(∥∥`ν,n − `ν,n ◦ [·]∥∥Θ,∞ ≥ c′a′
)
≤ ,
which implies that the sequence {‖`ν,n − `ν,n ◦ [·]‖Θ,∞; n ≥ 0} is tight under Pθ∗ . The
componentwise sum of two tight sequences is still tight, and using Theorem 4.9 completes the
proof of (i).
We prove (ii) along similar lines. Let  > 0; by replacing a for  in the first bound of (4.10) and
using the second assumption of (ii), we conclude that the sequence {‖`Nν,n−`ν,n◦[·]‖Θ,∞; n ≥ 0}
tends to zero in probability.
For the second term we have
Pθ∗
(∥∥`ν,n − `n ◦ [·]∥∥Θ,∞ ≥ ) ≤ n‖Θ¯n‖−1Eθ∗ [n−1 ∥∥∇θ`ν,n∥∥θ,∞] ,
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where, under the first assumption of (ii), the right hand side tends to zero as n tends to infinity.
Applying Theorem 4.9 completes the proof. 
The next result follows straightforwardly by repeating the arguments of the previous proof on
the basis of the Eqs. (4.8) and (4.9).
Theorem 4.11. Let the assumptions of Theorem 4.10 hold. Then the following are true:
(i) If n‖Θ¯n‖2 = O(1) and Mnn pN−p/2n = O(1), then θˆN ,Spln is√n-consistent under PΘ¯n ,Nnθ∗ .
(ii) If limn→∞ n‖Θ¯n‖2 = 0 and limn→∞ Mnn pN−p/2n = 0, then √n(θˆN ,Spln − θ∗) ⇒
N [0, I−1(θ∗)], PΘ¯n ,Nnθ∗ -weakly as n →∞.
5. A numerical example
To assess the performance of the approximate MLEs studied in the previous section, we now
apply the method to an entirely constructed example.
Consider the compact space X = {x ∈ R; |x | ≤ D} and let X be a Markov chain on X defined
in the following way. Given Xk , a candidate X˜k+1 for the next state of X is obtained by adding
a normally distributed increment ηk+1 with zero mean and variance σ 2η to exp(−βXk). If X˜k+1
lands up insideX, one sets Xk+1 = X˜k+1; otherwise, the new position will be the candidate value,
but reflected off the end points of the interval. Reflection can occur several times, depending on
the size of the increment. All increments {ηk; k ≥ 1} are independent and the procedure is
repeated recursively. It is easily shown that the transitions of X are made according to the kernel
q(x, x ′) = 1
ση
√
2pi
∞∑
k=−∞
(
exp
{
−[4Dk − exp(−βx)+ x
′]2
2σ 2η
}
− exp
{
−[4Dk − 2D − exp(−βx)− x
′]2
2σ 2η
})
,
with (x, x ′) ∈ X2. The chain X is hidden, but partially observed through the signal Y defined by
Yk = θX2k + σεεk,
where {εk; k ≥ 0} is a set of standard normally distributed random variables such that εk is
independent of Xk and (X i , Yi ), 0 ≤ i ≤ k − 1. The parameter θ ∈ Θ , [0, 1] is assumed to be
unknown and is the parameter that we want to estimate. The hidden chain is initialized according
to a zero-mean normal distribution with variance σ 20 , reflected off the end points of the state
space as well. It is straightforward to check that the model described satisfies the assumptions of
Sections 2 and 4.
We simulated 100 trajectories of Y with length 3200 letting (D, σ 2ε , σ
2
η , σ
2
0 , β, θ
∗) =
(10, 0.1, 0.1, 0.1, 1, 1/
√
2). Since the chosen value of D is relatively large, reflection will
practically never occur in state sequences of the actual length. For each of the observed
trajectories, six estimates of θ were, using the bootstrap particle filter (suggested by Gordon
et al. [16]), for which Rk ≡ Q, k ≥ 0, obtained for the 100, 200, 400, 800, 1600, and 3200
first observations, respectively. For this type of model and particle filter, assumption (A9) is
satisfied for any l ≥ 1, and we set l = 7. In order to obtain consistent estimates, according
to Corollary 4.3 (applied with p = 6), the distances between the equally spaced grid points
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Fig. 5.1. Approximated log-likelihood functions for θ∗ = 1/√2 and n = 100 obtained by means of piecewise constant
functions (the stairlike curve) and B-splines (the smooth curve). The dash–dotted and dashed lines indicate, respectively,
the resulting approximate MLEs.
Fig. 5.2. Figure (a) shows approximate MLEs for θ∗ = 1/√2. Each box plot is based on 100 estimates, and six different
values of n are considered. In (b) a normal probability plot of approximate MLEs for the same θ∗ is displayed. Each plot
contains 50 estimates, and all estimates are based on 1000 observations. The estimates marked with plus signs and rings
are obtained using 300 and 1500 particles and are connected to the dashed and dotted lines, respectively.
was set to 0.25/
√
n, and the number of particles to Nn = 5d√nM1/3n e. The resulting pointwise
approximations of the log-likelihood on the grid were extended to the whole parameter space by
means of step functions and B-splines (using the MATLAB spline toolbox). When simulating the
hidden chain, a burn-in comprising 100 steps was used in order to put the chain at stationarity.
Typical approximate log-likelihood functions obtained in this way for n = 100 are displayed in
Fig. 5.1, where the resulting MLEs obtained using piecewise constant functions and B-splines
are indicated by the dashed and dash–dotted lines, respectively. Fig. 5.2(a) shows box plots of the
estimates obtained for the different numbers of observations; we see how the estimated values
cluster increasingly around the true parameter value θ∗ as n gets larger. From the plot it is also
evident that introducing B-splines increases the efficiency of the estimates, which is confirmed
by the standard deviation values of Table 1.
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Table 1
Standard deviations of approximate MLEs for different values of n estimated from 100 independent runs
Interpolation method n = 100 200 400 800 1600 3200
Step functions 0.1125 0.0712 0.0570 0.0358 0.0296 0.0234
B-splines 0.0936 0.0681 0.0543 0.0381 0.0287 0.0228
In order to investigate asymptotic normality of the approximate MLEs, we simulated 50
observation sequences of length 1000, and for each of these trajectories we computed two
approximate MLEs, using 300 and 1500 particles. In addition, we increased the number of
equally spaced grid points by a factor five in the latter case. In this way we can form a picture of
how the distribution of the approximate MLE approaches the distribution of the true MLE, here
represented by the large sample approximation. That is, by using a large number of particles we
isolate the randomness of the estimates due to the stochastic observations only, which cause the
asymptotic variance in Theorem 4.9. The sample variances in the two cases were 0.169 × 10−3
and 0.144 × 10−3, respectively. This clearly illustrates the point in not over-dimensioning the
particle filter: increasing N and decreasing ‖Θ¯‖ even further would decrease this variability only
marginally, as the variation in the estimates is then totally dominated by the sample variation
intrinsic to the MLE itself (which decreases only with n). Thus, for a fixed sample size n it is
sensible to choose N large enough that the variability of the parameter estimate due to the particle
filter is smaller than the variability of the maximum likelihood estimator itself, while choosing
N much larger is only cost-ineffective. Irrespective of clustering due to the discrete grid, the
points in Fig. 5.2(b) concentrate appealingly around the reference line, which indicates normally
distributed MLEs.
6. Discussion and further research
We have presented a particle-based method for obtaining parameter estimates in state space
models, which are guaranteed to be consistent and asymptotically normal. Such a result has
not, as far as we know, been established up to present time. The asymptotic properties of
the estimates are obtained at the cost of computational intensity, since the method requires
the running of parallel particle filters over an entire grid of parameter values. Given that the
multinomial resampling step of the particle filter algorithm is achieved using a procedure with
linear complexity in N (see e.g. [30]), the number of operations needed to obtain consistency is
of order O(nMN ). In the case of asymptotic normality, the corresponding rate was improved by
introducing B-spline interpolation techniques.
To improve the rates and the quality of the approximation, one could consider interpolation
techniques different from the one described in Section 4.1.2; for example, letting the estimate
be a weighted mean of surrounding grid points. An option is also to make the approximation
smoother by running the particle filters for the grid points, but evaluating gk[ξ N ,i[θ ],k(k); ·] in (4.1)
at θ rather than at the grid point [θ ]. Furthermore, as the workload of our method greatly depends
on the number of grid points, an approach similar to the one of Hu¨rzeler and Ku¨nsch [17] (see
Section 1) looks appealing. The problem here is that the weights are based on quantities that
have to be approximated using the particle filtering samples. This will make the analysis of the
asymptotic performance of the resulting estimator considerably harder than for our approximate
MLE.
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Finally, in its present condition, the assumption (A6) handles non-linear models with additive
noise of fixed variance satisfyingly, but falls short on those where the volatility is random. Thus,
for e.g. many financial applications, a weaker counterpart is desirable.
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Appendix. Proofs
A.1. Proof of Proposition 4.4
By way of introduction, we follow the lines of Wald [32] (see also [31, Theorem 5.14]).
Consider a fixed θ ′ ∈ Θ such that θ ′ 6= θ∗ and let Br (θ ′) be open balls around θ ′ of decreasing
diameter. Using that ` is continuous [12, Lemma 4], supθ∈Br (θ ′) `(θ) ↓ `(θ ′). Thus there exists,
since `(θ ′) < `(θ∗), a radius r0 such that supθ∈Br0 (θ ′) `(θ) < `(θ
∗). In this manner, cover the
compact set [Bε(θ∗)]c = {θ ∈ Θ; |θ−θ∗| ≥ ε}with a finite number of open balls B j , 1 ≤ j ≤ p,
satisfying supθ∈B j `(θ) < `(θ
∗). Using Lemma 2 and Proposition 2 in [12],
lim
n
sup
θ∈[Bε(θ∗)]c
n−1`ν,n(θ) = sup
θ∈[Bε(θ∗)]c
`(θ) ≤ sup
j
sup
θ∈B j
`(θ) < `(θ∗) Pθ∗ -a.s. (A.1)
Now, assume that θ˜n ∈ [Bε(θ∗)]c; then, by assumption,
sup
θ∈[Bε(θ∗)]c
n−1`ν,n(θ) ≥ n−1`ν,n(θ˜n) ≥ n−1
∥∥`ν,n∥∥Θ,∞ − n−1Rn
≥ n−1`ν,n(θ∗)− n−1Rn . (A.2)
In addition, define
An ,
{
sup
θ∈[Bε(θ∗)]c
n−1`ν,n(θ) ≥ `(θ∗)−
[
n−1`ν,n(θ∗)− `(θ∗)
]− − n−1Rn} .
Since, by Douc et al. [12, Proposition 1], n−1`ν,n(θ∗)→ `(θ∗) a.s., (A.1) yields
Pθ∗
( ∞⋃
k=1
lim inf
m
Em(k)
)
= 1,
where lim infm Em(k) , ∪m≥0 ∩ j≥m E j (k) is the event that Em(k) happens eventually, i.e., for
all but a finite number of m, and
Em(k) ,
{
sup
θ∈[Bε(θ∗)]c
m−1`ν,m(θ)+
[
m−1`ν,m(θ∗)− `(θ∗)
]− + 1/k ≤ `(θ∗)} .
Note that each Em(k) depends on ε. Now, let  > 0. Since the sets lim infm Em(k) and
∩∞j=m E j (k) are monotonically increasing sets in k and m, respectively, there exist finite integers
k(ε, ), m(ε, ) such that
1 ≤ Pθ∗
(
lim inf
m
Em[k(ε, )]
)
+ /2 ≤ Pθ∗
( ∞⋂
j=m(ε,)
E j [k(ε, )]
)
+ ,
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implying that
Pθ∗
({ ∞⋂
j=m(ε,)
E j [k(ε, )]
}c)
≤ . (A.3)
Note that the numbers k(ε, ) and m(ε, ) do not depend on the distribution of Rn . Using (A.3),
Pθ∗
(
sup
θ∈[Bε(θ∗)]c
n−1`ν,n(θ) ≥ n−1`ν,n(θ∗)− n−1Rn
)
≤ Pθ∗
(
An
∞⋂
j=m(ε,)
E j [k(ε, )]
)
+ .
Thus, for all n ≥ m(ε, ),
Pθ∗
(
|θ˜n − θ∗| ≥ ε
)
≤ Pθ∗
[
n−1Rn ≥ 1/k(ε, )
]
+ .
A.2. Proofs of Propositions 4.5 and 4.6
Let, for k ≥ 0, Gk denote the σ -algebra generated by the observed process from time zero up
to time k. In addition, establish the convention
∑b
j=a c j = 0 for a > b. The following lemma
provides a bound on the Lp error of the predictive particle approximation for a fixed sequence
of observations. A similar result for the special case Rθ,k = Qθ (corresponding to the bootstrap
particle filter) was proved by Del Moral [8, p. 246]; here we extend, using a different technique,
this result to a general proposal.
Lemma A.1. Assume (A1) and (A2), and let f ∈ Bb(X) be a function possibly depending on
the observed value Yn . Then for all n ≥ 0, θ ∈ Θ , N ≥ 1, and p ≥ 2,
√
N
∥∥∥φNν,n|n−1( f ; θ)− φν,n|n−1( f ; θ)∥∥∥Lp[Pθ,N
θ∗ (·|Gn)
]
≤ K p ‖ f ‖X,∞
ρ(1− ρ)
[
1
σ−
n−1∑
k=1
‖Wk(·; θ)‖X2,∞
µgk(θ)
ρn−k + ‖g0(·; θ)‖X,∞
νg0(θ)
(ρn ∧ n)
]
+ K p ‖ f ‖X,∞
∥∥∥∥ dQθdRθ,n−1
∥∥∥∥
X2,∞
,
where K p is a universal constant depending on p only.
We prove Lemma A.1 by following the lines of Olsson et al. [27, Proposition 7.1]. For brevity,
let throughout this proof the dependence on θ of all quantities involved be implicit. Define, for
h ∈ Bb(Xk+1), the particle measures
φNν,0:k|k−1h ,
N∑
k=1
$
N ,i
k
N∑
j=1
$
N ,i
k
h(ξ N ,ik ), φ
N
ν,0:k|kh ,
N∑
k=1
ω
N ,i
k
N∑
j=1
ω
N ,i
k
h(ξ N ,ik ).
In addition we define, for x0:k ∈ Xk+1 and h ∈ Bb(Xk+1), the kernels Qk(x0:k, h) ,∫
X h(x0:k+1)Q(xk, dxk+1) and Lk(x0:k, h) ,
∫
X h(x0:k+1)gk+1(xk+1)Q(xk, dxk+1) with the
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convention Ll · · · Lm , Id for l > m. Moreover, let ηNk , φNν,0:k−1|k−1Rpk−1, 1 ≤ k ≤ n − 1,
η0 , ν, and, for A ∈ X⊗(k+1),
ϕNk|n(A) ,
∫
A
Wk(xk−1:k)Lk · · · Ln−2(x0:k,Xn)
φNν,0:k−1|k−1Lk−1 · · · Ln−2(Xn)
ηNk (dx0:k).
In addition, for A ∈ X,
ϕ0|n(A) ,
∫
A
g0(x0)L0 · · · Ln−2(x0,Xn)
ν[g0L0 · · · Ln−2(Xn)] ν(dx0),
so here ϕ0|n is the conditional distribution of X0 given Y0:n−1.
Lemma A.2. Let f ∈ Bb(Xn+1). Then, for all n ≥ 1,
φNν,0:n|n f − φν,0:n|n f = φNν,0:n|n−1 f − φNν,0:n−1|n−1Qn−1 f +
n−1∑
k=0
λNk ( f ),
where, for k ≥ 1,
λNk ( f ) ,
N∑
i=1
dϕNk|n
dηNk
(ξ
N ,i
k )Λk:n[ f ](ξ N ,ik )
N∑
j=1
dϕNk|n
dηNk
(ξ
N , j
k )
− ϕNk|nΛk:n[ f ],
λN0 ( f ) ,
N∑
i=1
dϕ0|n
dη0
[ξ N ,i0 (0)]Λ0:n[ f ][ξ N ,i0 (0)]
N∑
j=1
dϕ0|n
dη0
[ξ N , j0 (0)]
− ϕ0|nΛ0:n[ f ],
and the operatorsΛk:n : Bb(Xn+1)→ Bb(Xk+1), 0 ≤ k ≤ n−1, are, for fixed points xˆ0:k ∈ Xk+1,
defined by
Λk:n[ f ](x0:k) , Lk · · · Ln−2Qn−1 f (x0:k)Lk · · · Ln−2(x0:k,Xn) −
Lk · · · Ln−2Qn−1 f (xˆ0:k)
Lk · · · Ln−2(xˆ0:k,Xn) .
Proof. Consider the decomposition
φNν,n|n−1 f − φν,n|n−1 f = φNν,0:n|n−1 f − φNν,0:n−1|n−1Qn−1 f
+
n−1∑
k=1
[
φNν,0:k|kLk · · · Ln−2Qn−1 f
φNν,0:k|kLk · · · Ln−2(Xn)
− φ
N
ν,k−1|k−1Lk−1 · · · Ln−2Qn−1 f
φNν,0:k−1|k−1Lk−1 · · · Ln−2(Xn)
]
+ φ
N
ν,0|0L0 · · · Ln−2Qn−1 f
φNν,0|0L0 · · · Ln−2(Xn)
− φν,0:n|n−1 f. (A.4)
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Now, since for 1 ≤ k ≤ n − 1,
φNν,k−1|k−1Lk−1 · · · Ln−2Qn−1 f
φNν,0:k−1|k−1Lk−1 · · · Ln−2(Xn)
= ηNk
[
Wk(·)Lk · · · Ln−2Qn−1 f (·)
φNν,0:k−1|k−1Lk−1 · · · Ln−2(Xn)
]
= ηNk
[
Wk(·)Lk · · · Ln−2(·,Xn)
φNν,0:k−1|k−1Lk−1 · · · Ln−2(Xn)
×
{
Λk:n[ f ](·)+ Lk · · · Ln−2Qn−1 f (xˆ0:k)Lk · · · Ln−2(xˆ0:k,Xn)
}]
= ϕNk|n
[
Λk:n[ f ](·)+ Lk · · · Ln−2Qn−1 f (xˆ0:k)Lk · · · Ln−2(xˆ0:k,Xn)
]
= ϕNk|nΛk:n[ f ] +
Lk · · · Ln−2Qn−1 f (xˆ0:k)
Lk · · · Ln−2(xˆ0:k,Xn) .
Moreover, since
φNν,0:k|kLk · · · Ln−2Qn−1 f
φNν,0:k|kLk · · · Ln−2(Xn)
=
N∑
i=1
dϕNk|n
dηNk
(ξ
N ,i
k )Λk:n[ f ](ξ N ,ik )
N∑
j=1
dϕNk|n
dηNk
(ξ
N , j
k )
+ Lk · · · Ln−2Qn−1 f (xˆ0:k)
Lk · · · Ln−2(xˆ0:k,Xn) ,
we obtain the identity
λNk ( f ) =
φNν,0:k|kLk · · · Ln−2Qn−1 f
φNν,0:k|kLk · · · Ln−2(Xn)
− φ
N
ν,k−1|k−1Lk−1 · · · Ln−2Qn−1 f
φNν,0:k−1|k−1Lk−1 · · · Ln−2(Xn)
.
The relation
N∑
i=1
dϕ0|n
dη0
[ξ N ,i0 (0)]Λ0:n[ f ][ξ N ,i0 (0)]
N∑
j=1
dϕ0|n
dη0
[ξ N , j0 (0)]
− ϕ0|nΛ0:n[ f ]
= φ
N
ν,0|0L0 · · · Ln−2Qn−1 f
φNν,0|0L0 · · · Ln−2(Xn)
− φν,0:n|n−1 f
is checked in a similar manner. 
Proof of Lemma A.1. For n = 0 the bound follows immediately by an application of the
Marcinkiewicz–Zygmund inequality (see, e.g., [28]). Thus, consider n ≥ 1 and introduce
the extension fn : x0:n 7→ f (xn) of f to Xn+1. Using this notation provides the identities
φNν,0:n|n−1 fn = φNν,n|n−1 f and φν,0:n|n−1 fn = φν,n|n−1 f , which allow us to bound the error in
question using the decomposition of Lemma A.2. Since, conditional on ξ N ,ik−1, 1 ≤ i ≤ N , the
first term of λNk ( fn) is an importance sampling estimator of ϕ
N
k|nΛk:n[ fn], it is convenient to apply
the Marcinkiewicz–Zygmund inequality to each term λNk ( fn) of the decomposition.
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Hence,
• By mimicking the proof of [27, Lemma 7.3] we obtain, for all 0 ≤ k ≤ n − 1,
‖Λk:n[ fn]‖Xk+1,∞ ≤ 2ρn−k−1 ‖Qn−1 fn‖Xn ,∞ ≤ 2ρn−k−1 ‖ f ‖X,∞ .
• From [27, Lemma 7.4] we get that, for all 1 ≤ k ≤ n − 1,∥∥∥∥∥dϕ
N
k|n
dηNk
∥∥∥∥∥
Xk+1,∞
≤ ‖Wk‖X2,∞
µgk(1− ρ)σ− ,
∥∥∥∥dϕ0|ndη0
∥∥∥∥
X,∞
≤ ‖g0‖X,∞
νg0(1− ρ) .
• Finally, applying, as in the proof of [27, Proposition 7.1], the Marcinkiewicz–Zygmund
inequality to each term of the decomposition (A.4) yields, for 0 ≤ k ≤ n − 1, the bounds
√
N
∥∥∥∥∥∥∥∥∥
N∑
i=1
dϕ(N )k|n
dη(N )k
(ξ
N ,i
k )Λk:n[ fn](ξ N ,ik )
N∑
j=1
dϕ(N )k|n
dη(N )k
(ξ
N , j
k )
− ϕ(N )k|n Λk:n[ fn]
∥∥∥∥∥∥∥∥∥
Lp
[
Pθ,N
θ∗ (·|Gn)
]
≤ C p ‖Λk:n[ fn]‖Xk+1,∞
∥∥∥∥∥dϕ
(N )
k|n
dη(N )k
∥∥∥∥∥
Xk+1,∞
and
√
N
∥∥∥φNν,0:n|n−1 fn − φNν,0:n−1|n−1Qn−1 fn∥∥∥Lp[Pθ,N
θ∗ (·|Gn)
] ≤ C p ‖ f ‖X,∞
∥∥∥∥ dQdRn−1
∥∥∥∥
X2,∞
,
where C p is a universal constant.
The result follows by applying these bounds and the triangle inequality. 
Having established this result, we set about proving Propositions 4.5 and 4.6.
Proof of Proposition 4.5. To get rid of the logarithms we use the inequality |log x − log y| ≤
|x − y|/(x ∧ y) for x, y > 0, which gives that, for any k ≥ 0,∣∣∣logφNν,k|k−1(gk; θ)− logφν,k|k−1(gk; θ)∣∣∣ ≤ ∣∣∣φNν,k|k−1(Gk; θ)− φν,k|k−1(Gk; θ)∣∣∣ . (A.5)
Here Gk is the ratio defined in Section 2. Thus,
Eθ,Nθ∗
∣∣∣logφNν,k|k−1(gk; θ)− logφν,k|k−1(gk; θ)∣∣∣p
= Eθ,Nθ∗
[
Eθ,Nθ∗
[ ∣∣∣logφNν,k|k−1(gk; θ)− logφν,k|k−1(gk; θ)∣∣∣p∣∣∣Gk]]
≤ Eθ,Nθ∗
[
Eθ,Nθ∗
[ ∣∣∣φNν,k|k−1(Gk; θ)− φν,k|k−1(Gk; θ)∣∣∣p∣∣∣Gk]] .
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Now, applying Lemma A.1 with f = Gk to the inner expectation provides, via Minkowski’s
inequality,
√
N
∥∥∥logφNν,k|k−1(gk; θ)− logφν,k|k−1(gk; θ)∥∥∥Lp(Pθ,N
θ∗
)
≤ K p
ρ(ρ − 1)
 1σ−
k−1∑
`=1
E1/pθ∗
[‖W`(·; θ)‖pX2,∞ ‖Gk(·; θ)‖pX2,∞
[µg`(θ)]p
]
ρk−`
+ 1
inf
x∈X
dν
dµ (x)
E1/pθ∗
[‖g0(·; θ)‖pX,∞ ‖Gk(·; θ)‖pX2,∞
[µg0(θ)]p
]
(ρk ∧ k)

+ K pE1/pθ∗
[∥∥∥∥ dQθdRθ,k−1
∥∥∥∥p
X2,∞
‖Gk(·; θ)‖pX2,∞
]
, (A.6)
and the proof is completed by applying assumption (A6) and summing up. 
Proof of Proposition 4.6. Firstly, consider the joint distribution of the predictive particle swarm
Ξ Nθ,k(k) = [ξ N ,1θ,k (k), . . . , ξ N ,Nθ,k (k)] and the observations Y0:k . We shall prove that this
distribution satisfies, for ξ ∈ XN and y0:k−1 ∈ Yk ,
Pθ,Nθ∗
(
Ξ Nθ,k(k) ∈ dξ ,Y0:k−1 ∈ dy0:k−1|Yk = yk
)
≤ ∥∥Gn(·; θ∗)∥∥X2,∞ Pθ,Nθ∗ (Ξ Nθ,k(k) ∈ dξ ,Y0:k−1 ∈ dy0:k−1) . (A.7)
To prove this bound, first write
Pθ,Nθ∗
(
Ξ Nθ,k(k) ∈ dξ ,Y0:k ∈ dy0:k
)
= Pθ,Nθ∗
(
Yk ∈ dyk |Ξ Nθ,k(k) = ξ ,Y0:k−1 = y0:k−1
)
×Pθ,Nθ∗
(
Ξ Nθ,k(k) ∈ dξ ,Y0:k−1 ∈ dy0:k−1
)
= Pθ∗ (Yk ∈ dyk |Y0:k−1 = y0:k−1)Pθ,Nθ∗
(
Ξ Nθ,k(k) ∈ dξ ,Y0:k−1 ∈ dy0:k−1
)
.
Note that the last equality is founded on the fact that the particles are mutated without any
influence from the observed value yk . Then, since
Pθ∗ (Yk ∈ dyk |Y0:k−1 = y0:k−1) =
∫
X
Pθ∗ (Yk ∈ dyk, Xk ∈ dx |Y0:k−1 = y0:k−1)
=
∫
X
gk(x; θ∗)λ(dyk)φν,k|k−1(dx; θ∗)
≤ ∥∥gk(·; θ∗)∥∥X,∞ λ(dyk),
and, analogously,
Pθ∗ (Yk ∈ dyk) =
∫
X
gk(x; θ∗)λ(dyk)Pθ∗ (Xk ∈ dx) ≥ inf
x ′∈X
gk(x
′; θ∗)λ(dyk),
the bound (A.7) follows.
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Now, assume that the function f ∈ Bb(X) does not depend on the observation yk . Then, by
applying Lemma A.1, assumption (A9), and arguing as in (A.6), we conclude that there is a
constant α˜p ∈ R+, depending only on p and model assumptions, such that
√
N
∥∥∥φNν,k|k−1( f ; θ)− φν,k|k−1( f ; θ)∥∥∥Lp(Pθ,N
θ∗
) ≤ α˜p ‖ f ‖X,∞ .
Thus, by (A.5),
N p/2Eθ,Nθ∗
∣∣∣logφNν,k|k−1(gk; θ)− logφν,k|k−1(gk; θ)∣∣∣p
= N p/2Eθ,Nθ∗
[
Eθ,Nθ∗
[∣∣∣φNν,k|k−1(Gk; θ)− φν,k|k−1(Gk; θ)∣∣∣p |Yk = yk]]
≤ α˜ ppEθ∗
[∥∥Gk(·; θ∗)∥∥X,∞ ‖Gk(·; θ)‖pX,∞] ,
where we used the bound (A.7) in the last step. Finally, applying Ho¨lder’s inequality with
exponents δ = (p + 1)/p and l = p + 1 yields
Eθ∗
[∥∥Gk(·; θ∗)∥∥X,∞ ‖Gk(·; θ)‖pX,∞]
≤ E1/δθ∗
[
‖Gk(·; θ)‖pδX,∞
]
E1/ lθ∗
[∥∥Gk(·; θ∗)∥∥lX,∞] ≤ bl ,
which concludes the proof. 
A.3. Proof of Proposition 4.8
Since we will prove Proposition 4.8 using a Taylor expansion of the log-likelihood, we need
to establish some results concerning the score function ∇θ`ν,n(θ). A tool for this analysis is the
conditional score function, which is, for any x ∈ X and θ ∈ Θ , defined by
∇θ`n(θ, x) ,
n∑
k=0
∇θ log pθ (Yk |Y0:k−1, X0 = x)
=
n∑
k=0
[∇θ log pθ (Y0:k |X0 = x)−∇θ log pθ (Y0:k−1|X0 = x)] . (A.8)
Here pθ (Y0|Y0:−1, X0 = x) should be understood as pθ (Y0|X0 = x). In the following we
will work with the conditional score, and transfer the results to the original one using the
mixing dynamics of the conditional latent chain. Since for many models there is no closed form
expression for pθ (Y0:k |X0 = x), we augment the observed data with the missing data of the
hidden chain. Under the assumptions above, the Fisher identity (see [24]) states that, for any
x ∈ X and θ ∈ Θ ,
∇θ log pθ (Y0:k |X0 = x) = Eθ
[∇θ log pθ (Z1:k, Y0|X0 = x)|Y0:k, X0 = x] . (A.9)
To obtain (A.9) we need to be able to exchange the gradient operation and integration for some
integrals. This is, by the dominated convergence theorem, permitted under the assumptions (A1),
(A2), (A4), and (A5)(i). Using (A.9), the conditional score function (A.8) can be rewritten as
∇θ`n(θ, x) =
n∑
k=0
∆k,0,x (θ),
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where, for any x ∈ X, θ ∈ Θ , k ≥ 1, and m ≥ 0,
∆k,m,x (θ) , Eθ
[
ϕ(θ,Zk−1:k)|Y−m:k, X−m = x
]
+
k−1∑
i=−m+1
{
Eθ
[
ϕ(θ,Zi−1:i )|Y−m:k, X−m = x
]
−Eθ
[
ϕ(θ,Zi−1:i )|Y−m:k−1, X−m = x
]}
,
with ϕ(θ,Zi−1:i ) , ∇θ log[qθ (X i−1, X i )gi (X i ; θ)]. For k = 0 and m = 0 we have defined
∆0,0,x (θ) , ∇θ log g0(x; θ). Under Assumptions (A4) and (A5), the conditional dominated
convergence theorem implies that the functions θ 7→ ∆k,m,x (θ) are Pθ∗ -a.s. continuous for all
x ∈ X.
We also introduce an unconditional counterpart to ∆k,m,x (θ). Let for m ≥ 0, k ≥ 1, and
θ ∈ Θ ,
∆k,m(θ) , Eθ
[
ϕ(θ,Zk−1:k)|Y−m:k
]
+
k−1∑
i=−m+1
{
Eθ
[
ϕ(θ,Zi−1:i )|Y−m:k
]− Eθ [ϕ(θ,Zi−1:i )|Y−m:k−1]} , (A.10)
and define ∆0,m(θ) , Eθ [∇θ log g0(X0; θ)|Y−m:0].
The forthcoming analysis will be made in two steps. Firstly, in Lemma A.3, we show that
the discrepancy between the conditional score (A.8) and unconditional score based on the
increments (A.10) is bounded as time n increases. Secondly, in Lemma A.4, it is proved that
∆k,m(θ) converges, uniformly in θ , to a limit element∆k,∞(θ) as m increases. This element can
intuitively be understood as ∇θ log pθ (Yk |Y−∞:k−1). Since its increments form a stationary and
ergodic sequence, the score based on these quantities will satisfy a uniform law of large numbers.
By Lemma A.3 we conclude that also the expectation of the original score is O(n).
Lemma A.3. Assume (A1), (A2), (A4), and (A5). Then for all x ∈ X and n ≥ 0,
Eθ∗
∥∥∥∥∥∇θ`n(·, x)− n∑
k=0
∆k,0
∥∥∥∥∥
Θ,∞
≤ 2
(
2Eθ∗ ‖∇θ log g0‖X×Θ,∞ + ‖∇θ log q‖X2×Θ,∞
) 1− ρn
1− ρ .
Proof. We follow the lines of the proof of [12, Lemma 8]. By definition,∥∥∥∥∥∇θ`n(·, x)− n∑
k=0
∆k,0
∥∥∥∥∥
Θ,∞
≤
n∑
k=1
∥∥∥E(·) [ϕ(·,Zk−1:k)|Y0:n, X0 = x]− E(·) [ϕ(·,Zk−1:k)|Y0:n]∥∥∥
Θ,∞
+ 2 ‖∇θ log g0‖X×Θ,∞ .
Since Pθ∗ (Xk ∈ ·|Xm = xm,Ym:n) = Pθ∗ (Xk ∈ ·|Xm = xm,Ym:n) for all 0 ≤ m ≤ k, we
conclude, using the exponential forgetting property of the conditional latent chain (Theorem 2.1)
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and the stated assumptions, that∥∥∥E(·) [ϕ(·,Zk−1:k)|Y0:n, X0 = x]− E(·) [ϕ(·,Zk−1:k)|Y0:n]∥∥∥
Θ,∞
≤ 2 sup
θ∈Θ
sup
(x ′,x ′′)∈X2
‖ϕ[θ, (x ′, Yk−1), (x ′′, Yk)]‖ρk−1 Pθ∗ -a.s.,
for k ≥ 1. Taking expectations and summing up completes the proof. 
Using exactly the same arguments as in the proof of Lemma A.3, we obtain that, for all x ∈ X,
Eθ∗
∥∥∇θ`n(·, x)−∇θ`ν,n∥∥Θ,∞
≤ 2
(
2Eθ∗ ‖∇θ log g0‖X×Θ,∞ + ‖∇θ log qθ‖X2×Θ,∞ + ‖∇θ log ν‖X×Θ,∞
)
× 1− ρ
n
1− ρ . (A.11)
We now show that {∆k,m(θ);m ≥ 0} is Pθ∗ -a.s. a Cauchy sequence for all θ ∈ Θ . This defines
a limit function that, by continuity of ∆k,m,x , turns out to be an element of C(Θ,Rd), the space
of continuous functions from Θ to Rd equipped with the supremum norm.
Lemma A.4. Assume (A1), (A2), (A4), and (A5). Then for all k ≥ 0 and m,m′ > 0,
Eθ∗
∥∥∆k,m −∆k,m′∥∥Θ,∞
≤ 12
(
Eθ∗ ‖∇θ log g0‖X×Θ,∞ + ‖∇θ log q‖X2×Θ,∞
) ρ(k+m∧m′)/2−1
1− ρ .
Proof. We argue along the lines of the proof of [12, Lemma 10]. Consider the case
k ≥ 1. To compute a bound on ∆k,m(θ) − ∆k,m′(θ) we need to bound terms of the
form either Eθ
[
ϕ(θ,Zi−1:i )|Y−m:k
] − Eθ [ϕ(θ,Zi−1:i )|Y−m′:k] or Eθ [ϕ(θ,Zi−1:i )|Y−m:k] −
Eθ
[
ϕ(θ,Zi−1:i )|Y−m:k−1
]
. Using the exponential forgetting property of the conditional latent
chain we obtain, for −m′ ≤ −m < i ≤ k, the inequality∥∥∥E(·) [ϕ(·,Zi−1:i )|Y−m:k]− E(·) [ϕ(·,Zi−1:i )|Y−m′:k]∥∥∥
Θ,∞
≤ 2 sup
θ∈Θ
sup
(x,x ′)∈X2
∥∥ϕ[θ, (x, Yi−1), (x ′, Yi )]∥∥ ρm+i−1 Pθ∗ -a.s. (A.12)
To control differences of the second type we utilize the fact that the time-reversed conditional
hidden chain satisfies an exponential forgetting property which is entirely analogous to the one
of Theorem 2.1; see again [12] for details. Thus, by arguing in a similar manner we get, for
−m < i < k, the bound∥∥∥E(·) [ϕ(·,Zi−1:i )|Y−m:k]− E(·) [ϕ(·,Zi−1:i )|Y−m:k−1]∥∥∥
Θ,∞
≤ sup
θ∈Θ
sup
(x,x ′)∈X2
∥∥ϕ[θ, (x, Yi−1), (x ′, Yi )]∥∥ ρk−i−1 Pθ∗ -a.s. (A.13)
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Assuming that m′ ≥ m > 0 and using (A.12) and (A.13), we find that
Eθ∗
∥∥∆k,m −∆k,m′∥∥Θ,∞
≤
[
2ρm+k−1 + 2
−m∑
i=−m′+1
ρk−i−1 + 4
k−1∑
i=−m+1
(ρk−i−1 ∧ ρm+i−1)
]
×
(
Eθ∗ ‖∇θ log g0‖X×Θ,∞ + ‖∇θ log q‖X2×Θ,∞
)
,
where the first factor on the right hand side is bounded by
2ρm+k−1 + 2ρ
k+m−1
1− ρ + 4
∑
−∞<i≤(k−m)/2
ρk−i−1 + 4
∑
(k−m)/2≤i<∞
ρi+m−1
≤ 12ρ
(k+m)/2−1
1− ρ .
Finally consider the case k = 0. By Theorem 2.1 we have, Pθ∗ -a.s.,∥∥∆0,m −∆0,m′∥∥Θ,∞ ≤ ‖∇θ log g0‖X×Θ,∞ ρm∧m′ .
This completes the proof. 
Now, by Markov’s inequality and Lemma A.4 there is, for all k ≥ 0, a constant Bk ∈ R+ such
that for m ≥ 0,
Pθ∗
(∥∥∆k,m −∆k,m+1∥∥Θ,∞ ≥ ρm/4) ≤ ρ−m/4Eθ∗ ∥∥∆k,m −∆k,m+1∥∥Θ,∞
= Bkρm/4. (A.14)
Hence, by applying the Borel–Cantelli lemma, we conclude that
Pθ∗
(∥∥∆k,m −∆k,m+1∥∥Θ,∞ ≥ ρm/4 i.o.) = 0.
This implies that for all trajectories ω ∈ Ωk , Pθ∗(Ωk) = 1, of the stationary extended chain there
exists an integer Nk(ω) such that ‖∆k,m(ω) − ∆k,m+1(ω)‖Θ,∞ < ρm/4 for all m ≥ Nk(ω). It
follows that {∆k,m(ω);m ≥ 0} is a Cauchy sequence in the supremum norm for all ω ∈ Ωk .
Since the space Rd(Θ) of functions from Θ to Rd is complete in this norm, there exists a limit
function which we denote by ∆k,∞(ω).
We prove that ∆k,∞ is Pθ∗ -a.s. continuous. By mimicking the proof of [12, Lemma 13, first
part] and using Markov’s inequality in compliance with (A.14) we get, for any x ∈ X and m ≥ 0,
the bound
Pθ∗
(∥∥∆k,m −∆k,m,x∥∥Θ,∞ ≥ ρm/4) ≤ B˜k(m ∨ k)2ρm/4,
with B˜k ∈ R+. By a similar Borel–Cantelli argument we conclude that for all ω ∈ Ω˜k ,
Pθ∗(Ω˜k) = 1, there is an integer N˜k(ω) such that
∥∥∆k,m,x (ω)−∆k,∞(ω)∥∥Θ,∞ < ρm/4 for
all m ≥ N˜k(ω). Thus for ω ∈ Ωk ∩ Ω˜k and m ≥ Nk(ω) ∨ N˜k(ω),∥∥∆k,m,x (ω)−∆k,∞(ω)∥∥Θ,∞
≤ ∥∥∆k,m,x (ω)−∆k,m(ω)∥∥Θ,∞ + ∥∥∆k,m(ω)−∆k,∞(ω)∥∥Θ,∞ ≤ 2ρm/4.
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The uniform convergence of {‖∆k,m,x‖Θ,∞; k ≥ 0} to∆k,∞ onΩk∩Ω˜k follows. Furthermore we
establish that the limit function∆k,∞ is continuous on Ωk ∩ Ω˜k , since each∆k,m,x is continuous
and the space of continuous functions from Θ to Rd furnished with the supremum norm is
closed in Rd(Θ). Outside Ωk ∩ Ω˜k we redefine ∆k,∞ as being zero for all θ ∈ Θ . Because
Θ is compact and separable, each ‖∆k,∞‖Θ,∞ is a measurable function. Finally the sequence
{‖∆k,∞‖Θ,∞; k ≥ 0} is Pθ∗ -stationary and ergodic.
We are now prepared for proving the main result.
Proof of Proposition 4.8. By Taylor’s formula, for any θ ∈ Θ ,
`ν,n ◦ [θ ] − `ν,n(θ) = ∇θ`ν,n(θˇ)([θ ] − θ),
where θˇ is a random point on the line segment between [θ ] and θ . Applying the Cauchy–Schwartz
inequality in Rd gives the bound∣∣`ν,n ◦ [θ ] − `ν,n(θ)∣∣ ≤ ∥∥∇θ`ν,n∥∥Θ,∞ ‖[·] − ·‖Θ,∞ .
Hence, by Markov’s inequality,
Pθ∗
(
n−1
∥∥`ν,n ◦ [·] − `ν,n∥∥Θ,∞ ≥ ) ≤ −1 ‖[·] − ·‖Θ,∞ Eθ∗ [n−1 ∥∥∇θ`ν,n∥∥Θ,∞] ,
where, for any x ∈ X,
Eθ∗
∥∥∇θ`ν,n∥∥Θ,∞ ≤ Eθ∗ ∥∥∇θ`ν,n −∇θ`n(·, x)∥∥Θ,∞ + Eθ∗
∥∥∥∥∥∇θ`n(·, x)− n∑
k=0
∆k,0
∥∥∥∥∥
Θ,∞
+
n∑
k=0
Eθ∗
∥∥∆k,0 −∆k,∞∥∥Θ,∞ + Eθ∗
[
n∑
k=0
∥∥∆k,∞∥∥Θ,∞
]
.
Using Lemmas A.3 and A.4 and (A.11) and summing up, we obtain
Eθ∗
[
n−1 ‖∇θ`n‖Θ,∞
]
≤ Eθ∗
[
n−1
n∑
k=0
∥∥∆k,∞∥∥Θ,∞
]
+ on(1). (A.15)
For the sum above we have, by the ergodic theorem,
lim
n→∞Eθ∗
[
n−1
n∑
k=0
∥∥∆k,∞∥∥Θ,∞
]
= Eθ∗
∥∥∆0,∞∥∥Θ,∞ ,
which concludes the proof. 
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