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Abstract. We use the cavity method to study parallel dynamics of disordered Ising
models on a graph. In particular, we derive a set of recursive equations in single site
probabilities of paths propagating along the edges of the graph. These equations are
analogous to the cavity equations for equilibrium models and are exact on a tree.
On graphs with exclusively directed edges we find an exact expression for the
stationary distribution of the spins. We present the phase diagrams for an Ising model
on an asymmetric Bethe lattice and for a neural network with Hebbian interactions on
an asymmetric scale-free graph.
For graphs with a nonzero fraction of symmetric edges the equations can be solved
for a finite number of time steps. Theoretical predictions are confirmed by simulation
results.
Using a heuristic method, the cavity equations are extended to a set of equations
that determine the marginals of the stationary distribution of Ising models on graphs
with a nonzero fraction of symmetric edges. The results of this method are discussed
and compared with simulations.
PACS numbers: 75.10.Nr, 75.10.Hk, 05.90.+m, 64.60.Cn
1. Introduction
Many problems in different research fields are based upon the interaction of units
through some underlying graph. Some examples are: gene expressions in boolean
networks [1], agents competing for some limited resources [2, 3], interactions between the
decoding variables in low-density parity check codes [4], interactions between humans
on a social network [5], the analysis of phase transitions of a spin glass [6].
To calculate statistical quantities on a given graph instance, one can use the
cavity method [7]. This method is based on the assumption that for sparse graphs
the neighbouring spins only depend on each other through their direct interactions.
A similar method, known as the sum-product algorithm, is used in information theory
and artificial intelligence, see [8] for a tutorial paper. Examples of problems investigated
with the cavity method are: the characterisation of the set of solutions of optimisation
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problems on random graphs [9], the calculation of the eigenvalue spectrum of sparse
random matrices [10] and the solution of the minimum weight Steiner tree problem [11].
For many problems the stationary distribution of the spins is not known, e.g., neural
networks with asymmetric couplings [12], the minority game [2], ... One would like to
generalize the cavity method to treat the internal dynamics of these models. One of
the standard approaches here is the generating functional analysis first discussed in [13].
The stationary solution of the minority game was found using this method [2]. In work in
progress [14] the parallel dynamics on graphs is studied using the generating functional
method of [15]. The same authors used this method to analyze the evolution of a
decoding algorithm on a sparse graph [16]. Another successful method is the dynamical
replica analysis which was applied on finitely connected systems [15, 17]. Recently,
sequential dynamics of an Ising spin glass on a Bethe lattice with binary couplings was
solved using a cavity-like approach [18].
In this work we apply the cavity method to solve the parallel dynamics of models
on random graphs. The aim thereby is twofold. First, we want to generalize the effective
dynamical equations that solve the dynamics on a Poissonian graph, given in [15], to
random graphs with a given degree distribution. This generalisation is important when
we want to solve the dynamics of models on a given graph structure. We use these
equations to solve the dynamics and to find the stationary distribution of an Ising
model and a neural network model, both on a fully asymmetric graph. We discuss how
the correlations in the indegrees and outdegrees influence the performance of the neural
network. The second purpose of the paper is to extend the cavity equations to graphs
with both symmetric and asymmetric couplings. For this we need to find the stationary
state of the dynamics. This is possible when we neglect the correlations in time of the
stationary distribution. We discuss how good this approach can predict macroscopic
observables of Ising models with bond disorder or with fluctuating connectivities.
This paper is organized as follows: In section 2 we define the necessary quantities
and derive the effective dynamical equations for the single site marginals on a given
graph instance. We take the average of these over a graph ensemble in section 3. In
section 4 we specify the dynamics of the spin models. We derive the equations for
the distributions of single site marginals in section 5. The evolution of macroscopic
observables obtained from the theory is compared with simulations in section 6. We
discuss the phase diagrams for an Ising model on an asymmetric Bethe lattice and for
a neural network with Hebbian interactions on a scale-free graph in sections 7 and 8
respectively. In section 9 we derive an algorithm that calculates the single site marginals
of the stationary distribution on graphs with arbitrary symmetry. A discussion is given
in section 10.
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2. Dynamics on a given graph instance
2.1. Some Definitions and Notations
We consider models defined on a given graph instance G = (V,E), with V and E
respectively the set of vertices (or sites) and the set of edges. We limit ourselves
to simple directed graphs G determined by a connectivity matrix C, with elements
[C]ij = cij ∈ {0, 1}. When cij = 1 and cji = 0 the graph has a directed edge from the
i-th site to the j-th site. When cij = cji = 1 there is an undirected edge between i and j
and when cij = cji = 0 there are no edges between them. We define the sets E, E
d and
Esym through: E ≡ {(i, j) ∈ V × V |cij = 1}, Ed ≡ {(i, j) ∈ V × V |cij = 1, cji = 0} and
Esym ≡ {(i, j) ∈ V × V |cij = 1, cji = 1}. We study the evolution of Ising like models of
n-replicated Ising variables σi(t) ∈ {−1, 1}n, with i = 1, . . .N and t the corresponding
discrete time step. The dynamics in discrete time is defined by a transition probability
W (σ(s)|σ(s − 1)), from the state σ(s − 1) = (σ1(s − 1), σ2(s − 1), · · · , σN(s − 1)) on
the (s− 1)-th time step to the state σ(s) on the s-th time step. We consider transition
probabilities W of the form:
W [σ(s)|σ(s− 1); θ] =
N∏
i=1
W [σi(s)|σ(s− 1); θi(s)] =
N∏
i=1
W [σi(s)|hi(s)] . (1)
The n-dimensional local field hi(s) is defined through
hi(s) =
∑
j∈∂ini
hj→i(σj(s− 1)) + θi(s) , (2)
where the field hj→i(σj(s − 1)) quantifies the influence of the spin on site j on the
spin on site i and θi(s) is an external field. We used ∂
in
i for the neighbourhood of
all the vertices that influence i directly, i.e. ∂ini ≡ {j ∈ V |cji = 1}. We will also use:
∂outi ≡ {j ∈ V |cij = 1}, ∂i ≡ ∂ini ∪ ∂outi and ∂symi ≡ ∂ini ∩ ∂outi . The probability to have
the path σt0..t = (σ(t0), · · · ,σ(t)), from time step t0 to time step t, is given by
Pt0..t
(
σt0..t|θt0+1..t) =
(
t∏
s=t0+1
W [σ(s)|σ(s− 1); θ(s)]
)
Pt0 (σ(t0)) , (3)
with Pt0 (σ(t0)) the probability distribution of the spins at time step t0.
2.2. Dynamical Version of the Cavity Equations
Using the cavity method, see [7], it is possible to solve the parallel dynamics on
graphs. The cavity graph G(i) is the subgraph of G where the i-th vertex and all of
the interactions with its neighbours are removed. We write the following relationship
between a path probability P0..t on the graph G and the probability P
(i)
0..t on its related
cavity graph G(i)
P0..t
(
σ0..t|θ1..t) = P (i)0..t (σ0..t|θ1..t + ζ(i),1..t)
(
t∏
s=1
W [σi(s)|σ(s− 1); θi(s)]
)
p0(σi(0)) .
The Cavity Approach to Parallel Dynamics of Ising Spins on a Graph 4
In equation (4) we introduced an extra field ζ
(i)
j (s), representing the influence of the i-th
spin on its neighbours j ∈ ∂outi :
ζ
(i)
j (s) = ǫijhi→j(σi(s− 1)) . (5)
The prefactor ǫij determines whether the edge is symmetric or not: ǫij = 1 for undirected
edges and ǫij = 0 for directed edges. We took a factorised initial distribution P0:
P0(σ(0)) =
∏N
i=1 p0(σi(0)). The single site marginal Pi,0..t is obtained by summing P0..t
in (4) over all paths σ0..tj with j 6= i . In general, we will use the notations
σS = (σi1 , σi2 , · · · , σi|S|) , (6)
PS(σ
0..t
S |θ1..t) =
∑
σ0..tj , j 6=S
P (σ0..t|θ1..t) , (7)
with S a set of indices: S =
{
i1, · · · , i|S|
}
, where |S| denotes the size of the set S.
Within this notation P∂i,0..t is the joint probability of the paths on the neighbours of i.
When we sum over all paths σ0..tj , with j 6= i, on the left hand and right hand side of
(4), we get
Pi,0..t
(
σ0..ti |θ
)
=
∑
τ0..t
∂i
P∂i∪i,0..t−1
(
τ 0..t∂i , τ
0..t
i | θ1..t
)
=
∑
τ0..t
∂i
P
(i)
∂i,0..t
(
τ 0..t−1∂i | θ1..t−1 + ζ(i),1..t−1
) t∏
s=1
W [σi(s)|hi(s)] p0(σi(0)) . (8)
In the sequel we drop the subscript i in the argument of Pi,0..t. Now we make the
Bethe-Peierls approximation: i.e. we assume that the spins in the neighbourhood ∂i of
i become independent when we remove the i-th spin:
P
(i)
∂i,t
(
τ 0..tj1 , · · · , τ 0..tj|∂i||θ
1..t + ζ(i),1..t
)
=
∏
j∈∂i
P
(i)
j,0..t
(
τ 0..tj |θ1..tj + ǫijζ (i),1..tj
)
, (9)
with ∂i =
{
j1, · · · , j|∂i|
}
. In (9) we took θj = 0 when j /∈ ∂i ∪ i. We substitute (9) in
(8) to get the following set of recursive equations
P
(ℓ)
i,0..t
(
σ0..t|θ1..t) = ∑
σ0..t−1
∂in
i
\ℓ

 ∏
j∈∂ini \ℓ
P
(i)
j,0..t−1
(
σ0..t−1j |ǫijζ (i),1..t−1j
)
(
t∏
s=1
W
[
σ(s)|h(ℓ)i (s)
]
p0(σ(0))
)
, (10)
for the path probability P
(ℓ)
i,0..t on the graph G
(ℓ), with ℓ ∈ ∂i. To derive (10) we used
P
(i,ℓ)
j,0..t = P
(i)
j,0..t. The set of |E|-equations (10) determines the |E|-probability distributions
P
(ℓ)
i,0..t (σ
0..t|θ1..ti ) at time step t as a function of the |E|-probability distributions
P
(ℓ)
i,0..t−1(σ
0..t−1|θ1..t−1i ) at the previous time step t − 1. In equation (10) we only need
to take the product over j ∈ ∂ini because the fields h(ℓ)i (s) depend only on σ∂ini . We
call the equations (10) the dynamical cavity equations analogous to the static equations
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(B.14). The main difference is that (10) are recursive equations of probabilities of paths
propagating along the graph, while in (B.14) messages are propagated that determine
the marginal probabilities of the stationary distribution. Just like the static equations,
the set of equations (10) is exact on a tree. To find the marginal distributions Pi,0..t on
the original graph G from the cavity distributions, we need to combine equations (8)
and (9):
Pi,0..t(σ
0..t|θ1..t) =
∑
σ0..t−1
∂in
i

∏
j∈∂ini
P
(i)
j,0..t−1
(
σ0..t−1j |ǫijζ (i),1..t−1j
)
(
t∏
s=1
W [σ(s)|hi(s)] p0(σ(0))
)
. (11)
Equations (11) are the dynamical versions of the set of equations (B.15). The initial
problem of finding the single site marginals Pi,0..t from the N -site probability P0..t has
a computational complexity O(2N). The set of equations (10) and (11) has a linear
complexity O(N) in the system size and an exponential complexity O (2t) in time which
makes the dynamics solvable for a finite number of time steps.
The cavity equations simplify a lot when the graph is fully asymmetric. In this
case we can set ǫij = 0 in equation (10). Therefore, the equations only have to be
solved for θ0..t = 00..t, where 00..t is the null vector. Moreover, because ǫij = 0 the
self-coupling disappears in (10). We can thus sum on the left and right hand side of
(10) over (σi(0), σi(1), · · · , σi(t− 1)) to get
P
(ℓ)
i,t (σ) =
∑
σj , j∈∂ini

∏
j∈∂ini
P
(i)
j,t−1 (σj)

W [σ|h] . (12)
Equation (12) describes a Markovian dynamics.
3. The Ensemble Averaged Distribution of Paths
We calculate the average of equation (10) over all links in the graph, i.e. all a ∈ E. The
graph is drawn from an ensemble of graphs G. We look at ensembles where the typical
graphs have a local tree structure and the degrees on different sites are uncorrelated.
An example is the Poissonian ensemble Gp defined in (A.1) of Appendix A. The degree
distribution is defined through a histogram as
pdeg(k
in, kout, ksym) ≡
∑N
i=1 δ
(
kin; kini
)
δ (kout; kouti ) δ (k
sym; ksymi )
N
. (13)
In equation (13) we use the following notations: the indegree kini = |∂ini |, the outdegree
kouti = |∂outi | and the symmetric degree ksymi = |∂ini ∩ ∂outi |. For N → ∞ the dynamics
of Ising models on typical graphs drawn from such ensembles depends on the degree
distribution (13). We define P
d
as the average of the path probabilities P
(ℓ)
i,t over all
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directed edges (i, ℓ) of E:
P
d
(σ0..t) ≡
∑
(i,ℓ)∈Ed P
(ℓ)
i,0..t(σ
0..t|01..t)
|Ed| . (14)
The average probability mass function P
sym
is defined as the average of P
(ℓ)
i,t over all
links belonging to an undirected edge
P
sym (
σ0..t|θ1..t) ≡
∑
(i,ℓ)∈Esym P
(ℓ)
i,0..t (σ
0..t|θ1..t)
|Esym| . (15)
When we use the property that the spins in the neighbourhood of i are uncorrelated,
we can write ∏
j∈∂i\ℓ
P
(i)
j,0..t−1
(
σ0..t−1j |ζ (i),1..t−1j
)
=
∏
j∈∂i\ℓ
P
(
σ0..t−1j |ζ (i),1..t−1j
)
. (16)
It is useful to focus on a specific example. We consider fields of the type hj→i(s− 1) =
Jjiσi(s− 1), where the interactions strengths Jij are i.i.d.r.v. drawn from a distribution
R(J). When we take the average of the update equations (10) according to the
definitions (14) and (15), and use (16) we find the recursive equations for the averaged
probability mass function of paths. These recursive equations are given by:
P
d (
σ0..t
)
=
∞∑
kout≥0
∞∑
kin≥0
min(kout,k in)∑
ksym=0
p(kin, kout, ksym)(kout − ksym)
cout − csym
kin∏
ℓ=ksym+1
∫
dJℓ R(Jℓ)
∑
σ0..t−1
ℓ
P
d (
σ0..t−1ℓ
) ksym∏
ℓ=1
∫
dJℓ R(Jℓ)
∑
σ0..t−1
ℓ
P
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
p0(σ(0))
t−1∏
s≥0
W

σ(s+ 1)|θ(s) + ∑
0<ℓ′≤kin
Jℓ′σℓ′(s)

 , (17)
and
P
sym (
σ0..t|θ1..t) = ∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
kin−1∏
ℓ=ksym
∫
dJℓR(Jℓ)
∑
σ0..t−1
ℓ
P
d (
σ0..t−1ℓ
)
ksym−1∏
ℓ=1
∫
dJℓR(Jℓ)
∑
σ0..t−1
ℓ
P
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
p0(σ(0))
t−1∏
s≥0
W

σ(s+ 1)|θ(s+ 1) + ∑
0<ℓ′≤kin−1
Jℓ′σℓ′(s)

 . (18)
We introduced the average connectivities csym ≡
∑
kin,kout,ksym p(k
in, kout, ksym)ksym and
cout ≡
∑
kin,kout,ksym p(k
in, kout, ksym)kout.
The averaged probability mass function P
real
(σ0..t) over the marginals Pi(σ
0..t),
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defined through P
real
(σ0..t) ≡∑i Pi(σ0..t)/N , can be calculated from (11):
P
real (
σ0..t|θ1..t) = ∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)
kin∏
ℓ=ksym+1
∫
dJℓR(Jℓ)
∑
σ0..t−1
ℓ
P
d (
σ0..t−1ℓ
)
ksym∏
ℓ=1
∫
dJℓR(Jℓ)
∑
σ0..t−1
ℓ
P
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
p0(σ(0))
t−1∏
s≥0
W

σ(s+ 1)|θ(s+ 1) + ∑
0<ℓ′≤kin
Jℓ′σℓ′(s)

 . (19)
The Markovian dynamics of N spins defined in (1) is thus reduced to an effective non-
Markovian dynamics of one single spin given by the recursive equations (17), (18) and
(19). Equations analogous to (17) and (18) were derived in [16] in the context of LDGM
channel coding using the generating functional analysis.
For fully asymmetric graphs, see (12), we remark that P
(ℓ)
i,t (σ) = Pi,t(σ), but the
averages, P
d
t (σ) ≡ P (ℓ)i,t (σ) and P
real
t (σ) ≡ Pi,t(σ), over, respectively, the links and the
sites are different. Indeed:
P
d
t (σ) =
∑
kin
p(kin)
c(kin)
cout
∏
0<ℓ≤kin
∫
dJℓR(Jℓ)
∑
σℓ
P
d
t−1(σℓ)
p(σ(0))
t∏
s=1
W [σ(s)|h(s)] , (20)
P
real
t (σ) =
∑
kin
p(kin)
∏
0<ℓ≤kin
∫
dJℓR(Jℓ)
∑
σℓ
P
d
t−1(σℓ) p(σ(0))
t∏
s=1
W [σ(s)|h(s)] , (21)
with c(kin) =
∑
kout p(k
out|kin)kout and cout =
∑
kout p(k
out)kout.
4. Examples of Dynamics
In this section we define the type of dynamics we study by specifying the form of the
transition probabilities W [σ|h] used in equation (1).
4.1. Glauber Dynamics
We consider Glauber dynamics for an Ising model with n = 1, i.e. σi ∈ {−1, 1}. Every
spin σi(t) evolves under the influence of the field hi(t− 1) with a transition probability
Wg(σi(t)|hi(t)) defined through:
Wg[σ|h] ≡ exp (βσh)
2 cosh (βh)
. (22)
The parameter β is the inverse of the temperature T . It is possible to implement the
dynamics defined by (22) and (1) with the heat-bath algorithm [19]. When the graph is
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fully symmetric detailed balance is satisfied and the Hamiltonian is given by equation
(B.2).
As an example we apply the recursive equations (17), (18) and (19) to a Poissonian
ensemble Gp defined by the probability Pp(C; c, ǫ) of the connectivity matrix C:
Pp(C; c, ǫ) =
∏
i<j
( c
N
δ(cij ; 1) +
(
1− c
N
)
δ(cij; 0)
)
∏
i>j
(
ǫδ(cij ; cji) + (1− ǫ)
( c
N
δ(cij; 1) +
(
1− c
N
)
δ(cij ; 0)
))
. (23)
The parameter c controls the number of edges while ǫ controls the fraction of symmetric
edges in the graph. The δ(a; b) are Kronecker delta functions. For N →∞, the typical
degree distribution of a graph drawn from this ensemble, pp(k
in, kout, ksym), is given by:
pp(k
in, kout, ksym) =
(
exp [−cǫ] (cǫ)
ksym
ksym!
)(
exp [− (1− ǫ) c] (c (1− ǫ))
kin−ksym
(kin − ksym)!
)
(
exp [− (1− ǫ) c] (c (1− ǫ))
kout−ksym
(kout − ksym)!
)
. (24)
For the derivation of (24) we refer to Appendix A. Substitution of (24) in (18) and (19)
leads to,
P
real
(σ0..t|θ1..t) = P sym(σ0..t|θ1..t) =
∑
k≥0
e−cck
k!
∫ ( k∏
ℓ=1
dJℓR(Jℓ)
)
k∏
ℓ=1
∑
σ0..t−1
ℓ
[
ǫP
sym (
σ0..t−1ℓ |Jℓσ0..t−2
)
+ (1− ǫ)P sym(σ0..t−1ℓ |00..t−1)
]
p(σ(0))
t−1∏
s≥0
exp
[
βσ(s+ 1)
(
θ(s+ 1) +
∑
0<ℓ′≤k Jℓ′σℓ′(s)
)]
2 cosh
[
β
(
θ(s+ 1) +
∑
0<ℓ′≤k Jℓ′σℓ′(s)
)] . (25)
For the Poissonian ensemble equation (A.9) is valid such that P
d
(σ0..t) =
P
sym
(σ0..t|01..t−1) = P real(σ0..t). We find equation (25) which is identical to the main
result of reference [20] derived by calculating the generating function. Hence, we
conclude that the equations (17), (18) and (19) are consistent with the results found in
[20].
4.2. Coupled Dynamics
We define a dynamics of two sets of N spins under the influence of the same thermal
noise. We thus have n = 2, i.e. the dynamic variables are (σi(t), τi(t)) ∈ {−1, 1} ×
{−1, 1}. The spins (σi(t), τi(t)) feel only the influence of their neighbouring spins (σi, τi),
with i ∈ ∂ini , through, respectively, the fields hi(t) and gi(t). The fields hi(t) and gi(t)
depend, respectively, only on the sets σ(t − 1) and τ (t − 1). The spins (σi(t), τi(t))
evolve according to Wc [(σi(t), τi(t)); hi(t), gi(t)] :
Wc [(σ, τ)|h, g] ≡ δ (σ;−τ) |rh − rg|
The Cavity Approach to Parallel Dynamics of Ising Spins on a Graph 9
+δ (σ; τ) (1− |rh − rg|)Θ(rh − rg)
[
δ(σ; 1)
rg
1 + rg − rh + δ(σ;−1)
1− rh
1 + rg − rh
]
+δ (σ; τ) (1− |rh − rg|)Θ(rg − rh)
[
δ(σ; 1)
rh
1 + rh − rg + δ(σ;−1)
1− rg
1 + rh − rg
]
, (26)
where Θ is the Heaviside step function and the weights rh and rg are given by
rh =
exp (βh)
2 cosh (βh)
, rg =
exp (βg)
2 cosh (βg)
. (27)
Equation (26) can be simulated using a heat-bath algorithm where at each time step we
choose the same random numbers for both set of spins σ and τ . A more compact form
of Wc is:
Wc [(σ, τ)|h, g] = δ (σ;−τ) |rh − rg|
+ δ (σ; τ) Θ(rh − rg) [δ(σ; 1) rg + δ(σ;−1) (1− rh)]
+ δ (σ; τ) Θ(rg − rh) [δ(σ; 1) rh + δ(σ;−1) (1− rg)] . (28)
When the thermal average of the distance between the paths σ(t) and τ (t) does
not converge to zero for t→∞, even when the initial distance between σ(0) and τ (0)
is very small, the system is in a chaotic phase. We use the transition probability Wc
to determine the phase transitions to this chaotic phase. Chaotic behaviour has been
studied in [21] for spin glasses and in [22] for neural networks. The coupled dynamics
(28) can not satisfy detailed balance.
5. The Path Entropy and the Distribution of the Probability Distributions
of Paths
The fluctuations of the path probabilities P
(ℓ)
i,0..t over all links are given by the distribution
of the probabilities of the paths which we will call P. They determine quantities like the
average path entropy S(t). On the basis of the recursive equations for the distributions
P we discuss in section 9 the stationary solutions of the dynamics.
The average path entropy is defined as
S(t) ≡ −
∑
σ0..t
P0..t(σ0..t) log (P0..t(σ0..t)) , (29)
where the bar denotes the average over the quenched variables. With the cavity method
[7], we can write
S(t) =
N∑
i=1
∆Ssitei (t)−
1
2
∑
a∈Esym
∆S linka (t)−
∑
a∈Ed
∆S linka (t) . (30)
The quantity ∆Ssitei (t) is the increment in the entropy S when the i-th site is added to
the graph G(i):
∆Ssitei (t) = −
∑
σ0..t
∑
σ0..t
∂i
P∂i,0..t(σ
0..t
∂i
)
t∏
s=1
W [σ(s)|h(s)] p0(σ(0))
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log
(
P∂i,0..t(σ
0..t
∂i
)
t∏
s=1
W [σ(s)|h(s)] p0(σ(0))
)
, (31)
with
P∂i,0..t(σ
0..t
∂i
) =
∏
(j,i)∈Ed
P
(i)
j,0..t(σ
0..t
j )
∏
(j,i)∈Esym
P
(i)
j,0..t(σ
0..t
j |Jijσ0..t−1) . (32)
The quantity ∆S linka (t) is minus the entropy difference when remove the link a from the
graph G
∆S link(i,j)(t) = −
∑
σ0..t, τ0..t
Pi,0..t(σ
0..t)P
(i)
j,0..t(τ
0..t|Jijσ0..t−1)
log
(
Pi,0..t(σ
0..t)P
(i)
j,0..t(τ
0..t|Jijσ0..t−1)
)
. (33)
The summation over the sites in equation (30) can be done when we know the
distributions of the probabilities of paths P on the graph.
We define the following distributions
Pd (P ) ≡
∑
(i,ℓ)∈Ed
∏
σ0..t δ
(
P (σ0..t)− P (ℓ)i,0..t(σ0..t)
)
|Ed| , (34)
Psym (P ) ≡
∑
(i,ℓ)∈Esym
∏
σ0..t,θ1..t δ
(
P (σ0..t|θ1..t)− P (ℓ)i,0..t(σ0..t|θ1..t)
)
|Esym| , (35)
Preal (P ) ≡
∑N
i=1
∏
σ0..t δ (P (σ
0..t)− Pi(σ0..t))
N
. (36)
When the variables Jij are i.d.d.r.v. Pd satisfies the recursive equation:
Pd (P ) =
∞∑
kout≥0
∞∑
kin≥0
min(kout,k in)∑
ksym=0
p(kin, kout, ksym)(kout − ksym)
cout − csym
ksym∏
ℓ=1
∫
dJℓR(Jℓ)
∫
dPℓ Psym (Pℓ)
kin∏
ℓ=ksym+1
∫
dJℓR(Jℓ)
∫
dPℓ Pout (Pℓ)
∏
σ0..t
δ
(
P (σ0..t)− Fd (σ0..t; {Pℓ′, Jℓ′}ℓ′=1..kin)
)
, (37)
with
Fd (σ0..t; {Pℓ, Jℓ}ℓ=1..kin) = ∑
σ0..t−11 ,···,σ
0..t−1
kin
ksym∏
ℓ=1
Pℓ(σ
0..t−1
ℓ |Jℓσ0..t−2)
kin∏
ℓ=ksym+1
Pℓ(σ
0..t−1
ℓ )
(
p0(σ(0))
t−1∏
s≥0
exp
[
βσ(s+ 1)
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]
)
. (38)
The distribution along symmetric links is given by Psym
Psym (P ) =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
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ksym−1∏
ℓ=1
∫
dJℓR(Jℓ)
∫
dPℓPsym (Pℓ)
kin−1∏
ℓ=ksym
∫
dJℓR(Jℓ)
∫
dPℓPout (Pℓ)
∏
σ0..t,θ1..t
δ
(
P
(
σ0..t|θ1..t)−F sym (σ0..t|θ1..t; {Pℓ′, Jℓ′}ℓ′=1..kin−1)
)
, (39)
with
F sym (σ0..t|θ1..t; {Pℓ, Jℓ}ℓ=1..kin−1) = ∑
σ0..t−11 ,···,σ
0..t−1
kin−1
ksym−1∏
ℓ=1
Pℓ(σ
0..t−1
ℓ |Jℓσ0..t−2ℓ )
kin−1∏
ℓ=ksym
Pℓ(σ
0..t−1
ℓ )
(
p0(σ(0))
t−1∏
s≥0
exp
[
βσ(s+ 1)
(
θ(s+ 1) +
∑
0<ℓ′≤kin−1 Jℓ′σℓ′(s)
)]
2 cosh
[
βθ(s+ 1) + β
∑
0<ℓ′≤kin−1 Jℓ′σℓ′(s)
]
)
.
(40)
The distribution of the single site marginals Pi on the original graph is given by
P (P ) =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)
ksym∏
ℓ=1
∫
dJℓR(Jℓ)
∫
dPℓPsym (Pℓ)
kin∏
ℓ=ksym+1
∫
dJℓR(Jℓ)
∫
dPℓPd (Pℓ)
∏
σ0..t
δ
(
P (σ0..t)− F real (σ0..t; {Pℓ′ , Jℓ′}ℓ′=1..kin)
)
(41)
with
F real (σ0..t; {Pℓ, Jℓ}ℓ=1..kin) = ∑
σ0..t−11 ,···,σ
0..t−1
kin
ksym∏
ℓ=1
Pℓ(σ
0..t−1
ℓ |Jℓσ0..t−2ℓ )
kin∏
ℓ=ksym+1
Pℓ(σ
0..t−1
ℓ )
(
p0(σ(0))
t−1∏
s≥0
exp
[
βσ(s+ 1)
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin Jℓ′σℓ′(s)
]
)
. (42)
In section 9 we use the equations (37), (39) and (41) to derive the stationary limit from
the dynamics. When we compare the equations (37) and (39) with the density evolution
equations (B.12) we see a couple of differences. Since the graph is directed we have now
two distributions: one for the probabilities propagating along symmetric edges and one
for the probabilities propagating along directed edges. Since the equations (37) and (39)
describe the dynamics of the model they are recursive equations. The computational
complexity of (37) and (39) scales exponentially in time. Equation (41) is the dynamical
equivalent of (B.13).
6. Comparison with Simulations
In this section we compare the magnetisation m(t) =
∑
σ0..t σ(t)P
real
(σ0..t|01..t),
predicted by equations (17), (18) and (19), with results from simulations. It is difficult
to develop an Eisfeller-Opper scheme [23] for these equations because the probability
distributions of paths P
sym
depend on the fields θ1..t, such that it is necessary to solve
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Figure 1. The magnetisation m as a function of discrete time for an Ising model on
a symmetric Bethe lattice with connectivity C = 3. The interactions are drawn from
the bimodal distribution (43) with ρ = 0.25. The exact enumeration of the recursive
equations (18) and (19) (lines) are compared with Monte Carlo simulations (markers).
The red line is calculated at the critical temperature Tc ≈ 1.3459.
0 2 4 6 8 10
time
0.7
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Figure 2. The time evolution of the magnetisation m at T = 1.8 for an Ising model
on a Bethe lattice without bond disorder for different levels of asymmetry. Results are
shown for graphs with fixed indegree kin = 3 and a given fixed outdegree kout = C. The
exact enumeration of the recursive equations (17), (18) and (19) (lines) are compared
with Monte Carlo simulations (markers).
(18) for all 2t possible values of θ1..t. We calculate the first time steps through an exact
enumeration of the equations (17), (18) and (19).
In figures 1 and 2 we compare the magnetisation in the first time steps with the
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results obtained through Monte Carlo simulations. In figure 1 we present the results
for an Ising model with bond disorder on a symmetric Bethe lattice. The interactions
J are drawn from the bimodal distribution R:
R(J) =
(
1 + ρ
2
)
δ(J − J0) +
(
1− ρ
2
)
δ(J + J0) , (43)
with ρ the bias in the couplings. In figure 2 we show results for the Ising model on a
Bethe lattice without bond disorder. Both, the exact enumeration and the simulation
give consistent results confirming the correctness of equations (17), (18) and (19).
7. The Ising Model on a Fully Asymmetric Bethe Lattice
The dynamical cavity equations (10) simplify to (12) for fully asymmetric graphs.
We illustrate this for the Ising model on a graph with a degree distribution
pB(k
in, kout, ksym) = δ(kin − C)p(kout)δ(ksym). We call the graphs drawn from this
ensemble asymmetric Bethe lattices. Because now P
real
t (σ) = P
d
t (σ), we only need
to solve the recursive equation (20). We discuss this model for two typical dynamics.
7.1. Glauber Dynamics
In this subsection we let the spins evolve through Glauber dynamics defined in
section 4.1. The probability of σi(s) is given by equation (22) with a field hi(s) =∑
j∈∂ini
Jjiσj(s− 1) .
7.1.1. Iterative Equations
We derive the equations that give the evolution over time of the following macroscopic
observables: the average magnetisation, the correlation function and the distribution of
magnetisations.
We define the magnetisation m(t) through the relation Pt(σ) = (m(t)σ + 1)/2.
From equation (20) we then get for the evolution of the magnetisation under Glauber
dynamics
m(t + 1) =
∏
0<ℓ≤C
[∑
σℓ
(
1 + σℓm(t)
2
)]〈
tanh
[
β
(
θ(t) +
∑
0<ℓ≤C
Jℓσℓ
)]〉
J1,J2,···,JC
. (44)
To find the correlation function C(t, t′) between spins at time step t and t′, we sum
equation (17) over all spins except σ(t) and σ(t′). We get the recursive equation for the
two time marginal Pt,t′(σ(t), σ(t
′)). When we define C(t, t′) through
Pt,t′(σ, τ) =
1
4
[1 +m(t)σ + τm(t′) + C(t, t′)στ ] , (45)
we obtain the recursive equation for the correlation function:
C(t+ 1, t′ + 1) =
∏
0<ℓ≤C
(∑
σℓτℓ
[1 + σℓm(t) + τℓm(t
′) + σℓτℓC(t, t
′]
4
)
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〈
tanh
[
β
(
θ(t) +
∑
0<ℓ≤C
Jℓσℓ
)]
tanh
[
β
(
θ(t′) +
∑
0<ℓ≤C
Jℓτℓ
)]〉
J1,J2,···,JC
. (46)
When we calculate the distribution of the marginals P
(ℓ)
i,t from equation (12), or
equivalently the distribution Wt(m) of the corresponding magnetisations, the following
recursive equation appears
Wt(m) =
∫ C∏
ℓ=1
(dJℓR(Jℓ))
∫ C∏
ℓ=1
(dmℓWt−1(mℓ))
δ
(
m−
∏
0<ℓ≤C
∑
σℓ
(
1 + σℓmℓ
2
)
tanh
[
β
(
θ(t) +
∑
0<ℓ′≤C
Jℓ′σℓ′
)])
. (47)
The time evolution determined by the equations (44), (46) and (47 is confirmed by
numerical simulations.
7.1.2. A Stationary Solution
Using the above equations (44), (46) and (47) we can find the stationary solutions. We
consider the stationary solution m(t + 1) = m(t) = m. Substitution of this ansatz in
(44) shows that m is a solution of
m =
∏
0<ℓ≤C
[∑
σℓ
(
1 + σℓm
2
)]〈
tanh
[
β
( ∑
0<ℓ′≤C
Jℓ′σℓ
)]〉
J1,J2,···,JC
. (48)
The model has a phase transition between a ferromagnetic phase (F-phase) with
m > 0 at low temperatures and a paramagnetic phase (P-phase) with m = 0 at high
temperatures. Because this transition is continuous it is possible to determine the P to
F phase transition line with an expansion of the right hand side of (48) around m = 0.
The critical inverse temperature β∗ between the P-phase and F-phase is the solution of:
1 = ρ2−C
C∑
r=0
(
k
r
)
|2r − k| tanh (β∗J |2r − k|) . (49)
Equation (49) holds for the bimodal distributions R(J) of the form (43). Using the
stationary ansatz q = C(t, t′) = C(t − n, t′ − n) in (46) we can try to find a phase
transition between a paramagnetic phase with q = 0 and a spin glass phase (SG-phase)
with q > 0. Analogously to [20] we find that q = 0 for all temperatures and biases
ρ. In figure 3 we show the P to F transitions (solid lines) for different values of the
connectivity C as a function of the temperature T and the bias ρ in the couplings .
7.2. The Chaotic Phase
Although the spin model studied in this section has no SG-phase, it has a chaotic phase
(CH-phase). In order to find this phase it is necessary to consider the dynamics of two
set of spins σ and τ that interact on the same graph with the same thermal noise with
a slightly different initial configuration. The transition probability of the spins (σi, τi)
is given by (28) with hi(s) =
∑
j∈∂ini
Jjiσj(s− 1) and gi(s) =
∑
j∈∂ini
Jjiτj(s− 1).
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Figure 3. The P to F transition lines (solid) for the Ising model on an asymmetric
Bethe graph are presented as a function of the rescaled temperature T/(J0C) and
the bias ρ in the couplings (see equation (43)). Phase transition lines for different
connectivities C are shown. The dashed lines enclose the regions where the model
behaves chaotically.
As done in (7) it is possible to derive the recursive equations for the single time
marginals P
d
t (σ, τ). We define the magnetisation mt and the thermal average of the
Hamming distance dt between the sets σ and τ through
P
d
t (σ, τ) =
1
4
(1 +mtσ +mtτ + (1− 2dt)στ) . (50)
In the case of a bimodal distribution R(J) we get for dt the recursive equation
dt =
C−1∑
n=0
(
kin
n
)
(dt−1)
kin−n (1− dt−1)n
∫
dxdy
∣∣∣∣ exp (β(x+ |y|))2 cosh (β(x+ |y|)) − exp (β(x− |y|))2 cosh (β(x− |y|))
∣∣∣∣
n∑
v=0
(
n
v
)(
1 + ρmt−1/(1− dt−1)
2
)v (
1− ρmt−1/(1− dt−1)
2
)n−v
δ (x− 2v + n)
kin−n∑
w=0
(
kin − n
w
)
2n−k
in
δ
(
y − 2w + kin − n) . (51)
The time evolution of the magnetisation mt is given by equation (44). In the case of
a Gaussian distribution of the couplings we find for dt the equation derived in [21].
Starting from an initial configuration with d0 ≈ 0, the system is said to be chaotic when
the Hamming distance satisfies dt > 0 for large times t → ∞. In the CH-phase two
paths that are initially close to each other diverge for t→∞.
We consider a stationary ansatz dt = d and mt = m in equation (51). When d > 0
we say that the system is chaotic. Because the transitions are continuous we can study
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the bifurcations around the d = 0 solution. We find the following equation for the
inverse transition temperature β∗ to the CH-phase
1 =
∞∑
kout≥0
∞∑
kin≥0
kin
min(kout,k in)∑
u=0
p(kin, kout, u)(kout − ksym)
cout − csym∫
dxdy
∣∣∣∣ exp (β∗(x+ 1))2 cosh (β∗(x+ 1)) − exp (β
∗(x− 1))
2 cosh (β∗(x− 1))
∣∣∣∣
kin−1∑
v=0
(
kin − 1
v
)(
1 + ρm
2
)v (
1− ρm
2
)kin−1−v
δ
(
x− 2v + kin − 1) . (52)
For C → ∞ equation (52) reduces to T = 4 e−2β∗ρm (1 + e−2β∗ρm)−2. In figure 3
the different phase transitions are shown. For ρ large enough, and decreasing the
temperature starting from a large value we obtain subsequently the following phases:
P-phase, CH-phase, the chaotic part of the F-phase and the non-chaotic part of the
F-phase.
8. Neural Network on a Scale-Free Graph
The interactions between neurons in organisms are most of the time asymmetric.
Introducing asymmetric couplings in models for neural networks increases the biological
realism of the models under study. That is why in [12, 22] the Hopfield model was
generalized to include asymmetric couplings.
We add some more realism to the model by defining the neural network on a graph
with a given degree distribution. Many real-world networks have a degree distribution
of the form p(k) = ak−γ , with a a normalisation constant. These are called scale-free
graphs. One example is the network of brain activity which has scale-free features [24].
In [25] neural networks on scale-free graphs with only symmetric couplings were studied.
We consider a neural network on a fully asymmetric graph with the following
distribution of indegrees and outdegrees [26],
p(kin, kout) = Aak−λoutδ
(
kin, kout
)
+ (1−A)a2k−λin k−λout . (53)
The correlation factor A in (53) denotes the fraction of sites where the number
of connections entering and leaving the site are equal. Real-world networks have
correlations between the indegrees and outdegrees [26]. This correlation between the
degrees will turn out to have much influence on the performance of a scale-free neural
network. For fixed λ we will change the average number of interactions by increasing
the lower bound b: p(kin, kout) = 0 for kin < b and kout < b.
We take the strengths of the interactions Jij according to the Hebb rule:
Jij =
1
p
p∑
µ=1
ξµi ξ
µ
j , (54)
with the ξµi ∈ {−1, 1}, uncorrelated patterns drawn from the probability distribution
q(ξµi ) =
1
2
(δ(ξµi ; 1) + δ(ξ
µ
i ;−1)) . (55)
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The network has p patterns ξi = (ξ
1
i , ξ
2
i , · · · , ξpi ) on each site. Because the Jij are not
i.i.d.r.v. variables we can not use the equations (17) and (18).
8.1. Glauber Dynamics
We first derive the recursive equations for the marginal distributions when the variables
evolve through a Glauber dynamics. From these equations we determine the phase
transition from a P-phase to a retrieval phase (R-phase). In the R-phase the network
can recover a stored pattern while in the P-phase the noise is too large to retrieve a stored
pattern from a distorted signal. To calculate the mean of the cavity equations (10) over
the quenched variables, it is necessary to define the sublattices Iξ: Iξ ≡ {i ∈ V |ξi = ξ}.
The averaged path probabilities P
d
ξ(σ
(t)) and P
real
ξ (σ
(t)), on the sublattices Iξ are defined
as
P
d
ξ
(
σ0..t
) ≡
∑
i∈Iξ
∑
(i,ℓ)∈Ed P
(ℓ)
i (σ
0..t|01..t)∑
i∈Iξ
∑
(i,ℓ)∈Ed
, (56)
P
real
ξ (σ
0..t) ≡
∑
i∈Iξ
Pi(σ
0..t|01..t)∑
i∈Iξ
. (57)
When the graph is drawn from an ensemble defined by a degree distribution of the form
p(kin, kout, ksym) = p(kin, kout)δ(ksym), such that there are no symmetric couplings, we
get the following recursive equation for P
d
ξ
P
d
ξ
(
σ0..t
)
=
∞∑
kin=b
p(kin)
cout
(
kin
)
cout
∏
0<ℓ≤kin
∑
σ0..t−1
ℓ
∑
ξℓ
P
d
ξℓ
(σ0..t−1ℓ )
2p
p0(σ(0))
∏
s≥0
exp
[
βσ(s+ 1)
∑
0<ℓ′≤kin
ξ·ξ′
ℓ
p
σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin
ξ·ξ′
ℓ
p
σℓ′(s)
] . (58)
In the above the cout(k
in) is the average number of directed edges leaving a site, given
the indegree kin: cout(k
in) =
∑
kout p(k
out|kin)kout. For the averaged path probability on
the original graph we obtain analogously
P
real
ξ
(
σ0..t
)
=
∞∑
kin=b
p(kin)
∏
0<ℓ≤kin
∑
σ0..t−1
ℓ
∑
ξℓ
P
d
ξℓ
(σ0..t−1ℓ )
2p
p0(σ(0))
∏
s≥0
exp
[
βσ(s+ 1)
∑
0<ℓ′≤kin
ξ·ξℓ
p
σℓ′(s)
]
2 cosh
[
β
∑
0<ℓ′≤kin
ξ·ξℓ′
p
σℓ′(s)
] . (59)
We will use the notation P aξ (σ(t)) =
1
2
(
1 +maξ(t)σ(t)
)
with superscript a = d or
a = real. The magnetisations mdξ and m
real
ξ evolve in time according to
maξ(t) =
∞∑
kin=b
p(kin)
ca
(
kin
)
cout
2−pk
in
∏
0<ℓ≤kin
∑
σℓ
∑
ξℓ
(
1 + σℓm
a
ξℓ
(t− 1)
2
)
tanh
(
β
∑
0<ℓ′≤kin ξ · ξℓ′σℓ′
p
)
, (60)
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with the average connectivities
cd(k
in) = cout(k
in) = (1− A)cout + A kin , (61)
creal(k
in) = cout . (62)
We simplify the equations with the condensed ansatz maξ(t) = ξ
1ma(t). This ansatz
assumes that the spins (= neurons) only have a finite overlap with the first pattern.
The overlap ma(t) evolves according to
ma(t) =
∞∑
kin=b
p(kin)
ca(k
in)
cout
M(kin) , (63)
with
M(kin) = 2−(p−1)k
in
kin(p−1)∑
r=0
kin∑
s=0
(
kin(p− 1)
r
)(
kin
s
)
[
1 +md(t− 1)
2
]s [
1−md(t− 1)
2
]kin−s
tanh
(
β(2s+ 2r − kinp)
p
)
.
(64)
When calculating numerically the sum in the degrees kin in equation (63) we have to
introduce a cutoff K. We will bound ma by two values, mal < m
a and mau > m
a, with
mal and m
a
u defined through
mal (t) ≡
K∑
kin=b
p(kin)
ca(k
in)
cout
M(kin) , (65)
mau(t) ≡
K∑
kin=b
p(kin)
ca(k
in)
cout
M(kin) + sign
(
mdu(t − 1 )
) ∞∑
k in=K+1
p(k in)
ca(k
in)
cout
. (66)
In equation (66) we used that M(∞) = sign (md(t − 1 )). Because we have a power-law
decay of the degree distribution (and not an exponential decay) it is important to take
the cutoff K into consideration when we want to know the asymptotic behaviour of the
neural network for K →∞. The macroscopic observables will converge much slower to
the asymptotic value K = ∞ when the degree distribution is power law. For finite K
the time evolution of equation (65) is confirmed by Monte Carlo simulations.
8.2. The Retrieval State
When we consider a stationary state of the form, m(t) = m(t− 1), we get the following
equation for the critical inverse temperature βR of the P to R transition
1 =
∑
kin
p(kin)
c
(
kin
)
cout
A(βR, kin) , (67)
with
A(βR, kin) = 2−pkin
kin(p−1)∑
r=0
kin∑
s=0
(
kin(p− 1)
r
)(
kin
s
)
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(2s− kin) tanh
(
βR(2s+ 2r − kinp)
p
)
. (68)
Below the critical temperature TR = 1/β
R, mreal > 0 such that the neural network can
retrieve a stored pattern from a distorted initial configuration. To calculate numerically
equation (67) we take a distribution p(kin) = ak−γin with k
in ∈ [b, · · · , K] and zero for
other values of kin. We introduce the lower critical value βRl , and the upper value β
R
u
through
1 =
K∑
kin=b
p(kin)
c
(
kin
)
cout
A(βRl , kin) ,
1 =
K∑
kin=b
p(kin)
c
(
kin
)
cout
A(βRu , kin) +
√
2
πp
(
∞∑
kin=K+1
p(kin)
√
kin
c
(
kin
)
cout
)
. (69)
To derive equation (69) we used that A(β, C) has the following asymptotic behaviour
for C →∞
A(β, C)→
√
2
πp
√
C . (70)
The asymptotic value of the Riemann sum in the second term of (69) can be calculated
using a series that converges exponentially in K [27]. In figure 4 we compare how βRl
and βRu converge to their asymptotic value for K → ∞. The upper bound βRu clearly
converges fast to the asymptotic value. The lower bound βRl on the other hand converges
very slow to its asymptotic value. When we would have bounded the critical value βR
from below with βRl , which we do usually for Poissonian graphs, we would have obtained
a bad estimate of the critical temperature βR. Therefore, we estimate in figures 5 and 6
the critical temperatures TR with the upper bounds TRu . There we plotted the critical
temperatures TR as a function of, respectively, the exponent λ and the correlation factor
A. The retrieval phase increases with the exponent λ, which is expected because the
mean connectivity of the graph also increases with λ. Increasing the correlation A
between the indegrees and the outdegrees on scale-free graphs has a positive effect on
the performance of the network. The neural network becomes much more tolerant to
noise and can retrieve considerably more patterns when A increases.
8.3. The Chaotic Phase
In this subsection we determine the CH-phase of the neural network. In [22] this was
done on a Poissonian graph using annealed methods. We consider two systems on the
same graph undergoing the same thermal noise through the coupled dynamics of 4.2.
We find the following Markovian process for the single time marginals P
d
t,ξ:
P
d
t,ξ (σ, τ) =
∑
kin
p(kin)
c(kin)
cout
∏
0<ℓ≤kin
∑
σℓ,τℓ
∑
ξℓ
P
d
t−1,ξℓ
(σℓ, τℓ)
2p
Wc

σ, τ | ∑
0<ℓ′≤kin
ξ · ξℓ′
p
σℓ′ ,
∑
0<ℓ′≤kin
ξ · ξℓ′
p
τℓ′

 , (71)
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Figure 4. Neural network on a scale-free graphs: The bounds βRu , β
ch
u (upper lines)
and βRl , β
ch
l (lower lines) on the inverse critical temperatures β
R, βch as a function of
the cutoff K. The bounds on βR are calculated for the model parameters λ = 2, p = 3,
b = 4. The bounds on βch are calculated for λ = 2.2, p = 3, b = 4. The upper bounds
saturate much faster than the lower bounds.
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Figure 5. Neural network on a scale-free graphs: The critical temperatures TR (solid
lines), T ch (upper dashed lines) and Tm (lower dashed lines) as a function of the
exponent λ (see equation (53)) for a different number of patterns p. The minimal
indegree is b = 4 and the correlation factor A = 0. The R-phase is located below the
solid line. The neural network is chaotic between the dashed lines.
where Wc is the transition probability defined in (28). We parametrise the single time
marginals P
d
t,ξ with the magnetisations mξ,1(t), mξ,2(t) and the Hamming distance dξ(t)
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Figure 6. The critical temperatures of the retrieval state TR of the neural network as
a function of the correlation factor A of the scale-free graph for a different number of
patters p are compared. The ensemble of scale-free graphs has the parameters λ = 2.8,
b = 4. The critical temperatures are estimated with TRu for K = 2000. The R-phase
increases considerably with the correlation factor A.
at time step t:
P
d
t,ξ (σ, τ) =
1
4
[1 + σ mξ,1(t) + τ mξ,2(t) + στ (1− 2dξ(t))] . (72)
The Hamming distance evolves according to
dξ(t) =
∞∑
kin=b
p(kin)
∏
0<ℓ≤kin
∑
σℓ,τℓ
∑
ξℓ
2−p
(
1 + σℓmξℓ,1(t− 1) + τℓmξℓ,2(t− 1) + (1− 2dξℓ(t− 1)) σℓτℓ
4
)
∣∣∣∣∣∣
exp
[
β
∑
ℓ′
(
ξ·ξℓ′
p
)
σℓ′
]
2 cosh
[
β
∑
ℓ′
(
ξ·ξℓ′
p
)
σℓ′
] − exp
[
β
∑
ℓ′
(
ξ·ξℓ′
p
)
τℓ′
]
2 cosh
]
β
∑
ℓ′
(
ξ·ξℓ′
p
τℓ′
)]
∣∣∣∣∣∣ . (73)
The magnetisations mξ,1(t) and mξ,2(t) behave according to equation (60). We use the
condensed initial conditions, mξ,1(0) = ξ
1m(0), mξ,2(0) = ξ
1m(0) and dξ(0) = d(0).
These initial conditions imply that the initial configurations have a finite overlap with
only the first pattern. From the time evolution (71) we find that for the condensed
initial conditions mξ,1(t) = ξ
1m(t), mξ,2(t) = ξ
1m(t) and dξ(t) = d(t). The evolution of
the overlap m(t) is given by equation (63). For d(t) we get
d(t) =
∞∑
kin=b
p(kin)
kin∑
n=0
(
kin
n
)
(d(t− 1))kin−n (1− d(t− 1))n
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(kin−n)(p−1)∑
R1=0
n(p−1)∑
R2=0
f
(
R1, (p− 1)(kin − n)
)
f (R2, (p− 1)n)
∫
dxdy exp
[
β
p
(−n(p− 1) + 2R2 + x)
]
∣∣∣∣∣∣
exp
[
β
p
(|y|+ 2R1 − (kin − n)(p− 1))]
2 cosh
[
β
p
(x+ |y| − kin(p− 1) + 2R1 + 2R2)
]
−
exp
[
β
p
(−|y| − 2R1 + (kin − n)(p− 1))]
2 cosh
[
β
p
(x− |y|+ (kin − 2n)(p− 1)− 2R1 + 2R2)
]
∣∣∣∣∣∣
n∑
v=0
(
n
v
)(
1 +m(t− 1)/(1− d(t− 1))
2
)v
(
1−m(t− 1)/(1− d(t− 1))
2
)n−v
δ (x− 2v + n)
kin−n∑
w=0
(
kin − n
w
)
2−n+k
in
δ
(
y − 2w + kin − n) . (74)
In equation (74) we summed subsequently over the following variables: the indegrees
kin, the number of neighbouring spins n with σ 6= τ , the number of neighbouring spins
v with σ = τ and σ = 1 and the number of neighbouring spins w with σ 6= τ and
σ = 1. The summation variables R1 and R2 are the number of non-condensed patterns
ξµℓ on the neighbouring spins with, respectively, σ 6= τ and σ = τ that are equal to the
corresponding pattern ξµ on the original site. The complex function f(R; x) used in
equation (74) equals
f(R; x) =
1
2π
∫ 2π
0
dω exp [iωR]
∣∣∣cos(ω
2
)∣∣∣x exp [−ix arctan( sinω
1 + cosω
)]
. (75)
It is possible to find an equation for the transition temperature βch to a CH-phase with
the stationary value d > 0 of d(t) by expanding the left side of (74) around d(t−1) = 0:
1 =
∑
kin
p(kin)kin
c(kin)
cout
B(β, kin, m) , (76)
with
B(β, kin, m) =
∫
dx
kin−1∑
v=0
(
kin − 1
v
)(
1 +m
2
)v (
1−m
2
)kin−1−v
δ
(
x− 2v + kin − 1)
p−1∑
R1=0
(kin−1)(p−1)∑
R2=0
f (R1, p− 1) f
(
R2, (p− 1)(kin − 1)
)
exp
[
β
p
(−(kin − 1)(p− 1) + 2R2 + x)
]
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exp
[
β
p
(1 + 2R1 − (p− 1))
]
2 cosh
[
β
p
((x+ 1)− kin(p− 1) + 2R1 + 2R2)
]
−
exp
[
β
p
(−1− 2R1 + (p− 1))
]
2 cosh
[
β
p
((x− 1) + (−kin + 2)(p− 1)− 2R1 + 2R2)
]
∣∣∣∣∣∣ . (77)
The asymptotic behaviour of B for C →∞ is given by:
B(β, C,m) ∼ exp (CΨ(m)) , (78)
with
Ψ(m) = log

(1−m) + (1 +m) exp
(
2x
p
)
2

+ (p− 1) log

1 + exp
(
2x
p
)
2

− x , (79)
and
x =
p
2
log


−2m
p
+m+
√(
−m+ 2m
p
)2
− (m− 1)(1 +m)
1 +m

 . (80)
When |m| > 0 we have that Ψ < 0, hence, the series converges exponentially for large
C. When m = 0 we have that Ψ = 0. The asymptotic behaviour of B is then:
B(β, C,m) ∼ 1√
C
(√
2
pπ
)
2−p+1
p−1∑
r=0
(
p− 1
r
)
|1 + 2r − (p− 1)| = ζ√
C
. (81)
We define the upper bounds βchu and β
ch
l on the inverse critical temperature β
ch to the
CH-phase for m = 0 as:
1 =
K∑
kin=b
p(kin)kin
c(kin)
cout
B(βchl , kin, 0) , (82)
1 =
K∑
kin=b
p(kin)kin
c(kin)
cout
B(βchu , kin, 0) + ζ
∞∑
kin=K+1
p(kin)
√
kin
c(kin)
cout
. (83)
The convergence of βchu and β
ch
l to their asymptotic value β
ch in function of K is plotted
in figure 4. Because βchu saturates much faster we used this value in figure 5 to estimate
βch. The R-phase contains a part with d > 0. The bounds βmu and β
m
l on the inverse
critical temperature βm of the transition from the chaotic part of the R-phase to the
non chaotic part of the R-phase are calculated with substitution of respectively mal and
mau into equation (76). The value of β
m
l is a good approximation to β
m. In figure 5
the complete phase diagram of the neural network with the P-phase, the R-phase and
the CH-phase is presented. The chaotic region of the neural network is enclosed by
the dashed lines. This region is larger for odd values of p. The R-phase and CH-phase
become smaller when p increases and the non chaotic part of the R-phase dissapears
when γ increases. The CH-phase is larger for odd values of p than for even values of p.
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9. The Stationary Solution
In this section we develop an algorithm to calculate the marginals of the stationary
solution. This algorithm would be the equivalent of the belief propagation equations
(B.14). Equations (10) constitute an algorithm with a linear computational complexity
O(N). But because the algorithm scales as O(2t) in time t we can only follow the
dynamics for a small number of time steps. We are interested in the marginals of the
stationary state when t → ∞. To solve this we introduce some assumptions on the
distribution P (σ0..t).
9.1. The One-time Approximation
The first simple approximation one can make is to neglect the correlations in time:
Pℓ(σ
0..t|θ0..t) =
t∏
s=1
P ∗ℓ (σ(s)|θ(s)) =
t∏
s=1
exp [βuℓ(θ(s))σ(s)]
2 cosh [βuℓ (θ(s))]
. (84)
In general (see for example equations (37), (39) and (41)), when solving the dynamics,
we have equations of the following type
P (σ0..t|θ1..t) = F (σ0..t|θ1..t; {Pℓ, Jℓ}ℓ=1..k) . (85)
We close these equations with (84) using
P ∗(σ(t)|θ) = lim
s→−∞
∑
σs..t−1
P (σs..t|θs+1..t) , (86)
with θs..t the constant vector with components θ. When we insert equation (84) in the
left hand side of (86) we find
P ∗(σ(t)|θ) = lim
s→−∞
∑
σs..t−1
F (σs..t|θs+1..t; {P ∗ℓ , Jℓ}ℓ=1..k) . (87)
This approximation leads to the correct stationary solution in the case of models defined
on fully symmetric or fully asymmetric graphs. This makes us curious to see how
good this approximation would work for models defined on partially asymmetric graphs.
Because we neglected correlations in time we can not expect a good description of the
spin glass phase.
9.2. Density Evolution Equations in the One-time Approximation
We apply the approximation given by (84) and (86) to the equations (37), (39) and (41):
P sym(σ0..t|θ0..t) =
(
t∏
s=1
exp [βusym (θ(s))σ(s)]
2 cosh [βusym (θ(s))]
)
p0
(
σ0
)
, (88)
P d(σ0..t) =
(
t∏
s=1
exp
[
βud σ(s)
]
2 cosh [βud]
)
p0(σ
0) , (89)
P real(σ0..t) =
(
t∏
s=1
exp [βu σ(s)]
2 cosh [βu]
)
p0(σ
0) . (90)
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We insert (88), (89) and (90) in the update functions F given by equations (38),
(40) and (42) and close the equations through (86). We define the function u =
Ukin,ksym ({uℓ, Jℓ} ; θ) through the explicit solution u of the implicit equation
u =
1
2β
∑
σ
σ log


∑
τ,τ
exp
[
βσ(
∑kin
ℓ=1 Jℓτℓ + θ)
]
2 cosh
[
β
(∑kin
ℓ=1 Jℓτℓ + θ
)]
exp
[
β
∑ksym
ℓ=1 τℓuℓ (Jℓτ) + β
∑kin
ℓ=ksym+1 τℓuℓ
]
∏ksym
ℓ=1 cosh [βuℓ(Jℓτ)]
exp [βτu]

 . (91)
In the sequel we use bimodal distributions of the form (43). We then have two type of
messages propagating along symmetric links: u(θ) = u(J0σ) = u
σ. Using the one-time
approximation in (37) we get for the density of the fields propagating along directed
edges
W d(u) =
∞∑
kout≥0
∞∑
kin≥0
min(kout,k in)∑
ksym=0
p(kin, kout, ksym)(kout − ksym)
cout − csym
ksym∏
ℓ=1
∫
dJℓR(Jℓ)
∫
du+ℓ du
−
ℓ W
sym(u+ℓ , u
−
ℓ )
kin∏
ℓ=ksym+1
∫
dJℓR(Jℓ)
∫
duℓ W
d (uℓ)
δ
[
u− Ukin,ksym ({uℓ′, Jℓ′}ℓ′=1..kin ; 0)
]
. (92)
The density of the fields propagating along the symmetric edges follows from the
equations (39)
W sym(u+, u−) =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
kin−1∏
ℓ=ksym
∫
dJℓR(Jℓ)
∫
duℓ W
d (uℓ)
ksym−1∏
ℓ=1
∫
dJℓR(Jℓ)
∫
du+ℓ du
−
ℓ W
sym(u+ℓ , u
−
ℓ )
δ
[
u− − Ukin−1,ksym−1
({uℓ′, Jℓ′}ℓ′=1..kin−1 ;−1)]
δ
[
u+ − Ukin−1,ksym−1
({uℓ′, Jℓ′}ℓ′=1..kin−1 ; 1)] . (93)
Substitution of the one-time approximation (90) in the equation for the distribution
of the real marginals (41) gives
W real(u) =
∞∑
kin≥0
kin∑
u=0
p(kin, ksym)
ksym∏
ℓ=1
∫
dJℓR(Jℓ)
∫
du+ℓ du
−
ℓ W
sym(u+ℓ , u
−
ℓ )
kin∏
ℓ=ksym+1
∫
dJℓR(Jℓ)
∫
duℓ W
d (uℓ) δ
[
u− Ukin,ksym ({uℓ′, Jℓ′}ℓ′=1..kin ; 0)
]
(94)
Because of the analogy with the equations (B.12) we call the equations (92) and (93) the
density evolution equations in the one-time approximation. We see that now we have
two densities instead of one: the density for the fields propagating along symmetric
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edges and the density for the fields propagating along directed edges. The equation for
the marginals on the original graph (94) is the equivalent of (B.13) for the symmetric
model. Another important difference is that the update function Ukin,ksym , for partially
asymmetric graphs, is not explicitly known. Instead we have to solve the implicit
equation (91). The equations (92), (93) and (94) constitute an algorithm that generalizes
belief propagation to graphs with asymmetric bonds.
9.3. Fully Symmetric and Fully Asymmetric Cases
For graphs with exclusively symmetric or asymmetric links, we determine the explicit
form of Ukin,ksym. For a fully symmetric graph, the equation (91) admits the solution
Ukin−1,ksym−1
({uℓ, Jℓ}ℓ=1..ksym−1 ; θ) = θ + β−1
ksym−1∑
ℓ=1
atanh [tanh (βJℓ) tanh (βuℓ)] , (95)
where we used uℓ(Jℓτ) = Jℓτ + uℓ. For fully asymmetric models we have the solution
Ukin,ksym ({uℓ, Jℓ}ℓ=1..kin ; 0) =
1
2β
∑
σ
σ log


∑
τ,τ
exp [βσ
∑
ℓ Jℓτℓ]
2 cosh [β (
∑
ℓ Jℓτℓ)]
exp

β kin∑
ℓ=1
τℓuℓ



 .
(96)
From (95) and (96) it follows that the one-time approximation gives the correct results
for Glauber dynamics of the Ising model on fully symmetric and asymmetric graphs.
Now we check how good the equations (92), (93) and (94) are for models on partially
asymmetric graphs.
9.4. Results and Comparison with Simulations
We numerically solve the equations (92), (93) and (94) with a Monte Carlo integration.
The unknown distributions W d, W sym and W real are represented as populations. The
procedure is also known as population dynamics [7]. In figure 7 the magnetisation is
plotted as a function of the temperature for an Ising model without bond disorder on a
Bethe lattice. The degree distribution is then:
p(kin, kout, ksym) = δ(ksym − C)δ(kin −D)p(kout) . (97)
Because there is no disorder the distributions W d(u) and W sym(u+, u−) are delta
functions. Figure 7 tells us that the theory and the simulations are in good agreement.
For C = 0, 3 the results coincide while for C = 1, 2 there is a small deviation. In figure
8 we checked how good the approximation is on graphs with fluctuating connectivities.
We simulated an Ising model without bond disorder on Poissonian graphs drawn from
the ensemble defined in Appendix A. Despite the fluctuations in the degrees we find a
good agreement between theory and simulations. This confirms that for models without
bond disorder, the one-time approximation works very well. In figure 9 we plot the
magnetisation on a Bethe lattice with bond disorder. We see that the difference between
theory and simulation increases with the bias ρ in the bonds.
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Figure 7. The magnetisation m as a function of the rescaled temperature T/(DJ0)
for a ferromagnet (i.e. ρ = 1) defined on a Bethe lattice. The indegree D of the graph
equals 3 and each site is incident to C symmetric bonds. The simulations (markers)
are mean values of 20 runs on graphs of sizes O(104). The theory (lines) follow from
solving recursively the density evolution equations in the one-time approximation.
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Figure 8. The magnetisation m as a function of the temperature T/(cJ0) for an Ising
model without bond disorder on a Poissonian graph with mean connectivity c = 3 and
different fractions of symmetric edges ǫ. The lines are obtained by population dynamics
from the density evolution equations in the one-time approximation for populations
of sizes O(105). The markers are the average results from 20 runs with the heat-bath
algorithm on a graph instance of size O(105).
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Figure 9. The magnetisation m as a function of the bias ρ in the couplings (see
equation (43)) at a temperature T/(DJ0) = 0.5. The Ising model is defined on a
Bethe lattice with the degree distribution defined in (97). The indegree D equals 3
and results are shown for various values of the symmetric degree C. The simulations
(markers) are the mean values of 20 runs on graphs of sizes O(105). The theory (lines)
are results from the density evolution equations in the one-time approximation using
a Monte Carlo calculation with populations of O(105) fields.
9.5. Bifurcation Analysis
We determine the P to F and the P to SG transition lines for Ising models with bimodal
distributions using a bifurcation analysis around the paramagnetic solution. First we
note that the equations (92) and (93) admit the solution:
W d(u) = δ(u) , (98)
W s(u+, u−) =
∫
dAW P (A)δ(u+ − A)δ(u− + A) . (99)
Indeed, when we insert (98) and (99) in (93) we get for W P (A):
W P (A) =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
∏
0<ℓ≤ksym−1
∫
dAℓW
P (Aℓ)
δ
[
A−Aksym−1,kin−1
({Aℓ′}ℓ′=1..ksym−1)] (100)
with Aksym−1,kin−1 the explicit solution of
A =
1
2β
∑
θ=±1
θ log


∑
τ
exp
[
θβJ0(
∑kin−1
ℓ=1 τℓ + 1)
]
cosh
[
βJ0
(∑kin−1
ℓ=1 τℓ + 1
)] cosh
[
β
ksym−1∑
ℓ=1
τℓAℓ + βA
]
 .
(101)
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The solution (98) and (99) represents the paramagnetic phase. For a symmetric lattice
with kin = ksym we have Aksym−1,kin−1 = J0. For ksym = 0 we obtain
Aksym−1,kin−1 =
1
2β
∑
θ=±1
θ log


∑
τ
exp
[
θβJ0(
∑kin−1
ℓ=1 τℓ + 1)
]
cosh
[
βJ0
(∑kin−1
ℓ=1 τℓ + 1
)]

 . (102)
For partially asymmetric graphs W P (A) results in a more complicated form.
To calculate the P to F and P to SG transitions, we expand the equations (92), (93)
and (94) around the solution given by (98) and (99). We use an expansion in α ≪ 1
with: ∫
W d(u)un = mdn ∼ O(αn) , (103)
and
msn(σ) =
∫
du+du−W (u+, u−) (u(σ)− σA)n ∼ O(αn) , (104)
msnm =
∫
du+du−W (u+, u−) (u(+)− A)n (u(−) + A)m ∼ O(αn+m) . (105)
Substitution of (103), (104) and (105) in (92), (93) and (94) gives, up to linear order in
α, the equation(
md1
ms1
)
= ρM
(
md1
ms1
)
, (106)
with
M =
(
Mdd Mds
Msd Mss
)
. (107)
The critical temperature TF of the P to F phase transition is given by the equation
|λ|−1(TF ) = ρ with λ(T ) the eigenvalue of M with the largest modulus. The elements
of the M matrix are
Mdd =
∞∑
kout≥0
∞∑
kin≥0
min(kout,k in)∑
ksym=0
p(kin, kout, ksym)(kout − ksym)
cout − csym
(
kin − ksym) ,
∫ ksym∏
ℓ=1
dAℓW (Aℓ)
[〈τksym+1〉d
1− 〈τ〉d
]
, (108)
Mds =
∞∑
kout≥0
∞∑
kin≥0
min(kout,k in)∑
ksym=0
p(kin, kout, ksym)(kout − ksym)
cout − csym k
sym
∫ ksym∏
ℓ=1
dAℓW (Aℓ)
[〈τ1〉d − tanh (βA1) 〈τ〉d
1− 〈τ〉d
]
, (109)
Mss =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
(ksym − 1)
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Figure 10. The phase transition lines between the P-phase, F-phase and SG-phase on
a Bethe lattice with kin = 3 and ksym = C. The lines are calculated from the equations
for the critical temperatures derived from a bifurcation analysis. The markers are
computed with the population dynamics method on the density evolution equations in
the one-time approximation.
∫ ksym−1∏
ℓ=1
dAℓW (Aℓ)
〈τ1〉s − tanh (βA1) 〈τ〉s
1− 〈τ〉s , (110)
Msd =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
(kin − ksym)
∫ ksym−1∏
ℓ=1
dAℓW (Aℓ)
〈τksym〉s
1− 〈τ〉s . (111)
The averages 〈·〉d and 〈·〉s appearing in the matrix elements are given by
〈f(τ , τ,A)〉d =
∑
τ,τ
Wksym,kin
(
1, τ, τ ; 0,A
(
{Aℓ}1,ksym
))
f(τ , τ,A) , (112)
and
〈f(τ , τ,A)〉s = 2−1
∑
τ,τ,σ
σWksym−1,kin−1
(
σ, τ, τ ; J0,A
(
{Aℓ}1,ksym−1
))
f(τ , τ,A) ,
(113)
in the weight Wksym,kin. The weight Wksym,kin is expressed as
Wksym,kin(σ, τ, τ ; θ, A) ≡
exp
»
βσ
„
J0
Pkin
ℓ=1 τℓ+θ
«–
2 cosh
h
β
“
J0
Pkin
ℓ=1 τℓ+θ
”i exp
[
βτ
(∑ksym
ℓ=1 Aℓτℓ + sign (θ)A
)]
∑
τ,τ
exp
h
βσ
“
J0
Pkin
ℓ=1 τℓ+θ
”i
2 cosh
h
β
“
J0
Pkin
ℓ=1 τℓ+θ
”i exp
[
βτ
(∑ksym
ℓ=1 Aℓτℓ + sign (θ)A
)] .
(114)
For symmetric graphs the bifurcation condition |λ|−1 = ρ of (106) simplifies to
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ms1 = ρMssm
s
1, which leads to the condition
ρ tanh (βFJ0)
∞∑
kin≥0
p(ksym)
ksym(ksym − 1)
csym
= 1 . (115)
Equation (115) gives the P to F transition line on a symmetric graph [28]. For fully
asymmetric graphs we get md1 = ρMddm
d
1:
md1 = ρm
d
1
∞∑
kin≥0
p(kin)2−k
in
∑
τ

 kin∑
ℓ=1
τℓ

 tanh

βFJ0 k
in∑
ℓ=1
τℓ

 . (116)
This is the same condition we found in (49).
To determine the P to SG transition we expand up to order α2 with
∫
duW d(u)u = 0
and
∫
duW s(u+, u−)(u(σ)− σA) = 0. We then arrive at(
md2
ms2
)
= Q
(
md2
ms2
)
, Q =
(
Qdd Qds
Qsd Qss
)
, (117)
with
Qdd =
∞∑
kout≥0
∞∑
kin≥0
min(kout,k in)∑
ksym=0
p(kin, kout, ksym)(kout − ksym)
cout − csym
(
kin − ksym)
∫ ksym∏
ℓ=1
dAℓW (Aℓ)
[〈τksym+1〉d
1− 〈τ〉d
]2
, (118)
Qds =
∞∑
kout≥0
∞∑
kin≥0
min(kout,k in)∑
ksym=0
p(kin, kout, ksym)(kout − ksym)
cout − csym k
sym
∫ ksym∏
ℓ=1
dAℓW (Aℓ)
[〈τ1〉d − tanh (βA1) 〈τ〉d
1− 〈τ〉d
]2
, (119)
Qss =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
(ksym − 1)
∫ ksym−1∏
ℓ=1
dAℓW (Aℓ)
[〈τ1〉s − tanh (βA1) 〈τ〉s
1− 〈τ〉s
]2
, (120)
Qsd =
∞∑
kin≥0
kin∑
ksym=0
p(kin, ksym)ksym
csym
(kin − ksym)
∫ ksym−1∏
ℓ=1
dAℓW (Aℓ)
[ 〈τksym〉s
1− 〈τ〉s
]2
. (121)
Again we find the correct bifurcation condition
tanh2 (βSGJ0)
∞∑
kin≥0
p(ksym)
ksym(ksym − 1)
csym
= 1 , (122)
for symmetric lattices [28]. In figure 10 the phase transition lines between the P-phase,
F-phase and SG-phase are shown for a bond-disordered Ising model with a bimodal
distribution. The P to F and P to SG lines are obtained using the bifurcation analysis
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Figure 11. Critical temperatures computed from a bifurcation analysis (lines) within
the one-time approximation are compared with simulations (markers) as a function of
the fraction of symmetric edges ǫ. The results shown for the P to F transition are for
an Ising model on a Poissonian graph without bond disorder. The results shown for
the P to SG transition are for an Ising model on a Poissonian graph for ρ = 0.
while the F to SG transition is found through population dynamics. In figure 11 we
present the P to F transition line for a ferromagnet (ρ = 1) and the P to SG transition
line obtained through the bifurcation analysis on a Poissonian graph as a function of the
fraction of symmetric edges ǫ. The markers from simulations are in agreement with the
theory. The simulations are performed through the method of Binder cumulants, see
[19]. In Appendix C we give some details on how we derived these critical temperatures.
We see that the SG-phase dissappears when the asymmetry in the graph increases.
10. Conclusion
In this paper we applied the cavity method to study the dynamics of spin models on
a given graph instance. We derived a set of effective equations which describe the
dynamics. Solving these recursive equations can be seen as the equivalent of the belief
propagation algorithm known from inference problems or decoding algorithms. Just
like the latter, we expect these equations to be exact on a tree. The main difference
with statics is that path probabilities, instead of stationary probabilities of single spins,
are propagated along the edges of the graph. We took the average over an ensemble
of graphs to find the recursive equations describing the dynamics of Ising models on
typical graphs drawn from this ensemble. These equations generalize the result of
[15] to graphs with arbitrary degree distributions. The macroscopic evolution of the
system is given as a function of three mean values of path probabilities: the one of the
probabilities propagating along directed edges, the one of the probabilities propagating
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along symmetric edges and the one of the marginal path probabilities of the spins on
the original graph. On a Poissonian graph the three recursive equations for these path
probabilities reduce to one and we find back the result derived in [15]. We solved the
following problems on the basis of these equations.
The evolution of macroscopic observables like the magnetisation is calculated for
a small number of time steps because the computational complexity of the derived
equations scales exponentially in time. These results are compared with simulations
and both methods are in good agreement. This confirms that the derived equations are
exact on graphs with a local tree structure.
The effective equations simplify on fully asymmetric graphs. The effective dynamics
becomes Markovian and the stationary distribution is derived. We studied the phase
diagrams of an Ising model on a Bethe lattice showing the existence of a paramagnetic,
ferromagnetic and a chaotic phase. We also examined a neural network with Hebbian
couplings on a scale-free graph where we found that correlations between indegrees and
outdegrees increase the retrieval properties of the neural network tremendously.
We introduced an heuristic method to derive the stationary distribution of Ising
like models on partially asymmetric graphs by assuming that the path probabilities
factorize in time. The equations are closed such that we recover the correct stationary
distribution for models on fully symmetric and fully asymmetric graphs. This method
is approximative. We found a set of equations that generalize belief propagation to an
algorithm that computes the marginals of the stationary distribution of Ising models
on graphs with asymmetric couplings. The evolution of macroscopic observables and
the phase transitions are obtained with this method and compared with simulations.
Without bond disorder the theory and the simulations give almost identical results.
When introducing bond disorder the theoretical predictions start to fail and a more
refined approximation is necessary in that case.
In future work we will try to get better algorithms that derive the marginals of the
stationary solution by using a systematic method that minimizes a functional like the
Kullback-Leibler distance. Work along this way is in progress. Furthermore, it would
be interesting to analyze the dynamics of a neural network, for example given in [29],
with the cavity equations.
Appendix A. The Poissonian Ensemble
The Poissonian ensemble Gp(c, ǫ) is defined through the following probability function
Pp(C; c, ǫ) ≡
∏
i<j
( c
N
δ(cij; 1) +
(
1− c
N
)
δ(cij ; 0)
)
∏
i>j
(
ǫδ(cij ; cji) + (1− ǫ)
( c
N
δ(cij; 1) +
(
1− c
N
)
δ(cij ; 0)
))
. (A.1)
The mean connectivity is given by c while ǫ is the fraction of symmetric edges. This
is the same ensemble as used in [20]. In the recursive equations (17), (18) and (19) for
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dynamics we need to know the degree distribution. We calculate the degree distribution
pp, defined through
pp(k
in, kout, ksym) ≡
∑
i
∑
C P (C)δ(k
in;
∑
j cij)δ(k
out;
∑
j cji)δ
(
ksym;
∑
j cijcji
)
N
. (A.2)
We write the Kronecker δ as
δ(kin;
∑
j
cij) =
∫ 2π
0
dω
2π
exp
[
iω(
∑
j
cij − kin)
]
, (A.3)
δ(kout;
∑
j
cji) =
∫ 2π
0
dω′
2π
exp
[
iω′(
∑
j
cji − kout)
]
, (A.4)
δ
(
ksym;
∑
j
cijcji
)
=
∫ 2π
0
dζ
2π
exp
[
iζ(
∑
j
cjicij − ksym)
]
. (A.5)
Substitution of the above integrals in (A.2) leads to
pp(k
in, kout, ksym) =
∫
dω
2π
dω′
2π
dζ
2π
exp
[−iωkin − iω′kout − iζksym](
ǫ
c
N
eω+ω
′+ζ + ǫ
(
1− c
N
)
+ (1− ǫ) c
N
(
1− c
N
)(
eω + eω
′
)
+ (1− ǫ)
(
1− c
N
)2)N−1
.
We keep only the O (N0) terms:
pp(k
in, kout, ksym) =
∫
dω
2π
dω′
2π
dζ
2π
exp
[−iωkin − iω′kout − iζksym]
exp
[
cǫ
(
eω+ω
′+ζ − 1
)
+ (1− ǫ) c
(
eω + eω
′
)
− 2 (1− ǫ) c
]
. (A.6)
When we expand the exponentials in (A.6) we get
pp(k
in, kout, ksym) =
∫
dω
2π
dω′
2π
dζ
2π
exp
[−iωkin − iω′kout − iζksym − cǫ− 2 (1− ǫ) c]
∑
n1
(cǫ)n1
exp [in1 (ω + ω
′ + ζ)]
n1!
∑
n2
(c(1− ǫ))n2 exp [in2ω]
n2!
∑
n3
(c(1− ǫ))n3 exp [in3ω
′]
n3!
.
Integrating over ζ gives us
pp(k
in, kout, ksym) = pp (k
sym; cǫ)
∫
dω
2π
dω′
2π
exp
[−iωkin − iω′kout − 2 (1− ǫ) c]
∑
n2
(c(1− ǫ))n2 exp [i(n2 + k
sym)ω]
n2!
∑
n3
(c(1− ǫ))n3 exp [i(n3 + k
sym)ω′]
n3!
,
with pp(k; c) = exp(−c)ck/k!. Finally we integrate over ω and ω′:
pp(k
in, kout, ksym) = pp (k
sym; cǫ) pp
(
kin − ksym; c(1− ǫ)) pp (kout − ksym; c(1− ǫ)) .
(A.7)
When we sum out the outdegrees we finally obtain
pp(k
in, ksym) =
e−cck
in
kin!
(
kin
ksym
)
ǫk
sym
(1− ǫ)kin−ksym . (A.8)
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For the Poissonian ensembles the equations for the dynamics (17), (18) and (19) simplify
because of the property∑
kin,ksym
pp(k
in, ksym)
ksym
csym
A
(
ksym, kin
)
=
∑
kin,ksym
pp(k
in, ksym)A
(
ksym + 1, kin + 1
)
.
(A.9)
Indeed, repeatedly applying (A.9) on (17), (18) and (19) gives P
real
= P
sym
and when
θ1..t = 01..t: P
d
= P
sym
. The three equations reduce to one equation.
Appendix B. Stationary State for Glauber Dynamics
By using the tools of equilibrium statistical mechanics we determine the stationary
behaviour of a model evolving through Glauber dynamics determined by the equations
(1) and (22). We consider the case where the field equals
hi(s) = hi(σ(s− 1)) =
∑
j
Jijcijσj(s− 1) , (B.1)
with Jij = Jji and cij = cji. The stationary state is given by Pst(σ) ∼ exp (−βH(σ)),
with H(σ) equal to
H(σ) = − 1
β
N∑
i=1
log (2 cosh (βhi(σ))) . (B.2)
This system has the same thermodynamic behaviour as a model with the two-spin
Hamiltonian
H(σ, τ ) = −
∑
i,j
Jijcijσiτj . (B.3)
Performing the standard replica method or the cavity method (see for example [30])
we get the following set of selfconsistent equations for the distribution W of the cavity
fields u, v and w, within the replica symmetric approximation:
W c(u, v, w) =
∞∑
k=0
p(k)k
c
∫ k−1∏
ℓ=1
(dJℓR(Jℓ))
∫ k−1∏
ℓ=1
(duℓdvℓdwℓW
c(uℓ, vℓ, wℓ))
δ
[
u−
k−1∑
ℓ=1
U(Jℓ, uℓ, vℓ, wℓ)
]
δ
[
v −
k−1∑
ℓ=1
V(Jℓ, uℓ, vℓ, wℓ)
]
δ
[
w −
k−1∑
ℓ=1
W(Jℓ, uℓ, vℓ, wℓ)
]
, (B.4)
with
U(J, u, v, w) = 1
4β
∑
s,t
s log


∑
s˜,t˜
exp
[
β
(
Jst˜ + Js˜t+ us˜+ vt˜+ ws˜t˜
)] , (B.5)
V(J, u, v, w) = 1
4β
∑
s,t
t log


∑
s˜,t˜
exp
[
β
(
Jst˜ + Js˜t+ us˜+ vt˜+ ws˜t˜
)] , (B.6)
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W(J, u, v, w) = 1
4β
∑
s,t
st log


∑
s˜,t˜
exp
[
β
(
Jst˜+ Js˜t + us˜+ vt˜+ ws˜t˜
)] . (B.7)
The distribution W c determines the density of the fields (u
(j)
i , v
(j)
i , w
(j)
i ) along the edges
of the graph. These fields correspond with the marginal probability distribution P
(j)
i on
the cavity graph G(j):
P
(j)
i (σ, τ) =
exp
[
u
(j)
i σ + v
(j)
i τ + w
(j)
i στ
]
∑
σ,τ exp
[
u
(j)
i σ + v
(j)
i τ + w
(j)
i στ
] . (B.8)
On a given graph instance it is possible to calculate the fields (u
(j)
i , v
(j)
i , w
(j)
i ) through
the belief propagation algorithm. In the n-th time step of the algorithm, messages
(u
(n)
i→j, v
(n)
i→j, w
(n)
i→j) are propagated along the edges of the graph. The update equations
of these messages are given by
u
(n+1)
i→j =
∑
ℓ∈∂i\j
U(Jℓi, u(n)ℓ→i, v(n)ℓ→i, w(n)ℓ→i) , (B.9)
v
(n+1)
i→j =
∑
ℓ∈∂i\j
V(Jℓi, u(n)ℓ→i, v(n)ℓ→i, w(n)ℓ→i) , (B.10)
w
(n+1)
i→j =
∑
ℓ∈∂i\j
W(Jℓi, u(n)ℓ→i, v(n)ℓ→i, w(n)ℓ→i) . (B.11)
The fields (u
(j)
i , v
(j)
i , w
(j)
i ) are given by the solutions of (B.9), (B.10) and (B.11) for
n→∞. We call the equations (B.9), (B.10) and (B.11) the cavity or belief propagation
equations. The density of the messages (u
(n)
i→j, v
(n)
i→j, w
(n)
i→j) can be found in equation
(B.4). That is why (B.4) is also called the density evolution equation.
When we choose W c(u, v, w) = δ(w)δ(u− v)W c(u) we find
W c(u) =
∞∑
k=0
p(k)k
c
∫ k−1∏
ℓ=1
(dJℓR(Jℓ))
∫ k−1∏
ℓ=1
(duℓW
c(uℓ))
δ
[
u− β−1
k−1∑
ℓ=1
atanh (tanh(βJℓ) tanh(βuℓ))
]
. (B.12)
The distribution W r of the real fields u of the single site marginals
∑
σ\σi
Pst(σ) ∼
exp [uiσ] are given by the selfconsistent equation
W r(u) =
∞∑
k=0
p(k)k
c
∫ k∏
ℓ=1
(dJℓR(Jℓ))
∫ k∏
ℓ=1
(duℓW
c(uℓ))
δ
[
u− β−1
k∑
ℓ=1
atanh (tanh(βJℓ) tanh(βuℓ))
]
. (B.13)
The solution W (u, v, w) = δ(w)δ(u− v)W c(u) corresponds with the solution w(n+1)i→j = 0
and u
(n+1)
i→j = v
(n+1)
i→j of the equations (B.9), (B.10) and (B.11). The cavity equations
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reduce in this case to
u
(n+1)
i→j = β
−1
∑
ℓ∈∂i\j
atanh
(
tanh (βJℓi) tanh
(
βu
(n)
ℓ→i
))
. (B.14)
The single site marginals Pi(σ) can be calculated through
ui = β
−1 lim
n→∞
∑
ℓ∈∂i
atanh
(
tanh (βJℓi) tanh
(
βu
(n)
ℓ→i
))
. (B.15)
Appendix C. Simulations
To determine the critical temperature from the P-phase to the F-phase of Ising models
on a graph of size N we calculate the Binder cumulant BN [19]:
BN(T ) ≡ 1− 1
3
〈m4〉
〈m2〉2 . (C.1)
The brackets denote an average over the stationary distribution. The quantity m is the
magnetisation
∑
i σi/N . In the F-phase B = 2/3 while in the P-phase B = 0. The point
TF where the BN(T ) lines for different values of N cross is the critical temperature. In
figure C1 we present BN as a function of T for a Poissonian graph with ǫ = 1 and c = 3.
The value TF for finite system sizes is found to be higher then the theoretical result
TF = (c atanh(1/c))
−1 valid for N →∞.
The critical temperature for the P-SG transition is calculated through AN [31]:
AN(T ) ≡ 1
2
(
3− 〈q
4〉
〈q2〉2
)
(C.2)
The bar denotes the average over the quenched variables. Above the critical temperature
TSG the lines for different system sizes join into one line.
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