Abstract-This work provides a model for tubular structures, and devises an algorithm to automatically extract tubular anatomical structures from medical imagery. Our model fits many anatomical structures in medical imagery, in particular, various fiber bundles in the brain (imaged through diffusion-weighted magnetic resonance (DW-MRI)) such as the cingulum bundle, and blood vessel trees in computed tomography angiograms (CTAs). Extraction of the cingulum bundle is of interest because of possible ties to schizophrenia, and extracting blood vessels is helpful in the diagnosis of cardiovascular diseases. The tubular model we propose has advantages over many existing approaches in literature: fewer degrees-of-freedom over a general deformable surface hence energies defined on such tubes are less sensitive to undesirable local minima, and the tube (in 3-D) can be naturally represented by a 4-D curve (a radius function and centerline), which leads to computationally less costly algorithms and has the advantage that the centerline of the tube is obtained without additional effort. Our model also generalizes to tubular trees, and the extraction algorithm that we design automatically detects and evolves branches of the tree. We demonstrate the performance of our algorithm on 20 datasets of DW-MRI data and 32 datasets of CTA, and quantify the results of our algorithm when expert segmentations are available.
models [1] have been widely used for extracting anatomical structures from medical imagery. Much research on deformable models has been conducted from incorporating image edge information [2] , [3] , to region statistics [4] [5] [6] [7] , to textural information [8] [9] [10] [11] [12] . Often in medical imagery, image information alone is not sufficient to detect structures of interest and therefore, many works [13] [14] [15] attempt to incorporate prior known information on the shape of the structure of interest into the deformable model extraction algorithm. This has been done in two ways: by creating penalties that penalize unfavorable shapes [15] or by creating explicit models of shape, using prior training data [7] , [16] . The first approach, although less flexible in shape than a standard deformable surface, many times leads to the deformable surface becoming stuck in undesirable local minima of the underlying energy partly due to the large number of degrees-of-freedom of the surface. The second approach often provides too much restriction on the shape of the deformable surface (for example, in cases such as disease where the target structure is different than shapes of the training set), and requires training data, which in is unavailable in many cases. In this work, we define a model of a deformable surface that is flexible enough to capture tubular anatomical structures, which are of great interest to the medical community, however, not as flexible as a general deformable surface to easily become stuck in undesirable configurations. We are also able to model general tree-like tubular surfaces where each branch is tube-like, and devise a corresponding algorithm to extract such a surface from medical imagery.
We now summarize the organization of the paper. In Section II, we discuss two structures to which our tubular model applies: the cingulum bundle and blood vessels. We discuss the need for extracting these structures from imagery and prior work on their segmentation, as well as the novelty of our proposed framework. In Section III, we discuss the proposed tubular surface model in detail including the motivation for the model and the energies used for segmentation. The optimization approach is discussed in detail in Section IV. We give details on initialization methodology for the optimization scheme in Section V, and elaborate on a branch detection algorithm in Section VI for generalizing the extraction procedure to extract tubular trees. In Section VII, we present extensive experiments on extracting the cingulum bundle from diffusion-weighted magnetic resonance imaging (DW-MRI) brain data and vessel trees in computed tomography angiography (CTA) cardiac data. Finally in Section VIII, we make concluding remarks and present directions for future research.
Preliminary versions of this work have appeared in [17] and [18] .
II. ANATOMICAL STRUCTURES OF INTEREST AND PRIOR WORK
The proposed framework can be applied to extract any tubular branched structure from either scalar or vector-valued imagery. In this work, we focus on segmenting two anatomical structures: the Cingulum bundle (CB), which is of interest in the diagnosis of schizophrenia, and the human vasculature, which is of interest for studying disorders such as atherosclerosis. The subsequent sections discuss the physical description and anatomical significance of these structures as well as prior work in the areas of segmenting the respective structures. While it is outside the scope of this work to discuss other neural fiber bundles, we demonstrate that the proposed framework also applies to the external and internal capsules. For further information about these and other fiber bundles, interested readers are referred to [19] .
A. Cingulum Bundle
The Cingulum Bundle is a 5-7 mm in diameter fiber bundle that interconnects all parts of the limbic system. It originates within the white matter (WM) of the temporal pole, and runs posterior and superior into the parietal lobe, then turns, forming a "ring-like belt" around the corpus callosum, into the frontal lobe, terminating anterior and inferior to the genu of the corpus callosum in the orbital-frontal cortex [19] . It consists of long, association fibers that directly connect temporal and frontal lobes, as well as shorter fibers radiating into their own gyri.
It is a thin, highly curved structure that consists of a collection of neural fibers, which are mostly disjoint possibly intersecting, roughly aligned and centered around a fiber. The collection of fibers approximately forms a tube-like structure. Because of its involvement in executive control and emotional processing, the CB has been investigated in several clinical studies, including studies of depression and schizophrenia. The CB and other fiber bundles can be imaged through a modality called diffusion weighted magenetic resonance imaging (DW-MRI). This is an image in which each voxel consists of a collection of numbers that can be used to determine the amount of diffusion of water in various directions. A tensor at each voxel can be associated with the collection of numbers, and such an image is called a diffusion tensor magnetic resonance image (DT-MRI). Previous studies of schizophrenia using DT-MRI demonstrated decrease of FA in anterior part of the cingulum bundle [20] , [21] , at the same time pointing to the technical limitations restricting these investigations from following the entire fiber.
The diffusion pattern in the CB varies in orientation and anisotropy smoothly along the structure, and it has a distinct diffusion pattern from surrounding areas of the brain (see Fig. 3 for a sagittal slice of the CB). The CB is challenging to segment because of inhomogeneity of its diffusion pattern globally and the noisy nature of DW-MRI makes it difficult to detect edges separating the CB from the rest of the image.
There has been much research in detecting and characterizing neural connections between brain structures in DW-MRI. Early methods for detecting fibers, i.e., tractography, are based on streamlines where the fiber path is constructed by following the direction of the principal eigenvector of diffusion tensors from an initial seed point, e.g., [22] , [23] . These methods have been shown to perform poorly in noisy situations and they often terminate prematurely before the fiber ending. To alleviate these problems, a number of works, e.g., [24] [25] [26] [27] [28] [29] [30] , construct an optimal path between a starting and ending seed. The procedure is repeated to detect all fibers of a bundle.
In this work, we segment the entire fiber bundle as a volumetric region enclosed by a surface. It is typically difficult to segment the CB using standard active surface techniques, e.g., [31] , [32] , adapted to DW-MRI, since the DW-MRI of the brain are extremely noisy and contain many local features that could trap the active surface in unlikely configurations. Standard region-based techniques adapted to DW-MRI or DT-MRI, e.g., [33] , are generally not applicable to the segmentation of the CB since the statistics of the DW-MRI inside the CB cannot be described by a few global parameters (e.g., mean). The Mumford-Shah energy extended to DT-MRI, [34] , which assumes piecewise smooth image data inside the surface, is applicable to the CB. However, the assumption of smoothness outside the surface is not valid because of many different structures outside the brain with varying diffusion patterns. In [35] , the authors perform segmentation of the CB by treating the problem as a voxel classification problem. An energy is formulated that is maximum when the estimated probability distributions of the classes are maximally separated (in the sense of entropy). The method, as the Mumford-Shah approach, assumes two distribution classes one for the foreground (the CB) and one for the background, which is multimodal and hence not well described by a Gaussian distribution as done in the work. Noticing that standard region-based techniques are not applicable to the CB, an edge-based active surface method for segmenting the CB is considered by [36] . However, the method is sensitive to the noise in the DW-MRI. The work [37] designs an energy on volumetric regions that incorporates "local region-based" information and a prior favoring regions that are close to an initially detected center-line curve. However, the energy is highly dependent on the correct placement of the detected center-line, which is often not exactly in the center of the CB. The work in [38] follows a template-based approach by aligning a deformable fiber-bundle model to the subject tensor field, which has significant improvements over tracking individual fibers.
B. Blood Vessels in Cardiac Imagery
Blood vessel extraction from imagery is vital to surgical planning and the diagnosis of cardio-vascular disorders such as atherosclerosis. There are several techniques based on deformable models for vessel extraction; however, they have limitations that are addressed in the proposed work. In [39] , the authors evolve a 3-D curve to align it to the boundary of vessels determined by image edges; the method only provides a single curve in the vessel not the entire volumetric region. In [40] , a flux-maximizing flow on curves/surfaces is constructed to align the curve/ surface normal along the gradient direction of the image. To take into account the geometrical shape of a vessel, the authors of [41] construct a geometric shape prior to favor vessel-like structures and combine it with image region statistics to deform the curve/surface to capture the vessel. In [42] , a method based on image histogram information is used to deform an initial vessel tree that was obtained by registration of the image to a pre-segmented reference image. The methods [40] [41] [42] do not explicitly model the tubular nature of the vessel(s) to be detected. Therefore in [43] , the authors model vessels as the envelope of a collection of spheres, thus having a explicit tube-like model for the vessel. The segmentation is performed based on a minimal path technique [44] . The centerline is detected without any additional effort in comparison to methods which process the segmentation to obtain a centerline (e.g., [45] ). The drawback of the method of [43] is that it requires that the user inputs the endpoints of the vessel branch. There has also been work on modeling vessels as a combination of a center-line and a chosen cross-sectional shape ( [46] [47] [48] ). In [49] , the center-line is modeled as a 1-D B-spline curve and a 3-D surface evolution approach is employed to fit the vessel wall along the curve. Similarly, [50] uses a 3-D active surface to model the vessel branch, with axial constraints applied, and [51] puts forth a level set-based approach with an initial centerline. Lesage et al. [52] provides an excellent review of lumen segmentation methods which combine models of vessel appearance and geometry with image features. Amongst the reviewed methods, we note the methods that are related to the proposed method in their use of intensity information and/or incorporation of shape (tubularity). These include the use of statistical distributions for modeling the intensity range of tissues of interest ( [53] , [54] ), coupled apperance models that combine information about the intensity distributions of the tissue of interest and the background ( [55] , [56] ), geometric models such as surface models of tubularity ( [49] ) and models of center-line and crosssection ( [48] , [57] ).
The above works are of two forms: 1) vessels are represented by a general deformable surface allowing one to capture in particular tree-like vessel structures or 2) branches of the vessel are modeled by parametric cylinder-like tubes. The former has the disadvantage of having many degrees-of-freedom that the approach is susceptible to undesirable local minima and is computationally costly while the latter is not flexible enough in that it cannot explicitly deal with vessel branching.
C. Novelty of the Proposed Framework
In this work, we model the CB as a tubular surface and blood vessels as tubular trees. Since the tubular surfaces that we consider are determined by a center-line in 3-D space and a radius function defined at each point of the center-line (see Fig. 1 ), the extraction problem can be reduced to optimizing an energy defined on 4-D curves, which significantly reduces the computational cost of the optimization procedure when compared to an unconstrained deformable surface. A benefit of our approach is that the center-line is automatically obtained through the extraction process. This provides a skeleton of the vessel tree, which facilitates fly-through for visualization to gauge plaque deposits and stenosis in the vessel interior. Our method was inspired by the work of [43] in which the authors model vessels as tubular regions formed by the union of spheres along a center-line. Energies are constructed on 4-D curves that represent tubes, and these energies are globally minimized using the minimal path technique [44] . The energies we construct cannot be optimized using the minimal path technique since our energies are directionally dependent-they depend on the position of the 4-D Results of experiments with moving endpoints Implementation on synthetic imagery: the target structure (green), the segmentation result (red), the extracted center-line (black), the true centerline (blue), and the initial volume (blue). The first and second image are structures without branches, and the third image is a structure with a branch that our algorithm correctly detects.
curve and its tangent. Moreover, for the energies that we consider, we are not interested in a global minimum but rather certain local minima.
The advantage of our approach over existing methods in blood vessel extraction is that a model of the vessel tree that is general enough to capture entire vessel trees while having much fewer degrees-of-freedom than a general deformable surface alleviating susceptibility to undesirable local minima and keeping the computational cost low. We do this by proposing a tubular tree model and a corresponding automatic branch detection and evolution method that can be initialized by a single seed point. Other methods [39] , [43] , [49] , [50] that use tube-like representations for the vessel can either deal with only a single branch or in order to capture multiple branches of the vessel tree, multiple seed points or initial regions for each individual branch must be chosen. Further, there is no guarantee that several of the tubes representing branches by the latter approach will not overlap in configurations that are unrealistic for vessel trees. While branch detection (in the blood vessel tree) has previously been addressed (e.g., [58] , [59] ), it is done after one has a segmented surface or skeleton.
III. BACKGROUND ON TUBULAR SURFACES
In this section, we define the tubular surfaces considered in this paper, and show that such a surface in can be represented by a (1-D curve) in . We formulate a general class of energies directly on curves living in , and then describe the method to optimize these energies.
A. Proposed Model
We define a tubular surface as the boundary of a smoothly varying collection of discs (of varying radius) along a center line, which is an open curve in . Given an open curve , the center line, and a function , the radius function, we can define the tubular surface, ( is with endpoints identified) as follows:
( 1) where are normals to the curve defined to be orthonormal, smooth, and such that the dot products vanish. See Fig. 1 for an illustration of a tubular surface. The tubular surface is represented as a collection of circles each lying in the plane perpendicular to the center line. Note that the surface in (1) may be identified with a 4-D space curve,
B. Defining Energies for Segmentation
We now define a general class of energy functionals on the space of 4-D curves 1 (2) whose optimum represents the structure of interest, i.e., the CB from DW-MRI of the brain, or the blood vessel from CTA imagery of the cardiac region. Note that while we derive the expressions with respect to the structure of DW-MRI data (i.e., imagery in an oriented domain), the scalar CTA imagery can be thought of as a special case of imagery in an oriented domain with only one sampling direction.
Let denote the unit sphere, which represents the set of all possible angular acquisition directions of the scanning device for DW-MRI. Let be the diffusion image. We are interested in weighted length functionals on 4-D curves as energy functionals of interest. Indeed, let ( , where defines a disc of radius centered at point , and is the normal to the disc) be a weighting function, which we call the potential to be chosen, and define the energy as (3) where is the arclength measure of the 4-D curve, and is the unit tangent to , the center line. When (3) is minimized, the term penalizes the nonsmoothness of the center line and the radius function. The energy (3) is related to the length of a curve in a Finsler manifold [60] [61] [62] .
For segmenting the CB, the goal is to choose so that the energy is optimized by a which determines a surface enclosing the diffusion pattern of the CB in the DW-MRI of the brain. The diffusion pattern in the cingulum varies in orientation and anisotropy across the length of the bundle, although being locally similar (see Fig. 3 ), and that pattern differs from the pattern immediately outside the CB. This fact precludes the use of traditional region-based techniques adapted to DT-MRI since these techniques assume homogeneous statistics within the entire region enclosed by the surface, whereas we will assume homogeneity within local regions. The idea is to choose at a particular coordinate to incorporate statistics of the DW-MRI local to the disc determined by rather than using statistics global to the entire structure as in traditional region based methods. For vessel segmentation, the potential, , is chosen to maximize the difference in mean intensities inside and outside the discs centered along the center-line. Again, the statistics employed are not global to the entire structure but rather local to the discs determined by . In Sections III-C and III-D, we give examples of potentials that can be employed for the segmentation of the Cingulum Bundle and blood vessels, respectively.
C. Potentials for Segmenting the Cingulum Bundle
In this section, we give two choices for that are meaningful for extracting the CB from DW-MRI, both based on local region-based statistics.
The first potential at a coordinate is constructed so as to be small when the mean diffusion profile inside the disc, , differs greatly from the mean diffusion profile inside the annular region, where , outside . This is given by the following expressions: (4) where the 's are the means (unto a constant multiple) (5) (6) Here is the area element and is a suitable norm on functions of the form , e.g.,
where is the surface area element of . The energy corresponding to is minimized. If it is desired to grow the tube from an intial seed point, the energy can be maximized using the potential . Another example potential is chosen such that the corresponding energy is related to a weighted surface area (8) where are orthonormal vectors perpendicular to , and is large near the boundary of differing diffusion regions, e.g., (9) Here is the ball centered at of chosen radius , denotes the volume, and the norm is defined as in (7) . For this choice of potential, we are interested in maximizing the corresponding energy. The objective is to initialize the tubular surface inside the CB, and then increase weighted surface area until the surface reaches the boundary of differing diffusion patterns.
D. Potential for Vessel Segmentation
To maximize the difference in mean intensities inside and outside the discs centered along the center-line, the potential for vessel segmentation is given as (10) As above the 's are the means (up to a constant multiple)
In the previous expressions, is the area element and is the scalar valued image representing the CTA. Notice that the energy (to be maximized) uses local region-based statistics to separate the tube's interior and exterior in comparison to traditional region-based approaches which separate the global mean intensities inside and outside the surface (e.g., [4] ). It can thus be applied to vessel structures where the image intensity varies along the length of the vessel but approximately constant in cross sections (not just vessels with a constant intensity profile).
IV. ENERGY OPTIMIZATION EQUATIONS
In this section, we construct a gradient flow to minimize/maximize the energy of interest (3).
A. Gradient Descent: Fixed Endpoints
In this subsection, we derive the gradient flow to minimize the energy (3). The flow is derived based on the constraint that the endpoints of the 4-D curve (i.e., the end discs of the tube) are fixed. The next section derives the equations for minimizing the energy by deforming the endpoints of the 4-D curve.
The standard technique for calculating the gradient of an energy defined on curves, which assumes a geometrized metric on the space of deformations of a curve, cannot be applied to our energy of interest (3). This is because minimizing (3) stably using requires must satisfy a positivity condition (see [62] ) that cannot be guaranteed for our choices of . Moreover, maximizing (3), corresponds to maximizing a weighted length, which with respect to , leads to an unstable reverse diffusion. As shown in [63] , such weighted length functionals may be optimized in a stable manner by flowing along the gradient direction defined with respect to a geometrized Sobolev metric:
Definition: Let be such that are fixed. Let be perturbations of then
where is the length of the curve , is arclength element of , and the derivatives are with respect to the arclength parameter of . It can be shown that the gradient of (3) with respect to the Sobolev metric above (see Appendix A for a derivation) is (15) where (16) (17) (18) is the partial derivative of the energy function with respect to , and where is the partial derivative with respect to orientation .
Note that as stated in [63] , the expression (15), in particular the expressions involving , may be computed efficiently in linear complexity with respect to the number of sample points of the curve (see Appendix A for details).
B. Evolving Endpoints
The previous section described how to evolve the 4-D curve to optimize the energy given that the endpoints remain fixed. We now derive the optimization procedure of the energy with respect to the endpoints. This is useful for some choices of in (3), for example, and defined in (8) where the idea is to grow the tube. To determine the evolution of the endpoints, we compute the variation with respect to the endpoints. This results in (19) (20) which will minimize/maximize the energy (depending on the sign chosen above). Therefore, the algorithm to reduce the energy is to alternatively evolve the 4-D curve by (15) and the endpoints by (19) and (20) .
V. INITIALIZATION AND OPTIMIZATION ALGORITHM
In this work, a gradient flow is used to optimize the energy of interest, and therefore the approach yields a local minimum (or maximum). The performance of this approach is sensitive to the initialization, of both the center-line and the cross-sectional radius of the tubular surface. For the segmentation of the CB from DW-MRI, we present two possible initialization schemes. Typically, seed points at the ending and beginning of the CB are given. If it is desired to incorporate both these points into the algorithm, it can be done by choosing those points to be the endpoints of an initial curve obtained by a traditional tractography algorithm (for example, we use the approach of [36] , [60] [61] [62] , but any other streamlining tractography approach can be used). This provides a rough estimate of a curve inside the CB, which can then be used to initialize the center-line of the 4-D curve, and the radius function can be initialized to 1 (the minimum radius). The optimization can then be performed using (15) and using potential , keeping the endpoints of the 4-D curve fixed. We call this initialization/optimization the Fixed Endpoint Implementation. The other approach, called the Moving Endpoint Implementation, for initializing the tube for segmentation of the CB requires a seed point inside the CB around which a small tube (4-D curve) can be initialized. The energy (with potential ) can then be optimized by alternating the evolution of the interior of the 4-D curve (15) and then the evolution of the endpoints (19) and (20) .
In segmenting blood vessels from CTA imagery, we wish to segment an entire vessel tree comprising many branches modeled as tubular surfaces. It is not feasible to have the end points of each branch a priori and hence we only apply the moving endpoints approach (with potential ) for blood vessel segmentation.
VI. BRANCH DETECTION
While we have modeled the Cingulum Bundle as a single tubular structure, in reality, it is a tubular structure encompassing discrete neural fibers, which further has branches that connect to surrounding gray matter regions in the brain. Blood vessels also have branching, and thus we describe in this section how to extend the tubular model to capture tubular trees. The branching nature of the structures of interest poses a challenge in applying the tubular surface segmentation framework directly, since we want to automatically detect branches in the vicinity of the evolving structure, as it grows out, and then construct new tube(s) to capture the detected vessel branches.
The proposed branch detection algorithm is summarized in Algorithm 1. The algorithm is based on the assumption that the vessels display greater intensity than their surrounding regions, and we perform the branch detection step each time an end point moves significantly (one voxel difference between its last location where a branch check was performed).
Algorithm 1 Branch detection algorithm Sample directions
uniformly off the sphere .
Construct tubes of radius 1 and length along each of the directions, originating at the end point under analysis.
Calculate the mean image intensity within each tube as .
Threshold the estimated mean intensities with respect to the parent branch intensity .
Extract the subset of directions with mean intensities above the threshold. Eliminate the candidate direction that has maximum overlap with the parent branch's volume.
Compute the dot products of the 2 remaining candidate directions with the tangent of the parent branch at the end point.
Extend the parent branch by the candidate direction better aligned with the tangent at the end point.
Create a new branch in the tree structure using the 1 remaining candidate direction. 
end if

VII. EXPERIMENTS AND RESULTS
In this section, we begin by testing the framework on synthetic imagery to validate its performance on known ground truth. We then apply the proposed framework to extract the Cingulum Bundle from DW-MRI and then blood vessel trees from CTA. To test the algorithm in CB segmentation, it was applied to a DW-MRI data set that included schizophrenic and normal control subjects, with the DW-MRI being acquired for 54 sampling directions. The results were compared qualitatively with the results from the neural fiber bundle segmentation framework of Melonakos et al. [37] , [62] . The experiments to demonstrate the use of the algorithm in blood vessel segmentation were conducted on a CTA data set that included data from healthy subjects (with no plaque) as well as subjects with varying degrees of plaque and stenosis. The framework was also tested on the Rotterdam CTA data set [66] , and quantitative validation is provided.
A. Synthetic Imagery
In this set of experiments, the proposed framework was applied to both scalar and vector synthetic images with various curvilinear branched structures. Both the implementations of the algorithm were tested on these synthetic images. Fig. 2 shows the ground truth, segmentation results and associated center-line for the experiments with the Moving Endpoint implementation of the algorithm on the synthetic vector imagery. On average, the set-symmetric difference of the result with respect to ground truth was found to be across different synthetic structures of average radius 3 voxels.
B. CB Segmentation With Fixed Endpoints
The DW-MRI imagery used in this work was acquired on a 3T magnet using an echo planar imaging (EPI) DTI Tensor sequence with a double echo option to reduce eddy-current related distortions with eight baseline scans and data acquired in 51 directions. The population comprised 20 male subjects (10 normal, 10 schizophrenic) spanning the age group of 21-55 years. In this section, we show the results of applying the Fixed Endpoints implementation of the proposed framework to brain imagery of two subjects from this population. We use the energy (3) using the potential (4). Fig. 3 shows slice-wise views of the CB segmentation results obtained from the proposed framework indicating the homogeneity of the discs within the captured volume. Figs. 4 and 5 show the tubular surface extracted by the proposed algorithm. The surfaces are shown in Fig. 3 are the boundary locations rounded off to the grid points by the visualization process.
With regard to the parameter , the ratio between the outer and inner discs of the tube, we conducted experiments using a range from 2 to 5. We observed that as this value increases, the statistics for outside the disc are averaged over a larger area thus rendering them decreasingly effective in separating intensities within the tube and just outside it. For instance, with a value of larger than 4, saw that the captured volume begins to leak into neighboring structures with strong diffusion such as the Corpus Callosum. From these initial experiments, we observed that a value of 3 yielded the most optimal results, with respect to leaking into the Corpus Callosum, and hence we used this in subsequent experiments.
C. CB Segmentation With Moving Endpoints
The Moving Endpoints implementation for CB segmentation, requires seed points in the interior of the CB near the start along with a guess for the initial radius. We applied the framework to segment the left and right Cingulum Bundle from all 20 data sets in the population under study (however, all visualizations cannot be presented in this paper). Figs. 6 and 7 show the results of applying the Moving Endpoints implementation to segmenting the CB (both right and left) from brain data of two subjects (one normal and one schizophrenic). Fig. 8 shows the 3-D visualization of the segmentations obtained for the Cingulum bundle and other tubular fiber bundles, i.e., the External Capsule and the Internal Capsule.
Finally, we observe that quantitative studies are not possible in neural fiber bundle analysis due to the absence of ground truth. However, we compare the results of the proposed framework with the results of the Geodesic Tractography Segmentation framework ( [36] , [37] ). This comparison is provided in Fig. 9 . Note that the proposed framework outperforms [36] , [37] in some key ways. Firstly, due to the lack of constraints on the end points, the proposed framework extracts the neural fiber bundle to its true length as observed by diffusion patterns rather than being limited by the approximate ROIs provided by experts. Secondly, since the method enforces the tubular geometry as it propagates outwards, it is more robust to noisy data. This is especially highlighted by the fourth case (fourth row) in Fig. 9 , where [36] , [37] leaks into the Corpus Callosum while the proposed framework does not leak. It is also worth noting that the CB extracted by the proposed framework passes through exactly the ROIs defined by the experts, which is further validation of the accuracy of the segmentation result.
Finally, it is to be noted that the Tubular Surface model is especially advantageous for neural fiber bundle analysis since the model naturally allows sampling of features along the length of the fiber bundles, which is simultaneously useful both in performing population studies on the neural fiber bundles, as well as characterizing the discrimination ability of local regions of the fiber bundles. This is demonstrated in the context of Schizophrenia detection in the work of Mohan et al. [67] and the interested reader can find details on the population analysis framework therein. [36] : CB segmentation results from [36] , [37] (blue), Left CB segmentation from proposed framework (yellow), Right CB segmentation from proposed framework (magenta), expert ROI markings for Rostral Anterior Cingulate (orange) and Parahippcampal gyrus (grey); Each row represents DW-MRI from a different subject, with the first two rows representing data from schizophrenic subjects, and the last two from normal controls. The first column shows the 3-D visualization of the extracted CB for both frameworks, and the expert-marked ROIs used as input for [36] . The second column shows a slice visualization of the fiber bundle extracted (for one side) by the framework of [36] and the third column shows the same view for the proposed framework, both superimposed on the tensor data. Note that the results from [36] are limited by the input ROIs and leak into neighboring fiber bundles (note the fourth row), while the proposed framework follows the true diffusion pattern hence capturing greater lengths of the fiber bundles, and it does not leak into neighboring structures. 
D. Blood Vessel Segmentation
We apply the moving endpoints implementation to vessel segmentation, because it only requires a seed point for initialization in a single branch. With regard to the parameter , the ratio between the outer and inner disc radii, we conducted initial experiments using a range from 2 to 5. We observed that as this value increases, the statistics for outside the disc are in fact being averaged over a larger area thus rendering them decreasingly effective in separating intensities within the tube and just outside it, while a lower value rendered the functional more likely to be affected by noise. From these initial experiments, we observed that a value of 3 yielded good results and hence we have used this in subsequent experiments.
The algorithm was first tested on a population of cardiac data sets acquired from a Siemens Sensation 64 slice CTA machine. The framework was initialized with 1 user-input point at the root of the vessel tree, and a guess for typical vessel radius which guided the branch detection process. We first show here the results for three of the data sets tested on, for the Left Anterior Descending (LAD) coronary artery. Figs. 10 and 12 show the 3-D visualization of the segmented vessel trees for two cases. Also shown in these figures is the extracted center-line. The algorithm captures the branching structure automatically and successfully handles the thinning structure of the vessel tree, from the root to tips. Figs. 11 and 13 show the corresponding slice-wise views of the segmentation result. We can clearly see that the framework copes well with the nonuniform contrast within the vessel volume, and is capable of following an entire vessel voxels in length, from the simple one-point input used for these CTA datasets. Finally in Fig. 14, we show the tubular tree evolving in 3-D for a third case, illustrating how the branch detection works to capture the entire tree. These results have been qualitatively validated by medical collaborators.
We have performed quantitative validation via testing on the dataset provided as part of the Rotterdam Coronary Artery Algorithm Evaluation Framework [66] . The proposed segmentation framework was applied to all 32 datasets available via this dataset (including the training and testing data sets), and the results were submitted to the organizers for extracting the evaluation parameters. Table I gives the summary of the evaluation parameters obtained: OV that quantifies the tracking/overlap of the complete vessel as annotated by the human experts, OT that quantifies the tracking of the portion of the vessel that is assigned to be clinically relevant by experts, OF that quantifies the tracking of a coronary artery until the first error and AI, an accuracy measure of centerline extraction, which is the average of all the connections between the ground truth and the extracted centerline. We observe that the framework yields comparable results to the methods evaluated in [66] , which also provides more detailed definitions of the evaluation parameters employed in this work. Also, we note that the proposed framework fits into Category 3 of evaluated methods as per the classification of [66] since we use more than one input point for the vessel segmentation from this data set (an average of 3-5 input points are employed per subject for this data set). Finally, we note that along with yielding good performance, the proposed method also compares favorably with the methods evaluated in [66] , notably in not needing to be trained for its use in the segmentation of real data along with its use of a limited number of initial points. Further, as compared to the other methods, the proposed framework simultaneously detects both the volume in 3-D as well as the center-line of the vessel structure. Figs. 16 and 17 show visualizations for the results of two cases from this dataset.
A potential application of our framework is stenosis evaluation. Since the 3-D skeleton and the associated radius function are direct outputs of the model, we can do a stenosis evaluation by looking for local minima of the radius function along the center-line. We show proof-of-concept of this idea in Fig. 15 which shows the cross-sectional area of one of the branches of the extracted vessel tree shown in Fig. 10 and reveals a site of mild stenosis (40% blockage) (corresponding to the minimum of the plotted curve).
VIII. CONCLUSION
In this work, we proposed a framework for extracting tubular, branched anatomical structures that simultaneously returns the segmented volume and the 3-D skeleton of the structure of interest. We showed that our methodology is successful in segmenting structures of interest from imagery of different modalities especially on the Cingulum Bundle from DW-MRI of the brain and blood vessels from cardiac CTA imagery. We demonstrated the generality of the framework by applying it to the segmentation of other neural fiber bundles (the Internal Capsule and the External Capsule). We also proposed an automatic branch detection algorithm which we have successfully applied to the segmentation of entire blood vessel trees. The incorporation of local region-based statistics implies that the segmentation result captures regions with statistics that can differ over the length of the entire structure. This is clearly illustrated by the performance of the framework in capturing the entire CB where diffusion patterns vary along the length of the tube, and again in segmenting the entire length of blood vessels where the contrast varies along each vessel. Further, the model affords us the advantage of computational efficiency over conventional surface representations.
In future work, we plan to apply the framework into segmenting other tubular anatomical structures that are of interest such as carotids in the brain, and veins in the liver region, and also study in greater detail the other neural fiber bundles. It is also of interest to use the extraction of fiber bundles through our algorithm for population studies to attempt to discriminate between normal and schizophrenic patients. Further, with respect to the analysis of blood vessels, we propose to apply the proposed framework in soft plaque detection and explore its potential in evaluating stenoses.
APPENDIX DERIVATION OF TUBULAR SURFACE EVOLUTION
In this section, we provide the detailed derivation of the evolutions equations for the proposed Tubular Surface model.
Sobolev Gradient in Terms of the Gradient:
We begin by expressing the Sobolev gradient as a function of the standard gradient, which can be using standard variational calculus. Let ( or ) define a space curve such that and where are the fixed endpoints of . Let be an energy defined on , and let , denote the Sobolev and gradients of , respectively.
By the definition of the inner products (13) and (14), and are related as follows: (21) where represents the arclength parameter of , is the length of , and the boundary condition corresponds to endpoints that are to be fixed during evolution. Equation (21) can be solved for by integrating yielding (22) integrating again yields (23) where (24) The expressions (23) and (22) above yield a linear complexity (in the number of sample points of ) computational algorithm for computing in terms of . Since the transformation mapping to is a bounded linear operator, it can be expressed as an integral operator, i.e., (25) where are arclength parameters of , is a symmetric kernel, and by abuse of notation, we also write to denote the linear operator defined above. By manipulation of (23) and (22), one can find that is given as in (17) . Note also that (26) The expressions (25) and (26) are for simplicity of notation and ease of mathematical manipulation in the subsequent computations. However, for numerical implementation the expressions (25) and (26) are computed using the expressions (23) and (22) , as doing so results in lower computational complexity.
Sobolev Gradient of Tubular Energy: We begin by computing the gradient of the tubular energy (3) . Let and where is immersed and . Denote by in this subsection, the arclength parameter of , by the arclength parameter of , and by a parameter of a parameterization of . Then (3) can we written where is a function of and , is arclength parameter of the curve . Letting be time-varying, we can compute the variation of which simplifies to where . Therefore,
The Sobolev gradient is then computed using (25) and (27) yielding (28) where the expressions for the operators and are given in (25) and (26), and they can be computed using formulas (23) , (22) , and (24) .
