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Rotor airfoilAbstract Rotor airfoil design is investigated in this paper. There are many difficulties for this high-
dimensional multi-objective problem when traditional multi-objective optimization methods are
used. Therefore, a multi-layer hierarchical constraint method is proposed by coupling principal
component analysis (PCA) dimensionality reduction and e-constraint method to translate the orig-
inal high-dimensional problem into a bi-objective problem. This paper selects the main design
objectives by conducting PCA to the preliminary solution of original problem with consideration
of the priority of design objectives. According to the e-constraint method, the design model is estab-
lished by treating the two top-ranking design goals as objective and others as variable constraints. A
series of bi-objective Pareto curves will be obtained by changing the variable constraints, and the
favorable solution can be obtained by analyzing Pareto curve spectrum. This method is applied
to the rotor airfoil design and makes great improvement in aerodynamic performance. It is shown
that the method is convenient and efficient, beyond which, it facilitates decision-making of the high-
dimensional multi-objective engineering problem.
 2016 Chinese Society of Aeronautics and Astronautics. Production and hosting by Elsevier Ltd. This is
an open access article under the CCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
It is, as is universally accepted, difficult to conduct optimiza-
tion design for rotor airfoil to improve the performance ofhelicopter as it involves many conflictive objectives and con-
straints. During the whole flight process of helicopter, blades
of rotor have to work in an extremely complex aerodynamic
condition associated with a large spectrum of flow region.
Especially for forward flight, the Mach number around the
tip of the advancing blade reaches up to transonic regime,
leading up to a shock wave/boundary layer interaction. At
the same time, to maintain helicopter roll stability, the local lift
of retreating side needs to be high enough to balance the
advancing blade in high dynamic pressure, so the retreating
blade has to work at low speed and high angle of attack, which
may cause local flow separation in the outer region. All the
fight conditions request that the airfoils have a high maximum(2016),
2 K. Zhao et al.lift coefficient at the low and moderate subsonic Mach state
with a small zero-lift drag coefficient and high drag divergence
property at transonic state at the same time. Beyond that, a
small pitching moment is essential to reduce the torque and
control loads. In addition, the rotor airfoil is also required
to have a high lift-to-drag ratio in the hover state. So the rotor
airfoil design is a multi-objective multi-constraint problem.1,2
Compared to the airfoil of fixed-wing aircraft, research of
rotor airfoil design evolves slowly, mainly because of the com-
plex design requirements. However, as the main element of the
rotor blade, the performance of helicopter is determined by the
airfoils to a great extent. Therefore, with the further develop-
ment of aeronautic technology, efficient design of high-
performance rotor airfoil is possible and particularly impor-
tant to improve the overall performance of the helicopter.3
In the early years, symmetrical airfoil was often used as rotor
airfoil due to various reasons. Until the 1970s, with the
increase of helicopter flight speed, airfoil had become the key
obstacle to improving performance of the helicopter. After
twenty years’ research conducted by NASA, ONEAR, Boeing
and other research institutions, a series of advanced airfoils
were developed, such as OA series, VR series, and TsAGI ser-
ies,4–6 and the performance of helicopter was substantially
improved. Recently, Vu et al.7 made use of genetic algorithm
and the two-dimensional viscous panel method, XFOIL, to
optimize rotor blade airfoils within a single-objective/
multipoint formulation, considering forward flight and hover
conditions. Massaro and Benini8 proposed a multi-objective
approach for rotor airfoil optimization under a fixed condition
using a framework of integrated GA and gradient-based algo-
rithms. At home, recently Yang et al.9 did some work for rotor
airfoil with average method. Wang et al.10 did some optimiza-
tion work for helicopter airfoil considering the dynamic stall
characteristic. However, the above work considered only part
of requirements, so only the specific performance was
improved.
If all the design requirements are considered, a high-
dimensional multi-objective problem will be resulted in, which
has to be solved by relevant algorithm. In recent years, with
the rise and development of intelligent optimization tech-
niques, research on solving multi-objective optimization prob-
lem has become a hot spot. Evolutionary algorithms treat the
entire solution set as the evolution group, and search Pareto
optimal solution set in a parallel manner. It becomes the best
way to solve complex engineering problems with multi-
objective constraints. Currently, however, the problem with
more than four objectives is intractable enough for evolution-
ary optimization.11–14 Thus, two or three optimization objec-
tives are often involved in general engineering optimization.
With the increase of the objective number, dimension of Pareto
optimal front surface increases and even worse, and the num-
ber of Pareto optimal frontier points grow exponentially,
which will greatly increase the algorithm’s time and space com-
plexity. At the same time, the number of non-dominated solu-
tions leaps severely. For a fixed scale external group,
outstanding individuals in the evolutionary process may not
be preserved so that the whole search process will slow down.
Traditional optimization methods, such as NSGA II,15,16 are
ill in handling this kind of problems. In addition, with the
increase of the objective number, the visualization of optimiza-
tion results becomes difficult, which hinders the selection ofPlease cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
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are several methods in the auxiliary display area, it is at the
expense of large-scale calculations. To solve this problem,
extensive research has been carried out, which is mainly
divided into two aspects: (A) improving the optimization algo-
rithm to make it more suitable for high-dimensional optimiza-
tion problem by defining loose Pareto dominant mechanism,
increasing selection pressure of individuals, and thus speeding
up the convergence of the algorithm. However, it is still a
problem whether these improvements are suitable for engineer-
ing. Moreover, even if we can get the optimal solution set, the
calculation is too expensive and it is difficult to show optimized
results for further decision-making. (B) Reducing the high-
dimensional multi-objective optimization problem to a low-
dimensional optimization problem by introducing dimension
reduction method in mathematical analysis. But such method
is still at the theoretical level and can be rarely used in complex
engineering applications. Therefore, it is of great theoretical
and practical significance to develop a method for these
problems.
Therefore, in this paper, a multi-layer hierarchical con-
straint (MHC) method is proposed referring to e-constraint
method17 to translate the complex optimization problem into
a bi-objective optimization problem. The paper is organized
as follows: Section 2 gives the rotor airfoil design require-
ments and sets up the many-objective optimization model.
The principal component analysis—non-dominated sorting
genetic algorithm II (PCA-NSGA II) method and multi-
layer hierarchical constraint method are given in Section 3.
In Section 4, different methods are compared for rotor air-
foil design. A discussion of the main findings concludes the
paper in Section 5.2. Design criteria and model for rotor airfoils
The airfoils experience drastically different conditions within a
single blade revolution. Especially for forward flight, the rotor
airfoil works inside a broad range of Mach numbers and
angles of attack, so the advanced rotor airfoil design often
meets conflicting design requirements. Specifically, the
advanced rotor airfoil design should satisfy the following
requirements:
(1) A high maximum lift coefficient CLmax under condition
of Ma= 0.3–0.5 to postpone the separation of retreat-
ing blade stall and reduce blade vibration at high-speed.
(2) High drag divergence Mach number (CL = 0) and low
transonic drag coefficient to reduce noise and the power
requirement for forward flight.
(3) High lift-to-drag ratio characteristics (Ma= 0.5–0.6,
CL = 0.6) to ensure the rotor hover efficiency.
(4) Very low zero-lift pitching moment coefficient Cm0 to
reduce the blade torsion and manipulate load of the con-
trol system.
Considering all the above design requirements, the follow-
ing design objectives and constraints, as shown in Table 1,
can be obtained.
Referring to Table 1, the following optimization model can
be constructed:foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Table 1 Design objectives and conditions for rotor airfoil.
Flight condition Objective Design condition
Maneuvering flight Ma ¼ 0:4 0:5
CL ¼ CLmax
maxðCL1Þ
maxðCL2Þ
Ma ¼ 0:4;Re ¼ 3:2 106
Ma ¼ 0:5;Re ¼ 4:0 106
Forward flight CL ¼ 0 maxðMaDd0Þ Ma ¼ 0:8;Re ¼ 6:4 106
minðjCm0jÞ Ma ¼ 0:825;Re ¼ 6:6 106
minðCD0Þ Ma ¼ 0:845;Re ¼ 6:76 106
Hover flight Ma ¼ 0:6
CL ¼ 0:6
minðCDÞ
minðjCmjÞ
Ma ¼ 0:6;Re ¼ 4:8 106
CL ¼ 0:6
Aerodynamic optimization of rotor airfoil based on multi-layer hierarchical constraint method 3Objective Minðf1; f2; f3; f4; f5; f6Þ
s:t:
jtjP 0:09
xl 6 x 6 xu
 ð1Þ
where
f1 ¼ C0L1=CL1
f2 ¼ CD2 þ CD3 þ CD4ð Þ C0D2 þ C0D3 þ C0D4
 
f3 ¼ CD1=C0D1
f4 ¼ jCm1j jC0m1j

f5 ¼ C0L2=CL2
f6 ¼ jCm2j jC0m2j

8>>>>><
>>>>>:
Superscript ‘‘0” represents the aerodynamic coefficients of
initial airfoil. f2 represents objectives of maximum drag diver-
gence Mach number and minimum drag coefficients. CD2, CD3
and CD4 represent the drag coefficient at Ma= 0.800,
Ma= 0.825 andMa= 0.845 respectively. CD1 and Cm1 repre-
sent the drag and moment coefficients at hover state. Cm2 rep-
resents the moment coefficient at Ma= 0.845. t represents
thickness of airfoil, x is design variable vector. xl and xu are
the lower and upper boundary of design variable vector.
3. Multi-objective optimization
Eq. (1) is a typical multi-objective constrained optimization
problem. Because the design objective is more than three, it
was called many-objective optimization problem mathemati-
cally. For such problems, with the increase of objective num-
ber, the computational resources increase, and the
convergence characteristic of the optimization algorithm gets
worse. Meanwhile, the optimization result is a hyper-surface
which is a difficulty for further decision-making.
There are two general ideas to handle these problems. First
one is to improve the algorithm to enhance the quality of
search results and the efficiency; another one is to reduce the
dimension of objectives. Dimensionality reduction is more
mature and feasible than the first method. Here the dimension-
ality reduction algorithm based on PCA is introduced to solve
the Eq. (1).18
3.1. PCA-NSGA II
For high-dimensional multi-objective optimization problem,
the objective dimension reduction is a practical and efficient
way. In recent years, there have been several high-
dimensional multi-objective dimensionality reduction meth-Please cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
http://dx.doi.org/10.1016/j.cja.2016.09.005ods. Through comparative analysis, dimensionality reduction
algorithm based on principal component analysis method pro-
posed by Deb and Saxena18 is widely applied. Because it is sim-
ple and mature and can obtain excellent results for high-
dimensional problems, the PCA dimensionality reduction
algorithm is studied in this paper.
Multi-objective dimension reduction method based on PCA
is divided into the following steps:
Step 1. Initialize iteration counter I= 0, the initial objec-
tive set M=Ø, threshold cut TC = 0.97.
Step 2. For all objectives in set M, random initialize the
populations, carry out multi-objective optimization, and
get a set of Pareto solutions.
Step 3. Perform PCA analysis to optimization results Q,
eliminate redundant objectives using pre-specified threshold
TC, and get a new set of objectives: specific implementation
strategies are as follows:
(1) Normalize the objective vector, calculate the correlation
matrix R(i, j) and its eigenvector, V(i, j), extract the first
and second principal components by PCA analysis.
(2) For the first feature vector, select objectives correspond-
ing to the most positive and most negative elements into
M.
(3) For the next feature vector, check threshold TC; if the
threshold is satisfied, then end, otherwise, check
eigenvalues:
If the eigenvalue < 0.1, select the objective correspond-
ing to the element with the maximum absolute value |
max (V(i, j)) | into M;
Otherwise, let P=max (V(i, j)), N = | min (V(i, j)) |.
If all elements of the eigenvector are greater than 0,
select the objective corresponding the largest element
into M;
If all elements of the eigenvector are less than zero, select
all the objectives into M;
If (P< N), then execute as the following two situations:
If (PP 0.9N), then select the objectives corresponding P
and N into M;
Else choose the objective corresponding N into M.
If (P> N), then execute as the following two situations:
If (NP 0.8P), then select the objectives corresponding P
and N into M;
Else select the objective corresponding P into M.
(4) Reduce the number of objectives further by using the
correlation coefficients of the non-redundant objectives
found in item 2 above, investigate if there still exists a
set of objectives having identical positive or negativefoil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
4 K. Zhao et al.correlation coefficients with other objectives and having
a positive correlation among themselves, and retain the
one which was chosen the earliest (corresponding to
the largest eigenvalue) by the PCA analysis;
Step 4. IfM=M(I  1), stop and output optimal solution
set, otherwise set I= I+ 1 and return the second step.
In order to eliminate the influence of bad samples and noise
point to the analysis results, the robust PCA19 method is used
for dimension reduction.
For high-dimensional multi-objective problem, dimension-
ality reduction through PCA analysis can distinguish redun-
dant objectives and improve the efficiency of optimization
process, which lays a foundation for further decisions. How-
ever, the design objectives are generally less than 10 for engi-
neering optimal design problem. The engineering design
problem containing 4–7 objectives can be called the moderate
high-dimensional problem. For these problems, the ratio of
redundant objectives is lower, which would limit the effective-
ness of PCA-NSGA II algorithm. Secondly, if the redundant
objectives are the design goals, which we precisely concern
about for a real problem, they will be directly discarded by
PCA-NSGA II algorithm. Then this aspect of design products
cannot be guaranteed. Again, if design objectives are still more
than four after selection of PCA algorithm, it is still difficult
for further optimization and analysis. Therefore, it seems
urgent and important to develop a practical method, which
can be used for engineering moderate high-dimensional
multi-objective design.
3.2. Multi-layer hierarchical constraint method
Learning from e-constraint method and preserving two objec-
tives of the original problem with other objectives treated as
variable constraints, the original high-dimensional multi-
objective optimization problem is converted to a low-
dimensional problem. A set of different Pareto curves can be
obtained by changing the constraint value. It is very conve-
nient for the further decision in low-dimensional Pareto curve
sets. This method can be classified into the ‘‘Decision-making-
Optimization-Decision-making” mode which is different from
‘‘Optimization-Decision-making” direct optimization method.
Preliminary decision was made before the optimization based
on previous experience. The optimization model of this
method is as follows:Fig. 1 Principle of MHC method.min flðxÞ; fmðxÞ
s:t:
fiðxÞ 6 ei
x 2 X
i ¼ 1; 2; . . . ; k; i–l; i–m
8><
>:
ð2Þ
Lemma. The solution of above optimization problem is weak
Pareto optimal solution of the original multi-objective problem.
Proof. Let x 2 X be the solution to the above problems,
assume that it is not weak Pareto optimal solution of the orig-
inal problem, and then there exists some other x 2 X such that
fiðxÞ < fiðxÞ for all i = 1,2, . . ., k.Please cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
http://dx.doi.org/10.1016/j.cja.2016.09.005It means that for all j= 1,2, . . ., k, j– l, m,
fjðxÞ < fjðxÞ 6 ej exists, and thus x 2 X is a feasible solution
to the above problems, and also flðxÞ 6 flðxÞ, fmðxÞ 6 fmðxÞ,
which is contradictory to the assumption that x 2 X is
solution of the above problem. So x 2 X must be weak Pareto
solution of the original multi-objective problem. h
From the lemma, the solution obtained by the method
described above is a weak Pareto solution set of high-
dimensional problems. It means that stringent solution may
also exist under the constraints, so it can only guarantee that
the remaining objectives are optimal solution. The optimal
solution of constraints may be covered. Therefore, the most
critical issue in this method is to select the design objectives
and constraints. We propose a multi-layer optimization
approach as follows: first analyze the design objectives before
the optimization; then classify and grade objectives according
to their preference and correlation; finally treat the one with
the most negative correlation and preference as objectives;
then the strong Pareto optimal solution can be ensured only
for primary objectives. The principle of the method is shown
below.
Fig. 1 shows a schematic of the optimization method
described above.ei; eiþ1; eiþ2 are different constraint vectors. It
can be seen that a series of Pareto curves is formed on objective
plane by adjusting the constraint vector. Decision-making can
be fast and intuitive by analyzing the Pareto curve for further
analysis. Each curve corresponds to a bi-objective problem
which can be solved efficiently by the existing multi-objective
algorithm. Thus the whole high-dimensional problem is
solved. At the same time, the user can adjust constraint value
based on experience or optimization progress status to further
improve the efficiency of design.
The method can be employed according to the following
steps:
(1) Carry out the PCA analysis on objectives and sort the
design objectives by their importance. PCA can extract
the major objective and reflect the relationship among
samples. The sequence is based on the user’s engineering
experience and requirements to the problem and physi-foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Aerodynamic optimization of rotor airfoil based on multi-layer hierarchical constraint method 5cal and mathematical relationships of the objectives. The
purpose of sequence is to add a priori knowledge of the
user to the optimization process.
(2) Treat the strongest contradictory and two top-ranking
optimization objectives as selected objectives with other
objectives treated as constraints, and then the bi-
objective optimization problem is established.
(3) Set constraints range based on design experience and ini-
tialize optimization model parameters.
(4) Parallelly optimize every sub-optimization for every set
of variable constraints.
(5) Assess and analyze the optimization results of each
group; if the optimal solution was obtained, stop search-
ing, otherwise adjust constraint factor (successive
approximation can be carried out by bisection method),
return to the optimization problem, go back to step (3),
and continue to optimize (repeat the process until the
optimal solution was obtained).
(6) The optimal solution set is selected by user from the
results.
Fig. 2 shows the flowchart of multi-layer hierarchical con-
strained method.
3.3. Optimization design system
For a specific optimization problem, the parameterization
methods, optimization search algorithm, surrogate-model,
CFD analysis tools and the appropriate management frame-
work need to be coupled to set up an optimization design sys-
tem. In this paper, a well-organized optimization design system
contained in all the above aspects in house is adopted.
The free form deformation (FFD)20,21 parametric method
is used for airfoil shape parameterization. In order to finely
express the airfoil shape, the 22 design variables were adopted.
This parameter method can be used for perturbation andFig. 2 Flowchart of multi-layer hierarchical constraint method.
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framework and the deformation of airfoil shape.
Accurate assessment of the airfoil is the basis of shape opti-
mization design. In this paper, a multi-block grid Reynolds-
averaged Navier-Stokes (RANS) equations method is used
for airfoil flow simulation and aerodynamic characteristic eval-
uation. The shear stress transport (SST) turbulence model22
and ROE schemes23 are adopted. Fig. 5 shows the computing
grid used in the paper. An O-C mesh topology is used where O
grid is within the boundary layer mesh and C grids are for out-
side zone. Grid number is 70000. In order to validate this
method, the flow around SC1095 airfoil was calculated.24
Fig. 6 shows the comparisons of lift coefficient CL between
CFD result and experimental data. The comparisons of drag
coefficients CD varying with Mach number were shown in
Fig. 7. The dash line is the boundary of the ten wind tunnel
data, and it can be seen that the CFD result is located in the
central region of the experimental data. At the high Mach
number, the strong shock wave appears in the flow, so the
error increases. From the comparison, it can be seen that the
CFD code used in this paper is reliable.
In order to improve the efficiency of optimization, Krig-
ing25,26 approximation model, which is often used in aerody-
namic design optimization, was chosen to evaluate the
airfoil. The model uses the stochastic process for space predic-
tion, which is a robust method and has a good approximation
for nonlinear problem. The Latin hypercube sampling27 was
used to select samples. 1000 samples were produced in order
to ensure design accuracy in this paper.
In this paper, NSGA II was used for multi-objective opti-
mization. Due to the ingenious mechanism of NSGA II, the
algorithm is computationally more efficient than other early
algorithms and has broad applications. It is also the bench-
mark algorithm for the performance comparisons of optimiza-
tion algorithm.
4. Results and discussion
In order to verify the feasibility of the proposed algorithm,
direct multi-objective optimization, PCA-NSGA II methods
and MHC method are used for the rotor airfoil design. The
OA309 airfoil was used as the initial airfoil for optimization.
4.1. Direct multi-objective optimization
Firstly, the NSGA II optimization algorithm was directly used
to solve optimization problem Eq. (1); since there are many
design variables and objectives, reference to Deb and Saxena,15
the following parameters were settled to ensure convergence
and diversity of the solution: population size 1000, generations
1000, crossover probability (Pcross) 0.9, distribution parame-Fig. 3 FFD lattice and original airfoil.
foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Fig. 4 Movement of control point and deformation of airfoil.
Fig. 5 Computational grid for SC1095 airfoil.
Fig. 6 Comparison of lift coefficient between CFD result and
experimental data.
Fig. 7 Comparison of drag coefficients varying with Mach
number between CFD result and experimental data.
6 K. Zhao et al.ter (for crossover) 10, mutation probability (Pmut) 0.1, distri-
bution parameter (for mutation) 100.
It takes six hours to get evolutionary convergence solutions.
It is impossible to make a direct and proper selection because
the Pareto forefront is a high-dimensional hyper surface.
4.2. PCA-NSGA II methods
The redundant objectives were selected based on the above
high-dimensional optimization results through the PCA
method described in Section 3.1. A set of PCA analysis results
is given in Tables 2–7. According to the PCA-NSGA II algo-
rism, the cumulation of the first three eigenvalues exceeds the
threshold TC, so the corresponding eigenvector was selected.
For the first eigenvector V1, the two objects f5 and f6 werePlease cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
http://dx.doi.org/10.1016/j.cja.2016.09.005selected; for the second eigenvector V2, the object f3 was
selected; for the third eigenvector V3, the two objects f2 and
f4 were selected. For the selected objectives f2, f3, f4, f5 and
f6, according to correlation matrix, it is shown that f4 and f6
have strong positive correlation. Since the eigenvalues of f6
are larger, the objective f6 was retained. After the first round
of PCA dimensionality reduction, the four objectives were
selected: f2, f3, f5 and f6.
For the second round of PCA dimensionality reduction, the
cumulation of the first three eigenvalues exceeded the thresh-
old TC, so the corresponding eigenvector was selected. For
the first eigenvector V1, the two objects f2 and f5 were selected;
for the second eigenvector V2, the object f6 was selected; for the
third eigenvector V3, the two objects f2 and f3 were selected.
For the selected objectives f2, f3, f5 and f6, according to corre-
lation matrix, it is shown that there is no strong positive corre-
lation objective, and at last the objective cannot be reduced.
A new set of Pareto front was produced by conducting opti-
mization based on these objectives. The PCA result for new
objectives was shown in Table 3. It can be seen that no redun-
dant object exists, and the dimension cannot be reduced, so the
ultimate non-redundant objectives are f2, f3, f5 and f6 (under-
lined elements in the table). PCA analysis is consistent with
the physical mechanism, suggesting the objectives for high-
dimensional PCA analysis are reasonable.
The PCA-NSGA II result and four-objective optimization
Pareto results were compared in Fig. 8 to show the effect of
objective dimensionality reduction to the optimization results.
It can be seen that the Pareto front of objective No. 4 is more
anterior and centralized than No. 6, which indicates that the
quality of the optimization results has significant improvement
after dimensionality reduction.
4.3. Multi-layer hierarchical constraint method
By analyzing the PCA results, it is shown that the objective f2,
f3, f5 and f6 should be retained. However, it is still difficult to
assess the optimization algorithm and further analysis for the
four-objective optimization. Then the specific priority of objec-
tives must be obtained to further determine the primary design
objectives and variable constraint. Table 8 shows the priorities
for the objectives herein. The lowest priority number indicates
the highest priority objective.foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Table 2 Correlation matrix of PCA-NSGA II to six objectives.
Element f1 f2 f3 f4 f5 f6
f1 1.0000 0.9073 0.3118 0.6123 0.8914 0.8364
f2 0.9073 1.0000 0.1967 0.5357 0.8050 0.7953
f3 0.3118 0.1967 1.0000 0.4995 0.4889 0.5149
f4 0.6123 0.5357 0.4995 1.0000 0.8367 0.9220
f5 0.8914 0.8050 0.4889 0.8367 1.0000 0.9526
f6 0.8364 0.7953 0.5146 0.9220 0.9526 1.0000
Table 3 Eigenvectors of PCA-NSGA II to six objectives. The underline indicates this element meets the algorithm requirements.
Element V1 V2 V3 V4 V5 V6
f1 0.4450 0.0721 0.4357 0.3952 0.6743 0.0626
f2 0.4244 0.0584 0.5551 0.5601 0.3388 0.2828
f3 0.0079 0.9955 0.0113 0.0657 0.0672 0.0049
f4 0.4034 0.0125 0.6667 0.2708 0.2748 0.4937
f5 0.4747 0.0042 0.1394 0.6292 0.5913 0.0981
f6 0.4835 0.0168 0.1949 0.2537 0.0292 0.8141
Table 4 Eigenvalues of PCA-NSGA II to six objectives.
Eigenvalue Variance (%) Cumulation (%)
4.1312 68.8528 68.8528
1.0081 16.8022 85.6550
0.7113 11.8553 97.5103
0.0821 1.3690 98.8793
0.0650 1.0825 99.9618
0.0023 0.0382 100.0000
Aerodynamic optimization of rotor airfoil based on multi-layer hierarchical constraint method 7In this paper, the two objectives f2 and f5 will be selected as
design objectives according to Table 8, and f3 and f6 are chosen
as variable constraints. The MHC design model is established
as follows:
Objective Minðf2; f5Þ
s:t:
x 2 X; tmax P t0
f3 6 e1
f6 6 e2
8><
>:
ð3Þ
An optimization design process shown in Fig. 9 is estab-
lished according to multi-layer hierarchical constraint opti-
mization (MHCO) method described in Section 3.2. It can beTable 5 Correlation matrix of PCA-NSGA II to four objectives.
Element f2 f3
f2 1.0000 0.2156
f3 0.2152 1.0000
f5 0.8923 0.0664
f6 0.4607 0.230
Please cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
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about variable constraints can be obtained by reasonably
changing variable constraint value. The current constraint
value can be chosen based on the former design constraints
and the design result to further improve the design efficiency.
The range of variable constraints can be obtained according
to the design requirements and the single objective design
results. The constraint zone in this paper is e1 (0.9–1.05) and
e2 (0.7–1.1).
Fig. 10 shows comparison of Pareto front of direct multi-
objective optimization, PCA-NSGA II and MHC method. It
can be seen that the Pareto solutions of MHC method are
more centralized and anterior than the other two methods.
Thus the solution of MHC method is better than the other
two methods. At the same time, the results are two-
dimensional curves, and it is easy to further make a decision
because other characteristics are fixed by the constraints and
only two objectives vary.
Two-dimensional Pareto curve spectrum obtained by MHC
method is shown in Fig. 11. A set of Pareto curve meeting the
design requirements is selected through analysis and decision-
making, and the optimized airfoil is chosen by evaluating Par-
eto optimal results (Fig. 12), the corresponding constraints are
e1 ¼ 0:98 and e2 ¼ 0:75, after evaluation, the optimization air-
foil was selected, which is compared with the optimization
results of NSGA II-6 and PCA-NSGA II (Fig. 13).f5 f6
0.8923 0.4607
0.0664 0.2309
1.0000 0.6518
9 0.6518 1.0000
foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Table 6 Eigenvectors of PCA-NSGA II to four objectives. The underline indicates this element meets the algorithm requirements.
Element V1 V2 V3 V4
f2 0.5901 0.1744 0.5535 0.5613
f3 0.4238 0.6007 0.6770 0.0355
f5 0.6082 0.1897 0.1730 0.7511
f6 0.3198 0.7568 0.4531 0.3458
Table 7 Eigenvalues of PCA-NSGA II to four objectives.
Eigenvalue Variance (%) Cumulation (%)
2.5012 62.5294 62.5294
1.1975 29.9364 92.4658
0.2591 6.4764 98.9422
0.0423 1.0578 100.0000
8 K. Zhao et al.4.4. Comparison of results
Fig. 13 shows the geometry of the airfoil before and after opti-
mization. NSGA II-6 represents the airfoil designed by directFig. 8 Comparison of Pareto front between si
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by PCA dimensional reduction method, and MHC-NSGA II
is the airfoil designed by multi-layer hierarchical constraint
method. It can be seen that the lower surface of optimized air-
foil is flatter than the original airfoil, which ensures high-speed
drag divergence characteristics of the airfoil. This is because
the angle of attack of airfoil is negative under the conditions
of high Mach and zero lift; the lower surface becomes the
upper surface. Meanwhile, there is a bump on the rear upper
surface of the airfoil to reduce high-speed shock wave, which
is similar to shock control bump.
Lift coefficient curves of the airfoil atMa= 0.4 is shown in
Fig. 14, and it can be seen from the figure that the maximumx-objective and four-objective optimization.
foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Table 8 Priorities for six-objective
airfoil design problem.
Objective Priority
f1 1
f2 1
f3 2
f4 3
f5 1
f6 2
Fig. 9 Optimization design flowchart for rotor airfoil.
Fig. 10 Comparison of Pareto optimal results among three
methods.
Fig. 11 Pareto curves spectrum obtained by MHC method.
Fig. 12 Pareto curve selected from curves spectrum for further
decision-making.
Fig. 13 Comparison of airfoil geometries between baseline and
optimized airfoil.
Aerodynamic optimization of rotor airfoil based on multi-layer hierarchical constraint method 9lift coefficient increases after optimization; the maneuverability
characteristics is better than the original airfoil. Fig. 15 shows
the comparison of lift-to-drag ratio L/D between two airfoilsPlease cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
http://dx.doi.org/10.1016/j.cja.2016.09.005at the hover state; the drag characteristics of optimized airfoil
is significantly better than the original airfoil, while the maxi-
mum lift-to-drag ratio increases and is exactly near the rotorfoil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Fig. 14 Comparison of lift coefficients between baseline and
optimized airfoil.
Fig. 15 Comparison of lift-to-drag ratios between baseline and
optimized airfoil.
Fig. 16 Comparison of pressure coefficient distributions
between baseline and optimized airfoil at hover state.
Fig. 17 Comparison of drag coefficients varying with Mach
number between baseline and optimized airfoil.
Fig. 18 Comparison of moment coefficients varying with Mach
number between baseline and optimized airfoil.
10 K. Zhao et al.hover condition. The lift-to-drag ratio is better than the
original airfoil over the entire range. Fig. 16 shows comparison
of the pressure coefficient Cp distribution between two airfoilsPlease cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
http://dx.doi.org/10.1016/j.cja.2016.09.005at hover state; from the figure, it can be seen that the adverse
pressure gradient of upper surface becomes weaker to improve
the stall characteristics and reduce the drag.
Fig. 17 shows comparison of the drag divergence character-
istics of the airfoil. It can be seen that the zero-lift drag coeffi-
cient of airfoil declines visibly, while drag divergence Mach
number increases, which will improve the forward speed of
the helicopter.
Fig. 18 shows the zero-lift moment curves of the airfoils; it
can be seen from figure that the moment characteristics are sig-
nificantly improved after optimization, which provides a favor-
able space for manipulation and structural design of the
helicopter.
Table 9 shows the comparison of aerodynamic characteris-
tics between the airfoils before and after optimization. MaDd0
is the drag divergence Mach number when CL is zero,
Cm0mdd is zero-lift moment coefficient at the drag divergence
Mach number MaDd0,CD0mdd is zero-lift drag coefficient at
the drag divergence Mach number MaDd0. It can be seen that
the performance of airfoil is improved after the multi-
objective optimization. The drag divergence characteristic
and lift-to-drag ratio under hover condition are greatly
improved, and the moment coefficient is less than that of the
baseline airfoil. The maximum lift coefficient is slightlyfoil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
Table 9 Comparison of aerodynamic performance between baseline airfoil and optimized airfoil.
Flight condition Objective Baseline NSGA II-6 PCA-NSGA II MHC-NSGA II
Maneuvering flight Ma ¼ 0:4 CLmax 1.349 1.352 1.371 1.386
Ma ¼ 0:5 CLmax 1.182 1.183 1.191 1.199
Forward flight CL ¼ 0 MaDd0 0.830 0.830 0.832 0.835
Cm0mdd 0.0089 0.0078 0.0075 0.0102
CD0mdd 0.0103 0.0099 0.0095 0.0092
Hover flight Ma ¼ 0:6
CL ¼ 0:6
L=D 81.80 81.85 81.10 82.70
Cm 0.0071 0.0065 0.0069 0.0065
Aerodynamic optimization of rotor airfoil based on multi-layer hierarchical constraint method 11improved. The optimization result shows that the best result is
obtained by the MHC-NSGA-II method.
5. Conclusion
In this paper, a multi-layer hierarchical constrained method is
developed for helicopter airfoil optimization design. The fol-
lowing can be concluded from the presentations and
applications:
(1) According to the requirements and characteristics of the
rotor airfoil design, a high dimensional multi-objective
optimization design model was established.
(2) A multi-layer hierarchical constrained method was pro-
posed, and traditional NSGA II method and PCA based
on objective dimension reduction method were also used
for comparison. It is shown that the method proposed in
this paper is more appropriate and feasible for moderate
scale many-objective engineering problems.
(3) A group of outstanding helicopter airfoils was obtained.
The drag divergence Mach number, moment coefficient,
zero-lift drag coefficient at high Mach number and lift-
to-drag ratio are all better than the OA309 airfoil.
Acknowledgements
This work was supported by the National Natural Science
Foundation of China (No. 11402288 and 11372254) and the
National Basic Research Program of China (No.
2014CB744804).References
1. Conlisk AT. Modern helicopter rotor aerodynamic. Prog Aero-
space Sci 2001;37(5):419–75.
2. Leishman JG. Principle of helicopter aerodynamics. 2nd ed. New
York: Cambridge University Press; 2006. p. 348–50.
3. Li P, Zhuang KL, Li J. Summary of abroad research on helicopter
rotor airfoil. Helicopter Techn 2007;3:103–9 [Chinese].
4. Desopper A, Lafon P, CeRoni P. Ten years of rotor flow studies at
ONERA. J Am Helicopter Soc 1989;34(1):34–41.
5. Vozhdajev ES, Golovkine VA. Current state-of-the-art of TsAGI
studies in the area of helicopter aerodynamics. 21st European
rotorcraft forum proceedings; 1995.
6. Dadone LU. Advanced airfoils for helicopters rotor application.
United States patent US 4341795. 1982-02-09.Please cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
http://dx.doi.org/10.1016/j.cja.2016.09.0057. Vu NA, Lee JW, Byun YH. Aerodynamic design optimization of
helicopter rotor blades including airfoil shape. Proceedings of the
66th annual forum of the American Helicopter Society. Alexandria:
The AHS International, Inc.; 2010. p. 78–86.
8. Massaro A, Benini E. Helicopter transonic airfoil shape optimiza-
tion using hybrid multiobjective strategies. Reston: AIAA; 2010.
Report No.: AIAA-2010-0011.
9. Yang H, Song WP, Han ZH. Multi-objective and multi-con-
strained optimization design for a helicopter rotor airfoil. Acta
Aeronaut Astronaut Sin 2012;33(7):1218–26 [Chinese].
10. Wang Q, Zhao QJ, Wu Q. Aerodynamic shape optimization for
alleviating dynamic stall characteristics of helicopter rotor airfoil.
Chin J Aeronaut 2015;28(2):346–56.
11. Brockhoff D, Zitzler E. Are all objectives necessary? On dimen-
sionality reduction in evolutionary multiobjective optimization.
Lect Notes Comput Sci 2006;4193(1):533–42.
12. Knowles J, Corne D. Quantifying the effects of objective space
dimension in evolutionary multiobjective optimization. Proceed-
ings of the fourth international conference on evolutionary multi-
criterion optimization (EMO-2007); 2007. p. 757–71.
13. Purshouse RC. Evolutionary many-objective optimisation: an
exploratory analysis. Proceedings of the 2003 IEEE congress on
evolutionary computation. Piscataway (NJ): IEEE Press; 2003. p.
2066–73.
14. Schutze O, Lara A, Coello C. On the influence of the number of
objectives on the hardness of a multiobjective optimization
problem. IEEE Trans Evol Comput 2011;15(4):444–55.
15. Deb K, Pratap A, Agarwal S. A fast and elitist multiobjective
genetic algorithm: NSGA-II. IEEE Trans Evol Comput 2002;6
(2):182–97.
16. Wang Y, Yin HL, Zhang SH. Multi-objective optimization of
aircraft design for emission and cost reductions. Chin J Aeronaut
2014;27(1):52–8.
17. Laumanns M, Thiele L, Zitzler E. An efficient, adaptive parameter
variation scheme for metaheuristics based on the epsilon-con-
straint method. Eur J Oper Res 2006;169:932–42.
18. Deb K, Saxena DK. Searching for Pareto-optimal solutions
through dimensionality reduction for certain large-dimensional
multi-objective optimization problems. IEEE congress on evolu-
tionary computation. Piscataway (NJ): IEEE Press; 2006. p. 3353–
60.
19. Candes EJ, Li X, Ma Y. Robust principal component analysis. J
ACM 2011;58(7):1–37.
20. Andreoli M, Janka A, Desideri JA. Free-form- deformation
parameterization for multilevel 3D shape optimization in aerody-
namics. Paris: INRIA; 2003. Report No.: INRIA research report
5019.
21. Sederberg TW, Parry SR. Freeform deformation of solid geomet-
ric models. Comput Graph 1986;22(4):151–60.
22. Menter FR. Two-equation eddy viscosity turbulence models for
engineering applications. AIAA J 1994;32(8):1598–605.foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
12 K. Zhao et al.23. Roe PL. Approximate Riemann solvers, parameter vectors and
difference schemes. J Comput Phys 1981;43(2):357–72.
24. Bousman WG. Aerodynamic characteristics of SC1095 and
SC1094 R8 airfoils. Washington, D.C.: NASA; 2003. Report
No.: NASA-TP 2003-212265.
25. Jouhaud JC, Sagaut P, Montagnac M. A surrogate-model based
multidisciplinary shape optimization method with application to a
2D subsonic airfoil. Comput Fluids 2007;36(3):520–9.
26. Jeong SK, Murayama M, Yamamoto K. Efficient optimization
design method using kriging model. J Aircraft 2005;42(2):413–20.Please cite this article in press as: Zhao K et al. Aerodynamic optimization of rotor air
http://dx.doi.org/10.1016/j.cja.2016.09.00527. Sacks J, Welch WJ, Mitchell TJ. Design and analysis of computer
experiments. Stat Sci 1989;4(4):409–35.
Zhao Ke is an engineer in the First Aircraft Institute of AVIC. He
received the Ph.D. degree from Northwestern Polytechnical University
in 2015. His main research interest lies in flight vehicle design and
computational fluid dynamics.
Gao Zhenghong is a professor in Northwestern Polytechnical Univer-
sity. Her main research interest lies in flight vehicle design and flight
control.foil based on multi-layer hierarchical constraint method, Chin J Aeronaut (2016),
