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ABSTRACT OF THE DISSERTATION
INCORPORATING EARLY LIFE HISTORY AND RECRUITMENT IN THE
ANALYSIS OF POPULATION DYNAMICS OF WETLAND FISHES
by
John Vincent Gatto
Florida International University, 2019
Miami, Florida
Professor Joel C. Trexler, Major Professor
Hydrological variation is believed to be the major abiotic factor influencing fish
recruitment in floodplain ecosystems. However, past studies fail to address the impact of
hydrology on the three major drivers of recruitment: age-specific growth and mortality,
and dispersal. I examined long-term recruitment dynamics for six fish species inhabiting
the Everglades by addressing the impact of hydrology on these important characteristics.
I then linked these changes to annual fluctuations in population size.
Before interpreting time-series data on recruitment, I evaluated the impact of sizeselective bias from sampling gear on our interpretation of hydrological drivers of
recruitment. Analyses revealed that individuals under the size of maturation were under
represented, but these individuals could be estimated using a stage-based model.
Analyses of the corrected data revealed that recruitment primarily occurred in October for
most species, driven by changes in water depth and the number of days post-drying.
Recruitment variability in fish stocks is commonly assumed to be controlled by
density-dependent processes. I examined density-dependent feedback on recruitment by
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evaluating stock-recruitment models. I found strong evidence for density-dependence
along a wide hydrological gradient. This feedback was driven by recruitment from the
previous season and was strongest at short and long hydroperiods.
Immigration/emigration also explained residual variance in these models. To quantify
dispersal, I evaluated the recolonization patterns following disturbance. The sequence of
species arrival was highly repeatable. Interspecific differences in both speed and
directedness estimated by swimming tests and field data best described arrival order of
these species. Directedness was more strongly correlated with faster recolonization than
speed. The transitional age when mortality equals weight-specific growth (M’/G’=1) is
an important indicator of recruitment success. Analyses revealed that the transitional age
was correlated with annual changes in species abundance. The timing of the transitional
age occurred later in life as disturbance frequency increased, with highly dispersing
species unaffected.
My research has detailed how hydrology influences the three indicators of
recruitment success. Interpretation of these results can only be accomplished after
accounting for bias in sampling gear, identifying the source of density-dependent
mortality, and accounting for movement from long-distance dispersal.
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CHAPTER I
INTRODUCTION

2

The process of fish being added to the exploitable stock each year due to growth
and/or migration into the fishing area, known as recruitment, has become a central theme
in fisheries biology (Blackhart et al. 2006). Hjort originally described the effects of early
life history on recruitment dynamics with the Critical Period and the Aberrant Drift
Hypotheses (Hjort 1914, Hjort 1926). Direct and indirect derivations of these have
evolved, including the Match-Mismatch Hypothesis, the Lottery Hypothesis, the Stable
Retention Hypothesis, the Optimal Environmental Window Hypothesis, and the Stable
Ocean Hypothesis to further explain recruitment variability not explained by Hjort’s
original ideas (Lasker 1978, Sale 1978, Iles and Sinclair 1982, Sinclair and Tremblay
1984, Cushing 1990). Although these hypotheses incorporated prey availability, larval
dispersal, and environmental conditions, each addresses some aspect of the biotic or
abiotic factors influencing age-specific growth, mortality, and dispersal. Further work
revealed that the ratio between age-specific somatic growth and mortality (M’/G’) is
critical to recruitment success. Often described as “the universal process”, the timing of
the “transition period” (M’/G’=1) is critical to recruitment success and best summarizes
the density-independent and -dependent factors altering recruitment (Houde 1987,
Anderson 1988, Houde 1996).
Changes in hydrology are predicted to be the major environmental factor that
influences fish recruitment in floodplain ecosystems (Arthington and Balcombe 2011).
Environmental variability has the greatest impact on the early life stages and influences
survival rates of the pre-recruit stages (Fogarty et al. 1991). Furthermore, habitat loss
due to hydrological modification is believed to be the major source of reduced
recruitment in modified rivers (Aarts et al. 2004). These habitats generate slack water
3

areas that provide refuges from high flows, acting as spawning and nursery areas
(Humphries et al. 1999, King et al. 2003). Species have adapted to exploit these pulses in
primary productivity following inundation, but these adaptations are often life-history
dependent (Agostinho et al. 2004, Winemiller 2004). The importance of flooding
dynamics on recruitment success has been extensively evaluated; however, the impact of
altered hydrology on age-specific mortality, growth and dispersal have yet to be explored.
The freshwater marshes of the Florida Everglades provide acts as an excellent
system to study the effects of hydrology on age-specific mortality, growth, and dispersal
in relation to successful fish recruitment. These marshes experience seasonal rainfall
patterns with an annual dry (February-June) and wet (July-January) period (Ogden et al.
2005), with seasonal inundation a direct result of rainfall and drought being caused by
evaporation of surface water (Fennema et al. 1994). Altered hydrology and seasonal
patterns of disturbance are the major abiotic factors that controls population dynamics of
marsh fish and invertebrates (Ruetz et al. 2005, Trexler et al. 2005, Parkos et al. 2011).
The seasonal patterns of disturbance influence temporal shifts of fish densities, causing
these organisms to immigrate in with flooding or emigrate out when drying or face
desiccation (Trexler et al. 2011, Yurek et al. 2013). Small-bodied marsh fish make use of
these shallow water habitats and escape predation from large bodied predators but are
forced to move to riskier habitats during a dry-down. These patterns of response to
disturbance may be linked to adaptive life history traits, such as rapid life cycles of
Everglades fish, which have been shown to regulate recruitment in other floodplain
systems (Haake and Dean 1983, Loftus and Eklund 1994, Bunn and Arthington 2002).
Extensive work has been done to describe adult and juvenile fish movement and patterns
4

of recolonization between long and short hydroperiod sites (DeAngelis et al. 2010, Obaza
et al. 2011a, Goss et al. 2014b); however, very little information exists on the biotic and
abiotic controls that regulate recruitment within this seasonally dynamic wetland.
The first chapter of this dissertation, titled “Seasonality of Fish Recruitment in a
Pulsed Floodplain Ecosystem: Estimation and Hydrological Controls”, evaluated how to
correct for size-selective bias in sampling gear within a 20-year time series data set. A
series of generalized linear models were applied to the abundance-at-age data for six
common marsh fish species. The estimated values of abundance were then compared to
the observed estimates of abundance within the time series. The ratio of the observed
versus estimated abundance was then used to calculate the size-selectivity curves for each
species. Estimates of mortality derived from the generalized linear models were then
applied to a series of cohort analyses. These cohort analyses were used to correct for
size-selective bias within the time series. Finally, hydrological variables were then
analyzed to assess how depth, seasonality, and days since dry (DSD) influenced the
temporal dynamics of fish abundance.
The second chapter, titled “Evaluating Density-Dependent Recruitment in a
Pulsed Floodplain Ecosystem”, used Multimodel Inference to evaluate several densitydependent and independent recruitment models. I applied seven density-independent and
four density-dependent stock-recruitment (S-R) models to each species at each site.
These models were then evaluated using Aikake Information Criteria (AIC) to asses
which model best described the data. This allowed me to determine the strength of
support for either density-dependent or -independent recruitment across a hydrological
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gradient. I also applied population dynamics models to determine the source of densitydependence, if present. This approach evaluated both spawning stock abundance and
recruit abundance as possible sources of density-dependent mortality. Finally, I
compared the strength of density-dependence from these models to annual hydroperiod.
This allowed me to determine whether the strength of density-dependence was influenced
by hydrological disturbance.
The third chapter, titled “Speed and Directedness Predict Colonization Sequence
Post-Disturbance”, identified two key traits associated with movement and quantified
how these traits related to species arrival order following disturbance. The colonization
patterns for six common marsh fish species was analyzed using a 20-year, multi-site time
series data set to determine the colonization sequence post-disturbance. The Critical
Swimming Speed (UCRIT) for each species was then estimated using a Blazka-style swim
tunnel to quantify each species’ colonization potential. The second trait, directedness,
was programmed into a series of Agent Based Models (ABM’s) to incorporate indirect
estimates of directedness with the speed data. These ABM’s tested several
speed/directedness combinations and valuated the relative importance of each parameter
to a species’ arrival sequence. The arrival probabilities from these ABM’s were then
compare to the arrival probabilities from the field data to evaluate the model’s ability to
predict colonization order.
My final chapter, titled “Linking Age-Specific Mortality and Growth Rates
(M’/G’) to Annual Changes in Abundance and Biomass Within a Fluctuating
Environment”, compiled data on species mortality and growth rates to evaluate how the
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age-specific mortality to growth ratio (M’/G’) influences changes in species abundance
over time. Fish were collected using a dip net at two short hydroperiod (TSL MDsh,
WCA 03), two intermediate hydroperiod (SRS 7, WCA 02) and two long hydroperiod
(WCA 4 and 5) sites between 2014 and 2016. Otoliths were extracted from 24
individuals of each species, site, and year which allowed me to age them using growth
rings. Growth curves were then applied to the length-at-age data to calculate age-specific
growth rates. Mortality rates were then estimated using the generalized linear models
described in Chapter 1. I then calculated the M’/G’ ratio and back-calculated when this
ratio equaled one to estimate the transition period. Finally, I used both the age and length
of the transition period to evaluate how the timing of this life history trait influenced
annual abundance and biomass.
My dissertation builds upon a large body of work which aims to understand the
biotic and abiotic controls of recruitment within marine (Hjort 1914, Sinclair and
Tremblay 1984), estuarine (Boehlert and Mundy 1988, Rothlisberg et al. 1995), and
freshwater fishes (Maceina and Bettoli 1998, Vandenbos et al. 2006). I was able to
evaluate the contribution of age-specific growth, mortality, and dispersal on recruitment
by using data available within a 20-year time series for a collection of six coexisting
species. This dataset allowed me to track several cohorts throughout time and space to
evaluate how spatial-temporal variations in site hydrology influenced recruit abundance.
The time series permitted the use of a variety of quantitative techniques and simulations
to link experimental data to observed field patterns. I was able to study fish populations
along a wide hydrological gradient which provided insight on how site-specific
hydrology altered species growth and mortality rates. This dissertation provides a
7

thorough examination of how hydrology influences age-specific growth, mortality, and
dispersal within a seasonally variable environment.
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CHAPTER II
SEASONALITY OF FISH RECRUITMENT IN A PULSED FLOODPLAIN
ECOSYSTEM: ESTIMATION AND HYDROLOGICAL CONTROLS
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Abstract
Hydrological variation is believed to be the main density-independent factor that controls
fish recruitment in floodplain ecosystems. However, our ability to fully understand these
controls is greatly impeded by the size-selective nature of sampling gear. To illustrate the
benefits of estimating the effects of size-selective bias on population parameters, we used
a cohort analysis to reconstruct a 20-year time series of larval/neonate abundance for five
species in the Order Cyprinodontiformes along a hydrological gradient in the Florida
Everglades. We applied generalized linear models to estimate recruit density and analyze
size-selectivity for our sampling gear. The adjusted data resulted in a 7 to 40-fold
increase in estimated recruit density, which varied seasonally at regional and local spatial
scales and was greatest at the end of the wet season (October, December) for most
species; no consistent seasonality in recruitment of any species was apparent in the raw
data. Using the adjusted data, we detected a positive relationship between recruit density
and recovery time following marsh drying events at short and intermediate-hydroperiod
sites for all species. However, depth was the major hydrological driver of recruitment at
long-hydroperiod sites. Within sites, we observed interspecific variation in species
responses to changes in annual hydroperiod. We suggest that fisheries models can be
applied to data from any meshed sampling gear to improve abundance estimates and
reveal seasonal recruitment dynamics. Our use of such models revealed seasonal
recruitment dynamics there were previously undetected, with implications for planning of
restoration and management of the Everglades.
Key words: cohort analysis, recruitment, floodplains, size bias
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Introduction
Fish recruitment may be tightly linked to hydrological cycles in seasonally pulsed
freshwater ecosystems (Agostinho et al. 2004, Arthington and Balcombe 2011, Godfrey
et al. 2017). Variations in hydrology are predicted to be the major environmental factor
that influences fish recruitment in floodplain ecosystems. These are often life-history
dependent with the dependence on floods highest for migratory species and lowest for
sedentary species with parental care (Agostinho et al. 2004, Winemiller 2004).
Furthermore, habitat loss due to hydrological regime modification is believed to be the
major source of reduced recruitment in regulated rivers (Aarts et al. 2004). Fish species
have adapted to hydrologically dynamic environments by evolved reproductive strategies
and life histories that exploit pulses in primary production within newly inundated
habitats (King et al. 2003, Zeug and Winemiller 2008, Furness 2015). These adaptations
may buffer some species against anthropogenic modification of the hydrological
landscape. Understanding the factors that control fish recruitment is crucial to
determining the influence of hydrological regime on population dynamics in seasonally
pulsed systems.
However, our ability to fully understand these controls is often greatly impeded
by biased estimates of early life history stages associated with size-selective sampling
gear. Differences among gear type have impeded quantification of age and size-structured
processes in fisheries (Ghulam Kibria and Ahmed 2005). For example, several studies
have shown that mesh size and shape severely impact the quantity and composition of the
total catch, often selecting for larger individuals (Rudstam et al. 1984, MacLennan 1992,
Millar and Fryer 1999). Organism morphology (length, width, and height) can be used to
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understand the magnitude of selection associated with equipment type and use (Reis and
Pawson 1999, Gabr et al. 2007, Bolat et al. 2010). Other sampling methods used to study
recruitment also suffer from inherent bias. Sweep net electrofishing (SNE), for example,
selectively captures species based on the voltage and mesh size used (King and Crook
2002). Therefore, understanding the size-selective nature of sampling gear is crucial to
assure accurate quantitative estimates of key parameters shaping recruitment and evaluate
their links to environmental gradients in dynamic ecosystems.
Cohort analyses have become a popular method to reconstruct fish populations
and indirectly estimate recruitment (Cadrin and Vaughan 1997, Porch et al. 2001). Two
types of cohort analyses have been developed for fisheries stock assessment, the
backward projection model (e.g., Virtual Population Analysis (VPA)) and forward
projection model (e.g., Statistical Catch-at-Age Analysis (SCAA)). Backward projection
models follow adult cohorts backward through time to estimate the abundance of younger
fish and have become a useful tool in estimating the abundance of larval and juvenile
recruits (Livingston and Jurado-Molina 2000, Coggins Jr et al. 2006). Estimates of
fishing and natural mortality obtained from both fisheries-dependent and -independent
data are used to estimate the historical recruitment that would support the current
population. Although these methods do not directly estimate recruitment, these cohort
analyses are useful in estimating current and future stocks of commercially exploited
species.
Though widely adopted in stock assessment protocols and management practices
(Lassen and Medley 2001, Jurado-Molina et al. 2016), cohort analyses have not been
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applied to support field studies of fish recruitment using meshed sampling gear. This
technique has the potential to improve biomass estimates and our understanding of
recruitment dynamics in any ecosystem. Currently, little is known about the impact of
size-selective bias on our understanding of seasonal recruitment dynamics for small fish
species inhabiting floodplains and wetlands. In this paper, we illustrate the use of a
backwards projection cohort analysis in a study of fish population dynamics from a
seasonally pulsed floodplain wetland. The Florida Everglades is an excellent system to
explore the effects of hydrology on fish recruitment because it supports a diverse gradient
of hydrological disturbance (short to long hydroperiods). In this paper, we demonstrate
how to correct density estimates derived from meshed sampling gear in a long-term
dataset and improve our understanding of recruitment dynamics of fishes in
hydrologically pulsed wetlands. This information can improve our understanding of links
between hydrological modification of ecosystems and recruitment, and ultimately fish
population dynamics, to improve restoration approaches following anthroprogenic
modification of rivers and floodplains by providing more accurate information on recruit
abundance and temporal patterns of recruitment along environmental gradients

Materials and methods
Study Sites and Species
Between 1996 and 2016, fish were collected using a 1-m2, 2-mm mesh, throw trap
using a standard protocol (Jordan et al. 1997) at 21 monitoring sites in the Everglades,
Florida, U. S. A. These sites were distributed in Shark River Slough (SRS), Taylor
Slough (TSL), and Water Conservation Areas (WCA) 3A and 3B (Fig. 1). Samples were
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collected in five months of each year (July, October, December, February, and April),
with water-year sampling starting in July (early in South Florida wet season) and ending
in April of the following year (late in South Florida dry season, Fig. 2). Three or five
plots were selected at each site, and five (WCA 3A and 3B) or seven (SRS, TSL) throwtrap samples were collected within a plot. Sites located in WCA 3A and 3B yielded 75
samples per year (3 plots x 5 throws x 5 sample events), while sites in SRS and TSL
yielded 105 samples per water-year (3 plots x 7 throws per plot x 5 sample events); in dry
years requiring helicopter access, 5 throws were taken per plot. The location of each
throw within each plot was determined using a random number table. Plot sizes varied
from 10,000 m2 (100 m x 100 m) to 2,100 m2 (70m x 30 m), depending on surrounding
vegetation and availability of sampleable habitat (Trexler et al. 2002, Trexler et al. 2003).
After securing the trap, floating mat volume (submerged aquatic vascular plants,
periphyton, etc), water depth, and emergent plant stem counts (by species) were recorded
before fish and macroinvertebrates were removed following a standardized protocol of
sweeps with a bar seine and dip nets (Jordan et al. 1997). We used data from the
Everglades Depth Estimation Network (EDEN) to provide stage data for each site that
were used to estimate days since a site was last dry prior to sampling (DSD), number of
days the site was inundated greater than 5 cm in the preceding 365, and depth at the time
of sampling (Telis 2006, Liu et al. 2009). Long-term monitoring at these sites from July,
1996, to April, 2016, (20 water years) yielding over 20,000 community samples with
over 400,000 fish and invertebrates. There is no evidence of visitor impact on these longterm study sites, possibly because randomization makes revisiting same sampling points
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unlikely, marsh plants re-grow quickly, and periodic marsh drying overwhelms sampler
impacts on vegetation and soil (Wolski et al. 2004).
To assure adequate sample sizes for this study, only the six most common fish
species were used. These species were Bluefin Killifish Lucania goodei, Least Killifish
Heterandria formosa, Flagfish Jordanella floridae, Sailfin Molly Poecilia latipinna,
Eastern Mosquitofish Gambusia holbrooki, and Golden Topminnow Fundulus chrysotus.
Age estimates from otolith analyses suggest that the typical lifespan of these species is
much less than one year in the Everglades (Haake and Dean 1983, Konnert 2002). The
age at sexual maturity for these species is between 30 and 90 days, less than or similar to
the time between sequential samples. Thus, the 100 sequential samples in this study (20
years x 5 samples per year) represent between 34 and 51 generations for each species.
Recruitment is the process of new individuals entering an existing population,
which for fisheries is often the exploitable stock (Blackhart et al. 2006). In practice,
fisheries scientists have used a variety of working definitions of recruitment and recruits
to facilitate study (Miller and Kendall 2009), often focusing on the life history transition
from larva to juvenile that may be accompanied by a transition of habitat-use or
‘settlement’ (Kaufman et al. 1992). This study includes species with (Fundulidae:
Golden Topminnows, Bluefin Killifish; Cyprinodontidae: Flagfish) and without
(Poeciliidae: Eastern Mosquitofish, Least Killifish, Sailfin Molly) a larval stage,
complicating use of a developmentally-based recruitment criterion. Therefore, we define
recruits as any individual below the size of sexual maturation (Table 1; cf. Anderson
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1988). Thus, age (days since hatching or parturition) of fishes considered to be recruits
in this study would be from hatch/birth up to 60-163 days depending on the species.
Population-Based Models
We used age-structured models to estimate population growth. Horizontal life
tables for each species suggested senescing populations because of low density of early
age/size classes, though long-term observation indicated that the populations were
persistent over time and space (unpublished data). A graphical representation of
survivorship curves produced an inverse parabola, with an inflection point near the size
of maturation for each species (~15-18mm). We assumed that individuals at lengths to
the left of the inflection point were under-represented by our sampling gear. In all cases
where multiple inflection points were noted, the inflection point representing the shortest
length was selected as the minimum size collected efficiently. These multiple inflection
points were noted at all study sites for each of the species, suggesting that movement
(e.g., immigration, emigration) of early life stages, could not alone explain their absence.
We hypothesized that the missing early age classes resulted from un-sampled juvenile
fishes. Accordingly, we used model-based projections of survivorship curves to estimate
their abundance and evaluate this hypothesis.
We applied a generalized linear model to the adult cohorts within the abundanceat-age data for each species. This equation linearized the discrete-time model:

(1)

𝑁𝑁𝑡𝑡 = 𝑁𝑁0−𝑀𝑀𝑀𝑀

where Nt is the population size at time t, N0 is the initial population size, and M is the
instantaneous mortality rate (proportion of individuals which recruit to next size class
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(individuals mm-1)). Several assumptions about the population structure for each species
were necessary to apply this model (Table 1). We fit a negative binomial error
distribution because the response variable (cohort density) was estimated as integers
(counts). To account for the annual lifespan of these species (<300 days), every wateryear was treated separately by producing a single model for each site by water-year (JulyApril), creating a maximum of 440 (22 sites x 20 water-years) cohort models for each
species. Following model approximation, we tested their fit by comparing the observed
abundance and the model-predicted values using ordinary least-squares regression. We
then calculated the number of individuals that were missing in our data by comparing the
model predicted values to the observed abundance for each length class and converted it
into a density (β) as follows:

β=∑𝑙𝑙0

(2)

𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒 −𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜
𝑛𝑛

where l is length class (in 1 mm increments), l0 is the length at birth/hatch, Nest is the
model predicted value, Nobs is the observed count per cohort, and n is the number of
samples collected.
Estimating Size-Selectivity Curves
Following the estimation of abundance per cohort, we then estimated sizeselectivity of the sampling gear for each species. First, we estimated the probability of
catching a fish based on its size by:
(3)

𝑁𝑁
𝑃𝑃�catch= 𝑜𝑜𝑜𝑜𝑜𝑜
𝑁𝑁𝑒𝑒𝑒𝑒𝑒𝑒
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where Nobs is the observed count per cohort and Nest is the model-predicted value. We
then fit a nonlinear model using non-linear least squares (NLS) to our probability
estimates using the size-selectivity equation:

Pcatch =

(4)

1

1+𝑒𝑒 −𝑟𝑟(𝐿𝐿−𝐿𝐿50)

where r is a constant that controls the shape of the curve, L is fish standard length, and
L50 is the length at which the probability of catch is 50% (Millar and Fryer 1999). Each

� catch to
model was run for a maximum of 1,000 iterations against the response variable 𝑃𝑃

best estimate model parameters r and L50. Following model approximation, we tested the
fit of these models by using the same methods as the age-structured models. Once all
values of Pcatch were calculated, we averaged the estimates for all sites and water-years
by length class to generate the size-selectivity curve for each species. The final estimates
of selectivity were multiplied by 0.63 to account for both the clearing (probability of
removal if present, ~0.83) and capture efficiencies (probability of fish escaping before
enclosure, ~0.20) derived from previous studies (Jordan et al. 1997). This produced sizeselectivity curves that account for the size-selective nature of the throw trap and the
clearing efficiency of the sampling methods.
Cohort Analysis
Although we estimated spatial differences in neonate/larval abundance, we were
ultimately interested in documenting temporal or seasonal patterns of juvenile density.
We applied the generalized linear models to our time series to obtain an estimate of the
instantaneous mortality rate (M) for every water-year, site, and species. Our estimates of
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mortality were then applied to a cohort analysis across 21 sites and 20 years for all
species except the Sailfin Molly. We considered the data for Sailfin Molly to be too
over-dispersed and the species was not abundant enough at each site to provide a robust
cohort analysis. The same assumptions were made on population structure for each site
(Table 1) and we conducted a backward projection cohort analysis to our catch-at-age
data. Further, evidence suggests that our survey has no significant influence on
population size (Wolski et al. 2004). This allowed us to set the catch equation of Pope’s
Approximation (Pope 1972) equal to zero and conducted a length-based cohort analysis
based on the following equation:
(5)

𝑁𝑁𝑙𝑙,𝑡𝑡 = 𝑁𝑁𝑙𝑙+1,𝑡𝑡+𝑡𝑡 𝑒𝑒 𝑀𝑀

where N l,t is the number of individuals of length l at time t, and N l +1,t+1 is the number of
individuals surveyed of length l+1 at time t+1.
To account for the rapid life histories of our study species, we conducted our
cohort analysis using a seasonal time cycle. Each year was analyzed individually using a
six-season time step. The cohort analysis started in February and followed a cohort
backward to April of the previous year. This timing was selected based on adult density
in the time series and a 12/12 photoperiod corresponding to the onset of the reproductive
cycle for these species. We assumed cohort duration to be one water year, permitting
creation of a time step between February and April (T=6) and assumed that all but one
individual of the cohort died in that period (Na,6=1). This satisfies the assumption of
backward projection models describing mortality of all individuals within a cohort past a
certain time. We then started our backward projection in February with
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(6)

Nl,5= eM

where Nl,5 is the number of individuals of length l in February (T=5). To account for 6090 days between sample periods, we used published age-at-length curves to account for
growth between sample periods (Haake and Dean 1983). Our calculations of cohort
abundance were projected backward in time to December (T=4, 60 days), October (T=3,
60 days), July (T=2, 90 days), and ended in April (T=1, 90 days).
Although we originally assumed that these study sites were closed systems,
evidence suggests that these sites are not closed (Goss et al. 2013, Hoch et al. 2015).
Furthermore, some level of reproduction and recruitment occur year-round for the study
species in the Everglades (Haake and Dean 1983). We accounted for both immigration
and continual reproduction by using a series of two condition statements in real time:
(7)
(8)

If Nl+1, t+1e M > Nobs then Na, t = Nl+1 ,t+1e M
If Nl+1, t+1e M ≤ Nobs then Nl,t = Nobs

which compares our calculated values of Nl,t with the observed value in our time series.
The larger of the two values was retained for any given length. Finally, we adjusted our
estimates based on hydrology data collected from nearby monitoring gauges. Since our
initial analysis was conducted independently of hydrology data, dry sites at the time of
sampling were originally ignored. We corrected for this by setting all Na,t=0 when dry
sample-periods were identified (depth<5cm, DSD=0) for all three plots.
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Seasonal and Hydrological Effects
We used a general linear model to examine how recruitment of juveniles for five
species varied by season, year, hydrological region, and among sites within regions. The
response variable was log-transformed density of recruits (number of fish per sample)
estimated by our cohort analysis. Recruit density was calculated for the three plots
combined (n=15-21) and was log-transformed to meet the assumptions of normality and
homoscedasticity for both the original and reconstructed time series. To determine the
effect of hydrology on recruit density, we used hydrological variables derived from
EDEN gauges. We calculated the number of days following a major drying event (DSD),
a squared DSD term (DSD2) and water depth at date of sampling. Our linear models used
the main effects of season, water-year, site, species, DSD, DSD2, and depth. To
determine if there were changes in seasonality of recruitment between our original and
reconstructed time series, we developed a separate series of linear models with the season
of peak recruitment as the response variable. This tested the main effects of site, wateryear, species, and density type (observed vs estimated).
We used multi-model inference (MMI) based on Information Theory (Akaike
Information criterion) to evaluate the effects of hydrological drivers on recruitment
(Burnham and Anderson 2004). We considered the variables DSD, DSD2, depth, and the
combination of these variables (with and without intercepts) as linear predictors of logtransformed recruit density. To determine the effect of annual variation of hydroperiod (a
metric of annual disturbance intensity), we evaluated whether changes in annual
hydroperiod would result in lower or higher maximum recruitment at each study site.
Overall recruitment (total number of recruits throughout the year) was also evaluated to
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determine if changes in annual hydroperiod reflected changes in total recruitment.
However, these models were not applied to long-hydroperiod sites because they lacked
variability of the independent variables (>360 days annually).

We then selected the best

model (∆AIC=0) and used an Analysis of Covariance (ANCOVA) to the test the
interaction between species and annual hydroperiod within a site on both annual
recruitment and maximum recruit density as individual response variables. Although
there were additional models that were equally valid (∆AIC<3), we wanted to limit this
analysis to a single model and considered the best model (∆AIC=0) the most
parsimonious explanation of recruitment for our ANCOVA models.

Results
Site Descriptions and Hydrological Context
Hydroperiod ranged from 172 to 366 days at the 21 study sites (Table 2). We
classified each site into one of three different disturbance regimes (short, intermediate,
and long) based on the number of drying events (depth <5cm) each site experienced
during the study (20 years). Long-hydroperiod sites experienced zero to three drying
events over the 20 water years of the study, four to twelve for intermediate hydroperiods,
and >12 drying events in 20 years for short-hydroperiod sites. All six long-hydroperiod
sites were located within WCA (sites 4-8). Three of these sites (WCA 4, 5, and 8)
experienced zero or one drying event per plot over the duration of our study. Ten
intermediate-hydroperiod and five short-hydroperiod sites were identified, primarily
located within SRS and TSL. Both these regions included the most frequently disturbed
sites in the study; WCA had only one short-hydroperiod site (WCA 3). Three sites
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located within SRS and TSL dried annually over the course of the study (TSL MDsh,
SRS 37, and SRS 50).
Size-Selective Nature of Throw Traps
Observed adult density for each species closely matched model-predicted values
and provided a good basis to back-calculate larval/neonate density. On average, our
generalized linear models explained >63% of the variation observed for adult density.
Model fit was weakest for the Bluefin Killifish (Mean R2=0.63 +/- 0.01) and strongest for
the Least Killifish (Mean R2=0.95 +/-0.004). We observed no significant lack-of-fit for
>75% of all site, water year, and species combinations. Our analyses revealed that the
number of larvae and juveniles (<7mm to ~15 mm for all species) captured was low
compared to model-predicted values (observed was <10% of predicted) across all sites
and water years. Unlike juveniles, the model predictions for adults (individuals >18mm
SL except for Least Killifish) were well-matched to observed values (observed
abundance was > 80% of predicted) with little spatial-temporal variability in
predictability. Therefore, selectivity was generally high (>80% theoretical selectivity) at
size of maturation for five of the six species (Table 1) due to strong model fit of the
estimated adult densities prior to accounting for clearing and enclosure efficiency for four
of the six species (Fig. 3). These models achieved 100% theoretical selectivity for five of
the six species (>20mm SL for Eastern Mosquitofish, Bluefin Killifish, >25mm SL for
Flagfish, and >30mm SL for Sailfin Molly). Although the Least Killifish achieved 100%
selectivity for mature individuals >14mm SL, selectivity was generally low (<40%) for
both juveniles and small adults at and above the size of maturation (<=11mm SL). In

26

contrast to the other species, capture efficiency was lowest for the Golden Topminnow
and only achieved 95% selectivity (>80% for mature adults >22mm SL).
Cohort Analysis
Prior to cohort analysis to correct for size-biased sampling, our data did not reveal
seasonal recruitment that was consistent among years for any species. However, after
cohort analyses, peaks of recruitment were present on a consistent seasonal pattern at 15
of our 21 study sites and for 4 of the 5 species. This noticeable change in estimated
recruitment was clearest at short-hydroperiod sites and occurred at all five shorthydroperiod sites. Unlike short-hydroperiod sites, accounting for under-sampling
juveniles revealed seasonal recruitment for 70% and 50% of intermediate and longhydroperiod sites respectively. Seasonal dynamics of recruitment seem most prominent
at short hydroperiod sites and disappear as the environment becomes more stable. Longhydroperiod sites experience annual peaks in recruitment; however, the timing of these
peaks varied from year to year and failed to occur on a consistent seasonal basis.
On average, estimated recruitment was 7 to 40-fold greater in our corrected data
than in the raw data at times of highest recruitment; however, this difference was
negligible at times of little to no recruitment. Though the mean relative difference was
great, the absolute increases in recruit density attributable to corrections were often
modest; large differences between the corrected and uncorrected data were most
prevalent for Least Killifish. We attribute this to the small body size of both adults and
juveniles, which resulted in larger under-sampling of both age classes. Further, higher
mortality rates (steeper slope) were estimated for this species when compared to the other
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four analyzed (Table 3). Our cohort analysis added more recruits for the Least Killifish
since observed recruitment was significantly lower to support estimates of population
size at Nt+1 than for all other species.
Our analyses detected interspecific variation in the timing of recruitment along a
hydrological gradient. We found that October through December were the primary
months for peak recruitment of Bluefin Killifish, Eastern Mosquitofish, and Least
Killifish (Fig. 4 A-C). In contrast, July through October had peak recruitment for
Flagfish and December through February for Golden Topminnows (Fig. 4 D-E). Most
seasonal shifts predicted by our models were directed toward a later sample period (e. g.,
July to October, October to December), with few changes to earlier sample periods (e. g.,
October to July). On average, peak recruitment occurred 1-3 months later in the water
year than observed in the raw data, shifting the estimated time from the dry to wet season
in some cases. Flagfish displayed the largest change in the timing of estimated
recruitment, with peak recruitment approximately seven months later than observed in the
raw data (in July rather than February). This shifts the Flagfish peak from early wet
season to early dry season and was consistent across hydroperiods. Our analyses also
revealed a three-month change from early in the dry season (February) to late in the dry
season (April) at some sites for Flagfish. Dry-season recruitment was indicative for the
Golden Topminnow in both our cohort analysis and our unadjusted data. Overall, the
Least Killifish, Bluefin Killifish, Flagfish and Eastern Mosquitofish were recruiting
during the peak of the wet season; whereas, the Golden Topminnow recruits during the
transition period between the wet and dry seasons at intermediate and short hydroperiods.
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Using the model-estimated density data, we found that hydrological differences
among sites played an important role in fish recruitment. Recruitment varied among
regions, sites within regions, seasons, years, and species (F47, 10499 =158.49; p< 0.001).
Inter-season variation was primarily driven by fluctuations in water depth and proximity
to a drying event at short and intermediate hydroperiod sites. Partial residual plots
revealed that recruit abundance increased parabolically as a function of DSD and water
depth at short and intermediate hydroperiod sites for all species (e.g., Bluefin Killifish,
Fig. 5). MMI included DSD (>66% of sites on average) and DSD2 (>63% of sites on
average) as predictors of recruit density for both short and intermediate hydroperiod sites
(∆AIC<3). This suggests that recruitment at both short and intermediate hydroperiod
sites increased rapidly following re-inundation of a habitat, but declined over time.
Further, MMI included depth as an important predictor of recruitment for the majority of
our models regardless of hydroperiod (>88% on average). This occurred most commonly
for models that described recruitment at long-hydroperiod sites (>85% for all species at
long hydroperiods). DSD and DSD2 were less likely to explain recruitment variability at
long-hydroperiod sites and were included in <57% of models, suggesting that depth acts
as the primary hydrological driver of recruitment at long-hydroperiod sites (e. g., Least
Killifish, Fig. 6).
Within a site, interannual variation in hydroperiod drove changes in both annual
and maximum recruitment rates. Results from our ANCOVA suggest that the interaction
between species and annual hydroperiod is different for each species; hydroperiod and
maximum recruitment were either negatively correlated, positively correlated, or respond
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parabolically to hydroperiod (e.g., TSL MDsh, Fig. 7). Maximum recruitment rates for
both the Eastern Mosquitofish and Flagfish displayed linear correlations with
hydroperiod more frequently than any other species (9 of 16, 56.3% of models selected
each) and were negatively correlated with hydroperiod for 33% of those models.
Regardless of the relationship, annual hydroperiod significantly influenced maximum
recruitment rates at all sites except four of the shortest hydroperiod sites (SRS 37; TSL
CP, MDsh, TSsh). MMI revealed that quadratic models (Hydroperiod and Hydroperiod2)
best explained maximum recruitment at both intermediate and short-hydroperiod sites;
however, parameter estimates for the squared term were not significantly different from
zero for the majority of cases. Contrary to maximum recruitment rates, MMI revealed
annual recruitment was positively correlated with hydroperiod for the majority of the
cases (e.g., TSL MDsh, Fig. 8). The squared term, Hydroperiod2, was not significantly
different from zero in cases when the quadratic model was selected. Although each
species reacted differently to changes in annual hydroperiod, each species responded
differently across sites and no species-specific pattern was detected.
Recruit density was most variable, and often highest, at intermediate hydroperiod
sites. We detected no difference in maximum recruit density based on hydroperiod class
for Golden Topminnows (F2, 57=0.47, p=0.63), Least Killifish (F2, 57=2.16, p=0.13), and
Flagfish (F2, 57=1,72, p=0.1875). However, there were noticeable differences in
maximum recruitment for Eastern Mosquitofish (F2, 57=6.94, p<0.05) and Bluefin
Killifish (F2, 57=17.71, p<0.05). On average, the density at maximum recruitment was
greater at intermediate-hydroperiod sites when compared to short-hydroperiod sites for
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Flagfish (Mean Difference: +9.51 +/- 5.58 recruits/m2), Eastern Mosquitofish (Mean
Difference: +7.74 +/- 2.10 recruits/m2), Bluefin Killifish (Mean Difference: +10.18 +/1.44 recruits/m2), and Least Killifish (Mean Difference: +9.78 +/- 2.67 recruits/m2), but
this difference was negligible for the Golden Topminnow (-0.36 +/- 0.32 recruits/m2).
We also observed increased recruitment at intermediate versus long-hydroperiod sites for
Bluefin Killifish (+7.23 +/- 1.40 recruits/m2) and Least Killifish (+3.92 +/- 3.04
recruits/m2). However, the difference between long and intermediate hydroperiods was
negligible for Golden Topminnows (-0.26 +/- 0.42 recruits/m2), Flagfish (+6.48 +/- 6.72
recruits/m2), and Eastern Mosquitofish (-0.09 +/- 2.72 recruits/m2). On average,
intermediate- hydroperiod sites experienced higher recruitment annually compared to
annual recruitment at short and long-hydroperiod sites.

Discussion
Our study has demonstrated that hydrology is a major abiotic control of fish
recruitment in the Everglades, similar to other floodplain ecosystems (King et al. 2003,
Agostinho et al. 2004, Balcombe et al. 2006). For six species examined, a site-by-site
analysis of the hydrological drivers of recruitment revealed DSD to be a major driver of
recruitment dynamics along a hydrological gradient. Our analyses also revealed that
seasonal variation in recruitment was weakest for short-hydroperiod sites and driven by
the number of days post-disturbance. Seasonal inundation creates optimal environmental
conditions for reproduction and recruitment (Humphries et al. 1999, Agostinho et al.
2004, Balcombe et al. 2007). Other studies have demonstrated that inundation of the
floodplain creates new habitats, refuge from piscivorous predatory fish, and newly
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available food sources generated from the pulses in primary production (Junk et al. 1989,
Lake 2011, Bolland et al. 2015). Species at our sites exploit these features and may be
dependent on adult dispersal into newly inundated habitats for reproduction because none
are known to produce eggs tolerant of drying (Furness 2015). In contrast to shorter
hydroperiods, annual variation in the seasonal timing of recruitment was greatest for long
and intermediate-hydroperiod sites. Species located at these sites may respond to other
environmental cues (e. g., temperature, photoperiod, light penetration) which may be less
important drivers of recruitment in strongly pulsed habitats. Furthermore, depth was
correlated with variation in estimated recruit density at long-hydroperiod sites. Pulsed
ecosystems experience a wide range of water depths between seasons. Consequently,
shallow-water stress (elevated temperature, risk of desiccation, risk of invertebrate
predators) during the dry season may result in drastic changes in recruitment.
Hydrology induced immigration and emigration (Obaza et al. 2011b, Goss et al.
2014b) may have influenced the abundance-at-age data and resulting model-predicted
values. Although such dispersal would violate one of our underlying assumptions (no
dispersal), an analysis of model residuals suggested that both immigration and emigration
did occur. These inferred movement rates were not equivalent (i.e., emigration ≠
immigration), which made accounting for individual movement difficult since no
discernable pattern was observed. Our cohort analysis attempted to account for these
movement patterns by retaining observed values that exceeded model predicted estimates
(See Equations 7 and 8) to account for immigrants arriving between sample events.
Although we assumed that missing cohorts were caused by sampling gear, these missing
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individuals may be emigrants that left to avoid stress associated with hydrological
disturbance. We accounted for these individuals through our cohort analysis via the
addition of missing individuals. Therefore, the assumptions made to the fitted models
were robust, regardless of hydrologically induced movement.
Jordan et al. (1997) estimated the magnitude of two sources of sampling bias for a
throw trap: clearing efficiency and escape probabilities. Although clearing efficiency and
escape probabilities have been estimated at 83% and 20% respectively, these estimates do
not account for the size-selective nature of mesh size. Our analyses calculated the sizeselective nature of a 2-mm mesh and compared it to the other forms of bias associated
with this gear. Size-selectivity seems to be the most variable form of gear limitation
since it is both species and size-specific. Therefore, we suggest fitting catch curves to
abundance-at-age data to describe size-selective bias in any sampling method (Schlechte
et al. 2016). The combination of size-selectivity, recovery probabilities, and clearing
efficiency can provide valuable information on how density estimates are influenced by
sampling gear limitations.
Changes in recruitment can be masked by gear selectivity favoring large
individuals (Frusher et al. 2003). These results indicate that under-estimates of
population density are not uniform across the year and vary among species; when present,
underestimated densities were greatest in times of high recruitment (primarily October
through December in the data used) and least in times of limited reproduction (April
through July in the data used). Although some of these changes were minor (e.g., Eastern
Mosquitofish), our analyses did reveal some drastic changes for some species. For
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example, our analyses indicated that seasonal recruitment of Flagfish occurred during the
late wet to early dry season (December to February). Our observed data indicated that
this occurred predominantly in the early wet season (July), resulting in a 7-10 month
difference between our observed and estimated values. This also indicates that this
species recruits during a period that is more unpredictable and environmentally
unfavorable (transition from wet to dry) in contrast to other species which favor more
stable environments (peak of wet season). This has large implications for management
purposes, and the practical uses of cohort analyses can prevent errors in the estimation of
seasonal recruitment. Furthermore, we were also able to estimate instantaneous mortality
rates and apply these estimates to a cohort analysis specifically designed for annual
species.
In contrast to other cohort analyses, which is conducted on an annual (year to
year) time step, we used a seasonal time step because of the short life cycles of the
species examined. This shift in temporal scale was both appropriate and necessary for a
seasonally dynamic annual species. This approach allowed for estimation of temporal
shifts in density by specifically targeting inter-season variation in catch data.
Furthermore, species used in our analyses are born small, rapidly reach sexually maturity,
and reproduce throughout much of the year (Haake and Dean 1983). These life history
characteristics make typical use of popular cohort analyses (e. g., VPA, SCAA) both
impractical and inaccurate. Our work illustrated how subtle differences in life history
characteristics (e. g., growth, development) have large implications for larval mortality
and recruitment (Houde 1989). These small differences in mortality may have
contributed to high estimates and uncertainty for Least Killifish. This species grows
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rapidly and reaches sexual maturity at a small size (~10-12 mm in length) compared to
the five other study species (~18-22 mm). Because of its small terminal size, Least
Killifish were the most under-sampled of those considered (a larger portion of its life
cycle was under-represented in collections) and provide a good example for the need to
incorporate life history differences when conducting cohort analyses.
Uncertainties in the estimate of age-specific mortality (M) continue to be a major
problem for cohort analyses (Lapointe et al. 1992, Maunder and Punt 2013). These
concerns are often associated with guessing the relative contribution of natural and
fishing mortality to total mortality. There is no fishing mortality in this study, but low
population size may have caused unstable estimates of age structure in some populations
for some years, violating one of the underlying assumptions of our models. This may
have caused under- or overestimation of mortality needed for our backward projection
models. We were unable to calculate daily or seasonal changes in mortality. Instead, we
estimated annual changes in the instantaneous mortality rate (M) by fitting models to
adult cohorts. Seasonal differences in mortality, which are likely present, may influence
our results and future studies on seasonal sensitivity are needed. This would require an
age-based model that follows a cohort month to month. Such an approach is beyond the
scope of the present study. We believe that our study has addressed the major sources of
error in cohort analyses, validating the use of our cohort analysis to predict larval and
juvenile abundance in the Everglades.
We have provided a comprehensive survey of the size-selective nature of the 1m2, 2-mm mesh, throw trap. Our findings are consistent with previous studies that
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suggest capture probabilities vary across sizes and between species (Sistiaga et al. 2011).
Differences in selectivity not only reflect organism morphology, but were also influenced
by the size of maturation. Approximately, 63% efficiency (after correcting for clearing
and enclosure efficiency) was achieved at or around the size of maturation for each
species. Contrary to studies that use organism morphology to describe selectivity
(Herrmann et al. 2012), minimum size at peak collection efficiency from our selectivity
curves did not match sizes calculated from the morphometric analyses (Golden
Topminnow: 11.09 mm (Morphometric) vs 18.00 mm (Selectivity); Eastern
Mosquitofish: 14.56 mm (Morphometric) vs 17.00 mm (Selectivity); Flagfish: 7.91 mm
(Morphometric) vs 20.00 mm (Selectivity); Bluefin Killifish: 9.75 mm (Morphometric)
vs 18.00 mm (Selectivity); Least Killifish 10.20 mm (Morphometric) vs 12.00 mm
(Selectivity)). This suggests that morphometric data alone cannot accurately represent
the size-selective nature of quantitative equipment. For our Everglades data collected
using a 2-mm mesh throw trap, we determined that information collected on all species of
fish examined <17 mm SL must be interpreted with caution. Juvenile individuals are best
sampled using other quantitative methods that specifically target larval and early juvenile
stages (Neal et al. 2012, Habtes et al. 2014). Furthermore, the efficiency of sampling
gear can be improved by incorporating selectivity with clearing efficiency (Jordan et al.
1997) and recovery probabilities to fully understand the limitations of any sampling gear.
Furthermore, these estimates can be used to back-calculate species density by dividing
the observed density by the respective capture efficiency value (clearing efficiency X
selectivity). The resulting estimates could be combined with a modified VPA to improve
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future density estimates, detect seasonality of recruitment, and determine the abiotic
controls of recruitment in pulsed ecosystems.
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Table 1: Assumptions made for the generalized linear models on the abundance-at-age
data. Age and size at maturation is for females in species with sexual dimorphism.
Topic

Assumption

Immigration/Emigration

Closed populations; No emigration
or immigration across sites

Population Structure

Populations exhibit age structured
growth

Population growth rate

Population is in stable equilibrium;
neither increasing or decreasing in
size

Size at birth/hatch

Eastern Mosquitofish (<7mm) and
Sailfin Molly (<9mm)
Golden Topminnow (<7mm) and
Bluefin Killifish (<6mm)

Justification
Sites spatially isolated;
located >15km from each
other
Life tables reveal stable
age structure of adults;
Sample bias possible for
smaller individuals
Tests on density
dependence reveals
intrinsic rate of growth~0)
(Conrow and Zale 1985,
Nordlie 2000, AlaHonkola et al. 2011,
Beyger et al. 2012)

Least Killifish (<6mm)
Flagfish (<6mm)
Age/Size at Maturation

Eastern Mosquitofish (17mm, ~84
days)
Bluefin Killifish (18mm, ~71 days)
Sailfin Molly (18mm, ~112 days)
Least Killifish (10mm, ~65 days)
Golden Topminnow (22mm, ~54
days)
Flagfish (20mm, ~164 days)

Mortality

Throw trap removal of
species (fishing mortality
F) is negligible

Z=M
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Table 2: Summary statistics of hydrological variables throughout the 20 years of the study by sites located in Shark River Slough,
Taylor Slough, and Water Conservation Area at the date of sampling. Under Number of Drying Events, parentheses indicate
individual plots.
Region

Site

Average Annual Minimum

Average Annual Maximum

Mean Hydroperiod

Depth (cm)

Depth (cm)

(Days)

Number of Drying Events

SRS

06

26.29 (2.80)

73.84 (2.19)

356.77 (4.14)

3 (A), 3 (B), 8 (C)

SRS

07

19.24 (2.76)

62.61 (2.21)

348.73 (5.01)

11 (A), 11 (B), 12 (C)

SRS

08

16.30 (2.60)

61.32 (2.36)

331.22 (7.75)

13 (A), 11 (B), 13 (C)

SRS

23

15.00 (2.71)

59.66 (2.12)

322.60 (11.00)

7 (A), 11 (B), 7 (C)

SRS

37

9.54 (2.07)

54.25 (2.61)

316.68 (9.64)

17 (A), 18 (B), 16 (C)

SRS

50

7.29 (1.94)

54.04 (2.87)

299.50 (9.54)

17 (A), 17 (B), 17 (C)

TSL

CP

19.81 (2.72)

62.19 (1.53)

343.21 (7.75)

9 (A), 9 (B), 12 (C)

TSL

MD

20.76 (3.25)

62.49 (1.68)

344.81 (4.77)

13 (A), 13 (B), 13 (C)

TSL

MDsh

4.26 (1.79)

42.00 (1.61)

263.77 (10.14)

18 (B), 19 (E)

TSL

TS

16.98 (2.52)

54.10 (1.45)

341.32 (6.37)

13 (A), 13 (B), 13 (C)

TSL

TSsh

12.53 (2.46)

47.05 (1.51)

332.00 (6.83)

14 (D), 16 (E)

WCA

01

41.00 (2.34)

89.80 (3.55)

362.63 (1.73)

1 (A), 1 (B), 1 (C)

WCA

02

30.08 (3.13)

79.29 (3.31)

354.95 (4.94)

5 (A), 5 (B), 5 (C)

WCA

03

14.73 (2.70)

60.58 (3.19)

319.63 (10.10)

15 (A), 14 (B), 14 (C)

WCA

04

51.51 (2.71)

103.77 (3.81)

365

0 (A), 0 (B), 0 (C)

WCA

05

41.01 (3.13)

95.37 (3.99)

365

0 (A), 0 (B), 0 (C)

WCA

06

42.93 (4.11)

109.14 (4.59)

361.75 (2.59)

2 (A), 2 (B), 3 (C)

WCA

07

24.57 (2.74)

60.27 (2.24)

353.55 (5.82)

4 (A), 3 (B), 3 (C)

WCA

08

24.57 (2.35)

61.83 (2.36)

359.18 (4.30)

0 (A), 1 (B), 2 (C)

WCA

09

16.14 (2.59)

60.18 (3.40)

333.95 (8.41)

10 (A), 10 (B), 10 (C)

WCA

10

10.80 (2.20)

65.76 (4.13)

308.32 (12.00)

13 (A), 13 (B), 13 (C)
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Table 3: Mean (+/- SE) slope parameter estimate over the 17-year time series by site and
species. The slope for each Generalized Linear Model is equivalent to the instantaneous
mortality rate (Z, individuals mm-1). Estimates for each individual year were used in our
VPA to estimate recruit abundance.
Region

Site

SRS
SRS
SRS
SRS
SRS
SRS
TSL
TSL
TSL
TSL
TSL
WCA
WCA
WCA
WCA
WCA
WCA
WCA
WCA
WCA
WCA

06
07
08
23
37
50
CP
MD
MDsh
TS
TSsh
01
02
03
04
05
06
07
08
09
10

Estimated Mean Instantaneous Mortality Rates (Z)
Golden
Eastern
Flagfish
Least
Topminnow
Mosquitofish
Killifish
0.12 (0.01)
0.37 (0.04)
0.27 (0.03) 0.74 (0.03)
0.11 (0.01)
0.27 (0.02)
0.24 (0.02) 0.67 (0.04)
0.11 (0.01)
0.31 (0.01)
0.30 (0.03) 0.62 (0.05)
0.14 (0.02)
0.31 (0.02)
0.33 (0.06) 0.60 (0.05)
0.09 (<0.01)
0.26 (0.02)
0.27 (0.02) 0.63 (0.02)
0.18 (0.03)
0.26 (0.02)
0.42 (0.06) 0.52 (0.05)
0.14 (0.02)
0.19 (0.02)
0.42 (0.05) 0.52 (0.05)
0.11 (0.01)
0.25 (0.02)
0.35 (0.02) 0.56 (0.05)
0.10 (0.01)
0.26 (0.03)
0.21 (0.03) 0.48 (0.06)
0.11 (0.01)
0.25 (0.02)
0.37 (0.05) 0.54 (0.06)
0.04 (0.02)
0.22 (0.02)
0.36 (0.07) 0.56 (0.07)
0.15 (0.02)
0.32 (0.02)
0.34 (0.06) 0.70 (0.04)
0.12 (0.01)
0.31 (0.02)
0.29 (0.02) 0.73 (0.05)
0.09 (<0.01)
0.29 (0.04)
0.22 (0.02) 0.50 (0.05)
0.13 (0.01)
0.31 (0.02)
0.26 (0.06) 0.64 (0.05)
0.12 (0.01)
0.34 (0.01)
0.28 (0.04) 0.71 (0.03)
0.12 (0.01)
0.34 (0.02)
0.32 (0.04) 0.63 (0.03)
0.11 (0.01)
0.29 (0.01)
0.24 (0.03) 0.70 (0.03)
0.11 (0.01)
0.30 (0.01)
0.23 (0.03) 0.64 (0.03)
0.08 (0.01)
0.25 (0.02)
0.15 (0.02) 0.49 (0.04)
0.10 (0.01)
0.26 (0.01)
0.18 (0.02) 0.50 (0.03)
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Bluefin
Killifish
0.33 (0.02)
0.29 (0.02)
0.30 (0.02)
0.34 (0.02)
0.24 (0.02)
0.25 (0.03)
0.28 (0.02)
0.26 (0.02)
0.25 (0.02)
0.25 (0.02)
0.21 (0.02)
0.34 (0.02)
0.33 (0.01)
0.23 (0.01)
0.36 (0.02)
0.32 (0.01)
0.30 (0.02)
0.30 (0.01)
0.29 (0.02)
0.21 (0.01)
0.23 (0.02)

Fig. 1. Map of the sites in this study.
Fig. 2. Mean water depth with 95% confidence interval at each sample event averaged
across all sites within the hydroperiod classification (Long, Intermediate, and Short
hydroperiods). Values underneath the dashed reference line (5 cm) are considered too
dry for fish species. Vertical bars enclose one year of samples (5 samples per year) from
February to December (D).
Fig. 3. The unadjusted (filled circles) and adjusted (open circles) size-selectivity curves
for each study species in 1-mm increments. The dashed line indicates the size of
maturation for that species.
Fig. 4. An example of average differences in density between VPA estimates and
observed densities. Data for SRS Site 07 over the 20-year study for A) Golden
Topminnow, B) Eastern Mosquitofish, C) Least Killifish, D) Flagfish, and E) Bluefin
Killifish. Estimates reveal seasonal changes in peak recruitment following cohort
analysis.
Fig. 5. Partial regression plots describing changes in Bluefin Killifish recruit density at
WCA 10 (Intermediate Hydroperiod). The three-parameter quadratic model (no
intercept) was selected based on AIC values. K=3, AIC= -113.977, ∆AIC=0, R2=0.72.
Fig. 6. Scatter plot describing how recruit abundance increases with increasing water
depth for Least Killifish at WCA 06 (Long Hydroperiod) based on the linear model (no
intercept) selected by AIC. K=1, AIC= 13.81, ∆AIC=0, R2=0.61.
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Fig. 7. A) Partial regression plots describing annual variability in peak recruit density
driven by site hydroperiod for Golden Topminnow at TSL MDsh (Short Hydroperiod).
B) Model predicted values of annual maximum recruitment versus the corresponding
hydroperiod for each species.
Fig. 8. A) Partial regression plots describing annual variability in total annual recruit
density driven by site hydroperiod for Flagfish at TSL MDsh (Short Hydroperiod). B)
Model predicted values of annual total recruitment versus the corresponding hydroperiod
for each species.
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CHAPTER III
EVALUATING DENSITY-DEPENDENT RECRUITMENT IN A PULSED
FLOODPLAIN ECOSYSTEM
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Abstract
Recruitment is often assumed to be inhibited by the abundance of spawning stock (adults)
leading to density-dependent (DD) regulation. In floodplains and wetlands, hydrology is
believed to be the strong driver of abundance and acts as a density-independent (DI)
factor that obscures DD signals and stock-recruitment (S-R) relationships. We used
multimodel Inference (MMI) to determine if DD signals were present in a 20-year time
series of density of six marsh fish species in a hydrologically dynamic ecosystem. We
investigated how hydrological variability influenced productivity (α), the strength of DD
(β), and the steepness (h) of our S-R curves and population growth models. Both the S-R
relationship and population dynamics were evaluated to differentiate stock-dependence
and density-dependent feedback on recruits. Analyses revealed that DD feedback was
selected in 35.7% (∆AIC=0) and 63.1% (∆AIC<3) of cases. Our population growth
models revealed unanimous support for DD. The strength of evidence for DD based on
Aikake Weights (AICw) from our S-R curves varied greatly among species and ranged
from <1% (H. formosa) to 66.4% +/-8.0 (L. goodei). However, the strength of evidence
from our population growth models was >98% for all species. Modeled outcomes
revealed a lack of stock-dependence and increased evidence for density-dependence via
competition among recruits. The inclusion of seasonal terms improved model fit for all
species, and we determined that both β and the interaction of season with β significantly
regulate recruitment. We detected evidence that the strength of density-dependence (β)
either decreased or increased with increased hydrological variability, depending on the
species. This relationship was linearly correlated for J. floridae, indicating stronger
negative DD as the environment became less stable. A parabolic relationship between β
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and hydrological variability was detected for the remaining five species of the study.
Analyses also revealed that, for L. goodie, both h and α were correlated with the
Coefficient of Variation of hydroperiod (R2=0.43 and 0.40, respectively). Overall,
hydrology caused the strength of density-dependence on recruits to decrease under
conditions of short to intermediate hydroperiods but to increase under longer
hydroperiods as the environment became more stable for all species except J. floridae
and P. latipinna.
Key words: density-dependence, stock-recruitment, hydrology, seasonality

Introduction
Attempts to understand the density-dependent (intrinsic) and density-independent
(extrinsic) factors leading to recruitment variability have a long history in both fisheries
and population biology (Anderson 1988; Cushing 1973; Fogarty et al. 1991). However,
extrinsic and intrinsic processes act differently throughout life-history, with
environmental variability acting strongly on the earliest life stages (DingsØr et al. 2007;
Fogarty 1993). This either directly enhances recruitment through physical processes
(e.g., hydrology) or indirectly by altering the strength of density-dependent mechanisms
such as mortality from predation (Dorn and Cook 2015; Lasker 1981; Menge and
Sutherland 1987). Furthermore, density-dependent (DD) and -independent (DI)
processes may vary considerably among years or between seasons, altering the strength
of these complex processes on recruitment (Stenseth et al. 2002).
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The most common measure for density-dependence in fish stocks is the stockrecruitment (S-R) relationship. Spawning stock both produces recruits (densityindependent, α) and inhibits recruitment via density-dependent (β) feedback (Beverton
and Holt 1957; Ricker 1954). Mechanisms for density-dependent recruitment can either
be “stock-dependent” (i.e. competition between adults and pre-recruits) or “densitydependent” via competition for limited prey among larvae and juveniles (Heath and
Gallego 2000). Environmental variables (e.g., temperature, salinity) have been used to
improve models of this highly variable relationship; however, many of these models
ultimately fail due to environmental changes, for example in temperature or salinity
(Myers 1998). In floodplain ecosystems, seasonal changes in hydrology may drastically
impact the biological community and have major implications for density-dependent
recruitment in these inherently variable environments (Bozelli et al. 2015; Dutterer et al.
2013).
Seasonal pulses in hydrology are believed to be the major abiotic factor
influencing fish recruitment in floodplain ecosystems (Agostinho et al. 2004; Arthington
and Balcombe 2011; Godfrey et al. 2017). Recruitment variability in freshwater systems
often reflects local-scale environmental conditions and life history strategies have
evolved to take advantage of local flood dynamics (Agostinho et al. 2004; Winemiller
2004). Inundation of the floodplain induces primary and secondary production,
providing additional habitat and increased food sources for recruits (Geddes and
Puckridge 1989; Junk et al. 1989; Schiller and Harris 2001). Age-specific differences in
the use of the floodplain can lead to spatial-temporal differences in both recruit and stock

59

abundance (Scharbert and Borcherding 2013). The early life stages may also saturate the
carrying capacity of nursery habitats during times of low adult stock or when habitats are
not limiting to adult stocks (Beverton 1995). This has the potential to alter or disrupt the
stock-recruitment relationship and density-dependent feedback on recruitment.
The freshwater marshes of the Florida Everglades provide an excellent system for
testing the effects of hydrology on the strength of density-dependent recruitment in
floodplain ecosystems. These marshes experience seasonal rainfall patterns with an
annual dry (February-June) and wet (July-January) period (Ogden et al. 2005), with
seasonal inundation a direct result of rainfall and drought being caused by evaporation of
surface water (Fennema et al. 1994). Small-bodied marsh fish make use of these shallow
habitats to escape predation from large bodied predators, but are forced to move to riskier
habitats during a dry-down (Parkos III et al. 2011). We investigate whether seasonal
changes in hydrology influences the strength of density-dependent recruitment.
Multimodel Inference (MMI) was applied to a series of density-independent and dependent stock-recruitment and population growth models to determine the presence of
density-dependence along a hydrological gradient. This two-model approach evaluated
whether fluctuations in recruitment were either stock-dependent via production (S-R) or
density-dependent (population dynamics models). Furthermore, the population dynamics
models evaluated whether the source of density-dependence was from either recruits or
spawning stock. Seasonal components were introduced into our models to determine the
influence of seasonal pulses in recruitment and spawning stock on density-dependence.
We then evaluated how hydrological variability altered productivity, the strength of
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density-dependence, and the ability of populations to recover at low fish stocks for
several marsh fish species.

Methods
Study Site and Species
From 1996 to 2016, fish were collected using a 1-m2, 2-mm mesh, throw trap
under a standard protocol (Jordan et al. 1997) at 21 monitoring sites in the Everglades,
Florida, U. S. A. Six sites were located in Shark River Slough (SRS), five in Taylor
Slough (TSL), and 10 in Water Conservation Areas (WCA) 3A and 3B. Samples were
collected at each site in five months of each year (July, October, December, February,
and April). Each site consisted of three plots, except TSL MDsh and TSsh that consisted
of two plots each. Five (WCA 3A and 3B) or seven (SRS, TSL) throw trap samples were
collected within each plot; five samples were taken in SRS and TSL in years when lowwater conditions required access by helicopter, most commonly in February and April in
TSL. Sites located in WCA 3A and 3B yielded 75 samples per year (3 plots x 5 throws x
5 sample events), while sites in SRS and TSL yielded 105 samples per water-year (3 plots
x 7 throws per plot x 5 sample events) in most years. Missing samples were uncommon
but occurred because water was too deep to sample effectively (most likely in WCA 3A)
or too shallow or dry (most likely in TSL). Sample locations within each plot were
determined using a random number table. After securing the trap, floating vegetation
(non-rooted vascular plants and periphyton mat) was cleared before fish were removed
following a standardized protocol of sweeps with a bar seine and dip nets. Vertebrate
organisms were euthanized using a solution of MS-222 and ambient marsh water
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(Nickum et al. 2004). There is no evidence of visitor impact on these long-term study
sites, possibly because marsh plants re-grow quickly and periodic marsh drying
overwhelms sampler impacts on vegetation and soil (Wolski et al. 2004). Additional
information on the study sites and sampling design are described in detail within other
publications (Trexler et al. 2003; Trexler et al. 2005).
We focus on the six most common species in our data to minimize impacts of
excessive zero samples on our model results (Martin et al. 2005). Three of the study
species were oviparous Fundulus chrysotus (Golden Topminnow), Lucania goodei
(Bluefin Killifish), and Jordanella floridae (Flagfish), and three were viviparous
Gambusia holbrooki (Eastern Mosquitofish), Heterandria formosa (Least Killifish),
Poecilia latipinna (Sailfin Molly). We define recruitment as the process of new
individuals entering the population susceptible to capture by our throw traps (Blackhart et
al. 2006). For all but one species, the minimum size/age captured efficiently included
specimens in the juvenile life stage; only H. formosa matured at a size at or below
effective capture (Gatto and Trexler 2019). We differentiated spawning stock (S) and
recruits (R) by the size of maturation using the following criteria: H. formosa (R <10mm,
S ≥10mm), G. holbrooki (R <17mm, S ≥17mm), P. latipinna and L. goodei (R <18mm, S
≥18mm), F. chrysotus (R <22mm, S ≥22mm), and J. floridae (R <20mm, S ≥20mm).
Stock-Recruitment Analysis
We investigated the stock-recruitment relationships for six species across 21 sites
by applying a series of models to our 20-year time series. Both spawning stock and
recruit abundance were calculated by summing the total number of individuals of a
species collected at each sample event (nmax=107). We followed the recommendation of
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Turchin (2003) by adjusting zero values to equal one divided by the maximum number of
samples (1/21≈0.048) for each observation (Turchin 2003). To account for unequal
sample sizes collected throughout the year (n=15-21), we calculated the density of each
species based on the number of throw trap samples taken. We considered two densityindependent (random walk, density-independent) and five density-dependent stockrecruitment models (Cushing, Salia-Lorda, Beverton-Holt, Ricker, Shepherd) that have
been widely used in stock assessment (Table 1). We regressed the response variable
(log-transformed recruit abundance) against spawning stock abundance (St) or logtransformed abundance, depending on the model. This independent variable was selected
over Spawning Stock Biomass (SSB) since individual adults are small and overall
biomass was low. Preliminary analysis determined that model fit was poor and parameter
estimates were quite small using SSB. Results using SSB as the independent variable for
all analyses are included in Supplemental Appendix A. We also considered a lag in the
stock-recruitment relationship by independently testing spawning stock abundance from
the previous time step (St-1).
A series of linear and non-linear models were used to calculate classic stockrecruitment curves. The log-linear transformation of the random walk, exponential
growth, Ricker, Saila-Lorda, and Cushing models permitted Ordinary Least Squares
(OLS) regression. The Beverton-Holt and Shepherd models do not have a log-linear
transformation and were fitted using non-linear least squares (NLS) with the Marquardt
optimization method. We used the log-transformed response variable for all stockrecruitment models to permit comparison of fit of all models using Information
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Theoretical methods (Burnham and Anderson 2004). We did not restrict these models to
non-negative terms and negative values may have been considered by the optimization
procedure to produce a converging model. This, and all other analyses, were conducted
using SAS 9.4 (Insititute 2012).
Although recruitment occurs year-round, evidence suggests that there are seasonal
pulses in stock and recruit abundance (Gatto and Trexler 2019). We considered seasonal
variability in recruit abundance by adding an additional three models to consider along
with the stock-recruitment curves. We evaluated seasonality by introducing two models
that regressed log-transformed recruit abundance against Season and Season2 (Table 1).
We assigned numeric values to the month of sampling based on the south Florida water
year (wet season to dry season: July=1, October=2, December=3, February=4, April=5).
The remaining seasonal model considered an environmental variable previously
described as an indicator of seasonal changes in hydrology. This count variable, days
since last dry (DSDt) was calculated using data extracted from the Everglades Depth
Estimation Network (EDEN). EDEN uses water-surface models and water depths from a
network of monitored gauges to estimate daily water depth at our study sites (Liu et al.
2009; Telis 2006). DSD records the cumulative number of days since gauges recorded a
water depth <5 cm for each sampling event. At 5 cm, only a slurry of organic matter
remains, and fish generally suffocate in the low oxygen conditions and organic matter
blocking their gills. These models were used to compare seasonal effects on recruitment
(density independent) to those of the stock-recruitment relationship.
Population Growth Models
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We used a series of population growth models and analyzed changes in
recruitment as a phenomenological time series. Following the methods of Brook and
Bradshaw (2006), we applied a set of four models commonly used to describe
phenomenological time series data by replacing changes in population size with changes
in recruitment. We investigated three density-independent (random walk, exponential
growth, DSDt) and two density-dependent models (Ricker- and Gompertz population
growth) to test for density-dependent recruitment in our times series data (Table 2). The
θ-logistic model was excluded because simulations have suggested that parameter
estimates for rmax and θ tend to be extreme and ecologically implausible (Clark et al.
2010). Four independent variables were considered for each of the four models (Rt, Rt-1,
St, St-1) against the response variable r0 or recruitment rate (ln(Rt+1/Rt)). This accounts
for both lagged responses to changes in recruitment via stock-dependent or densitydependent effects. The random walk, exponential growth, Ricker-, and Gompertzpopulation growth models were all calculated using OLS.
Strength of Density Dependence
Following model approximation, we used MMI to determine which S-R and
population growth model best fit our data. The validity of each stock-recruitment model
was evaluated based on parameter estimates (Iles 1994). Stock-recruitment models were
considered inadmissible when any parameters were negative (ɑ, β, ƴ <0). We excluded
these models and those remaining were considered valid for further analyses. MMI based
on Information Theory was used to evaluate the density-dependent and -independent
drivers on recruitment (Burnham and Anderson 2004). To determine the model that best
fit our data, we calculated both the AIC and AICc values using the Sum of Square Errors
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(SSE). The model with the lowest AICc value (AICMIN) had the highest support and
models ∆AIC<3 were considered equally valid. The Aikake Weights (AICw), an
indicator of the model strength, were then calculated using ∆AIC values (AICc-AICMIN)
and used to determine the strength of support for each model. Given that the complexity
of each model varied, we used log10-transformed information-theoretic evidence ratios
(LER) to compare each model to the best model to quantify the relative support for each.
We then evaluated the coefficient of determination (R2) for each model to illustrate the
goodness-of-fit. The strength of evidence for either DD or DI was calculated by
summing the estimated AICw by model type (DD vs DI) at each site (Brook and
Bradshaw 2006).

Seasonality and Density-Dependence
Density-dependence via the stock-recruitment relationship may be obscured by
seasonal stochasticity leading to a spatial-temporal mismatch in recruit and stock
abundance. We addressed this by introducing three new parameters to the densityindependent, Cushing, Ricker, and Saila-Lorda equations. Two terms, Season and
Season2, were added to incorporate seasonality into the stock-recruitment curves. We
then included the interaction between the independent variable stock abundance (St, St-1)
and the seasonal term. These models were then re-evaluated using a Type III Sum of
Squares to determine the individual effects of seasonality and density-dependence (Chao
et al. 2008). Given the complexity of the Beverton-Holt and Shepherd equations, we
excluded these models from this analysis. For our population growth models, we
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incorporated both the seasonal and interaction terms into the Gompertz and Ricker
models. These models were evaluated using MMI by adding the additional three
parameters to the AIC calculation. Partial correlation coefficients (r) were calculated for
each parameter included in the model to determine the contribution of seasonal
components, density-dependence (if present), and the interaction between the source of
density-dependence and season.
Hydrology on Productivity, Density-Dependence, and Steepness
Following an analysis of the stock-recruitment relationship for our study species,
we investigated the effect of hydrology on both the strength of density-dependence (β),
the estimated recruits-per-spawner (α), and the steepness of the S-R curves (h).
Steepness, a measure of a fish stock’s ability to recover from low stock abundance
(Mangel et al. 2013), was used to determine each species’ ability to recover from
environmental stress. First, we considered the best model selected using MMI for all
sites and species. The strength of density-dependence, β, was retained for the Ricker,
Beverton-Holt, and Saila-Lorda models based on their respective ∆AIC values. We
retained β for the Shepherd model when it was estimated as a density-dependent model
(c≥1). The same methods were applied to the population dynamics models by retaining
the slope for the Ricker and Gompertz models. The strength of density dependence was
set to zero for all density-independent models, including the Shepherd model (c<1).
To test the effects of hydrology on the density-independent parameter (α), we
retained the estimated recruit-per-spawner from the best model at each site for further
analysis. Steepness was calculated based on one individual at each site and adjusted
based on the number of samples taken (~0.048 for SRS and TSL, ~0.066 for WCA). We
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then used the Coefficient of Variation of Hydroperiod (CVHydro), a metric of hydrological
variability within a site, to test the effects of hydrology on the strength of densitydependence, productivity, and the steepness for each model. Parameters from the best
model (response variable) were regressed against CVHydro using OLS. A separate
quadratic model was assessed using a squared CVHydro term and compared to the linear
model using MMI. We then used a generalized linear model (GLM) to determine if
parameter estimates were different among disturbance intensities. These models tested
the main effect of disturbance intensity (short, intermediate, long hydroperiods) against
the response variable (α, β). Long hydroperiod sites were defined as experiencing <4
drying events in 20 years, intermediate hydroperiod sites as 4-12 drying events in 20
years, and short hydroperiod sites as experiencing >12 drying events in 20 years.

Results
Evidence for Density-Dependence
Our analyses produced 17 models for each species at each site to describe densityindependent and -dependent recruitment. Of these models, 461 were considered
inadmissible because of negative parameter estimates. This consisted primarily of lagged
independent variables (72.0%) and MMI revealed no evidence for a lagged stockrecruitment model. Stock-recruitment dynamics were best described by the Cushing S-R
model which was selected as the best model (∆AIC=0) in 68 of the 126 species/site
combinations (54.0%). This was followed by the Beverton-Holt (19.8%), Saila-Lorda
(5.6%), Ricker (5.6%), Shepherd (4.8%), and density-independent models (4.0%).
Furthermore, MMI revealed some of our seasonal models to be the best descriptors of
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recruitment at some sites. At one of the most disturbed sites in the time series (TSL
MDsh), the linear season model described recruitment for J. floridae. The quadratic
seasonal model also described recruitment at some of our frequently disturbed sites for J.
floridae (WCA 03, SRS 50, SRS 08) and F. chrystous (SRS 50). For P. latipinna,
proximity to a drying event (DSD) drove recruit abundance at TSL MD and WCA 03.
These models were highly variable between sites for F. chrysotus (Mean R2=0.33+/-0.03,
0.13-0.57), G. holbrooki (Mean R2=0.66+/-0.04, 0.28-0.92), H. formosa (Mean
R2=0.55+/-0.03, 0.22-0.83), J. floridae (Mean R2=0.33+/-0.02, 0.17-0.59), L. goodei
(Mean R2=0.73+/-0.02, 0.40-0.88), and P. latipinna (Mean R2=0.35+/-0.03, 0.06-0.67).
Estimates for both the spawner-per-recruit (α) and density-dependence (β) also varied
considerably among species and sites (Table 3).
Our population dynamics models provided lower success in describing changes in
recruitment over time. MMI revealed high support for the Gompertz population model
for all sites and species. Model fit was predominantly driven by recruit density (98.4% of
species/sites); however, there was some support for spawning stock density (G.
holbrooki, SRS 37) and a lagged response to spawning stock density (L. goodei, TSL
CP). There was little support for other population models and no evidence for densityindependence after considering all valid models (∆AIC<3). Population dynamic models
were less variable among sites when compared to S-R models for all species. On
average, model fit was weak to moderate for F. chrysotus (Mean R2=0.35+/-0.01, 0.240.47), G. holbrooki (Mean R2=0.35+/-0.02, 0.12-0.49), H. formosa (Mean R2=0.31+/-0.02,
0.15-0.46), J. floridae (Mean R2=0.33+/-0.02, 0.20-0.47), L. goodei (Mean R2=0.29+/0.02, 0.09-0.46), and P. latipinna (Mean R2=0.33+/-0.02, 0.20-0.54).
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The strength of evidence for density-dependence based on stock-recruitment
analysis revealed strong evidence for density-dependent feedback on recruitment for all
species. A DD model was selected as the best model in 89.7% of cases overall. Support
for DD was highest for G. holbrooki and H. formosa (95.2% of sites) and lowest for J.
floridae (81%). High support for DD resulted predominantly from selection of the
Cushing S-R model. Support for DD increased to 92.8% when considering all models
with ∆AIC<3. On average, the strength of evidence for DD based on Akaike weights
(sum of Akaike weights for DD models) using S-R models was 88.3% +/-6.4 for F.
chrysotus, 96.2% +/-1.6 for G. holbrooki, 94.8% +/-3.4 for H. formosa, 77.2% +/-8.4 for J.
floridae, 92.6% +/-2.7 for L. goodei, and 89.1% +/-6.4 for P. latipinna (Figure 1). Logtransformed evidence ratios (LER’s) also revealed substantial support for DD S-R models
(Figure 2A). We found no evidence to suggest that a DI model was favored over a DD
model based on disturbance intensity for our S-R curves. Furthermore, MMI revealed
overwhelming support for DD using population growth models. A DD model was
selected in 100% of the cases and the strength of evidence for DD was >99% across all
sites and species. We also found 100% selection of a DD model and significant evidence
for DD when considering all valid models (∆AIC<3). LER’s revealed substantial support
for DD based on recruitment from the previous time step (Figure 2B).
Seasonality and Density-Dependence
Our Type III analysis of the S-R relationship revealed results that differed from
those lacking seasonal terms. MMI revealed the highest support for the densityindependent model, which was selected in 46.8% of cases. This was followed by the
Cushing (39.7%), Saila-Lorda (7.1%), and Ricker (5.6%) S-R models. The DSD model
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was also considered the best model describing recruitment for P. latipinna at TSL MD.
Of the equally valid models, there was relatively high support for the Cushing (46.0%)
and density-independent (31.9%) S-R models, but less for Saila-Lorda (13.3%) and
Ricker (6.9%). The inclusion of the seasonal and interaction terms improved the S-R
models for F. chrysotus (Mean R2=0.48+/-0.02, 0.28-0.67), G. holbrooki (Mean
R2=0.73+/-0.03, 0.39-0.96), H. formosa (Mean R2=0.65+/-0.03, 0.32-0.89), J. floridae
(Mean R2=0.47+/-0.02, 0.29-0.66), L. goodei (Mean R2=0.75+/-0.02, 0.53-0.88), and P.
latipinna (Mean R2=0.45+/-0.04, 0.08-0.77). The inclusion of the seasonal terms
improved model fit for the DI models; however, these terms were not significant for most
models. The log-transformed recruit-per-spawner term and the interaction between
spawning stock abundance and season were significant for most of the DI models
selected (Figure 3A). Seasonal terms were also not significant drivers of recruitment for
most of the DD models selected but mixed for the six species. Both the densitydependent term and interaction between density-dependence and season were important
drivers of recruit abundance when DD was selected by MMI (Figure 3B). Partial
correlations also support this and revealed that both the source of density-dependence (β)
and the interaction term were more highly correlated than the seasonal terms for each
species (Table 4).
Our Type III analysis revealed that the Gompertz population model best described
changes in recruitment over time driven by recruit density (99.2%). There was also
evidence that a lagged response to adult density drove recruit density for L. goodei at
TSL CP. We found no evidence for density-independent feedback on recruitment after
considering all valid models (∆AIC<3). The inclusion of the seasonal and interaction
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terms also improved the population models for F. chrysotus (Mean R2=0.48+/-0.02, 0.250.64), G. holbrooki (Mean R2=0.45+/-0.03, 0.14-0.62), H. formosa (Mean R2=0.42+/-0.03,
0.18-0.70), J. floridae (Mean R2=0.49+/-0.03, 0.24-0.67), L. goodei (Mean R2=0.40+/0.02, 0.20-0.56), and P. latipinna (Mean R2=0.41+/-0.02, 0.25-0.60). Although the
inclusion of the seasonal terms improved model fit, the seasonal terms were not
significant for most of the models. Furthermore, both the density-dependent terms and
interaction between density-dependence and season were significant drivers of recruit
abundance (Figure 4). The partial correlation for density-dependence was higher than the
seasonal terms for all species, with Season and Season2 often being weakly correlated
with recruit abundance (r<0.05, Table 5).
The strength of evidence for density-dependence based on Type III stockrecruitment analysis was mixed for all species. Support for DD was mixed considering a
DD model was only selected as the best model in 57.9% of cases. This was highest for J.
floridae and G. holbrooki (71.4%) and lowest for H. formosa (2.4%). Support for DD
increased when considering all plausible models (66.4%). On average, our Type III S-R
analysis determined that the strength of evidence using AICw for DD was 67.3% +/-6.5
for F. chrysotus, 73.7% +/-6.2 for G. holbrooki, 44.1% +/-6.1 for H. formosa, 69.0% +/5.9 for J. floridae, 68.6% +/-6.3 for L. goodei, and 46.7% +/-5.8 for P. latipinna. LER’s
also determined that there was considerable support for both the density-independent
models (stock-production model) and DD models when seasonal variables were included
for our S-R models. However, there was unanimous support for DD using our population
dynamic models. The strength of evidence based on AICw revealed considerable support
for DD (>98%) across all species and sites. LER’s also determined that there was
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significant support for density-dependence based on recruit abundance using these
models.
Hydrology on Strength of Density Dependence, Productivity, and Steepness
Analyses of the density-dependent terms in our stock-recruitment models revealed
no changes in the strength of density-dependence based on site hydrology. These models
explained <3% of the variability in DD across each species. Our ANOVA’s also
revealed no differences in the strength of DD based on disturbance intensity (e.g., G.
holbrooki, F2, 18=0.71, p=0.50). Hydrological variability did not influence the recruit-perspawner term for 5 of the 6 species in our study. The recruit-per-spawner term was
weakly correlated with site hydroperiod, and we did not detect any significant slopes.
However, we did detect a significant negative correlation between hydrological
variability and the number of recruits-per-spawner for L. goodei (Figure 5A). We also
found significant differences in the number of recruits-per-spawner based on disturbance
intensity for this species (F2, 18=5.32, p=0.02). Analyses also determined that the
steepness of L. goodei S-R curves decreased linearly as sites became less stable
indicating that this species’ ability to recover from low stock sizes decreases with
decreasing hydroperiod (Figure 5B).
Our population growth models revealed contrasting evidence of how hydrological
variability influences the strength of DD. Linear models best described how site
hydrology influenced the strength of DD for P. latipinna and J. floridae. This was
strongly positively correlated with the CV of hydroperiod for J. floridae (Figure 6A), but
weakly correlated for P. latipinna (R2<0.02). A quadratic model best described changes
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in the strength of density-dependence in response to hydrological variability for the
remaining four species (Figure 6B). We detected significant slopes for both the CV2
(except L. goodei) and CV terms for these four species. The correlation between CVHydro
and the strength of DD varied between F. chrysotus (R2=0.25), G. holbrooki (R2=0.24),
H. formosa (R2=0.34), and L. goodei (R2=0.31). This revealed a decrease in negative
density-dependence from long to intermediate hydroperiods, followed by an increase in
density-dependent feedback as the environment became less stable. We also found
significant decreases in the strength of DD based on disturbance intensity for J. floridae
(F2, 18=11.80, p<0.05). ANOVA’s also indicated that the strength of DD was largest at
intermediate disturbances and lowest at both short and long hydroperiods for H. formosa
(F2, 18=5.60, p<0.05).
The relationships between hydrology and the strength of DD were greatly altered
when considering the density-dependent models from our Type III analyses. A
hydrological analysis revealed no relationship between hydrology and the strength of
DD; however, population dynamics models revealed contrasting effects of hydrology on
the strength of DD. We saw an improvement in model fit for F. chrysotus (R2=0.34), H.
formosa (R2=0.39) and P. latipinna (R2=0.12); however, model fit decreased for G.
holbrooki (R2=0.22), J. floridae (R2=0.02), and L. goodei (R2=0.07). The shapes of these
relationships also changed, and we detected a significant positive relationship for F.
chrysotus (Figure 7A). Our analyses did not reveal any significant slopes for the positive
linear relationship (L. goodei, P. latipinna), negative linear relationship (J. floridae) or
parabolic relationship (G. holbrooki, H. formosa). Overall, we detected a decrease in
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negative density-dependence as the environment became less stable when seasonal terms
were included in the model (Figure 7B).

Discussion
Hydrological variability is the major source of reduced recruitment in floodplain
ecosystems (Agostinho et al. 2004). Using two modeling strategies, our study supported
that conclusion for the Everglades by documenting correlations of negative densitydependent processes impacting recruitment as a function of hydrological variability. We
also noted species-specific differences in these effects, probably tied to reproductive or
movement strategies. Our application of several S-R and population growth models
revealed compelling evidence for variation in the strength of density-dependent
recruitment along a hydrological gradient. Both the S-R curves and population growth
models revealed strong evidence for DD recruitment. The lack of detectable DI influence
directly on recruitment may be attributed to reproductive strategies that exploit seasonal
inundation of the floodplain (Chase 1999; Winemiller 2004). These adaptations seem to
buffer species from increased mortality caused by environmental variability. We also
found similar results to other studies in floodplains evaluating how hydrology influences
recruit abundance (Godfrey et al. 2017).
Our study investigated how hydrology influenced these complex processes by
evaluating both DI and DD feedback along a wide hydrological gradient. We found that
hydrology not only alters recruit abundance, but these changes result in stronger or
weaker density-dependent feedback dependent on the species. This indicated
interspecific variation in the impact of hydrological variation on recruitment, with
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evidence that negative density-dependence was strongest at the most stable and longest
hydroperiod sites. Drying may increase the concentration of recruits resulting in
increased DD at shorter hydroperiods for all species except J. floridae and P. latippina.
The observed increase of negative DD at longer hydroperiods may result from increased
abundance resulting in higher DD mortality. Furthermore, intermediate disturbance
appears to reduce the strong density-dependent effects on recruits, revealed by weaker,
but significant, DD feedback at intermediate hydroperiods.
We believe our analyses to be robust; however, our stock-recruitment models may
have violated some of the basic assumptions that accompany this modeling approach
(Ricker 1975). The first assumption, stock and recruitment are measured without error,
could arise from researcher impact and sample bias associated with a 1-m2 throw trap.
Studies suggest that a combination of size-selective bias and reduced recovery
probabilities influence the sampling efficiency of both recruits and spawning stock (Gatto
and Trexler 2019; Jordan et al. 1997). These studies have indicated that the sampling of
H. formosa is impacted most by under-sampling of small specimens, but this did not
hinder our ability to detect density-dependent recruitment for this species. We did not
apply the cohort analysis suggested in Gatto and Trexler (2019) prior to analysis because
they used age-structured models similar to those fit here, creating a circular modeling
process. Further analysis is needed to understand the impacts of size-based sampling bias
on our ability to detect density-dependent recruitment, but this type of bias is typical in
fisheries data (Williams 2002).
Stock-recruitment analyses also assume that the relationship of R to S begins at
the origin (i.e., S=0 and R=0). We know that our data violate this assumption because
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seasonal pulses in hydrology are linked to age-specific emigration and immigration to our
study sites. Inundation of the floodplain would result in an increase in spawning stock
abundance followed by a pulse in reproduction (S>0, R=0). Furthermore, emigration to
refuge habitats by spawning stock during a dry-down could leave recruits stranded during
times of hydrological stress (R>0, S=0). Violation of the assumption of closed
populations varies among species we evaluated, with relatively little
immigration/emigraion for L. goodei and relatively frequent in J. floridae and F.
chrysotus. These were best described by higher model variance associated with poorer
model fit for these highly dispersing species (F. chrysotus, J. floridae) and low model
variance, strong model fit for poor dispersing species (L. goodei, H. formosa). However,
support for DD remained high for all species (>70%) regardless of movement strategy.
Hydrology may induce movement causing age-specific differences in floodplain use, but
density-dependent feedback on recruits occurs predominately when both recruits and
spawning stock co-occur.
This study provided conflicting evidence for the influence of hydrology on the
strength of density-dependent recruitment. We were unable to detect changes in the
strength of DD with S-R curves, which may have been caused by violation of
assumptions for the models selected. The Beverton-Holt model assumes a maximum
abundance imposed by resource limitation on early life stages resulting in linear negative
density-dependent mortality and by predation that yields density-independent mortality.
However, the Ricker model assumes that mortality rates are proportional to adult
abundance through fecundity, either through cannibalism by adults or density-dependent
reductions in individual growth rates coupled with size-selective predation (Wootton
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2012). The differences between the Beverton-Holt and Ricker assumptions could be
impacted differently by hydrological variation. For example, seasonal fluctuations in
water level would result in temporally varying carrying capacities (Beverton-Holt) or
cause spatial-temporal changes in predation pressure and predator encounter rates
(Ricker). Unlike our S-R models, MMI revealed that the Gompertz population model
was selected as the primary model to describe changes in recruitment level. This model
assumes a constant linear decrease in a populaton’s instantaneous growth rate
(recruitment rate) as a function of the natural logarithm of abundance, implying that the
strength of negative density-dependence decreases as a function of increasing population
size (Dennis and Ponciano 2014).
The application of S-R curves and population growth models provided contrasting
interpretations on the source of density-dependence within floodplain ecosystems. S-R
analysis revealed that pulses in spawning stock abundance can lead to density-dependent
feedback; however, population dynamics models revealed that this feedback was more
commonly caused by seasonal pulses in recruit abundance. We detected strong support
for DD using S-R curves, which revealed evidence of stock-dependence for our six
species within the Everglades system. In contrast, the population growth models
indicated density-dependent feedback from recruits rather than spawning stock in all
species. The population dynamic models capture density-dependent feedback that could
result from increased competition among recruits, but not cannibalism or competition
from spawning stock. Our Type III regressions also indicated that support for DD using
S-R curves decreased after adding seasonal components. These outcomes indicated
recruitment that increases indefinitely with increasing spawning stock abundance via
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production (α). The limit to recruitment within the Everglades system is most likely set
by environmental perturbation that drives spawning stock abundance. This is best
supported by the Cushing S-R model being the predominant model selected and our Type
III analyses. The Cushing S-R curve has been criticized for its effectiveness at predicting
recruitment when spawning stock is high (theoretical maximum recruitment=∞);
however, annual disturbances appear to reset the environment preventing stock sizes from
becoming too large. These environmental perturbations may best explain why the
Cushing S-R curve best described fish populations across a wide hydrological gradient.
Population growth models revealed changes in negative density-dependence along
a hydrological gradient. We obtained variable responses that represented either a
parabolic change in DD or a linear correlation that was either positively or negatively
correlated with hydrology. We believe that an increase in negative density-dependence
as sites become more frequently disturbed is generated by two mechanisms: 1) spawning
diapausing (resting) eggs and 2) increasing encounter rates between recruits and
spawning stock as water levels recede. The ability to lay diapausing eggs is an evolved
reproductive strategy for species in hydrologically stressful environments and evidence
suggests that some members of the Order Cyprinodontiformes lay eggs capable of
diapause (Furness 2016). These eggs become rehydrated following inundation, hatch,
and release recruits within a resource-limited environment. The presence of diapausing
eggs would decrease as the environment becomes more stable, causing a decrease in the
possibility of density-dependent feedback associated with this life-history trait along the
same hydrological gradient. Furthermore, pulses in emigration/immigration in response
to changing hydrology are well documented, with encounter rates among recruits and
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spawning stock increasing during times of hydrological stress (Hoch et al. 2015). The
increase in encounter rates would result in an increase in density and density-dependent
processes, especially as the environment begins to shrink and resources become scarce.
Hydrology has been described as the major abiotic factor influencing fish
communities in floodplain ecosystems (Balcombe et al. 2006; King et al. 2003). These
populations often recover from hydrological stress by immigrating into newly inundated
habitats. The ability for each species to recover from drying events has been well
documented for species within our study and are differentiated by dispersal potential
(Goss et al. 2014; Obaza et al. 2011). In stock assessment, a fish stock’s ability to
recover from low stock levels is often described by the steepness of the S-R curve. Fast
recovering species are associated with higher steepness, being able to produce high
recruitment at low stock levels. Our analyses revealed that steepness may not be a
reliable metric to describe population-level responses within hydrologically variable
environments. The slopes of our S-R curves at low stock levels remained constant and
apparently did not vary along a hydrological gradient. Of the species analyzed, we did
not find any increase in steepness at frequently disturbed sites for rapidly recovering
species (G. holbrooki, J. floridae). For L. goodei, our analyses revealed a decrease in its
ability to recover from low stocks as hydrological variability increased. This species is
often associated with slow recovery following drying events (DeAngelis et al. 2005;
Trexler et al. 2005), but we were unable to detect changes in steepness for the remaining
species associated with slow recovery (H. formosa, P. latipinna). This does not support
depensatory density-dependence since there was little support for a depensatory
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Beverton-Holt S-R model. For L. goodei, this represented steeper compensatory densitydependence via the Cushing S-R curve along a hydrological gradient.
Density-dependent S-R models often include recruitment maxima to describe
𝛼𝛼

compensatory density-dependence sizes (e.g., Ricker model, Rmax= 𝛽𝛽𝛽𝛽). These models

may approach an asymptote or have higher flexibility in the shapes of the curves.

Recruitment for the latter tends to decrease at higher stock sizes after this maximum is
reached, resulting in overcompensation at high stock sizes. The inclusion of a seasonal
term revealed recruitment that increases indefinitely as a function of spawning stock. In
the Cushing S-R model, which exhibits compensatory density dependence (decrease in
recruits-per-spawner as spawning stock increases) there is no imposed limit on
recruitment. Our models may appear unbounded because they do not include a
temporally variable carrying capacity or recruitment maximum. This could produce a
curve that approaches Beverton-Holt or similar model with seasonal oscillations around
the maximum. Some research has suggested dividing the time series into segments or
conducting a change-point analysis to generate models where model parameters suddenly
change due to some environmental perturbation (Perälä et al. 2016; Richards et al. 2012).
The inclusion of seasonal density-dependent terms would allow more flexibility in the
stock recruitment relationship, similar to the additional term (γ) in the Saila-Lorda or
Shepherd models. Further work is needed to investigate temporally variable recruitment
rates and how the strength of density-dependence varies between seasons.
MMI permitted us to determine the presence or absence of density-dependent
recruitment of fish stocks in a hydrologically variable environment. Other studies have
described the importance of using MMI to evaluate S-R models for stock assessment and
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management practices (Hilborn and Walters 1992; Wang and Liu 2006). Furthermore,
these tools allowed us to apply commonly applied management models for marine
species to floodplain ecosystems. Evidence suggests interspecific variation in how
hydrological processes influence recruitment dynamics through seasonal pulses of both
spawning stock and recruits. Notably, we did have conflicting evidence for DI and DD
between the S-R and population dynamics models. Our results indicated a difference
between stock-dependence and density-dependence, revealing larger support for recruits
causing density-dependent feedback. The strength of this feedback decreased from short
to intermediate hydroperiods and began to increase as hydroperiod increased. Both S-R
models and population models revealed strong support for DD; however, only
intraspecific effects were investigated in the present study. Spatial-temporal variation in
predation pressure from large, piscivorous fish species can increase density-dependent
mortality rates. Fluctuating water levels can buffer recruits from predation risk when
water levels are too low or increase this risk when water levels are high by altering the
abundance of these predatory species (Chick et al. 2004). Further studies are needed to
understand how interspecific interactions of both spawning stock and recruits may
influence density-dependent feedback for a collection of coexisting species.
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Table 1. Stock-recruitment models considered for our analysis. The seasonal and DSD
models were added for comparison to standard S-R models (Iles 1994).
Stock-Recruitment Models
Model Name

Log-Transformed Model

Random Walk

ln 𝑅𝑅𝑡𝑡 = ln 𝑅𝑅𝑡𝑡−1

N/A

ln 𝑅𝑅𝑡𝑡 = ln ɑ + ƴln 𝑆𝑆

St, St-1

ln 𝑅𝑅𝑡𝑡 = ln ɑ − 𝛽𝛽𝛽𝛽 + ln 𝑆𝑆

St, St-1

ln 𝑅𝑅𝑡𝑡 = ln 𝛼𝛼 + ln 𝑆𝑆 − ln(1 + 𝛽𝛽𝑆𝑆 𝑐𝑐 )

St, St-1

Stock Production
Cushing
Saila-Lorda
Ricker
Beverton-Holt
Shepherd
Seasonal (Quadratic)
Seasonal (Linear)
DSD

ln 𝑅𝑅𝑡𝑡 = ln ɑ + ln 𝑆𝑆

Independent Variables

N/A

ln 𝑅𝑅𝑡𝑡 = ln ɑ − 𝛽𝛽𝛽𝛽 + ƴ ln 𝑆𝑆

St, St-1

ln 𝑅𝑅𝑡𝑡 = ln 𝛼𝛼 + ln 𝑆𝑆 − ln(1 + 𝛽𝛽𝛽𝛽)

St, St-1

ln 𝑅𝑅𝑡𝑡 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆2 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑏𝑏

Season2, Season

ln 𝑅𝑅𝑡𝑡 = 𝐷𝐷𝐷𝐷𝐷𝐷 + 𝑏𝑏

DSDt

ln 𝑅𝑅𝑡𝑡 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑏𝑏
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Season

Table 2. Population dynamics models that were considered for our analyses (Dennis and
Taper 1994). The response variable was changed from changes in population abundance
(Nt+1/Nt) to changes in recruit abundance (Rt+1/Rt). This represents changes in the
recruitment rate.
Population Dynamics Models
Model Name

Recruitment Model

Random Walk

ln

Exponential Growth
Ricker
Gompertz
DSD

𝑅𝑅𝑡𝑡+1
𝑅𝑅𝑡𝑡
= ln
𝑅𝑅𝑡𝑡
𝑅𝑅𝑡𝑡−1

ln

𝑅𝑅𝑡𝑡+1
= 𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚
𝑅𝑅𝑡𝑡

ln

𝑅𝑅𝑡𝑡+1
= 𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 + 𝛽𝛽𝛽𝛽
𝑅𝑅𝑡𝑡

ln

𝑅𝑅𝑡𝑡+1
= 𝐷𝐷𝐷𝐷𝐷𝐷𝑡𝑡 + 𝑏𝑏
𝑅𝑅𝑡𝑡

ln

𝑅𝑅𝑡𝑡+1
= 𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚 + 𝛽𝛽 ln 𝑥𝑥
𝑅𝑅𝑡𝑡
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Independent Variables
N/A
N/A
Rt, Rt-1, St, St-1
Rt, Rt-1, St, St-1
DSDt

Table 3. Estimates for the density-independent (α) and -dependent (β) terms for our S-R
models. Estimates of β were set to zero if a density-independent model was selected.
N/A was assigned to the recruit-per-spawner term if a seasonal or hydrology model was
selected (Season, Season2, DSD).
F. chrysotus

G. holbrooki

H. formosa

L. goodei

P. latipinna

Site

α

β

α

β

α

β

α

β

α

β

α

β

SRS 06

15.69

19.47

1.96

0.65

0.14

0.81

0.39

0.40

3.42

0.37

0.49

0.62

SRS 07

0.78

0.49

2.01

0.84

0.17

0.0

13.81

34.09

1.70

0.18

0.63

0.80

SRS 08

9.96

29.38

4.39

0.78

0.11

0.84

N/A

0.0

0.90

0.79

0.23

0.55

SRS 23

22.40

50.49

1.60

0.77

0.08

0.65

0.42

0.46

3.00

2.23

0.28

0.60

SRS 37

5.46

25.54

4.11

0.44

0.30

0.82

2.37

2.46

1.18

0.88

0.15

0.71

SRS 50

N/A

0.0

0.86

0.80

0.01

0.26

N/A

0.0

0.30

0.79

0.17

0.61

TSL CP

0.52

0.61

0.50

0.73

0.05

0.49

0.78

0.42

1.27

0.0

1.68

98.17

TSL
MD

0.57

0.57

4.13

1.57

0.12

0.76

0.55

0.58

1.97

0.13

N/A

0.0

TSL
MDsh

0.32

0.57

0.61

0.67

0.06

0.51

N/A

0.0

0.95

0.92

1.33

31.46

TSL TS

15.73

58.95

0.67

0.58

0.07

0.61

0.84

0.56

1.41

0.86

1.41

40.26

TSL
TSsh

0.57

0.61

0.58

0.75

0.02

0.31

6.81

14.52

1.31

0.0

2.32

269.46

WCA
01

0.48

0.34

1.23

0.73

0.11

0.74

0.51

0.75

4.22

0.89

0.13

0.59

WCA
02

1.02

0.51

1.80

0.0

0.16

0.72

0.83

0.66

3.16

0.32

0.21

0.60

WCA
03

N/A

0.0

2.88

0.62

0.11

0.71

N/A

0.0

0.98

0.0

N/A

0.0

WCA
04

6.39

18.48

1.17

0.85

0.09

0.63

0.40

0.70

4.21

0.53

0.09

0.54

WCA
05

6.67

7.94

2.39

0.14

0.19

0.75

0.92

0.80

3.40

0.40

0.19

0.58

WCA
06

2.11

3.97

2.45

0.27

0.12

0.66

2.34

1.41

2.53

0.34

0.15

0.58

WCA
07

3.16

2.11

3.80

0.30

0.14

0.74

0.49

0.58

1.32

0.29

0.84

0.86

WCA
08

4.78

10.12

3.26

0.44

0.08

0.59

3.37

6.74

1.57

0.56

0.54

0.70

WCA
09

1.33

3.47

2.11

0.21

0.18

0.74

2.47

7.60

1.10

0.32

0.20

0.63

WCA
10

2.15

3.70

2.76

0.43

0.10

0.67

5.71

12.60

0.79

0.83

0.21

0.65
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J. floridae

Table 4. Partial correlations for each parameter included in our Type III S-R regressions.
Correlations were averaged based on disturbance intensity (Mean +/- SE). Correlations
for β are missing if a density-independent model was selected.
Species

F. chrysotus

G. holbrooki

H. formosa

J. floridae

L. goodei

P. latipinna

Parameter

Short

Intermediate

Long

Season2

0.01 (0.01)

0.01 (0.01)

0.02 (0.01)

Season

0.03 (0.01)

0.01

0.01

Adult Stock

0.05

0.37

N/A

β

0.03 (0.01)

0.07 (0.02)

0.08 (0.02)

Interaction

0.04 (0.02)

0.10 (0.04)

0.06 (0.03)

Season2

0.03 (0.01)

0.01

0.05 (0.02)

Season

0.05 (0.02)

0.03 (0.01)

0.02 (0.01)

Adult Stock

N/A

N/A

0.73

β

0.08 (0.05)

0.17 (0.05)

0.41 (0.14)

Interaction

0.05 (0.02)

0.03 (0.01)

0.03 (0.01)

Season

2

0.03 (0.01)

0.04 (0.02)

0.12 (0.01)

Season

0.03 (0.02)

0.03 (0.01)

0.05 (0.01)

Adult Stock

N/A

N/A

N/A

β

0.17 (0.04)

0.38 (0.03)

N/A

Interaction

0.16 (0.09)

0.21 (0.04)

0.35 (0.05)

Season2

0.03 (0.01)

0.02

0.03 (0.01)

Season

0.07 (0.03)

0.01

0.02 (0.01)

Adult Stock

N/A

0.10

N/A

β

0.08 (0.03)

0.07 (0.01)

0.05 (0.02)

Interaction

0.04 (0.03)

0.06 (0.03)

0.03 (0.01)

Season

2

0.02 (0.01)

0.03 (0.01)

0.03 (0.01)

Season

0.02 (0.01)

0.03 (0.01)

0.03 (0.01)

Adult Stock

N/A

0.59 (0.14)

0.73 (0.02)

β

0.21 (0.01)

0.06 (0.05)

0.05 (0.02)

Interaction

0.03 (0.01)

0.04 (0.02)

0.01 (0.01)

Season2

0.04 (0.03)

0.01 (0.01)

0.01 (0.01)

Season

0.10 (0.05)

0.06 (0.01)

0.02 (0.01)

Adult Stock

N/A

N/A

N/A

β

0.03 (0.02)

0.19 (0.07)

0.18

Interaction

0.16 (0.08)

0.18 (0.05)

0.20 (0.05)
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Table 5. Partial correlations for each parameter included in our Type III population
models. Correlations were averaged based on disturbance intensity (Mean +/- SE).
Species

F. chrysotus

G. holbrooki

H. formosa

J. floridae

L. goodei

P. latipinna

Parameter

Short

Intermediate

Long

Season2

0.01 (0.01)

0.03 (0.02)

0.01

Season

0.01

0.01

0.01

β

0.12 (0.03)

0.10 (0.02)

0.16 (0.02)

Interaction

<0.01

0.03 (0.01)

0.02 (0.01)

Season2

0.04 (0.04)

0.05 (0.02)

0.01 (0.01)

Season

0.03 (0.03)

0.03 (0.02)

0.01

β

0.17 (0.03)

0.15 (0.03)

0.19 (0.04)

Interaction

0.02 (0.01)

0.02 (0.01)

0.03 (0.01)

Season2

0.02 (0.01)

0.03 (0.01)

0.03 (0.01)

Season

0.02 (0.01)

0.01 (0.01)

0.01 (0.01)

β

0.06 (0.04)

0.04 (0.01)

0.12 (0.03)

Interaction

0.03 (0.01)

0.02 (0.01)

0.02 (0.01)

Season2

0.03 (0.01)

0.02 (0.01)

0.01 (0.01)

Season

0.03 (0.01)

0.01

0.01

β

0.20 (0.04)

0.20 (0.03)

0.13 (0.03)

Interaction

0.03 (0.01)

0.05 (0.01)

0.04 (0.01)

Season2

0.08 (0.03)

0.09 (0.01)

0.01 (0.01)

Season

0.04 (0.02)

0.07 (0.01)

0.01

β

0.05 (0.02)

0.11 (0.04)

0.04 (0.01)

Interaction

<0.01

0.04 (0.02)

0.01 (0.01)

Season2

0.03 (0.03)

0.02

0.01

Season

0.05 (0.03)

0.02 (0.01)

0.01 (0.01)

β

0.07 (0.03)

0.04 (0.01)

0.09 (0.02)

Interaction

<0.01

0.01 (0.01)

<0.01
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Figure 1. Boxplots describing the strength of evidence for each species across all 21
study sites. The strength of evidence was calculated by summing the Aikake weights
(AICw) for all density-independent and -dependent models respectively.
Figure 2. The log10-transformed evidence ratios (LER) for the stock-recruitment models.
This includes the Random Walk (RW), density-independent (EX St), lagged densityindependent (EX St-1), Seasonal models (SE), DSD model (HY), density-dependent S-R
models (DD St), and lagged density-dependent models (DD St-1). B) LER’s for the
population dynamics models. This includes the density-independent models (DI), days
since last dry down (DSD), and density dependent models (DD). DD models are
separated based on the independent variable used (Rt, Rt-1, St St-1).
Figure 3. Bar graph describing the significant parameters for our Type III stockrecruitment analysis. A) Density-independent models and B) Density-dependent models.
Figure 4. Bar graph describing the significant parameters for our Type III population
dynamics model.
Figure 5. A) Scatterplot showing the relationship between the CV of hydroperiod and the
density-independent stock-recruitment parameter (α) for L. goodei. B) Scatterplot
showing the relationship between the CV of hydroperiod and the steepness of the S-R
relationship (h) for L. goodei. Estimates were calculated based on the best model at each
site (∆AIC=0).
Figure 6. A) Scatterplot showing the relationship between the CV of Hydroperiod and the
strength of density-dependence for J. floridae. B) Model predicted values for the
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relationship between the CV of Hydroperiod and the strength of density-dependence.
Estimates for β were taken from the best model at each site (∆AIC=0).
Figure 7. A) Scatterplot from our Type III regressions showing the relationship between
the CV of Hydroperiod and the strength of density-dependence for F. chrysotus. B)
Model predicted values for the relationship between the CV of Hydroperiod and the
strength of density-dependence. Estimates for β were taken from the best model at each
site using Type III Sum of Squares (∆AIC=0).
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CHAPTER IV
SPEED AND DIRECTEDNESS PREDICT COLONIZATION SEQUENCE POSTDISTURBANCE
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Abstract
1. Trait-based analyses of communities has advanced our ability to predict patterns
of community assembly, but critical traits related to movement have yet to be
identified beyond a theoretical context. It is not clear if two historically modeled
traits, speed and directional bias (directedness), can describe animal dispersal in a
nature.
2. We hypothesized that these two behavioral traits can predict the order of
colonization by fishes in a complex landscape. Colonization patterns following
hydrological disturbance were documented in a 20-year multi-site time series of
marsh fish in the Florida Everglades (U. S. A.), and we evaluated the ability of a
model parameterized only with speed and directedness to predict these patterns.
3. We characterized directedness and field swimming speed previously using
encounter samplers. The critical swimming speeds (UCRIT) for six fish common in
the Everglades were estimated using endurance tests. We incorporated both speed
and direction into several Agent Based Models (ABM’s) to simulate dispersal
following disturbance. Six virtual “species”, with varying levels of directedness,
“swam” in an artificial environment to reach a refuge habitat. The time of first
arrival for each species was saved at the end of each run and used to calculate the
probability of arrival order. We used our UCRIT and field-estimated swimming
performance to match simulated results to colonization order observed in the
field.
4. Our simulated results generated predictions on order of arrival consistent with
observed colonization patterns in our long-term dataset. Over 500 drying events
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were analyzed and revealed a consistent pattern (first to last: Jordanella floridae,
Gambusia holbrooki, Fundulus chrysotus, Lucania goodei, Heterandria formosa,
and Poecilia latipinna). Swim tunnel results revealed that fast (high UCRIT)
estimates were characteristic of early colonizing species; whereas, slow (low
UCRIT) estimates were characteristic of late colonizing species. In simulations,
directional bias better predicted order of arrival than speed, though both
parameters contributed to prediction.
5. This study demonstrated that two behavioral traits were adequate to predict the
order of species colonization post-disturbance in a large and complex wetland
ecosystem. These results support the use of relatively simple models to generate
realistic community assembly dynamics.

Keywords: Agent Based Modeling; critical swimming speed; diffusion model; dispersal;
functional traits; primary succession; sequential colonization; wetland
Introduction
The order of species arrival post-disturbance (sequential colonization) is
hypothesized to be a critical factor in successional dynamics following intense
disturbance (Spiller, Schoener & Piovia‐Scott 2018). Sequential colonization can lead to
priority effects that provide a competitive advantage to early colonizing species over later
ones (Symons & Arnott 2014). Early arrivals may block or inhibit colonization of later
arriving species by monopolizing newly available resources (Fraser, Banks & Waters
2015; Fukami 2015). Although strong dispersal potential is believed to cause these
priority effects (Waters, Fraser & Hewitt 2013), trait-based studies investigating the key

105

traits leading to sequential colonization and early arrival following disturbance are
lacking.
Ecological studies classify movement into three modes: passive; diffusive; and
directed (Possingham & Roughgarden 1990; Tilman & Kareiva 1997). Passive
movement, the spread of organisms by means of outside forces, characterizes
displacement by stochastic or deterministic processes such as currents or winds (Okubo
1994). Diffusive spread and random walks describe non-directional organismal
movement through a landscape (Skellam 1951; Reynolds & Rhodes 2009). Movement is
characterized as a series of ‘steps’ when the animal displaces itself in a unitary direction
and speed before beginning a new step at a randomly selected angle from the previous
one. Some random dispersal models, such as Levy flights, vary step lengths by varying
time traveled in the step at a constant rate or by varying movement rate at a constant time
in the step. Finally, organisms display directed movement, or taxis, by responding to
environmental cues and moving directionally in response to stimuli (Armsworth &
Roughgarden 2005). Although evidence for directed movement is increasing (Nams
2006; Goss, Loftus & Trexler 2013; Hoch et al. 2015), much of our understanding of the
implications of movement on ecological dynamics is based on random movement of
various forms (Méndez, Campos & Bartumeus 2016).
Functional trait-based mechanistic models have gained interest as tools to
improve predictions of community composition and diversity (Cadotte et al. 2015).
Foundational ecological models identified two traits to describe movement, directional
bias (directedness or turning angle) and speed (Fisher 1937; Skellam 1951), but no study
has investigated if these two historically modeled traits are adequate to describe animal
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dispersal and colonization order in nature as it relates to community assembly. Most
studies rely on the comparison of step length distributions to those predicted by models
such as Levy flights (Viswanathan 2010) creating a need for trait-based mechanistic
analyses of movement patterns in field conditions (Hays et al. 2016). Species persistence
in fluctuating environments may be dependent on their mode of dispersal (Johst, Brandl
& Eber 2002), yet studies seldom quantify dispersal-specific traits for assemblages of
coexisting organisms.
Functional variation in dispersal traits plays a central role in some theoretical
depictions of metacommunity dynamics and spatial partitioning of biodiversity (e.g.,
dispersal-competition trade-offs in patch dynamics models: Leibold and Chase 2018).
The relative mix of species with random and directed movement may maintain
biodiversity since random movement supports both ƴ and ɑ diversity, while directed
movement tends to support β diversity via local coexistence and niche partitioning,
respectively (Armsworth & Roughgarden 2005). It is still unclear how interspecific
variation in movement strategies influences the rates at which species colonize newly
available habitats and their role in early successional dynamics beyond a theoretical
context (Cote et al. 2017; Jeltsch et al. 2017). We are aware of no animal study (but for
plants, see Campbell et al. 2003) that has directly described or linked the range of
movement traits in a regional pool of species to colonization rates for a collection of
coexisting species post-disturbance.
In this paper, we explore the predictive power of information on species’ dispersal
traits in a field setting with extensive time-series data on community reformation
following disturbance. We developed a framework to determine how interspecific
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variation in movement traits relate to colonization success by screening a group of coexisting species for their speed (maximum critical swimming speed) and directedness.
This study coupled functional analyses of swimming performance with a simple model to
predict the order of species re-colonization of sites following disturbance. We then
evaluated those predictions with a 20-year dataset on recolonization patterns in a complex
floodplain ecosystem, the Everglades of Florida, U.S.A.
Methods
Study Site and Species
The freshwater marshes of the Florida Everglades experience seasonal rainfall
patterns with an annual dry (November-May) and wet (June-October) period (Ogden et
al. 2005), with seasonal inundation a direct result of rainfall and recession caused by
drainage and evaporation of surface water (Fennema et al. 1994). The persistence of fish
communities in these landscapes is facilitated by the hydrologic connectivity between
permanent and ephemeral habitats. This results in temporal shifts of fish densities,
causing these organisms to immigrate in with flooding or emigrate out when drying or
face desiccation (Trexler, DeAngelis & Jiang 2011). Furthermore, flow velocity is
consistently low (<3 cm/s) (Larsen et al. 2011) and colonization following inundation is
driven primarily by changes in movement behaviors (Larsen et al. 2011; Hoch et al.
2015).
From 1996 and 2016, we collected fish using a 1-m2, 2-mm mesh, throw trap
following a standard protocol (Jordan et al. 1997) at 21 monitoring sites in the
Everglades, Florida, U. S. A (Fig.1). Six sites were in Shark River Slough (SRS), five in
Taylor Slough (TSL), and 10 in Water Conservation Areas (WCA) 3A and 3B. Samples
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were collected at each site in five months of each year (July, October, December,
February, and April) to characterize a ‘water year’ from the wet season (begins in May)
to dry season (begins December). Each site consisted of three plots, except for shorthydroperiod sites in TSL (MDsh and TSsh), which had two plots each. Five (WCA 3A
and 3B) or seven (SRS, TSL) throw trap samples were collected within each. Plots
located in WCA 3A and 3B yielded 25 samples per year (5 throws x 5 sample events),
while plots in SRS and TSL yielded 35 samples per water-year (7 throws per plot x 5
sample events). Throw locations within each plot were determined using a random
number table. After securing the trap, floating vegetation (non-rooted vascular plants and
periphyton mat) was quantified and cleared before fish were removed following a
standardized protocol of sweeps with a bar seine and dip nets. Vertebrate organisms
were euthanized using a solution of MS-222 and ambient marsh water (Nickum et al.
2004). There is no evidence of visitor impact on these long-term study sites, possibly
because marsh plants re-grow quickly and periodic marsh drying overwhelms sampler
impacts on vegetation and soil (Wolski et al. 2004). Additional information on the study
sites and sampling design are described in detail in other publications (Busch & Trexler
2003; Trexler, Loftus & Perry 2005; Porter 2010).
This study focused on the six most abundant marsh fish species at all study sites.
These include three members of the Poeciliidae: Gambusia holbrooki (Eastern
Mosquitofish), Heterandria formosa (Least Killifish), and Poecilia latipinna (Sailfin
Molly), two members of the Fundulidae: Lucania goodei (Bluefin Killifish) and Fundulus
chrysotus (Golden Topminnow), and one member of the Cyprinodontidae: Jordanella
floridae (Flagfish). These species can be further classified based on three distinctive life

109

history strategies related to recovery following drought: rapid recovery and sustained
high density (G. halbrooki), rapid recovery followed by a decline in density (J. floridae),
and slow recovery over time (L. goodei, H. formosa, P. latipinna). These have been
described in detail in other publications (DeAngelis, Trexler & Loftus 2005; Trexler,
Loftus & Perry 2005). Furthermore, the relative importance of local reproduction in
recovery patterns of these populations in response to drought is poorly understood, but
cannot explain some of the previously discussed life history patterns (Goss, Loftus &
Trexler 2014). Differences in colonization potential between these six species is driven
primarily by immigration and not local reproduction.
Colonization Patterns
We analyzed a 20-year time-series dataset to determine the colonization patterns
following re-inundation at 21 long-term monitoring sites. To determine when a habitat
became re-inundated, hydrology data were extracted from the Everglades Depth
Estimation Network (EDEN). EDEN uses water-surface models to interpolate measured
water depths at monitored gauges to estimate daily water depth at our study sites (Telis
2006; Liu et al. 2009). We used these data to create a count variable, days since the site
was last dry (DSD), which records the cumulative number of days since gauges recorded
a water depth <5 cm for each sampling event. At 5 cm, only a slurry of organic matter
remains, and fish generally suffocate in the low oxygen conditions and organic matter
blocking their gills. We used plot-level data as replicates. All data collected prior to the
first detectable drying event were not considered because colonization time could not be
estimated. Plots lacking a disturbance event were also excluded from our analyses. We
then determined all samples that were collected between disturbance events and recorded
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the presence or absence of each species in these samples. Using temporal tabulations of
species presence (count>0) or absence (count=0), we recorded the cumulative number of
sample periods that each species was absent prior to first detection following marsh reflooding.
We hypothesized that regional fish density was correlated with the time to recolonize a site following drought. To test this hypothesis, we calculated three metrics of
density: density at first arrival post-drought, average density while inundated, and
maximum density while inundated. Densities were calculated using the abundance of
fish in each of the 5-7 1-m2 throw trap samples while sites were inundated. We first
determined the initial density of fish (density at first arrival) by calculating the density
when fish were initially present following inundation. Mean density while inundated was
calculated by averaging the densities for all samples collected between successive drying
events. Furthermore, we determined the peak density during inundation to determine if
early colonization was related to increased population size (maximum density while
inundated). Spearman’s rho, a nonparametric correlation, was used to document the
relationship of recolonization patterns and density metrics. For statistical analyses, a
species was assigned a colonization time equal to the maximum number of samples
collected following a disturbance when no specimens of the species were collected. This
ensured that these species received the highest rank possible, even when accounting for
ties. Spearman’s rho was calculated separately for each drying event using the rank order
of arrival time and each metric of density (density at first arrival post-inundation, average
density, maximum density). These, and all other analyses, were conducted using SAS 9.4
(Insititute 2012).
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We also calculated arrival order at each site by species. To determine arrival
order, we ranked each species’ arrival time (earliest=1, latest=6) and addressed ties by
assigning the lowest rank for all species with the same arrival time. Ties occurred when
species first arrived at the same sample event. To avoid fractional orders of arrival, a
rank of 1 was associated with all species that arrived first to ensure a range of whole
numbers from 1 to 6. We then used these ranks to calculate arrival probabilities, or the
proportion of drying events where a species arrived at each arrival order, for each species
by using the following formula:
(1)

pi =

𝑋𝑋𝑖𝑖
𝑛𝑛

where pi is the probability of arrival, Xi is the number of drying events where a species
arrived in the ith order, and n is the number of drying events in the time series.
Quantifying Swimming Speed
We estimated critical swimming speed (UCRIT), or the maximum sustained aerobic
speed, as a metric of fish swimming ability (Plaut 2001). We hypothesized that the
maximum aerobic speed would be physiologically limiting and one species-specific
aspect of colonization potential. To investigate interspecific variation in UCRIT, adult and
juvenile fish for each species were collected from the Everglades using a dip net and
transported to an indoor wet lab at Florida International University, Miami, FL. All fish
were housed in 75.7-l aquaria under a 12/12 photoperiod. Individuals were fed
Tetramin® once daily prior to each trial. Species were allowed 3-4 days to recover from
stress caused by transport and transplantation into laboratory aquaria. Individual fish
were then placed in a Blazka-style swim chamber (Blazka, Volf & Cepela 1960) and
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allowed to acclimate at low-flow speeds (2-6 cms-1 or 1-3 BLs-1) for 30 minutes to induce
rheotaxis. Following the acclimation period, flow velocity was increased by 2 cm/s every
5 minutes until the individual could no longer swim against the current and was swept
backward onto the meshed end of the chamber. Fatigue was assessed when an individual
could no longer maintain its position against the flow and did not respond to stimulation
for three consecutive attempts. Aeration was placed at the downstream end of the flume
to ensure that the water was properly oxygenated and not a limiting factor during each
trial. Both the final velocity and the time until exhaustion at the final velocity were
recorded. The critical swimming speed was then calculated using the formula:
UCRIT=U+[Ui*(t/ti)]

(2)

where Ui is the velocity increment (2 cm/s), ti is the time increment (5 minutes), U is the
final velocity a fish swum for the full 5 minutes, and t is the time swum at the final
velocity (Plaut 2001).
The critical swimming speed was evaluated for 20 juveniles and 20 adults of
varying lengths (approximately one individual per mm in length) of each species (n=40
per species). The size range selected for each species was based on the observed size
range of specimens within the 20-year time series. Time in captivity and time since last
feeding were also assessed to determine any influence that these variables may have on
estimated critical swimming speed. Furthermore, no fish that were housed for more than
12 days were used to prevent domestication of housing and feeding conditions. We used
an ANOVA to evaluate differences in species’ swimming ability. A post-hoc Tukey’s
pairwise comparison was used to group each species into high, moderate, or low dispersal
capacity based on their respective UCRIT. Furthermore, we used absolute speed (cm/s),
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not relative speed (body lengths per second, BLs-1), for our analyses since the objective
was to determine which species would arrive first based on speed.
Using Agent Based Models to Simulate Dispersal
Previous studies have indicated that these species vary in their level of
directedness in response to changing hydrology (Obaza, DeAngelis & Trexler 2011;
Hoch et al. 2015). To investigate the effects of both swimming speed and direction on
dispersal potential, we created a series of ABM’s that incorporated both our laboratory
estimates of speed and previously described estimates of directedness (Grimm et al.
2006). We created an artificial environment in a computer-generated world using
Netlogo 5.3.1 (Wilensky 1999). This virtual environment was scaled to the speeds
estimated from swimming performance study to simulate long-distance dispersal of these
fish (Baber et al. 2002; Hohausová, Lavoy & Allen 2010). This limited the environment
to a 3.52 km2 (2000 m X 1760 m) fully connected virtual world consisting of a
homogenous landscape designed to avoid the complexity that would be posed by a
variety of habitat types and preferences. Further, we assigned coordinates in our world to
correspond to the cardinal plane (North=0o, East=90o, South=180o, and West=270o). A
refuge habitat simulating a canal or alligator pond was created and located 1,000 m due
north of the initial habitat (Fig. 1).
We created virtual individuals (agents) to swim in our artificial marsh habitat to
simulate the movement of individual fish in a marsh that is drying. Six virtual “species”,
each with varying levels of directedness, were created at a density of 1-individual per m2
(100 individuals for each species). This standardized the results of our simulations to
reflect only changes in speed and directedness since field results indicated colonization
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time was independent of density (see Results). Each individual was assigned a random
heading and placed within an artificial habitat (100 m2, 10 m X 10 m) located 1,000-m
due south of the refuge habitat. Directedness was manipulated by restricting the heading
of each species to regions of the cardinal plane. This reduced the range of motion for
each of the six species to 180o (most directed), 225o, 270o, 315o, 330o, and 360o (least
directed) respectively (Table 1). Individuals were programmed to re-orient themselves
within 20o opposite of the restricted region when approaching their respective restricted
movement area. This corresponds with the maximum turning angle that fish can maintain
within a 1-second period (Domenici & Blake 1997).
We generated a series of movement commands following each tick (Netlogo unit
of time) for every individual to follow until they reached the refuge habitat. To simulate
real time, we equated 1 tick to 1 second of real time. Initially, each individual was
programmed to make a turn randomly selected from a normal distribution (μ=0, σ=10)
prior to moving forward. We assigned right turns to positive values and left turns to
negative values of this distribution. Therefore, a turning angle of -10 corresponds to the
fish turning left ten degrees. Following each turn, individuals moved forward a distance
randomly selected from an exponential distribution of mean μ. We specifically tested
speeds in 3 cm/s increments (μ=9, 12, 15, 18, 21, and 24 cm/s) based on interspecific
variation in UCRIT derived from this study. The exponential distribution was selected
because of its resemblance to prolonged swimming speed curves (Fisher & Bellwood
2002). The objective for each species was to swim for 12 hours (43,200 ticks) and reach
the refuge habitat located 1,000 m north. Therefore, individual simulations ran for
43,200 ticks in simulated time to correspond with a 12/12 photoperiod.
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Netlogo’s program BehaviorSpace was used to model every speed/directionality
combination (six speeds, six levels of directedness, 66 or 46,656 simulations). To
account for the stochastic nature of the random-number generators in our speed and
turning angle variables, we replicated each scenario 10 times, for a total of 466,560 runs.
Summary statistics (mean, minimum, maximum, standard deviation) for the time at first
arrival, abundance at each microhabitat, and average distance traveled were saved at the
end of each run. We then averaged the time at first arrival for the 10 replicates and
calculated the probability of arrival order, or the proportion of each simulated run that a
species arrived in a particular order, using the following formula:
𝑋𝑋
pi = 𝑛𝑛𝑖𝑖

(3)

where pi is the probability of arrival, Xi is the number of simulated runs that a species
arrived in the ith order, and n is the total number of simulated speed/directedness
combinations (n=46,656). We then calculated Kendall’s Tau (τ), a nonparametric
correlation test, to compare the arrival probabilities between our observed and simulated
data. We considered significance at both α=0.10 to account for the small sample size in
these comparisons (n=6).
Results
Colonization Patterns
Our analysis revealed 536 drying events at 51 plots throughout the 20 years of this
study (0-19 disturbance events per plot). Seven plots experienced no drying events and
were removed from further analyses. Of the 536 drying events, >70% of observed
recolonizations were independent of density regardless of the density metric used. These
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results also revealed that early colonization did not lead to higher density for any species.
The rank of inter-specific arrivals at re-inundated plots was highly repeatable (Table 2).
Three species (L. goodei, H. formosa, P. latipinna) consistently recovered slowly
following disturbance and often required multiple sampling events post re-flooding
before they re-appeared. In contrast, this was rare for early colonizing species (G.
holbrooki, J. floridae, F. chrysotus), which regularly returned in a few weeks postdisturbance.
Quantifying Swimming Speed
Our analyses revealed that subtle differences in prolonged swimming speed were
enough to differentiate species based on their speed/endurance. Our ANOVA model
revealed these differences in swimming speed (4-6 cm/s between groups) to be
significantly different (F5, 234 =20.09, p<0.001). A post hoc Tukey test using pairwise
comparisons revealed three distinctive swimming speed groups in the six species (Fig. 3).
Three species (G. holbrooki, J. floridae, F. chrysotus) had faster/higher endurance
(UCRIT>=19 cm/s) than the other three species; whereas, two species (L. goodei, H.
formosa) had the lowest speed/endurance (UCRIT <=13 cm/s). One species, P. latipinna,
had speed/endurance estimates that were similar to both F. chrysotus and H. formosa,
indicating an intermediate species with moderate speed/endurance (19 cm/s > UCRIT > 13
cm/s). Furthermore, our estimates of UCRIT were consistent (Mean Difference: 10.13 +/3.26) with indirect estimates in the field using encounter samplers. This revealed that
individuals with high UCRIT estimates also had high indirect measures of speed estimated
in the field, though UCRIT estimates were generally higher (Table 3). Analyses also
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revealed that interspecific differences in swimming speed were not influenced by our
housing or feeding conditions.
Using Agent Based Models to Simulate Dispersal
Our ABM’s simulated over 466,560 different artificial disturbance events and
produced arrival probabilities based on different speed/directedness combinations. The
outcomes revealed that faster, more directed individuals were more likely to reach a
habitat first compared to slower, non-directed ones. The fastest/most directed individuals
were the first to arrive; whereas, the slowest/least-directed individuals were among the
last. Although our simulations revealed that the most directed individuals were most
likely to arrive earlier, traveling at slower speeds hindered their overall colonization time.
Interspecific trends (rows) in simulated arrival probabilities (Table 4) were highly
correlated (τ=0.55-0.89, Mean τ = 0.73+/-0.05) with observed species arrival probabilities
from field data; however, intraspecific trends (columns) in arrival probabilities were
weakly correlated (Table 2). Overall, the arrival probabilities calculated from both our
field data and ABM’s were significantly correlated (τ=0.31, p<0.05).
Our ABM’s revealed that reduced speed and/or directedness hindered a species’
overall colonization time. Model results revealed changes in arrival order between the
fastest/most directed individuals (first), slower/less directed individuals (second through
fourth), and the slowest/least directed individuals (fifth through sixth) post-disturbance
(Fig. 3A-C). We detected a linear increase in the probability of arriving first with
increasing speed; however, we observed a nonlinear increase in first arrival with
increasing directedness (Fig. 4A). This also revealed a sigmoidal relationship between
increasing direction in the proportion of individuals who successfully colonized (Fig.
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4B). This relationship was linear when considering increasing speed, indicating that
arrival is more sensitive to changes in directedness than to changes in speed. Overall, our
simulations revealed that increasing directedness had the greatest impact on improving
species’ arrival order. This determined that increasing speed decreased the probability of
arriving last from 0.03 to 0.02; whereas, increasing directedness decreased the probability
of arriving last from 0.12 to zero. Similar trends were revealed for the probability of
arriving fourth, decreasing from 0.39 to 0.20 (speed alone) and from 0.37 to 0.01
(directedness alone).
Discussion
Early attempts at modeling animal movement evaluated two traits in diffusion
models: speed (distance and time moving in a direction) and turning angle. These
theoretical models have been applied extensively when developing ecological theory
(DeAngelis et al. 2010), and we provide empirical evidence that post-disturbance
colonization of fishes in a complex wetland can be predicted by these two movement
parameters, speed and directedness. We found that speed and directedness, estimated
independently for six fish species from field and laboratory studies, predicted the same
order of recolonization following drought that was observed in a complex wetland over a
20-year period. Our results demonstrate that simple behavioral parameters from a
theoretical model could apply to field settings and parameterize a simple yet predictive
model. The model permitted us to investigate the relative contribution of each movement
parameter to both arrival order and recolonization success and suggested that
directedness has a non-linear relationship with colonization success; increasing
directedness had a greater impact on the probability of early arrival than increasing speed.
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Interspecific variation in movement types contributes to maintenance of
biodiversity and community persistence in disturbed ecosystems (Johst, Brandl & Eber
2002; Armsworth & Roughgarden 2005). Chesson (2000) described trade-offs among
life-history traits, including those related to dispersal, that promote coexistence of
competing species in nonequilibrium communities. Our study provides a detailed
evaluation of traits linked to dispersal by describing interspecific variation in physiology
(speed/endurance) and behavior (directedness). The ABM’s demonstrate that increased
directedness had a greater impact on colonization success than speed. For example, L.
goodei had the lowest UCRIT estimate of all species but colonizes a newly inundated
habitat earlier than both H. formosa and P. latipinna. Previous studies have revealed that
L. goodei, unlike P. latipinna and H. formosa, respond to environmental fluctuations in a
directional fashion (Goss, Loftus & Trexler 2013; Hoch et al. 2015). This species’ lack
of speed was compensated by its ability to respond directionally to a changing
environment and seems to grant it an advantage over faster species. Both P. latipinna
and H. formosa, two non-directed species, often required multiple drying events before
successful re-colonization, apparently because they lack or have limited directed
movement.
As expected, endurance tests revealed critical swimming speeds to be greater than
ambient speeds estimated in nature using drift fences. However, the rank order of critical
swimming speeds were consistent with ambient speeds estimated in the field. For
example, laboratory estimates revealed that J. floridae, G. holbrooki, and F. chrysotus
were among the fast/high endurance species. Indirect estimates of speed derived from
field data revealed that these three species were highly active and among the fastest of the
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six species (Obaza, DeAngelis & Trexler 2011; Hoch et al. 2015; Bush 2017). Both field
and laboratory data suggest that J. floridae and G. holbrooki are high endurance species
that respond directionally to changing hydrology. Several studies have also described the
rapid colonization potential of these two species (DeAngelis, Trexler & Loftus 2005), and
our models have demonstrated that their ability to rapidly colonize is directly related to
physical endurance and directedness in movement. Additionally, our ABM’s described
species with low first-order arrival probabilities that were associated with slow, nondirected species. This was consistent with field data that described species with a life
history associated with slow recovery following inundation (H. formosa, P.
latipinna).Spatial dynamics and dispersal have become a central theme in ecological
studies and models (Bowler & Benton 2005). Understanding persistence of aquatic
animals in wetlands, dryland rivers, and floodplains requires a dynamic spatial
perspective (Gibbs 1993; Junk & Wantzen 2004). Refuges from disturbance increase
population resilience and act as a source of recolonization (Poff & Ward 1990). Several
studies have linked dispersal modes from source populations to recolonization success
(Whitlatch et al. 1998; Negrello Filho, Underwood & Chapman 2006). Our work has
demonstrated individual behavioral and/or physiological characteristics are critical for
increased resilience to disturbance on large spatial-temporal scales (Lancaster & Belyea
1997; Matthews 2012). Modeling such complex characteristics on both small and large
spatial scales has proven difficult for ecologists and is hindered by a major gap in our
empirical understanding of the mechanisms of colonization (Patterson et al. 2008).
Although random dispersal has been the predominant movement described in
ecology, there has been increasing integration of directed, or non-random, dispersal into
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ecological theory (Yurk 2016; Row et al. 2017). Advances in movement ecology have
been driven by improved analyses that rely on error-correction, calculation of movement,
and statistical analyses designed for pattern recognition to classify individuals based on
movement types. These statistical approaches require movement data derived from a
variety of sources, such as satellite telemetry, to make inferences on movement patterns
(Fauchald & Tveraa 2003; Austin, Bowen & McMillan 2004; Patterson et al. 2008). Our
models investigated movement from a unique prospective by applying both field and
laboratory estimates of speed and directedness to simulate movement, analyzing possible
outcomes of recolonization, and relating model output to observed recolonization
patterns. Results here describe how behavioral (directedness) and physiological (speed)
characteristics drive movement patterns in a natural setting. These results are
emphasized with the use of both empirical and theoretical approaches to describe
recolonization patterns in a complex landscape. The simplistic nature of our model also
demonstrates that ecological processes can be described by two parameters without the
need for sophisticated statistical analyses.
ABM’s have improved ecologist’s ability to model movement in complex systems
and explore the consequences of interactions among individuals and their environment
(Grimm 1999; DeAngelis & Mooij 2005; Marceau 2008). We believe that the results
from our ABM’s are robust since we were able to compare results from our endurance
tests and simulations to field estimates of speed and arrival order. Our ABM’s provided
an excellent medium to simulate colonization from refuge habitats and produced a simple
model that proved effective in predicting dynamics of recolonization post-disturbance in
a large ecosystem. Input data for our ABM’s were gathered independently from
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laboratory and field observations of speed and directedness were enough to generate
simulated colonization patterns. These results were then comparable to our field
estimates of colonization and revealed that both speed and directedness are capable to
describing complex recolonization patterns.
This study has demonstrated that colonization patterns can be predicted when a
species’ dispersal potential is quantified by estimating both speed and directedness. Also,
we provide evidence that rapid colonization may not be correlated to population size.
Our multi-method approach has improved our ability to understand post-successional
dynamics and the mechanisms that drive biodiversity in spatially-dynamic communities.
However, these models focused solely on the behavioral and physiological aspects of
colonization. Differences in other traits such as fecundity, somatic growth, and
competitive ability may play a vital role in allowing for species coexistence postcolonization (DeAngelis, Trexler & Loftus 2005). Further studies on post-colonization
dynamics are needed to fully understand the drivers of species coexistence and
biodiversity.
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Table 1 Restrictions and characteristics of the six virtual species (agents) used in the
ABM’s. Restrictions on orientation were used to produce varying levels of directedness.

Species
Species 1
Species 2
Species 3
Species 4

Restricted
Orientations
No restriction
180o +/- 15o
180o +/- 22.5o
180o +/- 45o

Range of
Motion
360o
330o
315o
270o

Species 5
Species 6

180o +/- 67.5o
180o +/-90o

225o
180o

Movement Type
Passive Diffusion
Cannot move due South
Slightly directional
Increased directedness; cannot move between
SW and SE
Highly directional
Highly directional; no southern heading

131

Table 2 The arrival probabilities for each species (n=536) estimated from field data
collected post-disturbance (+/- 95% CI). Some species arrived at the same sample event
and were assigned the same ranks; probabilities were calculated by species, so columns
but not rows sum to one.

Species
Arrival
Order

J. floridae

G. holbrooki

F. chrysotus

L. goodei

H. formosa

P.
latipinna

1st

0.88 (0.03)

0.87 (0.03)

0.59 (0.04)

0.52 (0.04)

0.50 (0.04)

0.28 (0.04)

2nd

0.04 (0.01)

0.04 (0.02)

0.06 (0.02)

0.05 (0.02)

0.03 (0.01)

0.01 (0.01)

3rd

0.02 (0.01)

0.06 (0.02)

0.13 (0.03)

0.11 (0.03)

0.07 (0.02)

0.06 (0.02)

4th

0.02 (0.01)

0.03 (0.01)

0.11 (0.03)

0.12 (0.03)

0.14 (0.03)

0.09 (0.02)

5th

0.04 (0.02)

<0.01

0.08 (0.02)

0.12 (0.03)

0.20 (0.03)

0.17 (0.03)

6th

<0.01

<0.01

0.03 (0.01)

0.08 (0.02)

0.06 (0.02)

0.39 (0.04)
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Table 3 Comparison of species dispersal characteristics from both laboratory and field
studies. Direct estimates of speed were calculated following endurance tests (Mean +/SE). Field measures of speed (Mean +/- SE) were estimated using encounter samplers
(Bush 2017). Observed directedness was taken from Hoch et al (2015).

Species

Arrival
Order

Direct Estimate of
Speed (cm/s)

Field Estimate of
Speed (cm/s)

Observed
Directedness

G.
holbrooki

1st/2nd

22.86 +/- 1.05

9.75 +/- 1.21

Directed

J. floridae

1st/2nd

19.23 +/- 0.97

13.25 +/- 2.13

Directed

F.
chrysotus

3rd

20.85 +/- 1.45

6.13 +/- 0.74

Directed

L. goodei

4th

11.94 +/- 0.45

3.82 +/- 0.61

Directed

H. formosa

5th

12.39 +/- 0.59

N/A

Undirected

P. latipinna

6th

16.40 +/- 1.15

7.66 +/- 1.55

Undirected
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Table 4 Arrival probabilities for each species of simulated dispersal using ABM’s and
Kendall’s Rank Correlation Coefficient (τ). Species are arranged left to right by
decreasing levels of directedness. Some species arrived at the same sample event and
were assigned the same ranks; therefore, only column values will sum to one. Kendall’s
Tau is calculated based on comparing values in the same row and columns (Arrival
Order) from Table 2. Two asterisks (**) indicate significance at α=0.05 and single
asterisk (*) indicates significance at α=0.10.

Species
Arrival
Order

Species 6

Species 5

Species 4

Species 3

Species 2

Species 1

Kenda
ll’s
Tau
(τ)

1st

0.65

0.28

0.07

<0.01

0.00

0.00

0.89**

2nd

0.24

0.43

0.27

0.05

0.01

<0.01

0.55

3rd

0.10

0.19

0.42

0.26

0.17

0.09

0.69*

4th

0.01

0.07

0.18

0.50

0.49

0.38

0.73*

5th

0.00

0.03

0.06

0.18

0.31

0.41

0.73*

6th

0.00

<0.01

<0.01

0.01

0.02

0.12

0.77*

Column
τ

0.59

0.69*

0.33

0.00

0.20

0.28

134

Fig. 1 A visual representation of the virtual world for ABM’s created in Netlogo. The
original habitat (striped region) is located 1000m due south of refuge habitat (checkered
region).
Fig. 2 Results of ANOVA with Tukey’s Pairwise Comparisons on interspecific variation
in UCRIT. Three distinct groups were detected (Fast, Intermediate, Slow) and are
indicated by the enclosure of the means in ellipses.
Fig. 3 Three-dimensional plot describing arrival probabilities based on
speed/directedness combinations from the ABM’s for A) Arriving First and B) Arriving
Fourth. The horizontal axes for Figure 3B were rotated 180o to highlight differences
between fast/directed and slow/non-directed. Arrival probabilities were calculated based
on arrival time at the end of each simulated run. C) Observed field probabilities of
arriving first based on a species estimated UCRIT and observed directedness in the field.
UCRIT was calculated from endurance tests. Directed species were assigned a value of 1
and non-directed species a value of 0. Observed field probabilities were calculated based
on species’ arrival times following re-inundation of the habitat (Table 2).
Fig. 4 Probability plots of two metrics of recolonization potential: Speed and
directedness. A) The probability of arriving first based on a species’ level of directedness
(independent of speed) and speed (independent of directedness). B) The proportion of
each individual arriving at the refuge habitat after each run based on a species’ level of
directedness (independent of speed) and speed (independent of directedness).
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Fig. 2
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CHAPTER V
LINKING AGE-SPECIFIC MORTLAITY AND GROWTH RATES TO ANNUAL
CHANGES IN ABUNDANCE AND BIOMASS WITHIN A FLUCTUATING
ENVIRONMENT
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Abstract
Identifying trends in species biomass is important for maintaining sustainable fish stocks
and the management of anthropogenically modified ecosystems. Three key phases have
been identified that are related to fluctuations in biomass production during early life. A
“transitional stage”, the size or age when age-specific mortality is equivalent to weightspecific growth (M’/G’=1), has become an important indicator of recruitment success and
cohort biomass production in sustainable fish stocks. In floodplain and wetland habitats,
hydrology may contribute to biomass loss, but it is unclear how it influences the timing of
this important transitional stage. We evaluated age-specific mortality and growth for six
marsh fishes along a hydrological gradient. Fish were collected for three years at six
hydrologically variable sites for analysis of age-specific growth rates. Individuals were
aged using saggital otoliths and growth models were fit to length-at-age data. We
estimated age-specific mortality by following 10-day cohorts in a 20-year time series of
population density collected at 21 sites in the Everglades. The transitional length/size
was back-calculated using these relationships, log-transformed, and regressed against
annual density and biomass. We compared the transitional length and size to
hydrological variables generated from monitored water gauges at each site. Analysis of
covariance revealed species-specific growth rates were not consistent among sites and
years. On average, variability in mortality was 1.8 to 4.4 times greater than growth and
variability increased as the environment became more stable. The ages and length at the
transition stage also differed among Heterandria formosa (8.82 +/- 0.14 days), Gambusia
holbrooki (14.97 +/- 0.13 days), Lucania goodei (15.82 +/- 0.18 days), Poecilia latipinna
(24.66 +/- 0.77 days), Jordanella floridae (28.17 +/- 0.62 days), and Fundulus chrysotus
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(30.08 +/- 0.46 days). Annual changes in density were inversely correlated with the
transitional age for most observations in the time series; however, there was a weak
inverse relationship between the transition age and population biomass. The strong
relationship with abundance and weak relationship with biomass indicated that there were
periods of high adult recruitment (high abundance, high biomass) versus high juvenile
recruitment (high abundance, low biomass) among sites. The mean transition age
increased as disturbance intensity increased for G. holbrooki, L. goodei, H. formosa;
however, evidence for this was weak for J. floridae, F. chrysotus, and P. latipinna. This
may be caused by life history differences among these species associated with dispersal;
two highly mobile species were less likely to have transitional ages that increase with
disturbance intensity. The transition age is an important indicator of trends in species
biomass and abundance; however, it is necessary to understand how movement strategies
can alter this relationship when applying this information to management practices within
hydrologically variable environments.

Keywords: recruitment; growth; mortality; disturbance; life history, Everglades fishes

Introduction
Investigating the biotic and abiotic controls of recruitment has become an integral
part in understanding the population dynamics of fish species (Hjort 1914; Hjort 1926).
Early life stage survival is the predominant focus of recruitment dynamics, with
hypotheses proposing both density-independent (e. g., Stable Ocean Hypothesis) and
some density-dependent (e. g., Match-Mismatch Hypothesis) processes that act on this
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vulnerable life stage (Cury and Roy 1989; Cushing 1990; Lasker 1981). Environmental
variability tends to control survival rates of the pre-recruit stages and is more influential
at earlier life stages than later ones (Fogarty et al. 1991). Other studies have focused
more on individual growth, with faster growth being associated with better survival and
higher recruitment levels (Beyer 1989; Ware 1975). Further evidence suggests a link
between mortality, growth, and other physiological characteristics that describe a
population’s response to food availability (Beverton and Holt 1957, 1959).
Life cycles can be characterized by three phases during early life related to
fluctuations in biomass production. These phases are related to the ratio of age-specific
growth to mortality (M’/G’), which best describes a species response to food availability
(Cushing 1975). This ratio is most variable at the larval and juvenile stages, with subtle
changes in growth and mortality having large implications on recruitment (Houde 1987).
Cohort biomass tends to decrease when mortality is high relative to growth (M’/G’>1)
and increases when low relative to growth (M’/G’<1). Therefore, the size or age when
M’/G’=1 indicates a transitional phase that serves as an important indicator of potential
recruitment success (Houde 1997). The timing of this transitional age/length can occur at
any life stage, although they are most important in early life when recruitment levels are
set. Fluctuation in species’ growth and mortality rates are crucial to monitoring trends in
species biomass in its implications for maintaining sustainable stocks and management
practices within anthropogenically impacted ecosystems (McClanahan et al. 2015).
Hydrological processes in marine and freshwater ecosystems may contribute to
changes in biomass by dispersing larvae to and from nursery areas or by inducing
movement during drying and flooding events (Boehlert and Mundy 1988; Goss et al.

143

2013). Favorable environments can promote larval growth and survival via enrichment
of the habitat, concentration of prey, and hydrological retention of larvae (Bakun 1996;
Bakun 1998). In floodplain ecosystems, this enhances recruitment by generating newly
created habitats with abundant food sources for fish (Geddes and Puckridge 1989;
Schiller and Harris 2001). Recruitment success of some fish species in inundated habitats
is dependent on both the flood dynamics and life history characteristics that are adapted
to exploit pulses in primary production (Zeug and Winemiller 2008; King et al. 2003).
These adaptive characteristics include synchronization of reproductive strategy and
migratory patterns with hydrology and phenotypic plasticity (Bailly et al. 2008; Denver
1997). It is still unclear how hydrological processes influences the timing of the
transitional size or age linked to recruitment success.
Life history strategies have large implications for population regulation and
fisheries management (Winemiller 2005). Stressful habitats are an integral part of
shaping life history according to theory by favoring strategies to overcome adverse
effects on survivorship, growth, and fertility (Cohen 1966; Rose 1959). These life history
components are linked through complex trade-offs, which ultimately determine agespecific mortality schedules (Bertschy and Fox 1999; Roff 1984). We investigated both
stage-specific mortality and somatic growth rates for several fish species inhabiting a
diverse hydrological gradient. These estimates were compared among sites of varying
hydrological disturbance to determine how hydrology influences life histories. This
permitted us to evaluate how subtle differences in age-specific mortality and growth
influence the transition age/length (M’/G’=1) and recruitment in a pulsed floodplain
ecosystem.
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Methods
Time series data
We used a 20-year time series of population density estimates that was collected
between 1996 and 2016 to explore the controls of recruitment in 6 common marsh fishes
inhabiting the Everglades, Florida, U. S. A. (Trexler et al. 2003). Fish were collected
using a 1-m2, 2-mm mesh, throw trap using a standard protocol (Jordan et al. 1997) at 21
monitoring sites (Supplemental Appendix 1). These sites were distributed in Shark River
Slough (SRS), Taylor Slough (TSL), and Water Conservation Areas (WCA) 3A and 3B.
Samples were collected in five months of each year (July, October, December, February,
and April), with water-year sampling starting in July (early in South Florida wet season)
and ending in April of the following year (late in South Florida dry season). Three or
five plots were selected at each site, and five (WCA 3A and 3B) or seven (SRS, TSL)
throw-trap samples were collected within a plot. Sites located in WCA 3A and 3B
yielded 75 samples per year (3 plots x 5 throws x 5 sample events), while sites in SRS
and TSL yielded 105 samples per water-year (3 plots x 7 throws per plot x 5 sample
events); in dry years requiring helicopter access, 5 throws were taken per plot. The
location of each throw within each plot was determined using a random number table.
Plot sizes varied from 10,000 m2 (100 m x 100 m) to 2,100 m2 (70m x 30 m), depending
on surrounding vegetation and availability of sampleable habitat (Trexler et al. 2003;
Trexler et al. 2002). After securing the trap, floating mat volume (submerged aquatic
vascular plants, periphyton, etc), water depth, and emergent plant stem counts (by
species) were recorded before fish and macroinvertebrates were removed following a
standardized protocol of sweeps with a bar seine and dip nets (Jordan et al. 1997). Long-
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term monitoring at these sites from July, 1996, to April, 2016, (20 water years) yielding
over 20,000 community samples with over 400,000 fish and invertebrates. There is no
evidence of visitor impact on these long-term study sites, possibly because randomization
makes revisiting sampling points unlikely, marsh plants re-grow quickly, and periodic
marsh drying overwhelms sampler impacts on vegetation and soil (Wolski et al. 2004).
From these samples, we report estimates of annual density (individuals/m2), size-specific
mass of individuals of a species (g), and annual biomass (summed mass of all individuals
of the same species in a year, g/m2).
To assure adequate sample sizes for this study, only the six most common fish
species were used. These species were Bluefin Killifish Lucania goodei, Least Killifish
Heterandria formosa, Flagfish Jordanella floridae, Sailfin Molly Poecilia latipinna,
Eastern Mosquitofish Gambusia holbrooki, and Golden Topminnow Fundulus chrysotus.
Age estimates from otolith analyses suggest that the typical lifespan of these species is
much less than one year in the Everglades (Haake and Dean 1983; Konnert 2002). The
age at sexual maturity for these species is between 30 and 90 days, less than or similar to
the time between sequential samples. Thus, the 100 sequential samples in this study (20
years x 5 samples per year) represent between 34 and 51 generations for each species.
Species-Specific Growth Rates
We investigated the effect of hydroperiod on species-specific growth rates by
collecting fish at sites with varying levels of hydrological disturbance. Fish were
collected from two long- hydroperiod (<4 drying events in 20 years, WCA 04 and 05),
two intermediate-hydroperiod (4-12 drying events in 20 years, SRS 07 and WCA 02),
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and two short-hydroperiod sites (>12 drying events in 20 years, TSL MDsh and WCA
03) every October from 2014 to 2016. Historical age-at-length data (collected between
1996 and 2016) for P. latippina, J. floridae, and L. goodei were also available for growth
curve analysis at sites SRS 50, SRS 37, WCA 08, WCA 04, and WCA 05.
Fish standard length (mm), wet mass (g), and sex (male, female, juvenile) were
recorded prior to otolith extraction. Each pair of sagittal otoliths were removed using a
20% bleach solution for 12 females and 12 juveniles. These otoliths were then rinsed
with deionized (DI) water and stored. Otoliths were cleaned of any remaining organic
matter with 90% ethanol, dried, and embedded in Spurr low-viscosity embedding resin
(10g VCD, 26g NSA, 6g DER 736, and 0.4g DMAE (Spurr 1969)). A Spurr-resin block
was created by heating the resin overnight at 70oC. Embedded otoliths were then sanded
down and polished to create a thin section. One side of the otolith was sanded to the
sagittal plane and attached to a microscope slide using CrystalbondTM adhesive. The
remaining side was then sanded and polished to create a thin cross-section which exposed
otolith growth rings. Otoliths were then etched using a 10% HCl solution prior to
counting (Konnert 2002).
To evaluate species-specific growth rates, we considered three popular growth
models to determine which model best fit our age-at-length data. The three candidate
models were the Von Bertalanffy (VBGM), Gompertz (GGM), and Logistic (LGM)
growth models (Kaufmann 1981). Multimodel Inference (MMI) using Akaike
information criterion (AIC) then determined which of the three candidate models best
explained our data (Burnham and Anderson 2004). We then used non-linear least squares
(NLS) with the Newton optimization method to estimate two parameters (growth
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parameter K and t0). L∞ was not estimated using these models but assigned to each species
based on the maximum length observed in the time series (F. chrysotus=80mm, G.
holbrooki=47mm, H. formosa=43mm, J. floridae=55.35mm, L. goodei=44.4mm, P.
latipinna=68mm). These estimates were similar to those used in previous growth studies
on the same species in the Everglades (Haake and Dean 1983). Length-specific growth
rates were then calculated using the differential equation for the best model (∆AIC=0).
Length-mass relationships were calculated using ordinary least squares (OLS) regression
based on log-transformed mass and length data. An Analysis of Covariance (ANCOVA)
was used to compare both the length-at-age and length-mass relationships across sites and
water-years within sites for each species. We substituted model-predicted values of
length as the response variable for the length-at-age data since three different growth
curves were represented.
Species-Specific Mortality
We evaluated species-specific mortality rates by using abundance-at-length data
(catch curves) from a 20-year time series dataset. These data generated catch curves for
each species across each site and water year to estimate the instantaneous mortality rate
(M). Following the methods of Gatto and Trexler (2019), we applied a generalized linear
model to the adult cohorts within the abundance-at-length data to linearize the discretetime model:

(1)

𝑁𝑁𝑡𝑡 = 𝑁𝑁0−𝑀𝑀𝑀𝑀

where Nt is the population size at length l, N0 is the initial population size, and M is the
instantaneous mortality rate (individuals per unit time). We fit a negative binomial error
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distribution because the response variable (cohort abundance) was estimated as integers
(counts). To account for the annual lifespan of these species (<300 days), every wateryear was treated separately by producing a single model for each site by water-year (JulyApril), creating a maximum of 420 (21 sites x 20 water-years) cohort models for each
species (Gatto and Trexler 2019).
Following our length-based approach, we investigated the age-specific mortality
by classifying individuals into several distinct age classes. We accounted for the rapid
life history of these species by generating both 10-day and 30-day cohorts. Preliminary
analysis comparing these revealed that the 10-day cohort analysis was more robust. This
divided the species into 31 different classes instead of 11 unique classes. Age was backcalculated using the age-at-length data by rearranging each growth curve in terms of
length. We then determined the abundance-at-age and calculated the instantaneous
mortality rate (M) for each species at each site and wateryear. Generalized linear models
using a negative binomial error distribution were then applied to cohorts >30 days. To
test the main effects of length/age, site, and water years within sites on cohort abundance,
we applied a generalized linear mix model (GLMM) using a negative binomial error
distribution to our catch curves. We also included the interactions of length/age on both
site and wateryear within site. We used GLMM with a negative binomial error
distribution to model count data (Stroup 2015).
M/G Ratio and the Transitional Size and Age
The length-mass relationships and our estimates of M were used to investigate
changes in the M’/G’ across life history. We evaluated both age and length specific
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changes in the M’/G’ by log-transforming the relationship between stage-specific
survival and mass:

𝑁𝑁𝑠𝑠

(2)

𝑁𝑁𝑠𝑠−1

= 𝑒𝑒𝑒𝑒𝑒𝑒(−𝑀𝑀𝑠𝑠 ) = �

𝑤𝑤𝑠𝑠

𝑤𝑤𝑠𝑠−1

�

−𝑀𝑀/𝐺𝐺

where Ns and Ns−1 are cohort abundances at two stages and Ws and Ws−1 are fish masses
at two stages. Our length-based approach defined subsequent stages (s, s-1) as growing
from one millimeter (s-1) to the next (s). Subsequent age-based stages were defined as
surviving from one 10-day cohort (s-1) to the next (s). Our estimates of M were
substituted for Ms, and both Ws and Ws−1 were calculated from length-mass relationships
for each species, site, and water year. Age-based methods used the mass calculated from
the estimated length at the end of each 10-day cohort. The stage-specific mortality rates
were then estimated by multiplying the stage-specific M’/G’ by the stage-specific growth
rate for both age and length-based methods. Since the M’G’ ratio was observed to
decline as a power function of larval mass, we fit a nonlinear model to the M/G as a
function of both age class and length (Houde 1997). We validated these models by
regressing the model-predicted values against the observed values. Finally, the size and
age of the transition stage (M’/G’=1) was calculated by setting M’/G’=1 and solving the
nonlinear model in terms of length or age.
Time Series Analysis
We investigated how the timing of the transition period related to changes in
species abundance and biomass using a 20-year time series data set. The previously
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described methods were used to calculate the age and length-specific M’/G’ ratios for all
sites and wateryears within the time series dataset. For sites and wateryears that were
outside the scope of our growth study, we used length-mass relationships from the
literature to calculate the stage-specific mass (Kushlan et al. 1986). Ages for our agespecific approach were calculated using our age-at-length data when available. We
pooled our length-at-age data for each species and approximated a VBGM to substitute a
growth curve for the remaining sites and wateryears. We found the use of a pooled
growth curve for aging fish could accurately age individual fish based on their length
since the use of 10-day cohorts was very robust.
We used linear regression to determine the relationship between the transition
period and annual changes in abundance for each species. We considered annual biomass
and abundance (response variables) and both the transition age (age M/G=1) and size
(length M/G=1) for each wateryear (independent variable). To account for unequal
sample sizes, we calculated biomass density (g m-2) and species density (individuals m-2)
based on the number of throw trap samples collected that year. These variables were logtransformed and regressed using OLS for each species at each site. We then compared
sites within regions using a nested ANCOVA and tested the interaction among sites and
the transition period for each species.
We investigated the effect of hydrology on the timing of this important life
history characteristic. Hydrology data extracted from the Everglades Depth Estimation
Network (EDEN) were used to determine the number of drying events at each site.
EDEN uses water-surface models to interpolate measured water depths at monitored
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gauges to estimate daily water depth at our study sites (Liu et al. 2009; Telis 2006). We
used these data to create two count variables, days since the site was last dry (DSD) and
annual hydroperiod. DSD records the cumulative number of days since gauges recorded
a water depth <5 cm for each sampling event. At 5 cm, only a slurry of organic matter
remains, and fish generally suffocate in the low oxygen conditions and organic matter
blocking their gills. Annual hydroperiod, a metric of disturbance intensity, records the
cumulative days that water was >5cm within a wateryear. A drying event occurred when
DSDt+1<DSDt indicating a reset of this count variable. Another metric of hydrological
disturbance, disturbance frequency, was calculated based on the number of drying events
that occurred between 1996 and 2016.
To determine the effect of hydrology on the transition stage, we investigated both
disturbance intensity (site hydroperiod) and disturbance frequency (number of drying
events). We regressed the transitional stage against both annual hydroperiod and a
squared term (Hydro2) for each species to determine if annual variation in the timing of
the transition stage was influenced by the number of days a site was inundated. The
coefficient of variation for hydroperiod, a metric of variability in disturbance intensity,
was calculated using the annual hydroperiod for each site across the 20 years of the time
series. This was then regressed against the CV of transition period using OLS to
determine if variability in the transition period was driven by variability in disturbance
intensity. Finally, a general linear model was applied to our data to examine how either
the length or age of the transition stager (response variable) for each species was
influenced by disturbance frequency (independent variable).
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Results
Species-Specific Growth
Our analyses produced 79 different growth models for six species across eight
different sites and six different years. MMI revealed that the VBGM best described our
age-at-length data (∆AIC=0) for most sites and wateryears (76.0%). Model-predicted
values of length were highly correlated with observed values for F. chrysotus (Mean
R2=0.97 +/- 0.002), G. holbrooki (Mean R2=0.96 +/- 0.004), H. formosa (Mean R2=0.95
+

/- 0.01), J. floridae (Mean R2=0.84 +/- 0.04), L. goodei (Mean R2=0.95 +/- 0.01), and P.

latipinna (Mean R2=0.85 +/- 0.05). Our ANCOVA revealed a significant positive
relationship between otolith ring count (e.g. L. goodei, main effect: F1, 497=30,36, p<0.05)
and the model predicted length that differed among sites, and wateryears within a site, for
all six species. The slopes of these relationships were also different among sites (age X
site interaction: F8, 497=136.72, p<0.05) and wateryears within sites (age X wateryears
within sites interaction: F14, 497=82.13, p<0.05). There was insufficient replication in
growth curves for J. floridae (one wateryear per site) to test differences among
wateryears within a site. Observed differences were driven by subtle differences in the
growth parameter K (Table 1). Although we found significant differences in speciesspecific growth rates among sites and wateryears, we did not find any differences in K
among hydroperiods.
We compared 60 different length-weight relationships for four of the six species
in this study. Individual weights were highly correlated with length for all species
included in this analysis (R2>0.89). Our ANCOVA revealed a significant positive
relationship between both individual weight and length for all species. However, the
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regression coefficients of these length-weight relationships were not different among sites
(site interaction: F5,264 =1.06, p=0.38) or wateryears for H. formosa (wateryears within
sites interaction: F6,264 =0.29, p=0.94). Furthermore, the main effects of site were not
significant for H. formosa (F5,264= 0.97, p=0.44) and G. holbrooki (F5,396= 2.05, p=0.07).
We also did not find a significant relationship between the main effect of wateryear
within site for F. chrysotus (F6,264= 1.10, p=0.36) and H. Formosa (F6,264= 0.43, p=0.86).
Species-Specific Mortality
Our length-based approach generated catch curves for all species and allowed us
to estimate length-based instantaneous mortality rates (M). Model-predicted values were
highly correlated with observed values, and we detected no significant lack of fit. The
relationship between abundance and length was significant for all species (p<0.001). The
slope (M) was found to be different among sites and wateryear within sites for G.
holbrooki, J. floridae, and L. goodei. Although we found differences among sites for H.
formosa, we found no differences among wateryears within a site. No significant
interaction was detected for either F. chrysotus or P. latipinna indicating no spatialtemporal differences in the slopes of the catch curves. Our estimates of M were different
among hydroperiods for G. holbrooki and H. formosa (Figure 1A); however, there was
some support for differences among hydroperiods for F. chrysotus and L. goodei (p=0.07
for both species).
Our age-based approach produced different results for each species when
compared to our length-based methods. Similar to length, a significant negative
relationship between abundance and age class was detected for all species. We found
significant temporal variation and spatial variation at both local and regional scales for
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both G. holbrooki and P. latipinna. Significant interactions (p<0.001) for these species
revealed that the slopes of catch curves were different among sites and wateryears within
a site. Although we found a similar pattern with J. floridae, the lack of replication
prevented us from testing differences between wateryears. We detected no significant
interaction between age class and site for both L. goodei (F8,713=1.51, p=0.15) and F.
chrystous (F6,372=1.19, p=0.31) indicating no spatial differences in the slope of these
catch curves. Furthermore, no significant interaction between age class and wateryear
was found for H. formosa (F6,372=1.37, p=0.23) and F. chrystous (F6,372=1.46, p=0.19).
Annual estimates of M also varied for each species (Table 2); however, age-based
estimates of M only differed among hydroperiods for G. holbrooki and H. formosa
(Figure 1B).
The Transitional Length/Age, Abundance, and Biomass
Our time series analysis revealed spatial-temporal trends in both mortality and
growth for all species. The calculated M’/G’ ratio for each size/age derived from
Equation 2 was highly correlated with model-predicted values and declined exponentially
as a function of both length (Mean R2=0.99+/-0.09 for all species) and age class (Mean
R2=0.98+/-0.07 for all species). We also found evidence that the shape of these curves
differed among hydroperiods for some species (Figure 2). These curves revealed that the
transition period occurred earlier at long-hydroperiod sites compared to shorter ones.
Spatial-temporal differences in stage-specific M’/G’ were driven by larger differences in
M’ among hydroperiods than G’. On average, interannual variability in mortality was 1.8
to 4.4 times greater than growth and this variability increased as the environment became
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more stable (Table 3). Analysis of stage-specific M’/G’ revealed that the transitional
age/length occurred early in life history for all species when considering both length and
age class. On average, the transitional age occurred within 8.82 +/- 0.14 days for H.
formosa, 14.97 +/- 0.13 days for G. holbrooki, 15.82 +/- 0.18 days for L. goodei, 24.66 +/0.77 days for P. latipinna, 28.17 +/- 0.62 days for J. floridae, and 30.08 +/- 0.46 days for
F. chrusotus. We detected spatial-temporal differences in the onset of the transitional age
for all species; however, the transitional age was not different at regional spatial scales
for F. chrysotus (F2,237=0.78, p=0.46) and local spatial scales for J. floridae (F18,314=1.55,
p=0.07). Length-based methods revealed that the transition size occurred slightly later in
life than age-based methods. The transition size occurred at 28.88 +/- 0.76 mm for F.
chrusotus, 11.79 +/- 0.34 mm for G. holbrooki, 7.64 +/- 0.15 mm for H. formosa, 13.71 +/0.75 mm for J. floridae, 11.1 +/- 0.23 mm for L. goodei, and 26.89 +/- 2.53 mm for P.
latipinna. Contrary to the transition age, spatial-temporal differences in the transition
size were only found for G. holbrooki, H. formosa, and L. goodei.
Annual abundance decreased as the transitional age occurred later in life history
for each species (Fig 3). This revealed a negative correlation between the transitional
period and annual abundance for 92.1% (age-based) and 77.8% (length-based) of all
species/site combinations (e.g. L. goodei, Figure 4). Of those models, 50.8% (age-based)
and 38.8% (length-based) revealed a significant correlation between abundance and the
transition age/length. This relationship was weakest for F. chrysotus (Mean R2=0.17 +/0.04) and strongest for L. goodei (Mean R2=0.46 +/- 0.06). We detected spatial-temporal
differences in this relationship; however, these did not differ at local spatial scales for F.
chrysotus, G. holbrooki, J. floridae, and P. latipinna. We also found a decline in model
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fit when using length-based methods. Annual abundance was also negatively correlated
with the transitional length, with this relationship weakest for J. floridae (Mean R2=0.12
+

/- 0.03) and strongest for L. goodei (Mean R2=0.42 +/- 0.05). Regional variability was

only present for H. formosa and L. goodei, although we did detect local scale variability
for P. latipinna and J. floridae.
Annual differences in the transition period poorly described changes in biomass
for all species in the study. Although our analyses revealed a negative correlation
between the transitional period and annual biomass for 69.1% (age-based) and 59.5%
(length-based) of all species/site combinations, only 22.2% (age-based) and 34.7%
(length-based) demonstrated a significant correlation between annual biomass and the
transition period. Biomass was weakly correlated with the transition age, with the
strength of this relationship highest for L. goodei (Mean R2=0.30 +/- 0.06) and weakest
for J. floridae (Mean R2=0.08 +/- 0.03). Our ANCOVA revealed that the transition age
was not correlated with biomass for either J. floridae or P. latipinna. We also only found
spatial-temporal differences in this relationship for H. formosa and L. goodei when
considering age-based methods. On average, length-based methods revealed no
improvement in model fit for any species. This revealed that biomass was not
significantly correlated with the transition size for P. latipinna, J. floridae, G. holbrooki,
and F. chrysotus. We also found no spatial-temporal differences in this relationship for
any species except H. formosa and L. goodei.
Hydrology and the Transitional Size/Age
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Time series analysis revealed changes in species abundance and biomass across
the hydrological gradient. Species density was highest at long-hydroperiod sites
compared to intermediate and short-hydroperiod sites for all species except F. chrysotus
and J. floridae. Although the density of J. floridae was highest at short-hydroperiod
sites, there was no difference in density across hydroperiod types (Figure 5A). Trends in
biomass indicated a similar pattern to abundance for F. chrysotus, G. holbrooki, H.
formosa, and J. floridae. Biomass increased for L. goodei when comparing short and
intermediate-hydroperiod sites but peaked at intermediate hydroperiod. No differences in
species biomass was found for J. floridae and P. latipinna (Figure 5B). These trends
were driven by changes in the timing of the transition age (Figure 5C) and transition size
(Figure 5D).
Hydrological disturbance influenced the length and age of the transition for 3 of
the 6 study species. Our analyses indicated that disturbance intensity (Hydroperiod and
Hydro2) was not significantly correlated with the age or size at transition. These
variables explained little variation in the models (R2<0.03 for all species) and no
significant slopes were detected (e.g., H. formosa, Fig. 6A). The CV of the transition age
and length was also not correlated with hydrological variability within a site (CV
Hydroperiod) for any species (Fig. 6B). Age-based methods revealed that the number of
drying events a site experienced (disturbance frequency) increased the timing of the
transitional age and length for all species except J. floridae (e.g. age-based methods, Fig.
7). These effects were greatest for L. goodei (~13.65 days at 0 disturbances and
increased to ~27.05 days at 20 disturbances) and H. formosa (~8.85 days at 0
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disturbances and increased to ~12.06 days at 20 disturbances). Furthermore, lengthbased methods revealed that the transitional period was not influenced by disturbance
intensity for F. chrysotus (F1,229=0.93, p=0.36), J. floridae (F1,229=1.01, p=0.31), P.
latipinna (F1,186=1.32, p=0.19). Similar to our age-based approach, these effects were
greatest for L. goodei (~8.58 mm at 0 disturbances and increased to ~13.13mm at 20
disturbances) and H. formosa (~6.22 mm at 0 disturbances and increased to ~10.43mm at
20 disturbances).
Discussion
We found that the transitional age/length leading to cohort biomass production
(M’/G’ >1) varied among our study species but consistently occurred at earlier
ages/smaller size at long hydroperiod site than at shorter hydroperiod sites. Our results
revealed spatial-temporal differences in both growth and mortality at local and regional
spatial scales linked to changes in species’ abundance revealed by variation in stagespecific M’/G’. For some of our study species, we noted higher recruitment, and higher
biomass, when this transition stage occurred at smaller sizes/earlier ages. Biomass and
abundance tended to be low when a species experienced higher mortality, shifting the
transition period later in life. For some species, high mortality drastically associated with
drying shifted this transition period to the adult phase, which resulted in low
biomass/abundance for that year. Our analyses indicated that the timing of this transition
is crucial to enhanced recruitment, with higher abundance associated with the transition
period occurring at smaller sizes. Furthermore, results here also indicate that both
recruitment and the timing of the transition period were influenced by hydrological
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variability among sites. Mortality, more than growth, was influenced by hydrological
disturbance. We detected higher abundance at long-hydroperiod sites compared to
shorter hydroperiod ones, and these differences were reflected by timing of the lifehistory transition period (earlier to later, respectively). The transition period occurred at
earlier ages and smaller size at long-hydroperiod sites, with short-hydroperiod and
presumably stressful environments delaying the onset of, and supporting less, biomass
production.
The importance of stage-specific growth and mortality on recruitment has been
extensively studied (Beyer 1989; Cushing 1975). These two life history parameters are
highly correlated across species, and variability in both these characteristics alters
recruitment potential (Houde 1989; Pepin 1991). Although our study found spatialtemporal differences in species-specific growth curves, we did not find any evidence that
disturbance intensity influenced the growth parameters, or the rate at which L approaches
L∞ (K). Similar spatial-temporal trends in mortality were detected, but changes in
hydrology caused larger changes in species-specific mortality rates. The CV for
mortality was also higher than for growth, supporting other studies documenting that
mortality is more variable than growth and that mortality may contribute more to
variability in recruitment than growth (Houde 1997; Shoji and Tanaka 2007). Disturbance
intensity may not have caused detectable differences in growth, but even subtle
differences in either growth or mortality can contribute to large differences (as much as
10-fold) in recruitment (Houde 1987). Thus, the observed differences in growth, though
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small, could contribute to ecologically important recruitment variability in pulsed
floodplain ecosystems.
Recruitment is inherently linked to the early life stages, but adults may “recruit”
by immigrating into a newly inundated habitat. Age-specific surges in abundance
following inundation have been documented in other pulsed ecosystems (Scharbert and
Borcherding 2013). These species-specific patterns include recruitment and use of the
floodplain by early life stages, age diversity in floodplain use, and high adult stock in
temporarily connected waterbodies (King 2004). This may explain why the transition
period was more closely linked to changes in annual abundance than biomass in this
study. Age-specific differences in recruitment levels would result in drastic changes in
biomass, but not abundance. For example, a year with high juvenile recruitment
following re-inundation (high abundance, low biomass) will differ than a year with high
adult recruitment (high abundance, high biomass). Furthermore, biomass loss due to
emigration of adults during drying events could also result in lower than expected
biomass based on the transition period.
The frequency, intensity, and spatial extent of disturbances plays a major role in
altering species abundance and diversity (Huston and Huston 1994; Sousa 1984). These
characteristics reduce abundance by removing individuals and relying on recolonization
dynamics post-disturbance (McCabe and Gotelli 2000). We were able to describe how
disturbance frequency influenced complex recruitment processes which lead to reduced
species abundance. This study determined that disturbance frequency reduced
recruitment, and we were able to link the extent of these changes in abundance to the
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timing of the transition period. However, we found no evidence that the transition period
was influenced by disturbance intensity. This may be more tightly linked to the
proximity of the drying event rather than duration of inundation since available habitat at
our study sites can expand and contract at rapid time scales (Hoch et al. 2015). Testing
how temporal proximity to the drying event on the transition period was outside the scope
of the present study and additional information is needed to determine at which life stage
the effects of disturbance are influencing. In contrast to annual hydroperiod, disturbance
frequency (number of drying events) did result in the transition period occurring later in
life history for G. holbrooki, L. goodei, and H. formosa. For some species, the M’/G’
transition shifted from the juvenile life stage to after the onset of sexual maturation (e.g.,
H. formosa). Evidence for this was mixed between our age-based and length-based
approaches for P. latipinna, J. floridae, and F. chrysotus, but we believe the shift
indicates differences in dispersal strategies (immigration and emigration) in response to
changing hydrology. These differences in movement strategies may have a greater
impact on fluctuations of biomass and abundance than the factors acting on age-specific
mortality and growth.
Dispersal strategies have been well documented for the species in this study, with
species being classified as either early or late colonizers. Early colonizing species (G.
holbroooki, F. chrystous, J. floridae) tend to move fast and respond directionally in
response to changing hydrology; whereas, late colonizing species (H. formosa, P.
latipinna) tend to move slower and non-directionally (Goss et al. 2014; Hoch et al. 2015).
These species have been further classified into three life-history strategies related to
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recovery following drought: rapid recovery after re-inundation then decline in density
over time (J. floridae, F. chrysotus), rapid recovery followed by sustained high density
(G. holbrooki), and slow to recovery over time (H. formosa and L. goodei) followed by
sustained high density (DeAngelis et al. 2005; Trexler et al. 2005). Other studies have
documented that emigration and immigration in response to changing hydrology play a
crucial role in recruitment of migratory species (Agostinho et al. 2004), and this seems to
disrupt the link between recruitment and the transition period in this study. Our results
indicate that dispersal of F. chrustous and J. floridae plays a greater role in recruitment in
the Everglades than changes in growth and mortality. For other abundant species (G.
holbrooki, L. goodei, and H. formosa), trends in biomass and abundance at study sites
were tightly linked with the transitional period and probably less influenced by dispersal.
Thus, dispersal plays a small role in slow recovery following drought for poor dispersing
species (H. formosa, L. goodei) and recruitment variability for these species is more
tightly linked to local factors acting on growth and mortality. Furthermore, the life
history strategy for G. holbrooki demonstrates that both dispersal and local factors
influencing growth and mortality support high recruitment and sustained population size
in floodplain ecosystems.
Hydrology is the major abiotic factor that influences fish recruitment in pulsed
ecosystems via differences in movement strategies by recruits (Aarts et al. 2004;
Arthington and Balcombe 2011; Godfrey et al. 2017). Three distinct movement periods
have been described for newly inundated habitats: immigration following re-inundation
of the floodplain, foraging associated with reduced movement, and increased movement
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and activity levels in response to drying (Goss et al. 2013). Recruitment in floodplain
ecosystems often focus on the immigration/emigration periods, with few studies
emphasizing recruitment dynamics during the intermediate movement period (foraging).
We expanded previous research and focused on how hydrological variability influenced
two key life history parameters, survivorship and individual growth. Our results
emphasize that hydrology not only influences movement strategies but also plays an
important role in causing spatial-temporal variability in growth and mortality. Movement
strategies can disrupt this relationship, and we believe that the factors influencing growth
and mortality in hydrologically variable environments can explain recruitment variability
not otherwise explained by movement. The interaction between movement strategies,
growth, and mortality all contribute to timing of the transition period, and ultimately
recruitment, within pulsed floodplain ecosystems.
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Table 1: Estimates of the VBGF growth parameter K (mm day-1) and standard error for
all species collected between 2014 and 2016. Data for F. chrysotus and H. formosa in
2016 were not available.
Hydroperiod

Short

Intermediate

Long

Site
TSL
MDsh
WCA
03
WCA
02
SRS
07
WCA
04
WCA
05

Wateryear
2014
2015
2016
2014
2015
2016
2014
2015
2016
2014
2015
2016
2014
2015
2016
2014
2015
2016

F. chrystous
0.0038 (0.0001)
0.0079 (0.0003)
N/A
0.0051 (0.0002)
0.0037 (0.0001)
N/A
0.0041 (0.0001)
0.0035 (0.0001)
N/A
0.0095 (0.0003)
0.0076 (0.0003)
N/A
0.0148 (0.0007)
0.0085 (0.0003)
N/A
0.0072 (0.0003)
0.0035 (0.0001)
N/A

Species
G. holbrooki
H. formosa
0.0074 (0.0002)
0.0034 (0.0002)
0.0070 (0.0002)
0.0031 (0.0001)
0.0069 (0.0002)
N/A
0.0061 (0.0003)
0.0033 (0.0001)
0.0071 (0.0004)
0.0077 (0.0002)
0.0110 (0.0005)
N/A
0.0056 (0.0002)
0.0034 (0.0001)
0.0065 (0.0002)
0.0031 (0.0001)
0.0057 (0.0002)
N/A
0.0079 (0.0005)
0.0034 (0.0003)
0.0074 (0.0003)
0.0034 (0.0001)
0.0058 (0.0003)
N/A
0.0056 (0.0002)
0.0037 (0.0003)
0.0068 (0.0004)
0.0069 (0.0002)
0.0061 (0.0003)
N/A
0.0068 (0.0003)
0.0035 (0.0002)
0.0072 (0.0003)
0.0034 (0.0001)
0.0125 (0.0006)
N/A
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L. goodei
0.0074 (0.0003)
0.0053 (0.0002)
0.0054 (0.0002)
0.0057 (0.0002)
0.0062 (0.0002)
0.0051 (0.0002)
0.0058 (0.0002)
0.0048 (0.0002)
0.0056 (0.0002)
0.0064 (0.0003)
0.0052 (0.0003)
0.0053 (0.0002)
0.004 (0.0002)
0.0051 (0.0003)
0.0060 (0.0003)
0.0048 (0.0002)
0.0044 (0.0002)
0.0055 (0.0002)

Table 2: Estimates of the age-based instantaneous mortality rate M (individuals day-1)
and standard error for all species collected between 2014 and 2016. Estimates were
standardized to daily mortality rates. Data for F. chrysotus and H. formosa in 2016 were
not available.
Hydroperiod

Short

Intermediate

Long

Site
TSL
MDsh
WCA
03
WCA
02
SRS
07
WCA
04
WCA
05

Wateryear
2014
2015
2016
2014
2015
2016
2014
2015
2016
2014
2015
2016
2014
2015
2016
2014
2015
2016

F. chrystous
0.028 (0.006)
0.019 (0.006)
N/A
0.022 (0.005)
0.022 (0.004)
N/A
0.018 (0.003)
0.021 (0.004)
N/A
0.025 (0.004)
0.017 (0.003)
N/A
0.030 (0.008)
0.031 (0.007)
N/A
0.018 (0.04)
0.017 (0.05)
N/A
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Species
G. holbrooki
H. formosa
0.032 (0.007) 0.029 (0.007)
0.018 (0.004) 0.027 (0.006)
0.036 (0.015)
N/A
0.030 (0.004) 0.023 (0.006)
0.032 (0.005) 0.032 (0.008)
0.036 (0.009)
N/A
0.032 (0.003) 0.061 (0.008)
0.052 (0.009) 0.066 (0.011)
0.037 (0.009)
N/A
0.051 (0.012) 0.042 (0.007)
0.038 (0.010) 0.044 (0.007)
0.020 (0.008)
N/A
0.048 (0.012) 0.075 (0.016)
0.056 (0.019) 0.042 (0.013)
0.061 (0.28)
N/A
0.059 (0.07)
0.083 (0.13)
`0.072 (0.15)
0.58 (0.10)
0.043 (0.09)
N/A

L. goodei
0.028 (0.006)
0.022 (0.004)
0.027 (0.003)
0.020 (0.004)
0.021 (0.004)
0.047 (0.007)
0.031 (0.003)
0.033 (0.004)
0.049 (0.011)
0.037 (0.004)
0.029 (0.005)
0.035 (0.006)
0.038 (0.005)
0.036 (0.006)
0.038 (0.08)
0.034 (0.03)
0.24 (0.04)
0.40 (0.06)

Table 3: The Coefficient of Variation (CV) of stage-specific mortality M and growth G
for the early life stages (birth/hatch) of each species. CV percentages were calculated at
7mm (F. chrysotus, G. holbrooki), 6mm (H. Formosa, J. floridae, L. goodei) and 9mm
(P. latipinna). The ratio of the CV’s (M/G) was also calculated. All species, sites, and
years per hydroperiod classification were averaged together to calculate the mean CV at
each hydroperiod classification (+/- SE). Sample size vary by hydroperiod classification
per species (n=4 to 6).
Species
F. chrysotus
G. holbrooki
H. Formosa
J. floridae
L. goodei
P. latipinna
Hydroperiod
Mean

Parameter CV
M
G
Ratio
M
G
Ratio
M
G
Ratio
M
G
Ratio
M
G
Ratio
M
G
Ratio
M
G
Ratio

Hydroperiod Classification
Short
Intermediate
Long
32.42
35.08
69.36
36.54
37.13
45.00
0.89
0.94
1.54
74.75
40.02
33.58
22.71
14.92
18.16
3.29
2.68
1.85
25.03
24.44
22.61
22.71
4.11
21.19
1.82
5.95
1.07
53.93
N/A
4.66
50.61
N/A
80.85
1.06
N/A
17.35
47.68
27.26
90.72
21.87
9.36
29.60
2.18
2.91
3.06
76.01
87.49
31.43
43.47
73.46
19.74
1.75
1.19
1.59
51.64 (8.61)
42.86 (11.50)
54.76 (11.85)
31.49 (5.8)
27.79 (12.73)
23.06 (5.48)
1.83 (0.35)
2.74 (0.89)
4.41 (2.60)
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Fig. 1. Results from our general linear model (GLM) testing differences in the
instantaneous mortality rates M among hydroperiod types for A) Length-based methods
and B) Age-based methods. Estimates for age-based methods were standardized to daily
mortality rates.
Fig. 2. Average M’/G’ curves as a function of length (mm) for short, intermediate, and
long hydroperiod sites. Estimates for G. holbrooki and L. goodei were based on two sites
per hydroperiod from 2014-2016 (n=6). Estimates for F. chrysotus and H. formosa were
based on two sites per hydroperiod from 2014-2015 (n=4). Shaded regions indicate 95%
confidence intervals. Darkest areas indicate overlap in confidence intervals. Confidence
intervals were excluded for intermediate hydroperiod sites because overlap with both
long and short hydroperiod curves obscured patterns. Vertical reference lines indicating
the size at the transition period were included for each hydroperiod type.
Fig. 3. Relationship between the log-transformed transition age (days) and annual
abundance for the pooled data of each species.
Fig. 4. Site-specific relationship between the log-transformed transition age (age
M’/G’=1) and annual abundance for L. goodei. Two examples for each hydroperiod type
are presented and selected based on sites used for the growth study.
Fig. 5. Results from our general linear model (GLM) testing differences in species A)
Annual density, B) Biomass density, C) Age M/G=1, and D) Length M/G=1 among
disturbance regimes.

173

Fig. 6. A) Scatter plot demonstrating the relationship between Annual Hydroperiod
(disturbance intensity) and the transition age (age M’/G’=1). B) Scatter plot
demonstrating the relationship between the CV of Hydroperiod (hydrological variability)
and the CV of the transition period.
Fig. 7. Mean transition age (age M’/G’=1) at each site for each species. The transition
period was averaged across 20 years for each site. Sites are arranged from least disturbed
(right) to most disturbed (left).
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CHAPTER VI

CONCLUSIONS AND FUTURE DIRECTIONS
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Changing hydrology is the major abiotic factor influencing fish populations
within seasonally pulsed ecosystems (King et al. 2003, Humphries et al. 2019). Stressful
habitats also have adverse effects on survivorship and growth (Rose 1959, Cohen 1966).
Identifying how hydrological stress influences these important life history parameters is
an important part of understanding how organisms adapt and take advantage of flood
pulses. Environmental variability strongly influences the earliest life stages and
understanding how these stressful habitats feedback on life history characteristics is vital
to understanding recruitment dynamics within floodplains (Fogarty 1993).
Recruitment research has largely focused on testing the presence or absence of
certain hypotheses (Gotceitas et al. 1996), identifying the stock-recruitment relationship
(Munch et al. 2005), or identifying certain environmental variables which have caused
recruitment failure (Myers 1998). Research on recruitment dynamics within floodplain
ecosystems have largely focused on fish movement and floodplain utilization during
flood pulses (Agostinho et al. 2004, Goss et al. 2013). My dissertation focuses on how
site hydrology influences three factor which are crucial to recruitment success: growth,
mortality, and dispersal. This study incorporated time series analyses which identified
key hydrological variables and how they influenced the drivers of recruitment. Sites
within the time series varied greatly in site hydroperiod, depth, and the timing of flooding
which was ideal for investigating the effect of these factors on certain life history
characteristics.
Chapter II focused on identifying seasonal recruitment within a 20-year, multi-site
time series data set of marsh fish. I first investigated size-selective bias in a 2-mm mesh,
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1-m2 throw trap to determine whether recruits were undersampled. These analyses
determined that all juvenile size classes were underrepresented in the time series data;
however, adults of all species achieved 100% selectivity for all size classes. I then
applied a cohort analysis to the time series data in order to adjust the data for
undersampled individuals. These analyses followed a cohort backward in time to
generate a recruit-adjusted dataset. I determined that seasonal recruitment was difficult
to detect in the unadjusted data. I found high seasonality within the adjusted data set,
with peaks in recruitment typically occurring in October to December (wet season). The
adjusted dataset also revealed that depth and days since dry influenced recruit abundance
at short and intermediate hydroperiod sites. Depth was the primary hydrological variable
which caused changes in recruitment through time at long hydroperiod sites. Identifying
size-selective bias and the use of cohort analyses have major implications for identifying
seasonal patterns of recruitment and the hydrological factors which influence the timing
and abundance of fish species.
Analysis of recruit abundance from the time series data was also used in Chapter
III to evaluate the strength of density-dependent recruitment along a hydrological
gradient. Multimodel Inference was used to evaluate the strength of evidence for several
density-dependent and density-independent stock-recruitment and population dynamics
models. These models revealed weak evidence for stock-dependent recruitment
mechanisms. However, population dynamics models indicated strong support for
density-dependent recruitment. Recruitment from one season to the next was dependent
on recruitment from the previous season. Evidence for density-dependence also
remained high when seasonal components were included in the model. These determined
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that both the strength of density-dependence (β) and the interaction of season with β to
significantly drive recruitment. I was also able to determine that β either decreased or
increased with increased hydrological variability depending on the species. Results in this
Chapter indicated that hydrology influences the strength of density-dependent
recruitment with changes in recruitment dependent on seasonal variation of production
from spawning stock.
Chapter IV explicitly examined the dispersal behavior of several marsh fish
species in relation to colonization sequence. This chapter sought to describe and identify
the colonization sequence (arrival order) of species post-inundation of the floodplain.
Using a 20-year time series data set, I was able to document the arrival order of these
species and determine the likelihood that each would arrive in any given order. I then
quantified each species maximum swimming speed to describe these colonization
patterns. I found that high swimming speeds was indicative of early arriving species;
whereas, low swimming speeds was indicative of later arrival. I then generated an Agent
Based Model to incorporate both swimming speed and directedness from field data.
Results from those models indicated that fast moving, directed species were more likely
to arrive earlier than slow, non-directed species. Furthermore, arrival probabilities
derived from those simulations matched the observed arrival probabilities from the field
data. These results indicate that species arrival sequence can be predictable using a
simple model which incorporates only two parameters: speed and directedness.
Evidence suggests that mortality is more variable than growth, and my final
Chapter focused on identifying how site hydroperiod influenced spatial-temporal trends
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in both growth and mortality rates (Houde 1997). Using a dip net, I collected fish from
six sites of varying hydroperiods for three years. Otoliths were extracted from these
individuals to reveal species-specific growth rates. Results from those analyses revealed
little spatial-temporal variation in growth rates. Furthermore, there was no effect of
disturbance intensity on the growth parameter K. Methods from Chapter II were then
applied to abundance-at-age data to investigate spatial-temporal variation in catch curves.
This revealed that mortality rates were more variable than growth rates and were
influenced by site hydroperiod. Finally, I calculated the M’/G’ ratio and was able to
identify the “transition period” (M’/G’=1). I was able to relate this transition period to
changes in species abundance at each site; however, the relationship to species biomass
was weak. I was then able to compare annual changes in the timing of the transition
period to site-specific hydrology. This analysis determined that the timing of the
transition period for high dispersing species was not influenced by hydroperiod.
However, the transition period did occur later in life history for species with poor
dispersal ability with decreasing hydroperiod. This Chapter determined that hydrology
has a larger effect on species-specific mortality rates and emphasizes that even subtle
differences in growth rates may have major implications to recruitment variability.
Furthermore, hydrology has the largest effect on the transition period for species which
have weak colonization potential.
Disturbance frequency and intensity plays a vital role in dispersal, abundance, and
community assembly (Ho et al. 2016, Spiller et al. 2018). Recruitment within floodplains
is particularly susceptible hydrological disturbance (King et al. 2019). This dissertation
supports a growing body of evidence that altered hydrology is the major source of
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reduced recruitment in floodplain ecosystems (King et al. 2003, Humphries et al. 2019).
It also provides evidence that adaptive life history traits (dispersal) can influence
recruitment within disturbed ecosystems (Winemiller 2004, Goss et al. 2013). This
dissertation thoroughly examined the hydrological effects on species-specific growth,
mortality, and dispersal rates within a fluctuating environment. Future research should
focus on interannual and inter-seasonal changes in somatic growth and mortality rates of
these species. This could lead to the development of predictive models which use sitespecific hydrology data for estimating future recruitment. Data generated form these
models could improve restoration efforts for the Everglades and other systems facing
intense anthropogenic modification of water bodies.
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