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THE CONVERGENCE RATE OF THE GIBBS SAMPLER FOR
GENERALIZED 1−D ISING MODEL
AMINE HELALI
Abstract. The rate of convergence of the Gibbs sampler for the generalized one-
dimensional Ising model is determined by the second largest eigenvalue of its transition
matrix in absolute value denoted by β∗. In this paper we generalize a bound for β∗ from
Shiu and Chen (2015) for the one-dimensional Ising model with two states to a multi-
ple state situation. The method is based on Diaconis and Stroock bound for reversible
Markov processes. The new bound presented in this paper improves Ingrassia’s (1994)
result.
Introduction
The Ising model is a crude model for ferromagnetism. It is the simplest model of statistical
mechanics and it has been applied in many other fields like chemistry, molecular biology and
image analysis. The distribution of the one-dimensional Ising model with three states is:
pi(x) =
1
ZT
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk 6=xk+1})
}
∀x = (x1, · · · , xn
) ∈ χ ,
where χ = {c(1), c(2), c(3)}n is the state space, T is the temperature and
ZT =
∑
x∈χ
exp
{
1
T
n−1∑
k=1
(
1{xk=xk+1} − 1{xk 6=xk+1}
)}
is the normalizing constant. Monte Carlo Markov chain MCMC method is a very useful
technique to draw samples from the Ising model. Suppose that the transition probability
P (x, y) for an irreducible Markov chain has pi as its invariant measure. The pair (P, pi) is
said to be reversible if it verifies the detailed balance equation:
Q(x, y) = pi(x)P (x, y) = pi(y)P (y, x) = Q(y, x) ∀x, y ∈ χ.
The Gibbs sampler introduced by Geman and Geman and the Metropolis-Hastings algorithm
introduced by Metropolis et al. and Hastings (see [2], [6] and [3]) are the most popular Monte
Carlo Markov chain methods. The matrix P satisfies detailed balance and thus is symmetric
with respect to the scalar product introduced by the measure pi. Therefore its eigenvalues
are real and can be arranged as follows:
1 = β0 > β1 ≥ β2 ≥ · · · ≥ β|χ|−1 > −1.
Let β∗ = max{β1, |β|χ|−1|}. By using the total variance distance, the second largest eigen-
value in absolute value determines the convergence rate of the Markov chain. Ingrassia gives
a lower bound for β|χ|−1 and an upper bound for β1 (see [5]).
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This paper deals with the Gibbs sampler for the one-dimensional Ising model with multi-
ple states. It chooses a random coordinate which is updated according to the conditional
probability given the other coordinates. The resulting Markov chain is reversible and the
associated transition matrix has the form:
P (x, y) =


1
n
pi(yi | x) if xj 6= yj for all j 6= i
1− 1
n
n∑
i=1
∑
yi∈{c(1),c(2),c(3)}
pi(yi | x) if x = y
0 else
where
pi(yi|x) = pi(x1, · · · , xi−1, yi, xi+1, · · · , xn)3∑
l=1
pi(x1, · · · , xi−1, c(l), xi+1, · · · , xn)
.
Diaconis and Stroock (see [1]) give a bound for the total variation distance to equilibrium
in terms of β∗. We recall this result in the following theorem:
Theorem 1 (Diaconis and Stroock 1991). If P is a reversible Markov chain with unique
invariant measure pi and P is irreducible then for all x ∈ χ and k ∈ N:
4 || P k(x, .)− pi ||2var=
(∑
y∈χ
| P k(x, y) − pi(y) |
)2
≤ 1− pi(x)
pi(x)
(β∗)2k.
Moreover, Diaconis and Stroock (see [1]) develop a method to calculate an upper bound for
the second largest eigenvalue β1 for a reversible Markov chain using geometric quantities such
as the maximum degree, diameter and covering number of the associated graph. Consider
the graph G(P ) = (χ,E) where χ is the vertex set and E = {(x, y) | P (x, y) > 0} is the edge
set. For each pair of distinct points x, y ∈ χ we choose a path γxy from x to y, such that
each edge appears at most once in a given path. The fact that P is irreducible guarantees
that such paths exist. Let Γ be the collection of all such paths γxy (one for each pair). The
geometric bound given by Diaconis and Stroock is,
β1 ≤ 1− 1
κ
(1)
with
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|pi(x)pi(y)(2)
where |γxy| designates the length of the path γxy (see [1]).
In their paper Shiu and Chen (see [7]) present a method to explicitly compute the bound of
Diaconis and Stroock (see [1]) for the Gibbs sampler for a two state one-dimensional Ising
model.
In this paper we generalize the result of Shiu and Chen to the case of the one-dimensional
Ising model with three and more states (see [7]).
Our method is based on the idea from [7] which consists of defining suitable paths γxy
linking each pair (x, y) from the state space χ and then to explicitly compute κ defined in
equation (2) with some suitable symmetry argument. In the discussion section of the paper
we compare our bound to results from the literature. It turns out that the result generalizes
the bound given in [7] to the case of the Ising model with three states (see Theorem 2) and
also to multiple states (see Theorem 3). It also improves the bound presented by Ingrassia
in [5].
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1. Main result
1.1. Selection of paths. To be able to use the result of Diaconis and Stroock (see [1]) and
to calculate the bound of the second largest eigenvalue, we have to fix a collection of paths
connecting any configuration x ∈ χ to any configuration y ∈ χ . To get a small upper bound
for β1, we seek a small value for κ and we should therefore use short paths γxy to link x
with y. Moreover, we have to keep the number of paths passing through a given edge low.
For a pair of distinct configurations x, y ∈ χ there exist some increasing sequence d1, · · · , dm
such that xi 6= yi for i ∈ {d1, · · · , dm} and xi = yi otherwise. In the same way as Shiu and
Chen (see [7]) we define a path linking a given pair (x, y) as follows:
(x1, · · · , xn) = (y1, · · · , yd1−1, xd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , xd1+1, · · · , xd2−1, xd2 , xd2+1, · · · , xn)
= (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, xd2 , xd2+1, · · · , xn)
→ (y1, · · · , yd1−1, yd1 , yd1+1, · · · , yd2−1, yd2 , xd2+1, · · · , xn)
...
→ (y1, · · · , yn).
We turn now to give an upper bound for the value of κ defined in equation (2).
1.2. Geometric bound of the second largest eigenvalue. In what follows we will
essentially follow the arguments from Shiu and Chen (see [7]) to find an upper bound for
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|pi(x)pi(y).
Let e = (e−, e+) be some edge from E where e− and e+ are two configurations from χ which
differ by only one coordinate. Without loss of generality we consider the case where the site
i choosen to be updated passes from the color c(1) to the color c(2). Then the configurations
e− and e+ must have the following form:
e− = (z1, z2, · · · , zi−1, c(1), zi+1, · · · , zn) and e+ = (z1, z2, · · · , zi−1, c(2), zi+1, · · · , zn).
The transition probability for a transition from e− to e+ can then be computed. A short
computation shows for i = 1:
P (e−, e+) =
1
n
pi(c(2), z2, · · · , zn)
3∑
j=1
pi(c(j), z2, · · · , zn)
=
1
n
exp
{
1
T
(
1{c(2)=z2} − 1{c(2) 6=z2} +
n−1∑
k=2
1{zk=zk+1} − 1{zk 6=zk+1}
)}
3∑
j=1
exp
{
1
T
(
1{c(j)=z2} − 1{c(j) 6=z2}
)
+
n−1∑
k=2
1{zk=zk+1} − 1{zk 6=zk+1}
)}
=
1
n
exp
{
1
T
(
1{c(2)=z2} − 1{c(2) 6=z2}
)}
3∑
j=1
exp
{
1
T
(
1{c(j)=z2} − 1{c(j) 6=z2}
)} ,(3)
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similarly for i = n:
P (e−, e+) =
1
n
exp
{
1
T
(
1{zn−1=c(2)} − 1{zn−1 6=c(2)}
)}
3∑
j=1
exp
{
1
T
(
1{zn−1=c(j)} − 1{zn−1 6=c(j)}
)}(4)
and for i ∈ {2, · · · , n− 1}:
P (e−, e+) =
1
n
exp
{
1
T
(
1{zi−1=c(2)} − 1{zi−1 6=c(2)} + 1{c(2)=zi+1} − 1{c(2) 6=zi+1}
)}
3∑
j=1
exp
{
1
T
(
1{zi−1=c(j)} − 1{zi−1 6=c(j)} + 1{c(j)=zi+1} − 1{c(j) 6=zi+1}
)} .(5)
Then we turn to compute an upper bound of κ defined in equation (2) for each class of
edges. The main conclusion of this paper is given in the following theorem:
Theorem 2. The second largest eigenvalue eigenvalue of the Gibbs sampler for the one-
dimensional Ising model with three states satisfies :
β1 < 1− 3× n−2 e
− 4
T
1 + 2e−
4
T
(6)
The proof of this theorem is given in section 3. The above theorem can be generalized to
the case of multiple colors where the state space is χ = {c(1), · · · , c(N)}n as follows:
Theorem 3. The second largest eigenvalue of the Gibbs sampler for the one-dimensional
Ising model with N states satisfies:
β1 < 1−N × n−2 e
− 4
T
1 + (N − 1)e− 4T .(7)
We give a sketch of the proof of this theorem in section 3.
To be able to quantify the convergence rate with Theorem 1 given by Diaconis and Stroock
(see [1]) we must control the smallest eigenvalue in order to bound the second largest eigen-
value in absolute value. This question is addressed in the following subsection:
1.3. Bound for the absolute value of the second largest eigenvalue. A theorem
proved by Ingrassia (see [5], Theorem 5.3) gives the following lower bound for the smallest
eigenvalue:
β|χ|−1 ≥ −1 +
2
1 + (C − 1)e∆T .
For the one-dimensional Ising model with three states, C = 3 and ∆ = 2. This yields for
any natural number n > 3/
√
2
|β|χ|−1| ≤ | − 1 +
2
1 + 2e
2
T
| = 1− 2
1 + 2e
2
T
< 1− 2
3
e−
2
T < 1− 3n−2 e
− 4
T
2e−
4
T + 1
.
In the general case where χ = {c(1), · · · , c(N)}n, the parameter C is equal to N and Ingras-
sia’s bound behaves for any natural number n > N/
√
2 as follows:
|β|χ|−1| ≤ | − 1 +
2
1 + (N − 1)e 2T | = 1−
2
1 + (N − 1)e 2T < 1−
2
N
e−
2
T < 1−N × n−2 e
− 4
T
1 + (N − 1)e− 4T .
The previous considerations prove the following corollary:
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Corollary 1. The upper bounds for β1 given in theorem 2 and theorem 3 are also upper
bounds for the absolute value of all eigenvalues {β1, · · · , β|χ|−1} of the Gibbs sampler for the
one-dimensional Ising model with three states and more respectively.
2. Discussion
Ingrassia (see [5]) gives the following upper bound for the second largest eigenvalue of the
Gibbs sampler:
β1 ≤ 1− ZT
bΓ γΓ C |S|e
−m
T .
In this expression ZT is the normalizing constant, S is the lattice of sites, Γ is the collection
of paths, γΓ is the maximum length of each path γxy ∈ Γ, bΓ is the maximum number of
paths containing any edge of Γ, C is the number of configurations that differ by only one site
and m is the least total elevation gain of the Hamiltonian function in the sense as described
by Holley and Stroock (see [4]).
In our case, we have: |S| = n, γΓ = n, bΓ = 3n−1, C = 3, ZT ≤ 3(1+2e− 12T )n−1 and m = 2.
It gives that:
β1 ≤ 1− n−2
(
1 + 2e
−1
2T
3
)n−1
e
−2
T .
This upper bound differs from the result introduced in Theorem 2 by the multiplicative
factor
θ =
e
2
T + 2e−
2
T
3
(
1 + 2e−
1
2T
3
)n−1
To get improvement we need that θ < 1 which means e
2
T +2e−
2
T
3
(
1+2e−
1
2T
3
)n−1
< 1.
An elementary computation leads to: n >
log
(
exp ( 2T )+2 exp (
−2
T )
3
)
log
(
3
1+2 exp (−12T )
) + 1.(∗)
For a choice of temperature T near to zero we can find an integer n sufficiently large which
verifies (∗) (it is natural in the case of the Gibbs sampler where n ∼ 1023).
Remark 1. The application of Ingrassia’s bound to the one-dimensional Ising model with
multiple states gives:
β1 ≤ 1− n−2
(
1 + (N − 1)e−12T
N
)n−1
e
−2
T
which differs from the result introduced in Theorem 3 by the factor θ˜ defined as follows:
θ˜ =
e
2
T + (N − 1)e− 2T
N
(
1 + (N − 1)e− 12T
N
)n−1
.
As previous, an elementary computation leads to: n >
log
(
exp ( 2T )+(N−1) exp (
−2
T )
N
)
log
(
N
1+(N−1) exp (−12T )
) + 1.(∗∗)
For a choice of temperature T near to zero we can find an integer n sufficiently large which
verifies (∗∗) (it is natural in the case of the Gibbs sampler where n ∼ 1023).
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3. Proofs of the main results
3.1. Proof of theorem 2. We have two principle cases:
a) If i 6= {1, n}: According to the selection of the paths in Section 1.1, if a path γxy passing
through the edge e = (e−, e+) connects x with y, then these extremities must have the
following form:
x = (x1, x2, · · · , xi−1, c(1), zi+1, · · · , zn) and y = (z1, z2, · · · , zi−1, c(2), yi+1, · · · , yn).
This yields:
pi(x) =
1
ZT
exp
{
1
T
( i−2∑
k′=1
(1{xk′=xk′+1} − 1{xk′ 6=xk′+1}) +
n−1∑
k′=i+1
(1{zk′=zk′+1} − 1{zk′ 6=zk′+1})
+ (1{xi−1=c(1)} − 1{xi−1 6=c(1)} + 1{c(1)=zi+1} − 1{c(1) 6=zi+1})
)}
.
Moreover, the probabilities pi(y) and pi(e−) can be expressed similarly. It follows that:
Q(e)−1pi(x)pi(y) =
pi(x)pi(y)
pi(e−)P (e−, e+)
=
n
ZT
{
1 + exp
{
1
T
(− 1{zi−1=c(2)} + 1{zi−1 6=c(2)} − 1{c(2)=zi+1} + 1{c(2) 6=zi+1})}
×
∑
j=1,3
exp
{
1
T
(
1{zi−1=c(j)} − 1{zi−1 6=c(j)} + 1{c(j)=zi+1} − 1{c(j) 6=zi+1}
)}}
× exp
{
1
T
( i−2∑
k′=1
(1{xk′=xk′+1} − 1{xk′ 6=xk′+1}) +
n−1∑
k′=i+1
(1{yk′=yk′+1} − 1{yk′ 6=yk′+1})
)}
×
exp
{
1
T
(
1{xi−1=c(1)}−1{xi−1 6=c(1)}+1{zi−1=c(2)}−1{zi−1 6=c(2)}+1{c(2)=yi+1}−1{c(2) 6=yi+1}
)}
exp
{
1
T
(
1{zi−1=c(1)}−1{zi−1 6=c(1)}
)} .
We introduce the notation
(x, c(l), y) := (x1, x2, · · · , xi−1, c(l), yi+1, · · · , yn−1, yn)(8)
for l ∈ {1, 2, 3}. The previous expression becomes:
Q(e)−1pi(x)pi(y) = npi(x, c(1), y) exp
{
1
T
(− 1{c(1)=yi+1} + 1{c(1) 6=yi+1} + 1{zi−1=c(2)} − 1{zi−1 6=c(2)}
+ 1{c(2)=yi+1} − 1{c(2) 6=yi+1} − 1{zi−1=c(1)} + 1{zi−1 6=c(1)}}
)}
+ npi(x, c(2), y) exp
{
1
T
(− 1{xi−1=c(2)} + 1{xi−1 6=c(2)} − 1{zi−1=c(1)} + 1{zi−1 6=c(1)}
+ 1{xi−1=c(1)} − 1{xi−1 6=c(1)} − 1{c(2)=zi+1} + 1{c(2) 6=zi+1}
)} ∑
j=1,3
exp
{
1
T
(
1{zi−1=c(j)}
− 1{zi−1 6=c(j)} + 1{c(j)=zi+1} − 1{c(j) 6=zi+1}
)}
.
= nαpi(x, c(1), y) exp
{
1
T
(− 1{c(1)=yi+1} + 1{c(1) 6=yi+1} + 1{c(2)=yi+1} − 1{c(2) 6=yi+1})}
+ nβpi(x, c(2), y) exp
{
1
T
(− 1{xi−1=c(2)} + 1{xi−1 6=c(2)} + 1{xi−1=c(1)} − 1{xi−1 6=c(1)})} .
(9)
where
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i) α = exp
{
1
T
(
1{zi−1=c(2)} − 1{zi−1 6=c(2)} − 1{zi−1=c(1)} + 1{zi−1 6=c(1)}}
)}
.
ii) β = exp
{
1
T
(− 1{zi−1=c(1)} + 1{zi−1 6=c(1)} − 1{c(2)=zi+1} + 1{c(2) 6=zi+1})} ∑
j=1,3
exp
{
1
T
(
1{zi−1=c(j)}
− 1{zi−1 6=c(j)} + 1{c(j)=zi+1} − 1{c(j) 6=zi+1}
)}
.
From the notation in equation (8) we have
⋃
(x,y): γxy∋e
{
(x, c(1), y), (x, c(2), y), (x, c(3), y)
}
:=
χ. This yields
Q(e)−1
∑
(x,y): γxy∋e
|γxy|pi(x)pi(y) ≤ αn2
∑
(x,y):γxy∋e
pi(x, c(1), y) exp
{
1
T
(− 1{c(1)=yi+1} + 1{c(1) 6=yi+1}
+ 1{c(2)=yi+1} − 1{c(2) 6=yi+1}
)}
+ βn2
∑
(x,y),γxy∋e
pi(x, c(2), y)
× exp
{
1
T
(− 1{xi−1=c(2)} + 1{xi−1 6=c(2)} + 1{xi−1=c(1)} − 1{xi−1 6=c(1)})}
= αn2
∑
w∈χ:wi=c(1)
pi(w) exp
{
1
T
(− 1{c(1)=wi+1} + 1{c(1) 6=wi+1} + 1{c(2)=wi+1}
− 1{c(2) 6=wi+1}
)}
+ βn2
∑
w∈χ:wi=c(2)
pi(w) exp
{
1
T
(− 1{wi−1=c(2)}
+ 1{wi−1 6=c(2)} + 1{wi−1=c(1)} − 1{wi−1 6=c(1)}
)}
= αn2A+ βn2B.
We now turn to the computation of the two terms A and B on the right side of the previous
equation separately:
In order to compute A we generalize some symmetry argument from Shiu and Chen (see
[7]) to the three state case. In this situation we define three spaces W (k) = {w ∈ χ, wi =
c(1), wi+1 = c
(k)} for k ∈ {1, 2, 3}. In order to compute their pi measure we will establish
some equations between those numbers pi(W (1)), pi(W (2)) and pi(W (3)).
We now establish some identification between the elements from W (1) and the elements of
W (2) respective W (3).
For any vertex ξ1 ∈ W (1), there exist a unique vertex ξ2 ∈ W (2) such that:
• If k < i , ξ1k = ξ2k.
• If k > i+ 1, then:
– If ξ1k = c
(1) then ξ2k = c
(2).
– If ξ1k = c
(2) then ξ2k = c
(1).
– If ξ1k = c
(3) then ξ2k = c
(3).
Similarly, for any vertex ξ1 ∈W (1), there exist a unique vertex ξ3 ∈ W (3) such that :
• If k < i , ξ1k = ξ3k.
• If k > i+ 1, then:
– If ξ1k = c
(1) then ξ3k = c
(3).
– If ξ1k = c
(3) then ξ3k = c
(1).
– If ξ1k = c
(2) then ξ2k = c
(2).
Those relations yield that pi(ξ1) = e
2
T pi(ξ2) = e
2
T pi(ξ3). Therefore, we obtain:∑
w∈W (1)
pi(w) = e
2
T
∑
w∈W (2)
pi(w) = e
2
T
∑
w∈W (3)
pi(w).(10)
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On the other hand we have also:∑
w∈W (1)
pi(w) +
∑
w∈W (2)
pi(w) +
∑
w∈W (3)
pi(w) =
1
3
.(11)
From equations (10) and (11) we deduce:
∑
w∈W (1)
pi(w) =
1
3(1 + 2e
−2
T )
,
∑
w∈W (2)
pi(w) =
e
−2
T
3(1 + 2e
−2
T )
and
∑
w∈W (3)
pi(w) =
e
−2
T
3(1 + 2e
−2
T )
.
The subdivision of the sum in A to three sums over the sets W (1), W (2) and W (3) gives
A =
∑
w∈χ:wi=c(1)
pi(w) exp
{
1
T
(
1{c(2)=wi+1} − 1{c(2) 6=wi+1} − 1{c(1)=wi+1} + 1{c(1) 6=wi+1}
)}
=
1
3
.
(12)
With the same tricks, we obtain the same result for B
B =
∑
w∈χ:wi=c(2)
pi(w) exp
{
1
T
(
1{wi−1=c(1)} − 1{wi−1 6=c(1)} − 1{wi−1=c(2)} + 1{wi−1 6=c(2)}
)}
=
1
3
.
(13)
Using equations (12) and (13) we obtain:
Q(e)−1
∑
(x,y):γxy∋e
|γxy|pi(x)pi(y) ≤ αn2A+ βn2B = n
2
3
(α + β).
The sites zi−1 and zi+1 take the values c
(1), c(2) or c(3). The worst value of α+β is obtained
when zi−1 = c
(3) = zi+1 . In this case we have:
Q(e)−1
∑
(x,y): γxy∋e
|γxy|pi(x)pi(y) ≤ n
2
3
(2 + e
4
T ).(14)
b) If i = 1 then the configurations x and e− coincide, from equations (2) and (3) we obtain:
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|pi(x)pi(y) ≤ n
∑
γxy∋e
pi(x)pi(y)
1
n
pi(e−)P (e−, e+)
≤ n2(1 + 2e 2T )
∑
y∈χ: y1=c(2)
pi(y) =
n2
3
(2 + e
2
T ).(15)
For i = n, then the configurations y and e+ coincide and some computation gives a similar
result as in equation (15) .
By regrouping the results in equations (14) and (15) we obtain an upper bound for the
constant κ defined in equation (2) as follows:
κ = max
e∈E
Q(e)−1
∑
γxy∋e
|γxy|pi(x)pi(y) ≤ n
2
3
(2 + e
4
T ).(16)
Remark 2. The above computation was done for the situation where xi = c
(1) and yi = c
(2).
Obviously we obtain the same result in the other cases, ie.: xi = c
(1) and yi = c
(3), etc · · · .
Finally, from inequalities (1) and (16) we obtain an upper bound for β1 which finishes
the proof.
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3.2. Proof of theorem 3. We follow the same approach as in the case where χ = {c(1), c(2), c(3)}n.
We define an edge e = (e−, e+) as in section 1.2 and then distinguish two cases:
a) For i 6= {1, n}, we pass in equations (3), (8) and (9) from the case of three colors where
χ = {c(1), c(2), c(3)}n to the case of multiple colors where χ = {c(1), · · · , c(N)}n. This yields:
Q(e)−1
∑
(x,y): γxy∋e
|γxy|pi(x)pi(y) ≤ αn2
∑
w∈χ:wi=c(1)
pi(w) exp
{
1
T
(− 1{c(1)=wi+1} + 1{c(1) 6=wi+1} + 1{c(2)=wi+1}
− 1{c(2) 6=wi+1}
)}
+ βn2
∑
w∈χ:wi=c(2)
pi(w) exp
{
1
T
(− 1{wi−1=c(2)}
+ 1{wi−1 6=c(2)} + 1{wi−1=c(1)} − 1{wi−1 6=c(1)}
)}
= αn2A′ + βn2B′.
where
i) α = exp
{
1
T
(
1{zi−1=c(2)} − 1{zi−1 6=c(2)} − 1{zi−1=c(1)} + 1{zi−1 6=c(1)}}
)}
,
ii) β = exp
{
1
T
(− 1{zi−1=c(1)} + 1{zi−1 6=c(1)} − 1{c(2)=zi+1} + 1{c(2) 6=zi+1})}
×
N∑
j=1
j 6=2
exp
{
1
T
(
1{zi−1=c(j)} − 1{zi−1 6=c(j)} + 1{c(j)=zi+1} − 1{c(j) 6=zi+1}
)}
.
To compute the term A′ we define for k = {1, · · · , N} the spaces W (k) = {w ∈ χ : wi =
c(1), wi+1 = c
(k)} and we consider some symmetry arguments as above:
For any vertex ξ1 ∈ W (1) there exist a unique ξl ∈W (l) where l ∈ {2, · · · , N} such that:
• If k < i , ξ1k = ξlk.
• If k > i+ 1, then:
– If ξ1k = c
(1) then ξlk = c
(l).
– If ξ1k = c
(l) then ξlk = c
(1).
– If ξ1k = c
(l˜) where l˜ 6= {1, l} then ξlk = c(l˜).
Then equations (10) and (11) becomes in the case of N colors:∑
w∈W (1)
pi(w) = e
2
T
∑
w∈W (2)
pi(w) = · · · = e 2T
∑
w∈W (N)
pi(w),(17)
∑
w∈W (1)
pi(w) + · · ·+
∑
w∈W (N)
pi(w) =
1
N
.(18)
From equations (17) and (18) and with the same tricks used to obtain equation (12) we get:
A′ =
∑
w∈χ:wi=c(1)
pi(w) exp
{
1
T
(
1{c(2)=wi+1} − 1{c(2) 6=wi+1} − 1{c(1)=wi+1} + 1{c(1) 6=wi+1}
)}
=
1
N
.
(19)
With the same tricks, we obtain the same result for B′
B′ =
∑
w∈χ:wi=c(2)
pi(w) exp
{
1
T
(
1{wi−1=c(1)} − 1{wi−1 6=c(1)} − 1{wi−1=c(2)} + 1{wi−1 6=c(2)}
)}
=
1
N
.
(20)
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The application of equations (19) and (20) gives:
Q(e)−1
∑
(x,y):γxy∋e
|γxy|pi(x)pi(y) ≤ αn2A′ + βn2B′ = n
2
N
(α+ β).
The worst value of α + β is obtained when zi−1 = c
(l) = zi+1 for l ∈ {3, · · · , N}. In this
case we have:
Q(e)−1
∑
(x,y):γxy∋e
|γxy|pi(x)pi(y) ≤ n
2
N
(N − 1 + e 4T ).(21)
b) For the boundary cases, when i = 1 equation (15) becomes
Q(e)−1
∑
γxy∋e
|γxy|pi(x)pi(y) ≤ n
2
N
(N − 1 + e 2T ).(22)
Also, we obtain a similar result for the case where i = n.
Equation (21) and (22) together give an upper bound of κ defined in (2) as follow:
κ = max
e∈E
Q(e)−1
∑
(x,y):γxy∋e
|γxy|pi(x)pi(y) ≤ n
2
N
(N − 1 + e 4T ).(23)
Finally, we apply the upper bound given in (23) in equation (1) to finish the proof.
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