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A proposed phase-estimation protocol based on measuring the parity of a two-mode squeezed-
vacuum state at the output of a Mach-Zehnder interferometer shows that the Crame´r-Rao sensitivity
is sub-Heisenberg [Phys. Rev. Lett. 104, 103602 (2010)]. However, these measurements are prob-
lematic, making it unclear if this sensitivity can be obtained with a finite number of measurements.
This sensitivity is only for phase near zero, and in this region there is a problem with ambiguity
because measurements cannot distinguish the sign of the phase. Here, we consider a finite number
of parity measurements, and show that an adaptive technique gives a highly accurate phase esti-
mate regardless of the phase. We show that the Heisenberg limit is reachable, where the number
of trials needed for mean photon number n¯ = 1 is approximately one hundred. We show that the
Crame´r-Rao sensitivity can be achieved approximately, and the estimation is unambiguous in the
interval (−pi/2, pi/2).
I. INTRODUCTION
Phase estimation and optical interferometry are the
basis for many precision measurement applications. Co-
herent light based interferometry is most commonly used
but its sensitivity for phase estimation is limited by the
shot-noise limit, (∆ϕ)2 ≥ n¯−1, where ϕ is the unknown
phase, and n¯ is the mean number of photons used to per-
form the estimation [1]. This is not a problem in the
case of limitless resources or in the case of samples that
can withstand large doses of radiation. However, in order
to achieve a finer precision given a finite amount of re-
sources, one has to resort to interferometry with quantum
states of light, such as N00N states [2] with parity mea-
surements [3, 4], in order to achieve sub-shot-noise or the
Heisenberg limit (HL) to sensitivity of phase estimation.
Squeezed vacuum, which is the brightest experimentally
available nonclassical light, has received much attention.
In particular, the two-mode squeezed-vacuum (TMSV)
which is the simplest two-mode state that contains strong
photon-number entanglement, offers a notable improve-
ment in phase estimation precision when compared to
coherent states [4–7].
Significant advances have been made in quantum-
enhanced phase sensitivity [8] and the meaning of the
Heisenberg limit has been thoroughly examined [9, 10].
Yet, a proposed phase estimation scheme dips below the
HL in the case of an infinite number of parity measure-
ments [5]. That scheme is based on measuring the parity
of the state of light at the output of a Mach-Zehnder in-
terferometer (MZI), as shown in Fig. 1, with two-mode
squeezed-vacuum input. A parity measurement focuses
on whether the output photon number is odd or even,
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FIG. 1. Two-mode squeezed-vacuum states are generated
at the input of the Mach-Zehnder interferometer (MZI) by
an optical parametric amplifier (OPA), where ϕ is the phase
being measured and θ is a controllable phase. The parity
signal at the output of the MZI is then measured with photon-
number-resolving detectors. Since TMSV states always have
even photon numbers, the parity signal can be detected by
performing photon-counting at only one output.
rather than the the actual number itself. It turned out
that this particular scheme using TMSV input has sub-
Heisenberg sensitivity, due to the fact that the photon
number uncertainty for the state of light inside of the
MZI is greater than the average photon number used for
the measurement [11, 12].
The Heisenberg limit, ∆ϕ2 = 1/(MN2) for states with
N fixed total number of photons such as twin-Fock [13]
or N00N states [2] and M copies of the state, is a rigor-
ous lower limit for local phase sensitivity for such states
[14]. However, for states with well-defined mean photon
number but undefined total photon number, such as the
TMSV used here, it is now understood that the Heisen-
berg limit so defined is not a lower limit.
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2Here we concern ourselves primarily with the Crame´r-
Rao bound, which is provably the ultimate limit of phase
sensitivity [15]. That is, for a measurement providing
an unbiased estimate of a parameter ϕ, the variance of
the estimate can be no less than the Crame´r-Rao bound.
Hence, if we saturate this limit, as we do in this work
with parity detection, then our measurement scheme is
optimal.
Unlike in Ref. [5] where the Crame´r-Rao bound sen-
sitivity is expected in the limit of an infinite number of
parity measurements, we consider a finite parity mea-
surement record. We use the terminology “detection” to
denote measurement on an individual copy of the state,
and “measurement record” to denote the list of parity
detections.
In previous schemes considered [4, 6, 7], it was un-
clear as to how an unambiguous estimate could be made,
given that the parity of the output is symmetric around
the origin. If one infers the value of the measured phase
ϕ by only considering the statistics (number of odd/even
outcomes) of a static interferometer, there is ambiguity
in the sign of the phase estimate. Figure 2 shows the
probability distribution for the phase ϕ for an example
measurement record, generated for an actual phase of
0.15. The distribution has two maxima distributed sym-
metrically around 0.
In addition, the most sensitive region is confined to a
small interval where the relative phase between the two
arms of the interferometer is zero, where the ambiguity
of the sign is most problematic. Moving away from this
region, the phase sensitivity decays quickly.
We introduce a feedback technique described in the fol-
lowing sections and eliminate this ambiguity; an example
of the probability distribution for the phase is shown in
Fig. 3. By implementing an adaptable control phase θ we
extend the region where the measurement is accurate to
the interval (−pi/2, pi/2). We show that with a sufficient
number of detections, the method achieves Heisenberg-
limited sensitivity. In this paper we define the Heisenberg
limit as ∆ϕ2 ≡ 1/(Mn¯2) [1].
The structure of the paper is as follows. In Sec. II
we describe the model of the TMSV state and discuss
the problematic features associated with parity measure-
ments. In Sec. III we detail the adaptive technique used
to resolve these issues, and present results for the accu-
racy of the measurement scheme. We discuss the effects
of photon loss in Sec. IV, then conclude in Sec. V.
II. MODEL
We consider a phase estimation scheme with a two-
mode squeezed-vacuum input state which is commonly
generated in unseeded optical parametric amplifiers. A
TMSV state is ideally a superposition of twin Fock states,
|ψn¯〉 =
∞∑
n=0
√
pn(n¯) |n, n〉 , (1)
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FIG. 2. The probability distribution for the phase ϕ for an
example measurement record, generated for an actual phase
of ϕ = 0.15 and the control phase θ = 0. The record consists
of M = 512 parity detections, of which 466 are even.
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FIG. 3. The probability distribution for the phase ϕ for an
example measurement record, generated for an actual phase
of ϕ = 0.15 and θ being adaptive. The record consists of M =
512 parity detections. There is no ambiguity in the sign of ϕ.
where pn(n¯) = (1− tn¯)tnn¯, tn¯ = 1/ (1 + 2/n¯), and n¯ is the
average photon number in the state [16].
Parity based phase estimation was originally intro-
duced in quantum optics by Gerry [17] and is based on
the parity of the photon number detected at the output
of the MZI. Since the photon number in a TMSV state is
always even, the parity signals are the same in both the
output ports, and therefore can be detected by perform-
ing photon-counting at only one port. It turns out that
parity detection is sufficient to achieve the Crame´r-Rao
bound in the case where the state is path symmetric [18],
which is the case here. Propagation of the light through
a MZI imprints phase information on the state that is
retrieved by measuring parity at the output of the MZI.
The expected value of the parity signal 〈Πˆ〉 for a TMSV
based phase estimation scheme,
〈Πˆ〉 = 1√
1 + n¯(n¯+ 2) sin2(θ − ϕ)
, (2)
3was obtained in Ref. [5]. Equation (2) was obtained by
summing the expected parity value 〈Πˆ〉n for each twin-
Fock state |n, n〉, weighted by their respective probability
of occurring,
〈Πˆ〉 = (1− tn¯)
∞∑
n=0
tnn¯ 〈Πˆ〉n , (3)
where 〈Πˆ〉n = (−1)nLn[cos(2(θ − ϕ+ pi2 ))] and Ln is the
Legendre polynomial of order n [4].
A straightforward method for determining the magni-
tude of the unknown phase ϕ is as follows. If we let the
controllable phase be θ = 0 and we know n¯ at the in-
put, then we send the TMSV through the MZI of Fig. 1,
which interrogates the unknown phase ϕ. Then, we per-
form parity measurements at the output, which returns
either an even or odd outcome with probabilities Pe and
Po (as defined below), respectively. This allows us to
determine the parity signal Πˆ.
This parity measurement can be implemented with
photon-number-resolving detectors or homodyne detec-
tion [19, 20]. Inferring the parity of a state disregards
the actual number of photons detected and focuses on
whether this number is even or odd. Since Pe + Po = 1
and the expectation value of a state’s parity is 〈Πˆ〉 =
Pe − Po, the probabilities of detecting an even or odd
photon number are
Pe = 1
2
(1 + 〈Πˆ〉), Po = 1
2
(1− 〈Πˆ〉). (4)
When the estimate is unbiased [21], the precision of the
estimate is lower-bounded by the Crame´r-Rao bound,
∆ϕ2 ≤ 1/MF(ϕ), where M is the number of times the
estimation is repeated and F(ϕ) is the Fisher information
[15]. In this case, the Fisher information is
F(ϕ) = 1Pe
(
∂Pe
∂ϕ
)2
+
1
Po
(
∂Po
∂ϕ
)2
=
1
1− 〈Πˆ〉2
(
∂ 〈Πˆ〉
∂ϕ
)2
=
cos2(θ − ϕ)n¯(n¯+ 2)[
1 + n¯(n¯+ 2) sin2(θ − ϕ)]2 . (5)
The Fisher information is maximized for θ − ϕ = 0.
Therefore, the ultimate precision of this estimation
scheme is 1/Mn¯(n¯+ 2), which is sub-Heisenberg if the
bound can be achieved. When F ≥ n¯, the scheme per-
forms better than the shot-noise limit. This would be
achieved if |ϕ − θ| is smaller than approximately n¯−1/4.
As ϕ increases, the sensitivity decays quickly.
One can estimate ϕ from the statistics of the detec-
tions. In order to choose the estimate, it is useful to
determine a probability density function for the phase
based on the detection results. This probability density
can be determined via Bayes’ theorem to be
P(ϕ|`) ∝ P`e(ϕ)PM−`o (ϕ), (6)
where M is the number of parity detections and ` is the
number of even results. The estimate of ϕ could be cho-
sen to be, for example, the maximum of this probability
distribution.
One can model phase estimation with TMSV and par-
ity detection numerically in the following way. Choose
an average photon number n¯ and an unknown phase ϕ,
then numerically generate a measurement record of fi-
nite length M using the probabilities Pe and Po. From
this measurement record the probability density function
for ϕ can be calculated using Eq. (6). An example of a
simulation is presented in Fig. 2 for the case where θ is
constant. With θ constant, there is ambiguity in the esti-
mation of ϕ, because the distribution is symmetric about
0.
III. THE MEASUREMENT SCHEME
In order to eliminate this ambiguity, we apply a feed-
back technique, which changes the controlled phase θ
based upon previous detection results and controlled
phases. Intuitively, this method works by maximiz-
ing | 〈eiϕ〉 | thereby reducing the appearance of multiple
peaks [22]. Since,
〈eiϕ〉 =
2pi∫
0
eiϕP(ϕ)dϕ, (7)
| 〈eiϕ〉 | is maximum when P(ϕ) is a delta function, and
equals zero when P(ϕ) is flat. Here we use a variation of
the method in Ref. [22] where we maximize | 〈ei2ϕ〉 |, as
explained next.
The adaptive technique uses the latest probability dis-
tribution P(ϕ) to calculate the next controlled phase.
Initially the distribution is flat, because there is no phase
information. The initial controlled phase is therefore cho-
sen to be random. Then, after each detection, the prob-
ability distribution is updated using Bayes’ theorem,
P(ϕ|~µm, ~θm) ∝ P(µ|ϕ, ~θm)P(ϕ|~µm−1, ~θm−1), (8)
where µ denotes whether the detection is even or odd,
~µm = (µ1, µ2, .., µm) is the vector of successive detec-
tion results, and ~θm = (θ1, θ2, .., θm) is the vector of the
corresponding controlled phases. Since the probabilities
are periodic with period pi, they can be expressed as a
Fourier series,
P(ϕ|~µm, ~θm) = 1
2pi
x∑
j=−x
aje
2ijϕ, (9)
where aj is complex, and depends on ~µm and ~θm.
Before the first detection, Eq. (9) contains only one
term, a0 = 1/2pi. After each detection result given by
the probabilities in Eq. (4), the Fourier coefficients aj
in Eq. (9) are updated using Eq. (8), which again uses
4n¯ No. of terms
1 10
2 10
3 15
5 20
8 25
TABLE I. For a TMSV state of mean photon n¯, the cut-off
for the number of Legendre polynomial terms used in Eq. (3).
Eq. (4). However, to exactly represent Eq. (4) in terms
of Fourier coefficients, an infinite sum over the Legen-
dre polynomial terms is needed in Eq. (3). In order to
perform the numerical calculations, we truncated this in-
finite sum. It was found that the cut-off needed depended
on n¯; the values used are given in Table I.
We adjust the controlled phase θm based on the pre-
vious detection results and controlled phases. The value
for θm is the one which maximizes the average sharpness
of the probability distribution for ϕ after the next de-
tection, across the interval (−pi/2, pi/2). Here we take
the sharpness to be s(θ) ≡ | 〈ei2ϕ〉 |, which differs from
the case in Ref. [22] where the sharpness is | 〈eiϕ〉 |. We
make this choice because the probability distribution for
the parity detection results has a period of pi instead of
2pi.
The explicit expression for the average sharpness is
sav(θm) =
1
2pi
∑
µ={+1,−1}
∣∣∣∣∣∣
pi∫
0
ei2ϕ
m∏
k=1
P(µk|ϕ, ~θk)dϕ
∣∣∣∣∣∣ .
(10)
This expression corresponds to the average sharp-
ness for the measurement results weighted by their
probability of occurring. Maximizing this expression
yields the highest average accuracy of the phase es-
timates after the next detection [23]. The integral
over ϕ simply yields the coefficient a−2. Therefore,
this integral may be obtained by summing the abso-
lute value of a−2 for P(ϕ|~θm, ~µm−1, µm = even) and
P(ϕ|~θm, ~µm−1, µm = odd) after the next detection. No
analytical formula exists for calculating the optimal θm,
so it was determined numerically [24].
At the end of each measurement record, the esti-
mate is taken to be the argument of a−2, correspond-
ing to arg(〈e2iϕ〉). This estimate of the phase is opti-
mal for a measure of the measurement accuracy based
on | 〈cos(2(ϕˆ− ϕ)〉 | [23], where ϕˆ is the value of an in-
dividual estimate. Here we are using the mean-square
error (MSE), for which this estimate is not exactly opti-
mal. (The MSE is an estimate of the error that is equal
to the variance if the measurement is unbiased, and also
appropriately penalises biased estimates.) However, this
estimate is close to optimal for narrowly peaked distribu-
tions. In that case, the cosine function can be accurately
approximated by expanding to second order, so
| 〈cos(2(ϕˆ− ϕ)〉 | ≈ 1− 2 〈(ϕˆ− ϕ)2〉 . (11)
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FIG. 4. The distribution of estimates for ϕ, where M =
256 detections were used to obtain each estimate. The plot
contains results from J = 20000 measurement records which
were numerically generated for ϕ = 0.5 and n¯ = 3. The
distribution has a MSE ∆ϕ2 = 3.81× 10−4.
Therefore the estimate that maximizes | 〈cos(2(ϕˆ− ϕ)〉 |
approximately minimizes the MSE 〈(ϕˆ− ϕ)2〉. This es-
timate of the phase is also close to unbiased for narrowly
peaked distributions. This is because 〈e2i(ϕˆ−ϕ)〉 = 1. For
narrowly peaked distributions, the exponential can be ex-
panded to first order, giving 1 + 〈2i(ϕˆ− ϕ)〉 ≈ 1, which
implies that 〈ϕˆ〉 ≈ ϕ. Therefore, the Crame´r-Rao bound
should hold approximately.
Another feature of this estimate of the phase, is that
together with the random initial controlled phase, it en-
sures that the measurement scheme is covariant. That
is, the probability distribution for the error in the esti-
mate is independent of the system phase. In order to
fairly evaluate the overall performance of a measurement
scheme, one should determine the MSE averaged over the
system phase. When the measurement scheme is covari-
ant, this averaging is unnecessary, because the MSE is
independent of the system phase.
In order to estimate the performance of this adap-
tive scheme, measurement records were generated nu-
merically and the controlled phases θm were calculated.
For a measurement record consisting of M detections,
we generated J records to evaluate the MSE of the es-
timates. Since it becomes computationally intensive to
obtain a large number of estimates as M increases, for
each different M , J was chosen such that the uncertainty
in the estimated MSEs is less than 3% [25]. It was found
that in order to achieve the same precision in calculating
∆ϕ2, as M increases, J can be reduced. For example,
for M ∈ [64, 128], J = 106 phase estimates were per-
formed to calculate ∆ϕ2, whereas when M = 3096, only
J = 5000 estimates were necessary.
As an example, J = 20000 measurement records were
generated for ϕ = 0.5 and n¯ = 3, where M = 256 de-
tections were used for each estimate. Figure 4 shows the
distribution of the estimates. There is a spread in the
phase estimates with a MSE ∆ϕ2 = 3.81× 10−4.
In Fig. 5 we show the ratio of the MSE to the Heisen-
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FIG. 5. The ratio of the phase MSE to the Heisenberg limit
versus the measurement record length M , for TMSV states
with a range of mean photon numbers: n¯ = 1 (blue dia-
monds), n¯ = 2 (red circles), n¯ = 3 (green stars), n¯ = 5 (purple
crosses) and n¯ = 8 (black squares). Error bars are shown only
if they are larger than the marker size. The Heisenberg limit
(blue dashed line) is plotted for comparison (it is 1 because
all values are shown as a ratio to the Heisenberg limit).
0 500 1000 1500 2000 2500 3000
M
1.0
1.5
2.0
2.5
3.0
3.5
4.0
M
n¯
(n¯
+
2)
∆
ϕ
2
QCR bound
n¯ = 1
n¯ = 2
n¯ = 3
n¯ = 5
n¯ = 8
FIG. 6. The ratio of the phase MSE to the quantum Crame´r-
Rao bound versus the measurement record length M , for
TMSV states with a range of mean photon numbers: n¯ = 1
(blue diamonds), n¯ = 2 (red circles), n¯ = 3 (green stars),
n¯ = 5 (purple crosses) and n¯ = 8 (black squares). The quan-
tum Crame´r-Rao bound (dashed orange line) is shown for
comparison. The error bars are shown only if they are larger
than the size of the markers.
berg limit against the length of the measurement record
M . For most of the data points, the error bar is smaller
than the marker. For 1.0 ≤ n¯ ≤ 5.0, the MSEs beat the
HL. (Since the HL is ∆ϕ2 = 1/(n¯2M), when multiplied
by Mn¯2, the HL equals 1 on this plot.) In Fig. 6, we
show the ratio of the MSE to the quantum Crame´r-Rao
bound; as we expect, the MSEs asymptotically approach
this limit. Evidently, the smaller the mean photon num-
ber, the faster the MSEs converge to the bound. For
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FIG. 7. The ratio of the phase MSE to the Heisenberg
limit is plotted against the measurement record length M for
n¯ = 1 and a range of levels of loss. The results shown are:
η = 1 (blue diamonds), η = 0.99 (magenta crosses), η = 0.95
(gray squares), and η = 0.90 (green triangles) are shown. The
Heisenberg limit for η = 1 (dashed orange line) is plotted for
comparison. The error bars are not shown if they are smaller
than the markers.
n¯ = 1, when M = 3096, the phase MSE is larger than the
Crame´r-Rao bound by less than 10%. For larger n¯, the
relative difference from the Crame´r-Rao bound is larger
for the same M . Larger M would be needed to achieve
agreement within 10%.
IV. MEASUREMENT SCHEME WITH LOSSES
In reality photon-number-resolving detectors are not
100% efficient, and photonic states in an interferometer
are subjected to loss. If losses are equal in both arms,
then the inefficiency of the system can be combined and
described by a single parameter η, where 1−η is the prob-
ability of losing a photon. To model detector inefficiency
we use [26],
PD(t|s) =
(
s
t
)
ηt(1− η)s−t, (12)
which gives the conditional probability of detecting t pho-
tons given that s photons were present. We combine
Eqs. (1) and (12) to determine the Fourier coefficients for
the parity signal in the presence of loss, which are then
used to perform the simulations to calculate the phase
MSE. When η is less than 1, the visibilities of the signal
peaks as a function of ϕ are reduced; this effect becomes
more pronounced as n¯ is increased.
Figures 7 and 8 show the phase MSE for n¯ = 1 and n¯ =
3 respectively. The MSE multiplied by n¯2M is plotted
against M for a range of values of η. The error bars are
not shown if they are smaller than the marker size. For
n¯ = 1, when η = 0.95, Heisenberg limit precision can be
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FIG. 8. The ratio of the phase MSE to the Heisenberg
limit is plotted against the measurement record length M for
n¯ = 3 and a range of levels of loss. The results shown are:
η = 1 (green stars), η = 0.99 (blue triangles) and η = 0.95
(red circles) and η = 0.9 (purple squares) are shown. The
Heisenberg limit for η = 1 (HL, dashed orange line) is plotted
for comparison. The error bars are not shown if they are
smaller than the markers.
reached when M is approximately one thousand, whereas
for n¯ = 3, the variance does not reach this limit even for
η = 0.99. As is evident in the plot, when losses are equal
to 10% for n¯ = 3, the MSE increases by a factor of more
than 10, whereas if single photon states or coherent states
are used (mean-square error bounded by the shot-noise
limit), the mean-square error would only increase by a
factor of 1/η. Therefore, in order to observe error below
the Heisenberg limit (or even the shot-noise limit), the
system must be highly efficient.
V. CONCLUSION
Schemes for phase measurement often consider N00N
states, or equal photon numbers in both input ports for
an interferometer [1, 13, 19, 27]. The states that are
most commonly produced experimentally are the TMSV
states. For these states, it was previously shown that par-
ity detection yields a phase sensitivity, estimated from
the Crame´r-Rao bound, beyond the Heisenberg limit.
Since then, it was found that parity detection attains the
Crame´r-Rao bound for a wide range of states including
TMSV states [28].
However, the ability to actually achieve estimation
with mean-square error near the Crame´r-Rao bound was
uncertain, because the probability distribution for the
measurements is not well behaved. The sign of the phase
is ambiguous, because for any nonzero result, the proba-
bility distribution for the phase is symmetric about zero.
Moreover, the phase measurement is most sensitive in
a small region about zero, where the ambiguity of the
sign is most problematic (because widely separated peaks
would be easier to distinguish).
In this work we showed that it is possible to per-
form adaptive measurements on a moderate number of
copies of the state, and achieve small mean-square error,
that is close to the Crame´r-Rao bound in the interval
(−pi/2, pi/2). In particular, we find that it is possible to
obtain mean-square error below the Heisenberg limit. It
was found that the higher the mean photon number is
in the TMSV state, the larger the number of trials is
needed to reach the Heisenberg limit. For mean photon
number n¯ = 1, approximately one hundred trials is suf-
ficient, whereas for n¯ = 5, one thousand is required. As
the mean number of the TMSV state is increased, the
number of parity detections needed to approximate the
Crame´r-Rao bound also increases. When loss is present,
we find that the total efficiency of the system must be
very close to one to observe precision below the Heisen-
berg limit: for mean photon number n¯ = 3, an efficiency
larger than 0.99 would be necessary.
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