The modern software engineering process is evolutionary, with commits/patches begetting new versions of code, progressing steadily toward improved systems. In recent years, program analysis and verification tools have exploited version-based reasoning, where new code can be seen in terms of how it has changed from the previous version. When considering program versions, refinement seems a natural fit and, in recent decades, researchers have weakened classical notions of concrete refinement and program equivalence to capture similarities as well as differences between programs. For example, Benton, Yang and others have worked on state-based refinement relations.
The modern software engineering process is evolutionary, with commits/patches begetting new versions of code, progressing steadily toward improved systems. In recent years, program analysis and verification tools have exploited version-based reasoning, where new code can be seen in terms of how it has changed from the previous version. When considering program versions, refinement seems a natural fit and, in recent decades, researchers have weakened classical notions of concrete refinement and program equivalence to capture similarities as well as differences between programs. For example, Benton, Yang and others have worked on state-based refinement relations.
In this paper, we explore a form of weak refinement based on trace relations rather than state relations. The idea begins by partitioning traces of a program C 1 into trace classes, each identified via a restriction r 1 . For each class, we specify similar behavior in the other program C 2 via a separate restriction r 2 on C 2 . Still, these two trace classes may not yet be equivalent so we further permit a weakening via a binary relation A on traces, that allows one to, for instance disregard unimportant events, relate analogous atomic events, etc.
We address several challenges that arise. First, we explore one way to specify trace refinement relations by instantiating the framework to Kleene Algebra with Tests (KAT) due to Kozen. We use KAT intersection for restriction, KAT hypotheses for A, KAT inclusion for refinement, and have proved compositionality. Next, we present an algorithm for automatically synthesizing refinement relations, based on a mixture of semantic program abstraction, KAT inclusion, a custom edit-distance algorithm on counterexamples, and case-analysis on nondeterministic branching. We have proved our algorithm to be sound. Finally, we implemented our algorithm as a tool called Knotical, on top of Interproc and Symkat. We demonstrate promising first steps in synthesizing trace refinement relations across a hand-crafted collection of 37 benchmarks that include changing fragments of array programs, models of systems code, and examples inspired by the thttpd and Merecat web servers. Additional Key Words and Phrases: Program refinement, trace refinement, Kleene Algebra with Tests ACM Reference Format: Timos Antonopoulos, Eric Koskinen, and Ton Chanh Le. 2019 . Specification and Inference of Trace Refinement Relations. Proc. ACM Program. Lang. 3, OOPSLA, Article 178 (October 2019) , 30 pages. https://doi.org/ 10.1145/ 3360604 are reused in increasingly many different contexts. To complicate matters, these contexts themselves may be changing, and code written under some assumptions today may be used under different ones tomorrow. With so many moving parts, researchers and practitioners have found compositional reasoning across versions (e.g. [Logozzo et al. 2014; O'Hearn 2018] ) to be indispensable.
Changes can be exploited for good purposes: they offer a sort of informal specification, where programmers often view their new code in terms of how it has deviated from the existing code (i.e. a commit or patch), including the removal of bugs, addition of new features, performance improvements, etc. With compositional theories and tools, one can reuse previous analysis results for unchanged code, and combine them with new analyses of only the changing code fragment.
It is therefore a natural question to ask: how does a given program C 1 compare to C 2 , a modified version of C 1 ? If one is merely interested in knowing whether they are strictly equivalent (or whether, for example, C 1 is contained within C 2 ), such a notion is commonly referred to as program refinement and pertains to compiler correctness, translation validation [Pnueli et al. 1998 ], and the refinement calculus of Morgan [1994] . Intuitively, C 2 concretely refines C 1 provided that, when executed from the same initial state, they both reach the same final state. Researchers have developed algorithms and tools (e.g. [Lahiri et al. 2012 [Lahiri et al. , 2013 Wood et al. 2017] ) to check whether, say, two versions of a function return the same results. Similarly, bisimulation provides equivalence between how programs behave over time, perhaps accounting for different implementations.
Concrete refinement and bisimulation are often not focused on how the programs differ, but simply whether or not they are equivalent. Some have since worked toward weakening program equivalence. For instance, the works of Benton [2004] and Yang [2007] allowed one to define equivalence relations over the state space, to express that two programs reach the same output equivalence relation when executed from states in a particular input equivalence relation. Such equivalences allow one to describe what differences over the states one does or does not care about, for example, focusing on important variables or ignoring scratch data. This strategy is compositional because one can correlate the output relation of one code fragment with the input relation of the next. Extensions were later explored by others [Gyori et al. 2017; Unno et al. 2017 ].
Toward Trace Refinement Relations
While the above works have focused on state relations, we instead build toward a refinement theory of trace relations. Our motivating goal is to be able to express similarities/differences between two different programs in terms of their behaviors over time. Examples include whether two programs send/receive messages in the same order, follow the same allocation/release orders, have features added/removed, or have similar certain I/O patterns. Naturally, we take a reactive view of programs, treating their execution in terms of events, which can be suitably defined in terms of statements, function calls, I/O, etc.
The key idea is illustrated in Figure 1 , where we are trying to show how a program C 1 relates to another program C 2 , even though the programs may have different behaviors and even different atomic events. After abstracting the programs, we decompose C 1 into trace classes, each identified by a trace restriction r . In this example, there are two trace classes within C 1 , depicted with dashed-versus-dotted borders, and described using restrictions r 1 and r ′ 1 , respectively. These restrictions are applied with intersection: C 1 ∩ r 1 and C 1 ∩ r ′ 1 . Next, for each such restriction on C 1 we identify a different restriction on C 2 , in this case denoted r 2 and r ′ 2 , respectively. These restrictions help us focus on similarities, but there still may be differences between, for example C 1 ∩ r 1 and C 2 ∩ r 2 : some atomic events may have different names or occur in one but not the other. To that end we identify a binary relation A relating traces of one program to traces of the other, in order to establish a relaxed inclusion ⊆ A for the given trace classes, guided by that relation A. We collect all of these (r 1 , r 2 , A) triples to form what we call a trace refinement relation denoted T. That is, we say that T is a refinement relation for C 1 and C 2 , provided that ∀(r 1 , r 2 , A) ∈ T. C 1 ∩ r 1 ⊆ A C 2 ∩ r 2 and C 1 ⊆ (r 1 ,r 2 , A)∈T r 1 .
The additional condition C 1 ⊆ (r 1 ,r 2 , A)∈T r 1 requires that T identifies classes for all traces of C 1 . Notice there is no particular requirement on the relationship between r 1 and r 2 within a tuple, affording flexibility in how to relate the corresponding classes. Completeness in this setting is essentially free: one can simply use binary relations A that ignore all the events in C 1 . We therefore turn to more important questions such as what language can be used to specify trace classes, whether trace refinement relations can be found automatically, whether they capture our intuition about relationships between programs, and whether automation provides new insights about program relationships.
Challenges & Contributions
Specifying Trace Classes. To demonstrate trace refinement relations, we have instantiated the concept to a particular language for expressing traces: Kleene Algebra with Tests (KAT) [Kozen 1997 ]. We found KAT to be convenient because it is expressive, supports algebraic reasoning and has a built-in notion of composition. One could certainly also pursue temporal logics instead; we leave this to future work. KAT is an amalgamation of Kleene Algebra which (like regular expressions) has constructors for union +, concatenation ·, and star-iteration *, and Boolean Algebra which has boolean predicates and operations. (A background on KAT is given in Section 2.)
In Section 4 we instantiate trace refinement relations to KAT. We treat programs C 1 and C 2 in terms of their traces by abstracting themÐvia intermediate abstract programsÐto KAT expressions, respectively denoted k 1 and k 2 . In the setting of KAT, the (r 1 , r 2 , A) tuples of T represent a KAT expression r 1 to restrict k 1 (via KAT intersection), a KAT expression r 2 to restrict k 2 , and A is a set of KAT hypotheses, used to relate symbols/expressions in k 1 with symbols/expressions in k 2 . Each tuple is a specific KAT inclusion and, as above, the overall trace refinement relation provides a weak, KAT-based notion of inclusion between the trace classes of C 1 and those of C 2 .
In Section 4 we also present a formal development, defining trace refinement relations and putting them in the context of some other forms of refinement. We also show that, under this KAT instantiation, our trace-refinement relations are composable (Theorem 4.6) . Composition permits an analysis of one pair of program fragments to be reused in many contexts and when the program is further changed [O'Hearn 2018], as discussed below.
Synthesizing Trace Refinement Relations. In Section 5 we describe methods for synthesizing a trace-refinement relation T, given input programs C 1 and C 2 . We first describe an overall algorithm that iteratively synthesizes T using a mixture of: (i) semantic abstraction α of a program C 1 (and C 2 ) to KAT expression k 1 (and k 2 ), (ii) pruning infeasible paths, (iii) symbolic KAT inclusion (via SymKAT [Pous 2015a]), (iv) a custom edit-distance algorithm on inclusion counterexamples to find relationships between cross-program trace classes, and (v) case-analysis on branching in C 1 and C 2 in circumstances where the branching in one program prevents immediate inclusion in the other. We have formalized our algorithm and proved that it is sound (Theorem 5.1) .
The primary goal of our synthesized refinement relations is for them to be consumed by the algorithm/tool. To this end, we generate T to capture the multitude of conditions and ways in which one code fragment C 1 can relate to another fragment C 2 , in order to produce results that are reusable. Once T is generated for one fragment pair, it can be reused in many contexts or even when the context code changes. This strategy is common in many program analysis tools (e.g. Facebook Infer). As a secondary goal, synthesized trace refinement relations can be used by experts. Like a syntactic diffing tool, the relations can guide them to understand how code has changed. Our tool, discussed next, is also geared toward generating output to meet this goal.
Implementation and Experimental Validation. In Section 7, we first discuss an implementation of our algorithm in a new tool called Knotical, that operates on an input pair of imperative WHILE programs and synthesizes trace refinement relations. Knotical is built from the ground up in OCaml using Interproc [Lalire et al. 2009 ] for abstract interpretation and Symkat to generate KAT counter examples [Pous 2015a [Pous , 2016 . We also describe a customized edit-distance implementation for scoring and finding alignments between programs.
We next describe an evaluation of our tool on a collection of 37 hand-crafted benchmark examples 1 that we have assembled. Almost all examples necessitate trace refinement relations that cannot be expressed using concrete refinement or other prior techniques. The examples range from those designed to exercise the various aspects of our approach (restriction, hypotheses, edit distance, etc.), to broader examples that model fragments of systems code behaviors, such as user I/O, array access patterns, and reactive web servers (e.g. thttpd [Poskanzer 2018 ] and Merecat [Nilsson 2019]) . At the end of Section 7, we show that Knotical can synthesize trace refinement relations on these benchmarks; that these relations often capture our intuition about relationships between program pairs; and that these relations sometimes provide new insights as to unexpected relationships between program pairs. To enable human readable output, our tool ranks the solutions based on the number of hypotheses (fewer is better) and the replacement of same-type actions (e.g. a function call should not be replaced by an assignment). We found that this helped highlight which of the solutions indicate a closer correlation between the two programs.
Related Work and Limitations
Program equivalence and refinement are well-studied problems, and there are a wide range of formalisms and algorithmic techniques. Examples include concrete state refinement, state refinement relations, bisimulation and weak bisimulation. In Section 8, we set our work in the context of some of these prior works. We also discuss topics pertaining to reasoning about multiple traces within a single program such as hyper temporal logics [Clarkson et al. 2014 ] and self-composition [Barthe et al. 2004; Terauchi and Aiken 2005] .
We developed a formal framework for trace refinement relations and, while KAT has worked well, it has also meant that we were restricted to terminating programs. We leave instantiation to other logics that support possibly non-terminating programs (e.g. temporal logic) to future work. Furthermore, although trace-refinement is particularly important in concurrency research, in this work we do not consider multiple threads. Instead, we use trace-refinement to more finely determine the similarities and differences between two programs. Our implementation was also limited in the number of symbols due to Symkat [Pous 2016 ]'s use of char to represent symbols. As noted in Section 5, soundness of our algorithm and tool depends on soundness of some of the subprocedures. Finally, the set of benchmarks we use were produced manually. We are not aware of a benchmark suite that fits our needs, and we had to manually validate our tool's solutions. We conclude in Section 9.1 by outlining future work toward adding support for heap-manipulating programs and, in Section 9.2, extensions for nested procedures and concurrency.
OVERVIEW
Consider the two programs in Figure 2 , which we will use as a motivating example to highlight our approach. These two programs each model standard web-server behaviors, receiving requests and serving responses. The program C 2 is slightly different from C 1 , possibly obtained as a modification to C 1 , with added authentication and a new logging scheme.
We are interested in knowing how the new program C 2 compares to the previous program C 1 . (We take a reactive view of programs and, for simplicity, just work with stack variables and eventsÐdenoted recv, log, etc.Ðcorresponding to I/O side effects, function calls, etc.) Both of these programs involve typical web server behavior: alternately receive a request and send a response. The programs involve some differences, arising from changes/edits that were made to C 1 . Yet there are still similarities: both programs involve a loop that iterates over x, recving messages and possibly sending responses. On the other hand, C 2 only performs a log when it recvs an m such that m ≤ 0, and it additionally performs an authorization check on m. In addition, C 1 only performs logs when the flag l is enabled.
We would like to express similarities in how the programs behave over time, such as alternation between send and recv. We would like a formal framework to also tolerate the differences between how the programs behave over time, such as the recv/send behavior in C 1 versus the recv/check/send behavior in C 2 . Intuitively, the formal framework we develop will need some way of expressing different behaviors of one program (e.g. auth is always greater than 0 in C 2 ) that correlate to behaviors in the other (e.g. log-free traces of C 1 ). Moreover, we need an abstract way to relate an event in one program (e.g. the send event in C 1 ) to an analogous event in the other program (e.g. send in C 2 ).
In this paper we describe a way to specify these kinds of łweakž trace relationships. Beyond this example, there are many intuitive program pair properties along these lines including (i) the new program alternately receives and sends messages like the original, (ii) the new program additionally performs an authorization check after each receive, (iii) the new program's memory pool usage pattern matches the old program's memory allocation pattern, and so on. These properties are trace based (as opposed to pre/post) and also relational, yet weaker than trace equivalence. We aren't aware of existing works aimed at these properties, for example by using ghost variables to encode traces into the relations of Benton [2004] / Yang [2007] or by weakening bisimulation in this direction.
In the setting of understanding these kinds of similarities/differences between programs, it is difficult to define a particular łpropertyž of interest. Instead, we are after relationships between (the traces of) a pair of programs. In this paper we will express these relationships formally in an appropriate language. We will now discuss our choice of language for describing these relationships.
Background: From Programs to KAT Expressions
Expressing properties of the way a program behaves over time motivates the need for a suitable trace specification language. For the purposes of this paper, we focus on traces described using Kleene Algebra with Tests (KAT) [Kozen 1997 ]. KAT is a convenient choice because it is expressive, supports algebraic reasoning, and has a built-in composition operator. We leave exploration of trace refinement relations in other languages (e.g. temporal logic) to future work.
KAT Reminder. We briefly recall KAT here and provide a formal definition in Section 3. KAT is an amalgamation of Kleene Algebra which (like regular expressions) has constructors for union +, concatenation ·, and star-iteration * , and Boolean Algebra which has boolean predicates and operations. KAT expressions consist of a combination of event symbols (herein denoted in uppercase: A, B, C) and boolean łtestž symbols (herein denoted in lowercase: a, b, c). One can write KAT expressions that mix event symbols with boolean test symbols, e.g. (a·A) * ·C·b. KAT expressions allow for an easy-to-use representation of while-style imperative programs [Kozen 1997 [Kozen , 2006 ] (see also Section 4.1). The union and Kleene star operations of Kleene Algebra correspond to conditionals and while loops in the program, and the underlying Boolean Algebra helps with encoding under which boolean conditions a path can materialize. For example, the KAT expression (b·C + b·D) * models a program that is a multi-path loop, branching on b. Symbol b is an element of the Boolean subalgebra, while symbols C and D correspond to the respective actions in the program.
Returning to the example in Figure 2 , we introduce a KAT geared specifically for this program pair. For notational convenience, we write boolean test symbols such as ła x>0 ž for integer expressions such as x>0, using subscripts to indicate which program expressions correspond to the symbols. Similarly, we write event symbols for program statements such as łE recv ž for action recv. The behaviors of programs C 1 and C 2 can be represented, respectively, as:
where ł1ž is the identity symbol in KAT, akin to skip in programs. (ł0ž in KAT is akin to assume(false).) Note that composition · binds tighter than union +, and we use overline (e.g. c m>0 ) to indicate negation. The above KAT symbols represent program statements, but we use KAT symbols more generally as semantic entities. KAT also can express many well-known tricks for increasing path sensitivity such as loop unrolling, trace partitioning [Mauborgne and Rival 2005] , control-flow refinement [Gulwani et al. 2009 ]. For simplicity, we omit such examples.
Trace Refinement Relations
Not all behaviors of C 1 relate to behaviors of C 2 (such as some logging in C 1 ) and vice-versa (authorization failures in C 2 ), so exact trace equivalence does not hold for the two programs in Figure 2 . Nevertheless, we are still interested in which trace classes of C 1 are also related to trace classes of C 2 and how one might correlate events in C 1 with those in C 2 . We wish to describe, for example, how both programs have a substantially similar recv/send relationship. Imagine that we could somehow focus on the behaviors of C 2 in which auth was always greater than 0, somehow focus on the behaviors of C 1 that had no log events (when l was always false), and also on the executions of both programs where they recv valid messages and thus m > 0. In that case, the programs would have restricted behaviors, represented as the following restricted KAT expressions:
The above equations are just classes of trace behaviors of C 1 and C 2 , respectively, with ≤ denoting KAT inclusion. If we could now further somehow ignore the K check event in C 2 , the above KAT expressions would be equivalent. (In this case they are syntactically equivalent, but they could also be semantically equivalent.) Finding this correlation takes care of some behaviors of C 1 , but we aim to exhaustively consider all of its behaviors. The idea of relating specific behaviors between programs is the first step toward our notion of trace refinement relations, formalized in Section 4. We consider one class of traces of C 1 at a time like we did above in Equations 1 and 2. More precisely, we use a KAT expression r 1 to represent a trace restriction and KAT intersection k 1 ∩r 1 to represent a (restricted) trace class. For this restricted behavior of k 1 , it is typically helpful to restrict k 2 (which corresponds to C 2 ) with a perhaps rather unrelated r 2 . Then we can ask whether equivalence holds between k 1 ∩ r 1 and k 2 ∩ r 2 . Returning to the running example, we can consider the class of traces of C 1 that do not involve logging by letting
requiring that b l=true holds between any actions while a x>0 also holds. Here Any is shorthand for the disjunction of all event symbols in the KAT at hand. We can use this restriction to focus on k 1 ∩ r 1 . Similarly we can restrict C 2 to the class of traces in which auth is always above 0 by letting
This restriction allows only behaviors of the program where both m > 0 and auth > 0 hold between any actions while a x>0 also holds. With these restrictions in place, we get Equations 1 and 2 above.
In some cases, we can witness classes of traces in C 1 that are a part of trace classes in C 2 simply using such a pair of restrictions. However, restrictions are not the only way that we relate k 1 to k 2 . Looking at Equations 1 and 2, there is still the discrepancy that the K check event occurs in C 2 but not C 1 . Since we are already focused on a case where auth is always greater than 0, the K check event is not so important. We can ignore such unimportant events by introducing additional hypotheses A into the KAT. In this case, we can introduce the hypothesis A = {K check = 1}, and we finally have the KAT relationship (k 1 ∩ r 1 ) = {K check =1} (k 2 ∩ r 2 ). KAT enables us to exploit algebraic reasoning and so we can introduce hypotheses for other purposes too. It is often convenient to let syntactically identical statements between C 1 and C 2 use the same KAT symbol. In other cases, we may prefer not to, but we can introduce KAT hypotheses to instead selectively relate statements.
Putting It All Together. Ultimately, we will collect a set T = {(r 1 , r 2 , A), (r ′ 1 , r ′ 2 , A ′ ), . . .}, each tuple considering a different way in which a trace class of C 1 relates to a trace class of C 2 . We finally require the union over the first projection of T to ensure that all of C 1 is represented via trace classes. In Section 4 we formalize this as a trace refinement relation. Notice that łweakž completeness is straight-forward: we could always add a triple (1, 1, A ⊤ ) where A ⊤ maps every single symbol to 1 (skip). The challenges instead include whether trace-refinement relations can be generated automatically, whether they confirm our intuition about the relationship between program pairs, and whether they can provide new insights about program pair relationships.
Composition, Contexts, Spanning Versions
So far we have discussed reasoning about a change from C 1 to C 2 , while the context remains fixed. But what about the context? A single fragment C 1 can be used in many different contexts within a large program. Thus, when C 1 is changed to C 2 , there is benefit to performing a single analysis that considers all possible contexts, rather than considering how C 1 and C 2 relate in each context [O'Hearn 2018] . This approach also allows us to cope with the fact that the context itself may change.
Returning to Figure 2 , fragments C 1 and C 2 may be used in different contexts. Perhaps in one context it is important that all failed connections are logged and we want to ensure a change from C 1 to C 2 preserves this property. In that case we need a refinement relation that does not ignore log events, and assume that the context of C 1 ensures l = true. Formally, we would have the tuple
This restricts to trace classes of C 1 where logging is enabled and all connections fail and restricts traces of C 2 to those where all connections fail. Moreover, we require a set of hypotheses A loд which does not imply that O log = 1. In a different context, other relations would be relevant. As noted earlier, this example comes from a change that added SSL support to thttpd [Poskanzer 2018 ]. Therefore, we may wish to have a refinement relation, specifying that as long as all messages are authenticated in C 2 , then it behaves the same as C 1 .
(Any * , (d auth>0 · Any) * , {O log = 1, L log = 1, K check = 1}) ∈ T Here, C 1 is unrestricted, C 2 is focused only on executions that are authenticated, and we use a set of hypotheses that ignores all log events and ignores the check event in k 2 .
Our formalism can capture other more complicated contexts, such as an outer loop. We have proved that our trace-refinement relations are compositional (Theorem 4.6) , across all of KAT, allowing us to reason about the overall trace-refinement, by considering pairs of program segments at a time.
Automation
In Section 5 we describe an algorithm for synthesizing trace refinement relations. At the high level, each iteration of the algorithm is a recursive call (Synth), where we are exploring a region of the solution space where C 1 has possibly been r 1 -restricted, C 2 has possibly been r 2 -restricted, and a collection of KAT hypotheses A are in use. Each iteration of our algorithm calculates KAT abstractions k 1 and k 2 from programs C 1 ∩ r 1 and C 2 ∩ r 2 , resp., and then considers whether k 1 is included in or is equivalent to k 2 , under the current set A of hypotheses. To check this refinement, we use Symkat [Pous 2016 ]. If this refinement holds, then the algorithm returns this triple (k 1 , k 2 , A) as a solution that may be assembled with others into a complete solution by previous calls to Synth. Alternatively, if the inclusion/equivalence does not hold, we decide, based partly on the counterexamples, whether to (i) introduce restrictions (r 1,i , r 2,i ) and/or (ii) introduce hypotheses A i . In Sections 5 and 6 we discuss how the sub-procedure employs a custom edit distance algorithm for this purpose. Finally, the restrictions are instrumented back into the programs, to produce new programs that are considered recursively.
Naturally, our algorithm needs to build on a method for translating back and forth between a program C and its corresponding KAT expression k. The former lets us learn fine-grained details about the behavior of the program, while the latter lets us perform coarse-grained cross-program comparisons. To get k from C, we exploit program semantics to obtain precise KAT expressions, for example by excluding infeasible paths. Our abstraction is not a one-way process: our algorithmic search involves discovering restrictions r and then instrumenting them back into the source program, using a form of product program.
We have proved that our algorithm is sound (Theorem 5.1) meaning that a trace refinement relation T returned by our algorithm is indeed one that satisfies k 1 ⪯ T k 2 , for k 1 and k 2 being the KAT expressions corresponding respectively to the input programs C 1 and C 2 . Weak completeness is less interesting; we are instead interested in automatically generating trace-refinement relations and whether these relations capture our intuition and/or provide new insights into the relationships between program pairs.
The Knotical Tool
We have developed a prototype tool Knotical that implements our algorithm. During the algorithm, when considering whether the current k 1 refines k 2 , Symkat may find that it does not and return a counterexample of a string w 1 that is in k 1 but not k 2 (and w 2 , vice-versa). Our algorithm departs from a traditional counterexample-guided approach and instead is able to consider not only the entirety of counterexample strings w 1 and w 2 , but also the KAT expressions k 1 and k 2 , in order to find a better correlation between the two. It is easy for a human reader to see that the relationship between k 1 and k 2 fits better, when the * expression in k 1 is correlated with the * expression in k 2 . To this end, we developed a custom edit-distance algorithm [Bille 2005 ] (see Section 6).
We are not aware of any existing benchmarks that would be appropriate for evaluating Knotical since prior works are focused mainly on state-based relationships. We created a series of 37 small benchmarks (Section 7), including examples that model user I/O, array access patterns, and fragments of reactive web servers (e.g. thttpd [Poskanzer 2018 ] and Merecat [Nilsson 2019] ). On most benchmarks, our tool was able to generate a trace-refinement relation in seconds or fractions of a second. These relations often capture human intuition about relationships between programs and sometimes provide new insights as to how the programs relate.
PRELIMINARIES
Strings, Sets, Composition, Programs. A string s over an alphabet Σ is a sequence s 1 · s 2 · · · s n of symbols s i ∈ Σ, for i ∈ [1, n]. Given sets S 1 , . . . , S n , a set S ⊆ S 1 × S 2 × . . . S n , and an element s = (s 1 , . . . , s n ) ∈ S we denote with proj i (s) the projection of s to its i-th element s i in S i . We abuse notation, denoting as proj i (S) the set
We assume a set Prog of (essentially imperative) programs operating on a set S of states. We assume a distinguished łerror statež fault ∈ S. A configuration is a pair ⟨C, σ ⟩, where C is a program and σ a state; we write Config for the set of all configurations. We assume a binary relation ⊆ Config × S capturing the łbig stepž, nondeterministic operational semantics of our programs; ⟨C, σ ⟩ ρ means that executing program C in initial state σ can result in the final state ρ.
Kleene Algebra with Tests. We use KAT [Kozen 1997 ] to represent classes of traces within a program. A Kleene Algebra with Tests K is a two-sorted structure (Σ, B, +, ·, * ,¯, 0, 1), where (Σ, +, ·, * , 0, 1) is a Kleene algebra, (B, +, ·,¯, 0, 1) is a Boolean algebra, and (B, +, ·, 0, 1) is a subalgebra of (Σ, +, ·, 0, 1). We distinguish between two sets of symbols: set P for primitive actions, and set B for primitive tests. The grammar of boolean test expressions is:
and we define the grammar KExp of KAT expressions as:
The free Kleene algebra with tests over P ∪ B, is obtained by quotienting BExp with the axioms of Boolean algebras, and KExp with the axioms of Kleene Algebra. For e, f ∈ K, we write e ≤ f if e + f = f , and all Kleene Algebras with Tests K we consider here are * -continuous, where any elements a, b, c in K, satisfy the axiom a · b * · c = n ∈N a · b n · c [Kozen 1990 ]. If the relationship e ≤ f holds under a set of hypotheses A, we write e ≤ A f . By convention we use lower case letters for test symbols and upper case letters for actions. We may also abuse notation, writing program conditions and statements rather than boolean symbols and action symbols (in which case we implicitly create symbols for each). For Figure 2 booleans 
Definition 3.1 (Intersection). Given a KAT K and two of its elements k 1 and k 2 we define k 1 ∩ k 2 to be equal to l 1 + .
For KAT expressions k 1 , k 2 and l, and a set of hypotheses A, we write l ∈ k 1 \ A k 2 if l ≤ A k 1 and l ≰ A k 2 . Similarly, we write l ∈ k 1 ∆ A k 2 if l ∈ k 1 \ A k 2 or l ∈ k 2 \ A k 1 (akin to symmetric difference on sets). Finally, for two KATs K 1 and K 2 , we denote with K 1 ∪ K 2 the smallest KAT that contains both K 1 and K 2 . Finally, when we refer to strings we mean KAT strings, which are KAT expressions where only the concatenation operation is used.
Program Refinement. Program refinement is a classical concept and can be formulated in different ways, depending on the context. Often, the usual notion of refinement is too concrete because it does not consider the context in which C 1 and C 2 are used. Benton [2004] and Yang [2007] introduced a weaker notion of refinement, parameterized by an input relation between the states of the two programs as well as an output relation. We call this an interface, which is an equivalence relation on the set of states S and defined as follows: (2) if ⟨C ′ , σ ′ ⟩ ρ ′ , then either there exists ρ such that ⟨C, σ ⟩ ρ and O(ρ, ρ ′ ), or else ⟨C, σ ⟩ fault. We say that C ′ (concretely) refines C, written C ′ ⪯ C, when C ′ ⪯ id id C where id is the identity relation. 3
KAT REPRESENTATIONS AND REFINEMENTS
In this section we discuss a two-step semantic abstraction (Section 4.1), trace refinement and trace-refinement relations (Section 4.2), and composition results (Section 4.3).
Abstracting Programs into KAT Expressions
We describe how to abstract a while-style program C to a KAT expression k over a KAT K. We parameterize such a translation by an abstraction α used for both abstracting concrete states of the program to abstract states, as well as the latter to elements of the boolean subalgebra of K.
More concretely, given a program C over a set of states S, we define α to be a tuple (K, A S , α S , α B ), where K is a KAT, A S is a set of abstract states, α S is a mapping from S to A S corresponding to the program abstraction given by the abstract interpretation, and α B is a mapping from A S to B, the boolean subalgebra of K. Additionally, we require that for any b ∈ B, there is a set of states {a 1 , . . . , a n } ∈ A S such that b = α B (a 1 ) + . . . + α B (a n ). When K and A S are clear from the context,
With such an abstraction α = (K, A S , α S , α B ) as a parameter, we say a translation from C to a KAT expression k ∈ K is valid (resp. strongly valid), if for any states σ , ρ ∈ S, ⟨C, σ ⟩ ρ only if (resp. if and only if) α B (α S (σ )) · k · α B (α S (ρ)) 0. We assume a procedure Translate(C, α) that returns k ∈ K and the translation from C to k is valid (see Section 5 for an implementation). Finally, we will iteratively construct abstractions and thus need the following notion of refinement over abstractions: 
over the same set of concrete states S, we say that α ′ refines α, and write it as
The combined abstraction of α 1 and α 2 , written α 1 ⊔ α 2 , is defined to be the abstraction (
KAT Refinements
With abstractions from programs to KAT expressions in hand, we now first define concrete KAT refinement, and then our notion of trace-refinement relations (Definition 4.4).
Definition 4.2 (Concrete KAT refinement). Let k 1 and k 2 be two KAT expressions over K. We say that k 1 concretely refines k 2 , and denote it by k 1 ⪯ k 2 , if for any b, d ∈ B:
(
The following relates concrete trace refinement, via abstraction, back to concrete program refinement (See Appendix A).
Theorem 4.3. Let C 1 and C 2 be two programs, and let k 1 and k 2 be the two KAT expressions obtained from a strongly valid translation of the two programs respectively, under some abstraction α. Then it holds that C 1 ⪯ C 2 if and only if k 1 ⪯ k 2 .
Notice that for the inclusion implication to work in both directions we need the translations to be strongly valid. We currently do not enforce this in our implementation, both because the underlying tools we employ (Interproc [Lalire et al. 2009 ]) would not be able to satisfy this in general, but also because it is a theoretically hard requirement, unless restricted to limited classes of programs. We simply require a valid translation in our implementation, where we reason about the program pairs using the KAT domain (i.e. a relation over abstractions).
We now weaken concrete KAT refinement, presenting trace-refinement relations. Intuitively, the idea is to reason piece-wise, considering classes of traces within k 1 and, for each, correlating them with a corresponding trace class in k 2 , with the help of KAT hypotheses. Note that, for some element k of a KAT K, we say a set S = {s 1 , . . . , s n 
Definition 4.4 (Trace Refinement Relations). Let K be a KAT, let A be a class of hypotheses over K, and let T be a relation over K × K × P(A). Given two KAT elements k 1 and k 2 of K, we say that k 1 refines k 2 , with respect to T, denoted by k 1 ⪯ T k 2 , if proj 1 (T) partitions k 1 and, for any (l 1 , l 2 , A) ∈ T,
We also consider trace equivalence relations, slightly adapting Definition 4.4 to use equivalence (=), rather than inclusion (≤), as well as requiring that both proj 1 (T) partitions k 1 and proj 2 (T) partitions k 2 .
As discussed in Section 2, intuitively each (l 1 , l 2 , A) triple in a trace-refinement relation T identifies restrictions on k 1 and k 2 , as well as KAT hypotheses A that allow us to align the k 1 ∩ l 1 trace classes with ones in k 2 ∩ l 2 . In the example from Section 2, we gave examples of an l 1 that excluded logging by forcing b l=true to hold at each iteration of the loop.
Remark 4.5. As trace-refinement is a weakening of concrete refinement, it is natural that two KAT expressions k 1 and k 2 may be such that k 1 refines k 2 , but does not concretely refine it. For most expressions k 1 and k 2 , we can find a set of hypotheses A (e.g. that equates all actions and specific boolean variables to 1), such that the singleton set containing only the tuple (1, 1, A) is a trivial solution to trace-refinement between k 1 and k 2 .
Finally, we overload the KAT refinement definition to be used on programs themselves, when the abstraction α is clear from the context. Thus, for two programs C 1 and C 2 , and a trace-refinement relation T, we may write C 1 ⪯ T C 2 to mean that Translate(C 1 , α) ⪯ T Translate(C 2 , α).
Classes of Hypotheses.
For this work, we will explore the effect of just a few types of classes of hypotheses. In general, checking equality of KAT expressions under arbitrary additional hypotheses, can be undecidable ([Kozen 1996]) . Because of that, and guided by the limitations imposed by certain libraries we use in our implementation (Symkat), we focus on the following types of hypotheses when A, B ∈ P and a, b ∈ B: (i) to ignore certain actions: A = 1, (ii) to fix the valuation of certain booleans: b = 1 or b = 0, (iii) to express commutativity of actions against tests: A · b = b · A (currently not used in our implementation) and (iv) to relate single elements: A = B or a = b.
Composition
Given trace-refinement relations T 1 and T 2 , we define their composition T 1 ⊙ T 2 to be the trace-
Theorem 4.6 below allows us to reason about individual fragments of KAT expressions, and combine the analyses into a result that holds overall. We can do so by building trace-refinement relations in a bottom-up fashion, capturing larger and larger fragments of those KAT expressions, guided by their structure. (See Appendix A)
Theorem 4.6. Suppose k 1 , k 2 , l 1 and l 2 are KAT expressions. Let T k and T l be trace-refinement relations, such that
As a simple corollary we can always extend a trace-refinement relation corresponding to a pair of KAT expressions, to one corresponding to a pair of KAT expressions obtained from the former by enclosing them into any common context, more formally stated as follows.
Corollary 4.7. Given any KAT expressions m, l, k 1 and k 2 , and trace-refinement relation T such that
Finally, we present a transitivity result by extending two trace-refinement relations at hand to single one. Let T 1 and T 2 be two trace-refinement relations, such that for any tuple
For such trace-refinement relations, we define their transitive trace-refinement relation to be the one containing the tuples (o 1 , p 2 , A 1 ∪ A 2 ). We denote such a trace-refinement relation by T 1 ⊗ T 2 .
Input: Two programs C 1 , C 2 and an abstraction α.
The skeleton of Synth, which synthesizes trace-refinement relations for input programs C 1 , C 2 .
Theorem 4.8. For any elements k, l and m in a KAT K, and any trace-refinement relations
AUTOMATION
The structure of our algorithm is given in Figure 3 and depicted in Figure 4 . The input to our algorithm are programs C 1 , C 2 provided, for example, in a C-like source format and parsed into ASTs. Our algorithm returns trace-refinement relations for C 1 , C 2 , and is parametric as to whether the relations are for equivalence versus inclusion. Technically, it returns a finite set O = {(l 1 1 , l 1 2 , A 1 , α 1 ), . . .} from which the trace refinement relation RefRelation(O) can be constructed by unifying to a common abstraction α = α 1 ⊔ . . . ⊔ α n .
Our main function Synth uses several sub-components discussed below. At the high level, it begins by using Translate, analyzing C 1 and using an iteratively constructed abstraction α to obtain the KAT expression k 1 (similar for C 2 , k 2 ), per Section 4.1. The algorithm then checks for KAT equivalence or inclusion between k 1 and k 2 with KATdiff. If no counterexamples are found, KATdiff returns k 1 and k 2 , together with the current set of hypotheses A as a solution. On the other hand, if KATdiff does find counterexamples, they are fed into SolveDiff, which examines them along with the KAT expressions to determine what restrictions and/or hypotheses could be employed to subdivide the search space into trace classes for which we hope further refinements can be discovered. SolveDiff returns this decision, given as a list of (r 1 , r 2 , A) triples. Then Restrict is used to construct increasingly restricted versions of the input programs C 1 and C 2 and new abstractions α ′ . These are then are considered recursively by Synth.
Sub-Procedures
We now define and discuss the sub-procedures used by Synth. We also discuss the implementation (and limitations) of these subcomponents. As noted, the overall algorithm is parameterized by whether we are looking for solutions to equivalence (= A ), or simply to inclusion (≤ A ). The functionality of the sub-procedures is largely the same for the two cases.
• Translate(C, α): This sub-procedure employs the two-step abstraction described in Section 4.1 by taking as input a program C and abstraction α = (K, A S , α S , α B ), and returning a KAT expression k in K such that ⟨C, σ ⟩ ρ implies that α B (α S (σ )) · k · α B (α S (ρ)) 0. In the implementation, the sub-procedure first parses the input program into an AST. From this point, one could use the approach by Kozen [1997] to model a program into a KAT expression. However we need more fine-grained detail and want accurate path expressions that exclude infeasible paths. So instead, we utilize an abstract interpreter, such as Interproc, on the possibly restricted program. Interproc (C1,r1,1,C2,r2,1, A ∪ A1, populates the locations of the program with invariants according to an abstraction α 4 and annotates locations that are infeasible with ⊥. Rather than a strictly syntactic translation, we instead exploit semantic information (i.e. paths of the program are determined to be infeasible) to convert the abstract program into a KAT expression k in K that covers its behavior. For example, consider the simple instrumented program assume(d==0); c=d; if (c==0) execB() else execD(); The standard syntactic translation [Kozen 1997 ] alone, would produce the expression d d==0 · E c=d · (c c==0 · B execB + c c==0 · D execD ). In our case, Interproc determines c==0 is always true under the instrumented assume(d==0) and the program is instead converted to the simpler expression B execB .
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• KATdiff(k 1 , k 2 , A): Given two KAT expressions k 1 , k 2 and hypotheses A, KATdiff returns cexs, which is a set of KAT expressions k with k ∈ k 1 \ A k 2 and possibly k ∈ k 2 \ A k 1 (depending on whether we seek equivalence or inclusion). We assume this sub-procedure to be sound and complete. If cexs is empty, then the two input KAT expressions k 1 and k 2 are such that k 1 ≤ A k 2 (or k 1 = A k 2 ). Our implementation uses Symkat [Pous 2016 ], which only obtains a singleton set cexs, and is thus either (i) a single string c in k 1 \ A k 2 when we seek inclusion, (ii) a single string c in k 2 \ A k 1 (resp. in k 1 \ A k 2 ) when we seek equivalence but k 1 ≤ A k 2 (resp. k 2 ≤ A k 1 ) holds, or (iii) a pair of strings (c 1 , c 2 ), with c 1 in k 1 \ A k 2 and c 2 in k 2 \ A k 1 , when we seek equivalence and neither k 1 ≤ A k 2 or k 2 ≤ A k 1 holds. If k 1 = a · M · (b · F + b · G) and k 2 = a · M · b · G, then the string a · M · b · F is included in k 1 but not in k 2 , and thus in k 1 \ A k 2 .
• SolveDiff(k 1 , k 2 , A, cexs): This procedure takes KAT expressions k 1 and k 2 , a set of hypotheses, and the set of counterexamples cexs above. It returns a set R of tuples (r 1 , r 2 , A r ), each called a restriction. The set of restrictions R has the property that proj 1 (R) partitions k 1 , ensuring that we have completely covered all traces. Furthermore, in the interest of progress, we also assume that each counterexample in cexs is not a counterexample for k 1 ∩ r 1 \ A r k 2 ∩ r 2 , or even for k 2 ∩ r 2 \ A r k 1 ∩ r 1 depending on whether equivalence is considered instead of inclusion. In our implementation, we apply a customized edit-distance algorithm discussed in Section 6, which returns a set of transformations that can be applied to two KAT strings c 1 and c 2 to make them equivalent. These transformations are in the form of removing alphabet symbols from the strings at particular locations, or replacing some symbol with another. From these transformations, SolveDiff constructs a list of restrictions to be applied on the input programs of the form (r 1 , r 2 , A r ), where r 1 and r 2 are KAT expressions, and A r is a set of hypotheses.
When the edit-distance algorithm asks for the removal of an alphabet symbol from, say, string c 1 , we consider two cases, depending on whether the symbol corresponds to a boolean condition or not. If so, the KAT expression r 1 corresponding to this transformation is essentially obtained by adding a hypothesis inserting the valuation of the boolean variable, in the given KAT expression k 1 . Since we want these restrictions to cover all behaviors of the input programs, we also consider the negation of that valuation. As such, at least two restrictions are considered, namely (r 1 , r 2 , A r ) and (r ′ 1 , r ′ 2 , A ′ r ), such that r 1 and r ′ 1 cover k 1 . On the other hand, when the removal of an event M is required, a hypothesis of the form M = 1 is added to the set of hypotheses.
• Restrict(C 1 , r 1 , C 2 , r 2 , A, α) obtains new programs from previous ones, using restrictions from SolveDiff. Given programs C 1 , C 2 , KAT restrictions r 1 , r 2 , a set of hypotheses A and current abstraction α, this sub-procedure returns a tuple (D 1 , D 2 , α ′ ), where D 1 , D 2 are the new programs and α ′ is a new abstraction that refines α, such that,
In other words, the KAT expression obtained from the new program D i under the new refined abstraction α ′ , is included in the KAT expression from the original program C i under the old abstraction α using the restriction r i , but at the same time, if we used the new abstraction α ′ to translate the program C i under the restriction r i , into a KAT expression we would obtain the same as by just translating D i under the new abstraction. Our implementation restricts programs by instrumenting assume statements on appropriate lines of code. For example, for a program (b l=true ·O log + b l=true ·1) * we can implement restriction r = (b l=true · (b l=true ·O log + b l=true ·1)) * = (b l=true ·O log ) * with an assume(l==true) instrumented immediately inside the body of the corresponding while loop.
Formal Guarantees
The key challenge is soundness, even under the sub-procedure assumptions noted above, and the proof is in Appendix A.
Theorem 5.1 (Soundness). For all C 1 , C 2 , and abstractions α, let O = Synth(C 1 , C 2 , ∅, α), let α ′ be the common abstraction of O and let k 1 = Translate(C 1 , α ′ ) and k 2 = Translate(C 2 , α ′ ). Then
Weak completeness is easier because, as per Remark 4.5, trivial solutions can be constructed. So we are more interested in generating increasingly precise solutions. For progress, as long as the sub-procedure SolveDiff returns restrictions that handle the counterexamples returned by KATdiff, then these counterexamples will not be seen again in the recursive steps that follow.
EDIT-DISTANCE ON EXPRESSIONS AND STRINGS
Our main algorithm depends on SolveDiff to examine a pair of KAT expressions k 1 , k 2 , a set of hypotheses A, as well as counterexamples to their equivalence, and determine appropriate restrictions r 1 , r 2 and additional hypotheses A ′ that could be used to further search for trace classes of k 1 that are contained in k 2 , up to hypotheses A ∪ A ′ . To achieve this, SolveDiff tries to identify the differences between the KAT expressions k 1 and k 2 , or between their stringbased counterexamples, and attempts to find restrictions of least impact, to apply to the two input programs. As such, we implemented a sub-procedure Distance, that takes as inputs two KAT strings c 1 and c 2 , or two KAT expressions k 1 and k 2 , and returns a list of scored transformations to be applied on the two strings (or KAT expressions) in order to make them equivalent. In our implementation we use the custom edit-distance algorithm only on counterexample strings, and in Section 6.2, we discuss how the global edit-distance for general KAT expressions can help in conjunction with the composition results of Section 4.3. The edit-distance on such KAT expressions has to handle the structure of the expressions, and is naturally more involved than the linear one on strings. (The former is more similar to trees [Bille 2005] .) The idea behind the sub-procedure Distance is similar to edit-distance algorithms in the literature for comparing two strings/trees/graphs [Bille 2005 ]. These edit-distance algorithms, return a sequence of usually simple single-symbol transformations that are classified as symbol removals, insertions, and replacements, that equate the two input strings when they are applied on them.
We had to customize edit distance for our purposes of cross-program correlation. We thought that inserting a symbol in one of the two strings or KAT expressions, is less natural than removing another one from the other string or expression, and encode such insertions in one string as removals from the other. Therefore we employ just removal and replacement transformations on the two inputs:
• Remove(c, s): Returns a new string obtained from s with the symbol c removed,
• Replace(c 1 , c 2 , s): Returns a new string obtained from s with the symbol c 1 replaced with the symbol c 2 . Note that each copy of each symbol in the string is uniquely labeled, and the transformations above speak about these labeled symbols, making the order in which the transformations are applied irrelevant. Moreover, in our experience, certain transformations have more impact, or are in some way heavier than others. As such, we attempt to score them, and use the score of each individual transformation to ultimately score the whole sequence of transformations. For example, replacing an event symbol M in some string with another symbol N, is certainly a transformation that is semantically more involved than simply setting a boolean symbol c to true. The full algorithm for edit-distance can be found below in Section 6.1.
Example 6.1. Consider the two input strings s 1 = a · A · B and s 2 = d · e · B. Running the procedure Distance on s 1 and s 2 , will return the pair (T , S), where T is the sequence of transformations [Replace(a, d, s 1 ), Remove(e, s 2 ), Remove(A, s 1 )] and the score S = replace_scr + 2 * remove_scr, where replace_scr is the cost of replacing one symbol with another of same type, and remove_scr is the cost of removing a symbol from one of the input strings. With this sequence of transformations, both strings become equal to d · B.
The sequence of transformations returned by Distance is converted into the one SolveDiff returns, as follows, for A, B action symbols and a, b boolean symbols. 
Edit-Distance Algorithm
The algorithm, shown in Figure 5 , traverses recursively the two inputs one symbol at a time, with the option of staying stationary on one of them at each iteration, and assigns a score on the association between the symbols at hand. For this, 4 different types of scores (in the form of rationals), are calcualted for any two strings, and are added to the total score at each iteration, depending on the action that is chosen. All possible cases are considered by the algorithm, and the association that leads to the smallest global score is finally chosen. The 4 different types of scores are as follows.
• remove_scr: used when a symbol is removed from one of the two strings.
• replace_scr: used when a symbol is replaced with another symbol in one of the two strings.
• match_scr: used when a symbol in one string is matched with a symbol of the same type (boolean or event) in the other string. • penalty_scr: used when a matching such as the one above is chosen, but where the matching is between symbols of different type. ) , len(s 1 ) * remove_scr) else s 1 = h 1 ::: t 1 and s 2 = h 2 ::: The values for remove_scr and replace_scr are usually 1, whereas the penalty_scr is higher than them, and correlated with the length of the input strings. On the other hand, the value of match_scr is negative, and used to counter-balance the effect of penalty_scr. In the algorithm shown above, RemoveAll(s 2 ), for a string s 2 = a 1 · · · a n , is shorthand for the sequence: [Remove(a 1 , s 2 ), . . . , Remove(a n , s 2 )].
Global KAT Expression Edit-Distance
We have implemented a custom edit-distance algorithm that accepts general KAT expressions as inputs, instead of merely KAT strings. The edit-distance on such KAT expressions has to handle the structure of the expressions, and is naturally more involved than the linear one on strings. (The former is more similar to trees [Bille 2005 ].) For example, the algorithm will attempt and match a subexpression under a star operation in one expression with a similar subexpression under a star operation in the other. In our experiments, using this distance algorithm on the whole KAT expressions, instead of the counterexamples to their equivalence or inclusion, would most of the time remove and replace many symbols. Our implementation mostly does not use this facility. However, searching for edit distance globally on the KAT expressions can be exploited in the beginning of the algorithm, in order to find natural alignments between two large programs, split them into subcomponents, apply the Synth algorithm on each pair of such subcomponents, and finally use Theorem 4.6 to combine the individual results into a solution that works over the whole programs. Our use of global KAT edit distance does not require further theoretical development and we plan to use our implementation of these ideas in future work.
EXPERIMENTS
In this section we experimentally validate our approach, seeking to answer a few questions:
(1) Can trace refinement relations be automatically synthesized for pairs of (simple) programs?
(2) Can synthesized trace refinement relations capture intuitive relationships between the program pairs, that a human might expect to hold? (3) Can synthesized trace refinement relations provide new insights into relationships between the program pairs?
Before answering these questions, we first summarize our implementation and benchmarks.
Implementation.
We have realized our algorithm in a prototype tool called Knotical. Knotical is open source, its development repository is located at https://github.com/knotical/knotical, and the artifact of this evaluation is available online [Antonopoulos et al. 2019b ]. Knotical can be executed as $ knotical.native -cmpLt C1 C2 0complete.c to synthesize the trace refinement relations (with the argument -cmpLt) of the two methods C1 and C2 in the benchmark example 0complete.c. To derive the trace equivalence relations of these methods, we can instead use the argument -cmp. In addition, the tool also provides the argument -no-rem for the users to specify the list of events/methods that cannot be removed or replaced and -depth to control the depth of the proof search.
Our tool is written in OCaml, using Interproc as an abstract interpreter [Lalire et al. 2009 ], and Symkat as a symbolic solver for KAT equalities [Pous 2015a [Pous , 2016 . We have described implementation choices made for the tool's subcomponents in Section 5.1. Knotical generates multiple (Complete), cond a: n > 0
Case a :
Hypos : {E = A} k 1 = E evA() k 2 = 1 ·A evC() solutions, internally represented in the form of trees.
For the above example command-line invocation, Knotical would generate the output shown to the right. During the KATdiff and SolveDiff steps of the algorithm, multiple choices can be made and each solution tree corresponds to a particular set of choices. Branching in a solution tree corresponds to the different restrictions applied and their complement, as a result of performing case analysis on a particular condition. This can be seen in the output to the right, as the branching on the condition n > 0, represented via the KAT boolean test symbol a. Within each branch, Knotical identifies the restricted trace classes (denoted k 1 , k 2 ). When hypotheses are introduced, they are denoted as Hypos. In this case, Knotical has generated a complete solution, covering all trace classes of C1. Often the solution trees (or subtrees) are partial, in the sense that the different restrictions applied to the programs, when taken together do not cover all behaviors of the input programs. Partial solutions can readily be converted to complete ones (as discussed in Remark 4.5).
Benchmarks.
To our knowledge, no existing benchmarks were suitable for Knotical since prior works were geared towards state-based pre/post equivalence and not trace-based refinement relations. We aim to evaluate Knotical on realistic usage by considering standard systems code paradigms and some open source systems code such as thttpd and Merecat. Unfortunately, these systems code examples include calls to many standard C library methods and the current front-end of Knotical does not support arbitrary C language programs. As a result, we could not analyze them directly. To cope with these limitations, we manually created small benchmark C programs by extracting the key ideas and control-flow from the systems code. We treated the library methods like uninterpreted procedures and abstracted them to be KAT event symbols. Therefore our benchmarks still reflect the trace class behavior but they are yet simplified versions of the systems code.
We have evaluated our approach by applying our tool to a collection of 37 new benchmarks. Each benchmark includes two program fragments denoted C 1 and C 2 . They can be found in the paper's artifact [Antonopoulos et al. 2019a,b] . Broadly speaking, our benchmarks categorized as:
• (0*.c) Program pairs that exercise various technical aspects of our algorithm, such as cases where refinement is trivial, where concrete refinement holds, where refinement can be achieved and (ii) the subsequent error handling, in which Merecat has a keep-alive option so that connections aren't closed when an error occurs. The two benchmarks 5thttpdWr.c and 5thttpdEr.c in Table 1 respectively correspond to these two phases and this decomposition demonstrates the compositional nature of our trace-refinement relations. Each benchmark contains a pair of code fragments taken from the thttpd and Merecat implementation. The code are distillations of the two servers, summarizing how they diverge in handling a request.
Evaluation. We ran Knotical on a MacBook Pro with a 3.1 GHz Intel Core i7 CPU and 16GB RAM, using the OCaml 4.06.1 compiler. Some of the generated trace-refinement relations can be found online [Antonopoulos et al. 2019a] . Table 1 summarizes these results, including the performance of Knotical. For each benchmark, we have included the lines of code (loc) and number of procedures (f s). We also indicate (Dir) whether the benchmark is for refinement ≤ T or for equality = T . For some of the examples, we check only ≤ T because we wanted to ensure the tool was capable of this anti-symmetric reasoning. Some of the ≤ T examples were crafted specifically for this purpose.
Next, we report the total time it took in seconds (Time), as well as the number of solutions discovered (Sols). We also report some basic statistics about the solutions generated for each benchmark. We report the number of Tuples in the solution that has the fewest/most (min/max) tuples. Similarly, we report the number of hypotheses (Hypos) in the solution that has the fewest/most (min/max) hypotheses. In general, there is no strict ordering of the weak-equivalence relations (i.e. which solution is better than another). We therefore rank the solutions based on heuristic orderings. For example, solutions of programs that are more similar usually involve fewer hypotheses and fewer edits. As a result, the statistics in Table 1 help show the quality of the solutions. We also evaluated the quality of the generated trace-refinement relations by carefully inspecting many of them manually and we have found that these edit-based heuristics work well.
Discussion.
In most cases, Knotical was able to generate expected solutions quickly, often in fractions of a second. For simpler benchmarks (0*.c), there were often concise solutions with either two tuples (due to a single case-split) or one tuple (due to hypotheses). 0nondet.c is more complicated and both of its solutions had 4 tuples. More complicated benchmarks tended to have solutions with 3 to 7 tuples. The largest number of tuples in a solution was 7 (1sendrecv.c) and the largest number of hypotheses in a solution was 19 (1concloop2.c and 1sendrecv.c). Benchmark 1acqrel.c had a solution with 0 hypotheses because it contains non-terminating loops, which are translated to KAT expressions 0. Benchmark 0impos.c is expected to have no solutions because its fragments contain two different non-removable events, that cannot be made equivalent with axioms. (Knotical permits users to specify events that cannot be ignored.) Benchmarks 1concloop2.c, 3buffer.c, and 3syscalls.c had hundreds of solutions because they have many complicated conditional branch and loop conditions. Case analysis on the permutations of these conditions leads to many solutions. There is not much correlation between analysis running time (or number of solutions) and lines of code. There is a stronger correlation with code complexity: many events or conditions lead to longer analysis time. For example, the analysis of 3buffer.c took longer and yielded more solutions.
In many cases, we found that Knotical generated refinement relations that offered new insights into the relationship between program pairs. One such example is from the 05thttpdWr.c benchmark. In this example, C 1 and C 2 correspond to the protocols of writing requests in the thttpd and Merecat HTTP servers, respectively. First, note that in C 2 there is a non-removable event write_headers() which always happens. Knotical then found a refinement relation between the trace classes of C 2 and those of C 1 (rather than vice-versa) by enforcing the nondeterministic condition t>0, so that write_headers() also always happens in C 1 . Notably, there are no refinement relations for the case where t≤0: for any trace class in C 2 , it is impossible to find a corresponding trace class in C 1 because write_headers() will never be executed in C 1 in this case. In addition, in the 05thttpdEr.c benchmark, whose C 1 and C 2 correspond to the error handling protocols in thttpd and Merecat, Knotical found refinement relations in which C 2 's keepalive option is false and the procedure clear_connection in C 1 is removed since these features are not in the other.
We now summarize our findings, with respect to the goals stated at the beginning of this section:
(1) Synthesis. We found that Knotical could generate solutions for all benchmarks, except for 0impos.c for which no solution is possible.
(2) Intuition. In our manual inspection of the results, we found trace refinement relations that captured our own intuition.
(3) New insights. We found that Knotical generated trace refinement relations that illustrate unexpected relationships between the program pairs, such as those discussed above in the 05thttpdWr.c and 05thttpdEr.c benchmarks.
RELATED WORK
Reasoning about program refinement and program equivalence is well-studied. In this section we highlight some of the most relevant approaches to the problem.
Bisimulation.
A bisimilarity relation is over states and expresses that whenever one can perform an action from some state on one system, one can also perform the same action from any bisimilar state on the other system, and reach bisimilar states. Our formulation of program equivalences here (expressing program behaviors over time as KAT expressions) differs from bisimulation, which relies on step-by-step state relations. It would be challenging to enable existing notions of bisimulation to capture that A · (B + C) has the same behavior as A · B + A · C. It would also likely be tedious to use bisimulations to express that some events commute (A · B = B · A) or event inverses (A · B = 1).
State-Based Semantic Differencing. In recent years a variety of works have focused on reasoning about differences between two versions of a program. Lahiri et al. [2012 Lahiri et al. [ , 2013 describe SymDIFF, defining łdifferential assertion checking, ž which says that from an initial state that was non-failing on C, it becomes failing on C ′ . Their approach to assertion checking bears some similarity to self-composition [Barthe et al. 2004; Terauchi and Aiken 2005] . Yahav [2013, 2014] describe a correlating semantics based on abstract interpretation and construction of a product. Godlin and Strichman [2009] offered support for mutual recursion. Jackson and Ladd [1994] describe an approach based on input/output variable dependencies between, but do not offer formal proofs.
Others have explored how to empower relational verification by using information from relational specifications [Pick et al. 2018] , and avoid repeating work on both programs. Smith et al. [2017] present a tool that learns relational specifications from input-output data. The goal of semantic differencing has also been focused on programs that interact with databases . Lahiri et al. [2015] explored relational verification for approximate computing. Our notion of avoiding introducing łbadž behavior has a similar spirit to the work of Sousa et al. [2018] who focus on more complicated 3-way merges, that arise from source code merges. Others have focused on program differencing in the context of concurrent programs by considering, for example, differences in data-flow edges [Sung et al. 2018 ]. Wood et al. [2017] tackle program equivalence in the presence of memory allocation and garbage collection. Unno et al. [2017] describe a method of verifying relational specifications based on Horn Clause solving.
Weak Relations and Other Works. Benton [2004] introduced state-based refinement relations and provided type-theoretic and Floyd/Hoare treatments. He showed that this can be used to reason about the correctness of compiler transformations. Yang [2007] described relational reasoning for separation logic, allowing one to reason about pairs of heap-manipulating programs. As part of the SymDiff project, Kawaguchi et al. [2010] also focused on weakening the state relations with pre/post conditions. Gyori et al. [2017] also took steps beyond concrete refinement, using equivalence relations, similar to Benton [2004] and Yang [2007] , for change impact dataflow analysis.
Bouajjani et al. [2017] eschew state refinement relations in favor of a more abstract relationship between programs. They focus on concurrency questions that arise from reordering program statements and/or re-orderings due to interleaving. The authors do not work with traces in the sense defined here; rather, their traces are data-flow abstractions, represented as graphs. Person et al. [2008] described a relational symbolic execution in which they perform a state-based partitioning, based on program inputs. By contrast, our partitions arise from descriptions of the traces themselves. Trostanetski et al. [2017] focused on semantic differencing between programs, with an emphasis on scalability and modularity. They describe state-based procedure summaries that account for program differences.
There are some analogies between k-safety of a single program, and reasoning about two programs. Researchers have explored relational invariants (over multiple executions of a single program) via program transformations that łgluež copies of the program to itself, including selfcomposition [Barthe et al. 2004; Terauchi and Aiken 2005] , product programs [Barthe et al. 2011 ], Cartesian Hoare logic [Sousa and Dillig 2016] and decomposition for k-safety [Antonopoulos et al. 2017] . Logozzo et al. [2014] described verification modulo versions and explored how necessary/sufficient environment conditions for a program C's safety can be used to determine whether program C ′ introduced a regression or is łcorrect relative to Cž. The work does not involve refinement relations. Barringer et al. [1984] introduced the łchopž operator and explored composition for (non-relational) temporal logic. Pous [2015b] introduced a symbolic approach for determining language equivalence between KAT expressions (see Section 5). Kumazawa and Tamai [2011] used edit distance to characterize the difference between counterexamples within a single program (infinite vs lasso traces).
CONCLUSION AND FUTURE WORK
We introduced trace refinement relations, going beyond the state refinement relations of prior works [Benton 2004; Gyori et al. 2017; Unno et al. 2017; Yang 2007] . Our relations express traceoriented restrictions on a program behavior and case-wise correlate the behaviors of another. We have further provided a novel synthesis algorithm, based on abstract interpretation, KAT solving, restriction, and edit-distance. We have built a tool called Knotical, that synthesizes trace-refinement relations. Our experimental evaluation shows that this approach is promising.
Heaps and Arrays
The work presented in this paper is currently focused on numeric programs, without array or heap accesses. Consider, for example, a simple change made to a heap-manipulating program C 1 , obtaining a new program C 2 in which the linked list is augmented so that each node contains keys and values, rather than merely values. Adopting a separation logic [O'Hearn et al. 2001 ] heap treatment, the linked structures could be:
C 1 linked list : l 1 → [v 0 , n 0 ] * n 0 → [v 1 , n 1 ] * n 1 → [v 2 , n 2 ] * · · · C 2 linked list : l 2 → [k 0 , v 0 , m 0 ] * m 0 → [k 1 , v 1 , m 1 ] * m 1 → [k 2 , v 2 , m 2 ] * · · · In the above notation, ł * ž indicates spatial conjunction (i.e. that the left operand holds on one part of the heap and the right operand holds on another disjoint part of the heap), and t → [. ..] indicates a heap cell pointed to by t. C 1 's nodes only have values and next pointers, while keys are added to C 2 's nodes. Such a change from C 1 to C 2 may preserve some behaviors (e.g. enumerating all the values) and, in other cases, new executions are possible (e.g. searching for a key-value pair for key k). Even when the same values are enumerated, the order of them may have changed.
An important question is whether the theory and implementation presented here can be used to support reasoning about such differences between heap-manipulating programs. This is a challenging problem because even the theoretical question of extending Kleene algebras to abstract over heaps and arrays is itself an interesting and important open problem and, even more so, in a relational setting.
Heaps and arrays are thus beyond the scope of this paper but we now remark on some considerations and possible avenues forward. A natural first step would be to consider the Relational Separation Logic by Yang [2007] which permits assertions of the form P 1 P 2 whose interpretation is that P 1 must hold of a heap h 1 while P 2 must hold of heap h 2 . Yang's state relations, however, cannot express the kinds of trace behaviors we discuss in this paper. One may, on the other hand, look to extending trace-oriented logics (KAT or temporal logics) to incorporate relations over the heap. A possible step in this direction would be to extend the evolution logic by Yahav et al. [2006] , which permits mixtures of temporal modalities and (non-relational) heap assertions. Finally, toward inference of (heap) trace refinement relations, it may be possible to extend the algorithms presented in this paper. However, the underlying Kleene algebra must be extended, something our framework can indeed handle in general. We refer the interested reader to the recent work by Beckett et al. [2017] for ways of extending KATs with additional theories.
Other Future Work
As discussed in Section 6.2, we plan to further explore using edit-distance at both global and local levels. Currently our framework does not yet incorporate nested procedures (beyond inlining), which we leave to future work. To that end, one would likely need to extend beyond KAT to Kleene Algebra with Domain [Desharnais et al. 2006 ]. The latter is known to enable verification of push down systems [Mathieu and Desharnais 2005] .
Concurrency is also not currently supported but also appears to be feasible. First, the search space would of course be huge but one step would be to align every pair of possible program executions and eliminate inconsistent restriction relations. Second, there might be a natural fit with techniques such as counter abstraction, partial order reduction, etc. to the events/traces.
Finally, in the ongoing development of Knotical toward a more mature tool, we plan to apply it to the change history of real-world programs and evaluate it on bug fixes. To this end, we plan to model the standard C library, system calls, etc. Ultimately, we aim for Knotical to be a part of a continuous integration framework.
Another avenue is to explore how temporal logic properties can be adapted to trace-refinement relations. One choice would be a temporal logic such as LTL or CTL, perhaps using the LTL łchopž operator by Barringer et al. [1984] to support composition.
A OMITTED LEMMAS AND PROOFS Given a KAT K and an element k ∈ K, we denote the set of guarded strings of k by [ [k] ]. For details on the definition of guarded strings, we refer the reader to the work of Kozen [2001]. 4.3 (restated) . Let C 1 and C 2 be two programs, and let k 1 and k 2 be the two KAT expressions obtained from a strongly valid translation of the two programs respectively, under some abstraction α.
Then it holds that C 1 ⪯ C 2 if and only if k 1 ⪯ k 2 .
Proof. For what follows, we write α for α B • α S . For the only if direction, suppose that C 1 ⪯ C 2 and pick any b, d ∈ B. Suppose first that b · k 1 = 0. Then let σ 1 , . . . , σ n be the set of states such that α(σ 1 ) + . . . + α(σ n ) = b for i ≤ n. Then, for all i ≤ n, ⟨C 1 , σ i ⟩ fault which implies that ⟨C 2 , σ i ⟩ fault by assumption that C 1 ⪯ C 2 . This means that for all i ≤ n, α(σ i ) · k 2 = 0, and thus b · k 2 = α(σ 1 ) + . . . + α(σ n ) · k 2 = 0.
The second condition states that b·k 1 ·d 0 implies b·k 2 ·d 0, or b·k 2 = 0. Assume that b·k 1 ·d 0. Let σ 1 , . . . , σ n be the set of states s.t. b = α(σ 1 )+ . . . +α(σ n ), and let ρ 1 , . . . , ρ m be the set of states s.t. d = α(ρ 1 )+. . .+α(ρ m ). Therefore, (α(σ 1 )+. . .+α(σ n ))·k 1 ·(α(ρ 1 )+α(ρ m )) 0. Let (σ i , ρ j ) be all the pairs, s.t. α(σ i )·k 1 ·α(ρ j ) 0. It follows by definition that ⟨C 1 , σ i ⟩ ρ j . Therefore, either ⟨C 2 , σ i ⟩ ρ j or ⟨C 2 , σ i ⟩ fault by assumption that C 1 ⪯ C 2 . It follows that b · k 2 = (α(σ 1 ) + . . . + α(σ n )) · k 2 = 0 or b · k 2 · d = (α(σ 1 ) + . . . + α(σ n )) · k 2 · (α(ρ 1 ) + . . . + α(ρ m )) 0, as required.
For the if direction, suppose that k 1 ⪯ k 2 , and let σ , ρ be any two states in S. If ⟨C 1 , σ ⟩ fault, then α(σ ) · k 1 = 0. By the assumption that k 1 ⪯ k 2 , we have that α(σ ) · k 2 = 0. Therefore, ⟨C 2 , σ ⟩ fault. On the other hand, if ⟨C 1 , σ ⟩ ρ, then α(σ ) ·k 1 · α(ρ) 0. By the assumption that k 1 ⪯ k 2 , it follows that α(σ )·k 2 ·α(ρ) 0 or α(σ )·k 2 =0. Therefore, ⟨C 2 , σ ⟩ ρ or ⟨C 2 , σ ⟩ fault. □ Lemma A.2. For any k, l in a KAT K, if k ≤ l then k ∩ l = k. Proof. By definition, k ∩l is equal to m 1 + . . . +m n , where {m 1 , . . . , m n } is the set of all elements m in K such that m ≤ k and m ≤ l. By assumption, k is equal to m i for some i ≤ n. Therefore, k = m 1 + . . . + m n as required. □ Lemma A.3. Suppose that k 1 , k 2 ∈ K and A a set of hypotheses such that k 1 ≤ A k 2 . Then for any A ′ with A ⊆ A ′ , k 1 ≤ A ′ k 2 .
Lemma A.4. Let k 1 , k 2 , l 1 and l 2 be elements of a KAT K. If k 1 ≤ l 1 and k 2 ≤ l 2 , then k 1 · k 2 ≤ l 1 · l 2 and k 1 + k 2 ≤ l 1 + l 2 .
Proof. Firstly notice that k 1 +l 1 = l 1 and k 2 +l 2 = l 2 . For the first inequality, we want to show that k 1 ·k 2 +l 1 ·l 2 = l 1 ·l 2 . Using the aforementioned equalities, k 1 ·k 2 +l 1 ·l 2 = k 1 ·k 2 + (k 1 +l 1 ) · (k 2 +l 2 ) = k 1 · k 2 + k 1 · k 2 + k 1 · l 2 + l 1 · k 2 + l 1 · l 2 = k 1 · k 2 + k 1 · l 2 + l 1 · k 2 + l 1 · l 2 = (k 1 + l 1 ) · (k 2 + l 2 ) = l 1 · l 2 as required. For the second inequality, we have that k 1 + k 2 + l 1 + l 2 = (k 1 + l 1 ) + (k 2 + l 2 ) = l 1 + l 2 as needed. □ Lemma A.5. Suppose that k 1 , k 2 ∈ K. It holds that k 1 ≤ k 2 if and only if for all m ∈ K, m ≤ k 1 implies m ≤ k 2 .
Proof. For the if direction, suppose that for all m ∈ K, m ≤ k 1 implies m ≤ k 2 . Then in particular, for m = k 1 , k 1 ≤ k 1 implies that k 1 ≤ k 2 .
For the only if direction, suppose that k 1 ≤ k 2 , and suppose for contradiction that there is m ∈ K such that m ≤ k 1 but m ≰ k 2 . Then m + k 1 = k 1 , but m + k 2 k 2 . From the assumption that k 1 ≤ k 2 , it follows that k 1 + k 2 = k 2 . Thus k 1 + m + k 2 = k 2 , which implies that m + k 2 = k 2 . It follows that m ≤ k 2 , which is a contradiction. Proof. We consider the first inequality first, namely, (k ·l) ∩ (o ·p) ≤ (k ∩o) · (l ∩p). By definition of intersection, we have that (k · l) ∩ (o · p) ≤ o · p and (k + l) ∩ (o + p) ≤ o + p. Since o ≤ k and p ≤ l, by Lemma A.2, we have that k ∩ o = o and l ∩ p = p. Therefore (k · l) ∩ (o · p) ≤ (k ∩ o) · (l ∩ p) and (k + l) ∩ (o + p) ≤ (k ∩ o) + (l ∩ p) as required. □ Proof. Let K be a KAT. For a set of hypotheses A over K, two KAT expressions k 1 and k 2 and a trace-refinement relation T, we write k 1 ⪯ T A k 2 to denote that k 1 refines k 2 with respect to T by augmenting the set of hypotheses with A. We proceed by induction on the number of recursive calls to show that for any abstraction α = (K, A S , α S , α B ), and any two programs C 1 and C 2 , if T = RefRelation(Synth(C 1 , C 2 , A, α)), then Translate(C 1 , α) ⪯ T A Translate(C 1 , α). Since the algorithm is initialised with A being the empty set, the trace-refinement relation T returned will be such that k 1 ⪯ T k 2 .
For the base case, suppose that the algorithm returns without any recursive calls. Then, for k 1 = Translate(C 1 , α) and k 2 = Translate(C 2 , α), the procedure KATdiff(k 1 , k 2 , A) returns no counterexamples. By assumption, this means that k 1 ≤ A k 2 , which implies that k 1 ⪯ T A k 2 , for T = {(k 1 , k 2 , A, α)}.
For the inductive case, suppose that KATdiff(k 1 , k 2 , A) returns a set of counterexamples c = {c 1 , . . . , c m }. By assumption, the subprocedure SolveDiff, given k 1 , k 2 , c and A as input, returns a set R of restrictions, say of size n ∈ N, such that proj 1 (R) partitions k 1 . Let (r 1 , r 2 , A ′ ) be a tuple in R, and let (D 1 , D 2 , α ′ ) be the output of Restrict(C 1 , r 1 , C 2 , r 2 , A ∪ A ′ , α). By assumption, Translate(D 1 , α ′ ) = A∪A ′ Translate(C 1 , α ′ ) ∩ r 1 , and the same holds for D 2 , C 2 and r 2 . By the inductive hypothesis, if O is the output of Synth(D 1 , D 2 , A ∪ A ′ , α ′ ), then it holds that Translate(D 1 , α ′ ) ⪯ RefRelation(O ) A∪A ′ Translate(D 2 , α ′ ). For i ≤ n, let (r 1,i , r 2,i , A i ) be the tuples in R returned by the procedure SolveDiff. For each i ≤ n, let (D 1,i , D 2,i , α ′ i ) be the result of Restrict(C 1 , r 1,i , C 2 , r 2,i , A ∪ A i , α). Finally, let O i be the output of Synth(D 1,i , D 2,i , A ∪ A i ) and T ′ i be equal to RefRelation(O i ). In other words, for each i ≤ n, let T ′ i be the set {(k, l, A) | (k, l, A, α ′ i ) ∈ O i }, where α ′ i is the common abstraction of O i . Define β to be the abstraction i ≤n α ′ i , and let T i be obtained from T ′ i by having all KAT expressions be over the common abstraction β. Then define O to be equal to O 1 ∪ . . . ∪ O n . Notice that the flatmap operator in the algorithm, simply returns O from all the O i , and notice that T 1 ∪ . . . ∪ T n = RefRelation(O 1 ∪ . . . ∪ O n ). By the argument above, we have that for all i ≤ n,
and Translate(D 1,i , α ′ i ) = A∪A ′ Translate(C 1 , α ′ ) ∩ r 1,i . Notice that since proj 1 (R) partitions k 1 , Translate(C 1 , α ′ ) ∩ r 1,1 + . . . + Translate(C 1 , α ′ ) ∩ r 1,n = A∪A ′ Translate(C 1 , α ′ ) ∩ (r 1,1 + . . . + r 1,n ) = A∪A ′ Translate(C 1 , α ′ ), and therefore Translate(D 1,1 , α ′ 1 ) + . . . + Translate(D 1,n , α ′ n ) = A∪A ′ Translate(C 1 , α ′ ).
By a similar argument, Translate(D 2,1 , α ′ 1 ) + . . . + Translate(D 2,n , α ′ n ) = A∪A ′ Translate(C 2 , α ′ ).
Therefore, by Theorem A.12 and equations (5), (6) and (7), 
