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Tematika naloge:
Kandidatka naj v svojem delu opiˇse obstojecˇe metode za izgradnjo podatkovno vodenih mehkih
modelov biolosˇkih sistemov. Predstavljene metode naj uporabi na primeru vzpostavitve modela kom-
pleksnejˇse signalne poti iz druzˇine MAPK. Rezultate modeliranja pridobljene s posamezno metodo naj
kriticˇno ovrednoti s primerjavo z rezultati matematicˇnega modela na osnovi navadnih diferencialnih
enacˇb. Na podlagi izbranih kriterijev naj metode med seboj primerja in izpostavi njihove prednosti
in slabosti.

povzetek
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Lidija Magdevska
Uporaba mehke logike za modeliranje biolosˇkih sistemov na
primeru signalne poti MAPK
Signalne poti so ena od osnovnih tem raziskav sistemske biologije, saj le-te regulirajo
sˇtevilne celicˇne procese in so vkljucˇene v zunajcelicˇno komunikacijo. Njihova analiza je
zahtevna zaradi velikih razlik med cˇasovnimi odzivi razlicˇnih proteinov in prepletenosti
signalnih poti tako preko skupnih drazˇljajev kot tudi v primerih, kjer prenos informacij
sprozˇijo razlicˇni drazˇljaji. Pri raziskovanju povezav med gradniki signalnih poti imajo
zato pomembno vlogo tudi racˇunski modeli.
Na voljo je sˇirok spekter metod za analizo in razumevanje signalnih poti, ki so pri-
merne za razlicˇne vrste problemov. Nekatere metode zahtevajo natancˇno poznavanje bi-
okemijskega ozadja problema, za tako zgrajene modele pa je znacˇilna velika natancˇnost,
medtem ko je lahko pri drugih metodah nasˇe poznavanje opazovanega sistema bolj okr-
njeno, a so rezultati (napovedi) modela manj natancˇni.
V zadnjem cˇasu stopajo v ospredje metode, ki predstavljajo kompromis med obema
ekstremoma. Mednje sodijo tudi metode mehke logike, na katere se osredotocˇimo v
pricˇujocˇem delu. Za vsako izmed obstojecˇih metod opiˇsemo njene prednosti in slabosti
ter jo bolj ali manj uspesˇno apliciramo na signalno pot MAP-kinaze.
Kljucˇne besede: mehka logika, racˇunska biologija, modeliranje in simulacija, signalna
omrezˇja, MAP-kinaza
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abstract
University of Ljubljana
Faculty of Computer and Information Science
Lidija Magdevska
Fuzzy modelling of biological systems and its application to the
analysis of MAPK signalling pathway
Signalling pathways are one of the fundamental topics of research in systems biology as
they are involved in extracellular communication and regulate various cellular processes.
Their analysis is difficult due to two factors: the first presents significant differences
in temporal responses of different proteins, and the second presents the fact that they
are interleaved through both common stimuli and cases when different stimuli trigger
the transmission of the same information. Therefore, computational models play an
important role in exploring the connections between different components of the signalling
pathways.
A wide spectrum of methods with various applications is available for analysing and
understanding of signalling pathways. Some methods require a complex understanding
of the problem’s biochemical background and result in highly accurate models, while
with others, our knowledge may be more limited, which then results in less accurate
predictions of the model.
Methods that represent a compromise between the two approaches are recently be-
coming prevalent. These include fuzzy logic methods, on which we focus in this work.
For each such method we describe its advantages and disadvantages and then apply it
to the MAP kinase signalling pathway.
Key words: fuzzy logic, computational biology, modelling and simulation, signalling
networks, MAP kinase
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1 Uvod
Pravilno delovanje signalnih poti je za cˇloveka zˇivljenjskega pomena. Mehanizmi delo-
vanja celicˇnega sporocˇanja so kompleksni in kot taki sˇe niso raziskani v celoti. Kljub
pomanjkljivemu poznavanju podrobnosti signalnih procesov je jasno, da lahko napake
v njihovem delovanju privedejo do avtoimunskih bolezni in raka. Da bi lahko tovrstna
obolenja ozdravili ali jih celo preprecˇili, je potrebno izboljˇsati metode za preucˇevanje
signalnih procesov ter pospesˇiti raziskave na podrocˇju celicˇnega sporocˇanja. Pomembno
orodje pri tem predstavljajo matematicˇni oziroma racˇunski modeli [1].
Cilj matematicˇnega modeliranja pri raziskovanju delovanja signalnih poti je napove-
dovanje rezultatov biolosˇkih eksperimentov na podlagi predhodno opravljenih meritev.
Z uporabo modelov naj bi preverili smiselnost nacˇrtovanih poskusov zˇe pred njihovo iz-
vedbo ter tako zmanjˇsali cˇas in denar namenjen izvedbi eksperimentov, ki hipoteticˇno
ne bodo prinesli obetavnih rezultatov. Prav tako lahko z racˇunskimi modeli ocenimo
obnasˇanje biolosˇkega sistema v primerih, ko eksperimentov z obstojecˇimi biokemijskimi
metodami ni mogocˇe izvesti.
Za vzpostavitev relevantnega modela je potrebno v proces njegove gradnje torej
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vkljucˇiti eksperimentalne podatke. To lahko storimo rocˇno na podlagi predhodnje ana-
lize rezultatov meritev ali z uporabo avtomatiziranih orodij. Ker danes uporabniki raje
posegamo po slednjih, so se v racˇunski biologiji razvili podatkovno vodeni modeli, ki
omogocˇajo izgradnjo matematicˇnih modelov neposredno iz zbranih eksperimentalnih po-
datkov. Pri njihovi uporabi se moramo zavedati, da so meritve dovzetne za napake,
zato so za izgradnjo modelov primernejˇsi pristopi, ki znajo obravnavati dolocˇen nivo
negotovosti. Mednje sodijo tudi metode, ki temeljijo na mehki logiki.
Mehki podatkovno vodeni modeli signalnih poti so bili v preteklosti zˇe predstavljeni
[2–4], a je analiza njihove koristnosti za namene nacˇrtovanja biolosˇkih poskusov pogosto
pomanjkljiva. Avtorji v svojih delih praviloma objavijo le odstopanja ucˇnih podatkov
od napovedi mehkih modelov, testna mnozˇica pa je ali zelo majhna, ali pa odstopanja
modela na njej sploh niso objavljena. Ta pomanjkljivost odpira velike mozˇnosti za pre-
tirano prilagajanje modela ucˇnim podatkom, s cˇimer zmanjˇsa njegovo verodostojnost
in uporabnost. Zavedati se moramo namrecˇ, da so mehki modeli dovzetni za pretirano
prilagajanje zˇe zaradi velike kolicˇine parametrov, ki jih vsebujejo.
1.1 Cilji
V pricˇujocˇem diplomskem delu zˇelimo ovrednotiti kakovost metod za izgradnjo podat-
kovno vodenih mehkih modelov signalnih poti. Pri tem uposˇtevamo sˇtevilne kriterije,
med katere sodijo minimizacija sˇtevila parametrov, ki jih poskusˇamo oceniti, verodo-
stojnost zgrajenega modela ter mozˇnost izgradnje tako dinamicˇnih kot tudi staticˇnih
modelov. Zanemariti ne smemo niti kolicˇine podatkov, ki je potrebna za vzpostavitev
modela, saj pomanjkanje zadostne kolicˇine eksperimentalnih podatkov predstavlja veliko
oviro za sistemsko biologijo.
Metode uporabimo za izgradnjo mehkega modela signalne poti MAPK. Ta ima po-
membno vlogo pri razvoju rakavih celic, zato je bilo v preteklosti zgrajenih zˇe veliko
modelov, ki jo opisujejo s konvencionalnimi metodami racˇunske biologije [5–10]. Zaradi
velikega sˇtevila obstojecˇih modelov, ki so nam na voljo za primerjavo, je analiza pravil-
nosti delovanja naucˇenega modela lazˇja in lahko privede do kakovostnejˇsih zakljucˇkov o
uporabljenih racˇunskih metodah.
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V pricˇujocˇem delu predstavimo metode za ucˇenje podatkovno vodenih mehkih mode-
lov signalnih poti in analizo njihove uporabe na primeru signalne poti MAPK. V po-
glavju 2 predstavimo osnovne koncepte sistemske in racˇunske biologije, ki predstavljajo
izhodiˇscˇe tematike diplomskega dela. V poglavju 3 opiˇsemo osnovne pristope k modeli-
ranju signalnih omrezˇij ter razlozˇimo razliko med analizo ravnotezˇnega stanja in analizo
dinamike biolosˇkega sistema. Izpostavimo zˇelene lastnosti matematicˇnih modelov, s kate-
rimi lahko zagotovimo njihovo verodostojnost in posledicˇno smiselnost njihove uporabe
pri nacˇrtovanju poskusov. V poglavju 4 uvedemo osnovne pojme mehke logike, ki jih
potrebujemo za razumevanje metod za ucˇenje podatkovno vodenih mehkih modelov.
Obstojecˇe pristope k ucˇenju mehkih modelov podrobneje opiˇsemo v poglavju 5, na si-
gnalno pot MAPK pa jih apliciramo v poglavju 6. Simulacijske rezultate mehkih modelov
naucˇenih z vsako izmed metod nato primerjamo s pricˇakovanimi rezultati ter ovredno-
timo verodostojnost metode. Na podlagi rezultatov tudi primerjamo uporabnost metod
za razlicˇna podrocˇja modeliranja signalnih poti. V poglavju 7 povzamemo zakljucˇke in
iztocˇnice za nadaljnje raziskovalno delo.

2 Osnovni pojmi racˇunske
biologije in signalnih omrezˇij
V pricˇujocˇem poglavju razlozˇimo osnovne pojme racˇunske biologije, ki so predmet obrav-
nave diplomskega dela, a niso neposredno povezani s podrocˇjem racˇunalniˇstva ali mate-
matike.
2.1 Sistemska in racˇunska biologija
Sistemska biologija (angl. systems biology) je veda, katere predmet je celostno razumeva-
nje biolosˇkih procesov, celic in organizmov [11]. Racˇunska biologija (angl. computational
biology) je raziskovalno podrocˇje podatkovnega rudarjenja, racˇunalniˇskega modeliranja
in simulacij za potrebe razumevanja dinamike sistemov na podrocˇju ved o zˇivljenju [12].
2.2 Kemijske zvrsti in njihove koncentracije
Kemijska zvrst (angl. chemical species) predstavlja osnovno entiteto, ki jo opazujemo
znotraj biolosˇkega sistema. Primeri opazovanih kemijskih zvrsti so npr. proteini, ra-
stni hormoni, molekule DNA itd. Njihovo prisotnost ponavadi merimo s koncentracijo
molekul v nekem opazovanem okolju (npr. v celici) [13].
5
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Koncentracija dolocˇa prisotnost kemijske zvrsti znotraj nekega sistema. V okviru
nasˇega dela predpostavljamo, da je prisotnost dolocˇene zvrsti homogena, torej je enaka
v vseh segmentih opazovanega sistema. Prav tako predpostavljamo, da je prostornina,
znotraj katere potekajo kemijske reakcije in znotraj katere se nahajajo kemijske zvrsti,
fiksna. Opazovano okolje je homogeno, sistem pa je v termicˇnem ravnovesju. Priso-
tnost posamezne kemijske zvrsti opazujemo v sˇtevilu elementarnih entitet, t.j. molekul,
na enoto prostornine oziroma v molih na liter (molL = M), kar oznacˇujemo tudi z izra-
zom molaren. Pri tem je v enem molu NA = 6, 0221415 × 1023 elementarnih entitet, ki
dolocˇajo opazovano kemijsko zvrst. Cˇeprav se to enoto najpogosteje uporablja pri mode-
liranju biolosˇkih sistemov, se v praksi uporabljajo tudi druge. V pricˇujocˇem delu bomo
koncentracijo kemijskih zvrsti, ki se nahajajo znotraj celice, merili v sˇtevilu molekul na
celico, tiste, ki se nahajajo zunaj celice pa v pgmL (pikogrami na mililiter).
2.3 Signalna omrezˇja
Signalna omrezˇja (angl. signaling networks) skrbijo za prenos informacij iz okolja, v kate-
rem se celice nahajajo, v notranjost celice [14]. Pravilnost njihovega delovanja je kljucˇna
tako za adaptacijo in prezˇivetje celice v spremenljivem okolju kot tudi za diferenciacijo in
celicˇno smrt. Signalna omrezˇja sestavljajo signalne poti (angl. signal transduction path-
ways), ki skrbijo za aktivacijo in deaktivacijo izbranih proteinov kot odziv na zunajcelicˇne
signale (angl. extracellular signals) [15].
Zunajcelicˇni signali lahko nastopajo v razlicˇnih oblikah, kot so vrednost pH, osmot-
ski pritisk, oksidativni stres ali preko signalne molekule, liganda [14, 16]. V nekaterih
primerih so ligandi zelo majhne molekule, ki lahko prosto prehajajo skozi celicˇno mem-
brano, v vecˇini primerov pa se vezˇejo na zunajcelicˇni del membranskega receptorja, s
cˇimer povzrocˇijo konformacijsko spremembo receptorja [16].
Po sprejemu zunajcelicˇnega signala se v celici izvrsˇi zaporedje dogodkov, zato ga
imenujemo tudi drazˇljaj (angl. stimulus). Obicˇajno prenos signala vkljucˇuje vezavo
signalne molekule na zunajcelicˇni receptor, fosforilacijo znotrajcelicˇnega encima, ojacˇanje
in prenos signala ter spremembo celicˇne funkcije [14].
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2.4 Kemijski procesi v signalnih kaskadah
Biokemijske procese, ki se najpogosteje pojavljajo v signalnih omrezˇjih, lahko v gro-
bem razdelimo v dve skupini. V prvo umestimo procese, ki jih sestavljata aktivacija in
deaktivacija, v drugo pa procese, ki jih tvorita asociacija in disociacija.
Najpogostejˇsi reakciji aktivacije in deaktivacije v signalni kaskadi sta fosforilacija in
defosforilacija. Sestavljajo ju protein-kinaza in protein, na katerega ta protein-kinaza
deluje. Protein-kinaza ob delovanju na protein doda fosfatno skupino (fosforilacija),
scˇasoma pa se ta spontano odstrani s proteina (defosforilacija). Shema tega procesa je
prikazana na sliki 2.1. Protein-kinaza je oznacˇena s K, protein, ki ga fosforilira, oziroma
substrat s S in fosforiliran protein s pS.
K
S
pS
Slika 2.1: Shema procesa fosforilacije in defosforilacije. Protein-kinaza ob delovanju na protein
doda fosfatno skupino (fosforilacija), scˇasoma pa se ta spontano odstrani s proteina (defosfo-
rilacija). Protein-kinaza je oznacˇena s K, protein, ki ga fosforilira, oziroma substrat s S in
fosforiliran protein s pS. Povezave s pusˇcˇicami predstavljajo kemijske reakcije, pri cˇemer je po-
vezava usmerjana od substrata proti produktu, medtem ko povezava s kvadratkom predstavlja
delovanje zvrsti na reakcijo.
Procese asociacije in disociacije tvorita dve kemijski zvrsti, ki se zdruzˇita v komple-
ksnejˇso zvrst (asociacija), ta pa lahko razpade na prvotni enostavnejˇsi zvrsti (disociacija).
Shema procesa je prikazana na sliki 2.2. Enostavnejˇsi zvrsti sta oznacˇeni z A in B, kom-
pleks pa z A-B.
A
B
Slika 2.2: Shema procesa asociacije in disociacije. Enostavnejˇsi zvrsti A in B se zdruzˇita
v kompleksnejˇso zvrst A-B s procesom imenovanim asociacija, med disociacijo pa zvrst A-B
razpade na A in B.
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2.5 Opis signalne poti MAPK
Celice prepoznavajo in se odzivajo na zunajcelicˇne drazˇljaje preko specificˇnih znotraj-
celicˇnih programov, med katere sodijo tudi signalne kaskade, ki vodijo do aktivacije kinaz
z mitogenom aktiviranih proteinov (angl. mitogen-activated protein kinases, MAPKs)
oziroma MAP-kinaz [17]. V evkariontskih celicah najdemo sˇtevilne oblike poti MAPK,
ki koordinirajo regulacijo raznolikih celicˇnih aktivnosti, od genske ekspresije, mitoze in
metabolizma do gibanja, prezˇivetja, apoptoze in diferenciacije [17]. Nepravilnosti v nji-
hovem delovanju so prisotne pri raznolikem naboru bolezni, kot so Alzheimerjeva bolezen,
Parkinsonova bolezen, amiotroficˇna lateralna skleroza in razlicˇne vrste raka [18]. Vsaka
izmed druzˇin MAPK je sestavljena iz mnozˇice treh kinaz, ki delujejo zaporedno. Le-te so
MAP-kinaze (MAPK), kinaze MAPK (MAPKK) in kinaze kinaze MAPK (MAPKKK).
V pricˇujocˇem delu se osredotocˇimo na le eno druzˇino MAPK in sicer na sesalski modul
ERK1/2, znan tudi kot klasicˇna kaskada mitogen kinaze. Klasicˇna kaskada mitogen
kinaze je dalecˇ najbolj preucˇena pot iz druzˇine MAPK, njena deregulacija pa je prisotna
v priblizˇno tretjini vseh rakavih obolenj pri cˇloveku [19].
2.6 Klasicˇna kaskada mitogen kinaze
Modul ERK1/2 (imenovan tudi Raf/MEK/ERK kaskada) je dobil ime po dveh MAPK, ki
nastopata v njem. To sta z zunajcelicˇnim signalom regulirani kinazi (angl. extracellular
signal-regulated kinase - ERK) 1 in 2 z oznakama ERK1 in ERK2. Mocˇno ju aktivirajo
rastni faktorji, serum in forbolni estri, manj pa ligandi heterotrimernih receptorjev, ki se
vezˇejo na G protein, citokini, osmotski stres in disorganizacija mikrotubulov. Omenjena
kaskada je tako sestavljena iz MAPKKK A-Raf, B-Raf in Raf-1, MAPKK MEK1 in
MEK2 ter MAPK ERK1 in ERK2 [17]. Poenostavljena shema kaskade je prikazana na
sliki 2.3 in je povzeta po viru [5]. Predpostavlja, da signalno pot aktivira epidermalni
rastni hormon (angl. epidermal growth factor - EGF).
Tipicˇno membranski receptorji kot so RTK in na G-protein sklopljeni receptorji, med
katere sodi tudi receptor za epidermalni rastni factor (angl. epidermal growth factor
receptor - EGFR), prenesejo aktivacijske signale Raf/MEK/ERK kaskadi preko razlicˇnih
izooblik majhnih GTP-vezavnih proteinov Ras. Aktivacija z membrano povezanega Rasa
je dosezˇena preko SOS (angl. son of sevenless). SOS stimulira Ras, da spremeni GDP
v GTP, ki lahko nato reagira s sˇtevilnimi efektorskimi proteini, vkljucˇujocˇ izooblike
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Slika 2.3: Shema klasicˇne kaskade mitogen kinaze, povzeta po viru [5]. EGF aktivira mem-
branski receptor EGFR, ki preko SOS povzrocˇi fosforilacijo Rasa. Ras nato aktivira Raf, ki se
nadalje vezˇe na MEK in ga fosforilira. Aktivirani MEK lahko nato fosforilira sˇe ERK.
serin/treonin kinaze Raf. Poleg vezave Rasa je za aktivacijo Rafa potrebnih tudi nekaj
fosforilacij na membrani [17].
Aktivirani Raf se vezˇe na dualni specificˇni kinazi MEK1 in MEK2, ki ju fosforilira,
ti dve pa nato fosforilirata ERK1/2. Po aktivaciji se vecˇina ERK1/2 akumulira v jedru
celice. Pri akumulaciji imajo pomembno vlogo zadrzˇevanje v jedru (angl. nucleus reten-
tion), dimerizacija, fosforilacija in sprosˇcˇanje iz citoplazemskih sider (angl. release from
cytoplasmic anchors). Aktivirana ERK1/2 fosforilirata sˇtevilne substrate v vseh celicˇnih
razdelkih – kompartmentih (angl. compartments), vkljucˇujocˇ sˇtevilne membranske pro-
teine, jedrne substrate in citoskeletne proteine [17].
Vecˇina posˇkodb povezanih z rakom, ki vodijo do konstitutivne aktivacije signalne
poti ERK, se pojavi na zacˇetnih korakih poti. Primeri tovrstnih napak so prekomerno
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izrazˇanje receptorskih tirozin kinaz in aktivacija njihovih mutacij, produkcija ligandov,
ki se vezˇejo na receptorje na isti ali sosednjih celicah, ter mutacije na Ras in B-Raf
[19]. Nadalje, mutacije treh razlicˇnih Ras kodonov povzrocˇijo, da je Ras konstitutivno
aktiven protein [20], kar privede do nezmozˇnosti pretvorbe GTP nazaj v GDP. Mutacija
treonina 292 v alanin eliminira 90 % fosforilacije MEK1 katalizirane z MAPK, a ne vpliva
na aktivnost MEK1 [21]. Mutacije so mozˇne tudi pri akumulaciji ERK1/2 v jedru [19].
3 Metode za modeliranje
signalnih omrezˇij
Racˇunski modeli formalizirajo kompleksne biolosˇke in eksperimentalne procese v mate-
maticˇnem jeziku, kar je uporabno tako za zbiranje kot tudi za analizo kvantitativnih
podatkov. Modeliranje je zato postalo nujno potrebno orodje za podrocˇje sistemske bio-
logije [22].
Potrebno se je zavedati, da zaenkrat ne obstaja nobena metoda, ki bi zadostila vsem
potrebam na podrocˇju modeliranja biolosˇkih sistemov. Namesto tega je na voljo sˇirok
spekter racˇunskih tehnik, ki so primerne za razlicˇne probleme [22]. Izbira metode je
odvisna od zastavljenega vprasˇanja, kvalitete in tipa eksperimentalnih podatkov ter sto-
pnje predhodnega poznavanja omrezˇja. Prva lastnost opisuje, ali nas zanima mehanizem
delovanja ali izrazˇeni fenotip, druga predvsem ali imamo na voljo kvalitativne ali kvan-
titativne podatke, pri tretji pa obicˇajno uposˇtevamo mapo interakcij (angl. interaction
map) ali podrobno biokemijsko pot [23].
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3.1 Pregled obstojecˇih metod
Obstojecˇe metode za modeliranje signalnih poti lahko v grobem razdelimo v dve skupini.
V prvo sodijo podatkovno vodene metode (angl. data-driven methods), ki model zgradijo
na podlagi podatkov, v drugo pa metode vodene z znanjem (angl. knowledge-driven
methods), ki model zgradijo na podlagi poznavanja biolosˇkega sistema [22, 24].
Podatkovno vodene metode predstavljajo priljubljeno orodje v sistemski biologiji.
Njihov cilj je odkriti korelacije med signali oziroma med signali in celicˇnimi fenotipi [22,
23]. Njihova slabost je, da zahtevajo velike kolicˇine podatkov za gradnjo verodostojnega
modela, poleg tega pa je tezˇko interpretirati biolosˇki pomen naucˇenih interakcij med
kemijskimi zvrstmi [24].
Pri metodah vodenih z znanjem zberemo informacije o biokemijskih reakcijah iz lite-
rature in jih zapiˇsemo v modele, ki so obicˇajno predstavljene v obliki Boolovih mrezˇ ali
navadnih diferencialnih enacˇb [24]. Vzpostavljeni modeli so praviloma zelo specificˇni ter
dobro opisujejo cˇasovno in prostorsko dinamiko na nivoju posameznih reakcij [23]. Oviro
tovrstnih metod predstavlja pomanjkljiva literatura, saj le-ta zaenkrat pokriva samo dele
signalnih omrezˇij z omejenim sˇtevilom podrobnosti o mehanizmih interakcij, zato je sˇe
vedno neprimerna za gradnjo modelov velikih signalnih omrezˇij, ki bi bili zmozˇni dobro
razlozˇiti in napovedati dinamiko omrezˇja [24].
Nekatere sˇtudije zato priporocˇajo uporabo hibridnih metod, ki zdruzˇujejo prednosti
obeh pristopov. Z njimi lahko rocˇno popravimo signalne poti iz literature in podatkovnih
baz ali na podlagi eksperimentalnih podatkov identificiramo alternativne poti, ki posta-
nejo aktivne po stimulaciji z drugacˇnim drazˇljajem [24]. Med tovrstne metode sodijo
metode kot so Bayesova statistika, skriti markovski modeli (angl. hidden Markov model)
in nekateri pristopi mehke logike [23, 24]. Prednost teh metod je, da jih lahko apliciramo
tudi v situacijah, ko je poznavanje mehanizmov reakcij nepopolno, poznamo pa omrezˇje
interakcij med biokemijskimi zvrstmi [23].
3.2 Analiza ravnotezˇnega stanja
Pogosto opazujemo le asimptotsko obnasˇanje dinamicˇnega sistema, s cˇimer okrnemo ana-
lizo modelov na opazovanje njegovih bistvenih znacˇilnosti. Cˇeprav je lahko asimptotsko
obnasˇanje oscilatorno ali celo kaoticˇno, v vecˇini primerov sistem s cˇasom preide v rav-
notezˇno stanje (angl. steady state) [25].
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Koncept ravnotezˇnega stanja je matematicˇna idealizacija, ki ima pomembno vlogo
pri kineticˇnem modeliranju. Z izrazom kineticˇno modeliranje oznacˇimo matematicˇni opis
sprememb lastnosti opazovanega sistema, na primer koncentracij kemijskih zvrsti [26].
V opisih praviloma nastopajo kineticˇni parametri, med katere sodijo hitrosti reakcij, di-
sociacijske konstante in hitrosti degradacije razlicˇnih proteinov. Pravimo, da se sistem
nahaja v ravnotezˇnem stanju, cˇe se makroskopske spremenljivke v opazovanem cˇasovnem
intervalu ne spreminjajo znotraj sprejemljive natancˇnosti [25]. V primeru signalnih
omrezˇij so opazovane makroskopske spremenljivke koncentracije opazovanih proteinov,
torej pricˇakujemo, da bo v ravnotezˇnem stanju njihova koncentracija konstantna.
3.3 Analiza dinamike sistema
Dinamicˇne lastnosti obnasˇanja nekaterih proteinov, med katere sodijo na primer tran-
skripcijski faktorji, vplivajo na odziv celice na drazˇljaj, zato analiza ravnotezˇnega stanja
ne zadosˇcˇa za karakterizacijo odziva. Za dobro razumevanje vpliva stimulusa na celicˇni
odziv je zato potrebna tudi karakterizacija cˇasovne dinamike biolosˇkega sistema [2].
Za razliko od staticˇnih modelov oziroma modelov ravnotezˇnega stanja dinamicˇni mo-
deli opisujejo spreminjanje koncentracije kemijskih zvrsti v cˇasu, vcˇasih pa tudi v pro-
storu. Cˇeprav so na voljo sˇtevilne metode modeliranja, se najpogosteje uporabljajo
modeli, ki temeljijo na diferencialnih enacˇbah.
Sistemi navadnih diferencialnih enacˇb (angl. ordinary differential equations - ODE)
opisujejo le spreminjanje koncentracij v cˇasu, medtem ko sistemi parcialnih diferencialnih
enacˇb (angl. partial differential equations - PDE) opisujejo tako cˇasovno kot tudi pro-
storsko dinamiko sistema. ODE-modeli so primernejˇsi za sisteme, kjer opazujemo veliko
kemijskih zvrsti, PDE-modeli pa za sisteme, kjer opazujemo malo kemijskih zvrsti, saj se
pri vecˇjem sˇtevilo zvrsti kompleksnost njihovega resˇevanja zelo povecˇa. Cˇeprav modeli,
ki temeljijo na diferencialnih enacˇbah, dobro opisujejo biokemijske hitrostne zakone, je
njihova slaba lastnost ta, da mora biti topologija modela znana vnaprej. Prav tako je
rezultat modela mocˇno odvisen od izbire vrednosti prostih parametrov, t.j. zacˇetnih kon-
centracij proteinov in hitrosti reakcij. Ocenjevanje teh parametrov je cˇasovno potratno
in zahteva veliko kolicˇino ucˇnih podatkov [27].
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3.4 Verodostojnost modelov
Eden temeljnih ciljev modeliranja biolosˇkih sistemov je gradnja verodostojnih modelov.
To pomeni, da se rezultati simulacij modela skladajo z eksperimentalnimi podatki. Pri
tem nismo omejeni le na eksperimente, ki so bili zˇe izvedeni, temvecˇ zˇelimo, da bi model
pravilno napovedal tudi rezultate eksperimentov, ki jih sˇele nacˇrtujemo. Obstojecˇi ekspe-
rimentalni podatki omejujejo gradnjo nasˇega modela, saj definirajo pricˇakovane rezultate
pri dolocˇenih pogojih.
Modele, ki vsebujejo zelo malo podrobnosti, lahko zato dobro omejimo, a so praviloma
pretirano poenostavljeni, zaradi cˇesar je manj verjetno, da bo napoved rezultatov neizve-
denih eksperimentov pravilna. Za sofisticirane modele nam po drugi strani primanjkuje
eksperimentalnih podatkov, ki bi specificirali podrobne mehanizme, zato je njihova gra-
dnja zahtevnejˇsa. Verodostojnost modelov je torej najvecˇja, kadar model vsebuje le tiste
podrobnosti, ki so potrebne za prikazovanje in napovedovanje rezultatov eksperimentov,
ki nas zanimajo pri zastavljenem biolosˇkem vprasˇanju [22].
Vsaka podrobnost, ki jo dodamo modelu, vnese vanj tudi parametre. Slednji lahko
definirajo zacˇetne koncentracije proteinov, hitrost reakcije ali hitrost difuzije kemijske
zvrsti skozi citoplazmo. Pogosto so neznani, zato jih je potrebno oceniti iz podatkov,
kar zmanjˇsa verodostojnost modela. Zavedati se je potrebno, da vsaka podrobnost, ki je
dodana modelu, povecˇa sˇtevilo zahtevanih parametrov [22].
4 Osnove mehke logike
Teorija mehkih mnozˇic je bila v preteklosti uspesˇno aplicirana na sˇtevilna podrocˇja, med
katera sodijo krmiljenje, identifikacija sistemov, prepoznavanje vzorcev in procesiranje
signalov. Sˇe posebej je zanimiva njena zmozˇnost obravnave nenatancˇnosti, ki je priso-
tna v naravnem jeziku. Zaradi te lastnosti je mehka logika postala mocˇno orodje za
resˇevanje problemov, pri katerih imamo na razpolago strokovno znanje, sˇe bolj pa je pri-
kladna za gradnjo podatkovno vodenih modelov v obliki sistema pravil, ki so preprosta
za razumevanje [28].
4.1 Mehka mnozˇica
Definicija 1. Mehka mnozˇica (angl. fuzzy set) A˜ elementov x iz prostora U je mnozˇica
urejenih parov
A˜ = {(x, µA˜(x)) | x ∈ U}, (4.1)
kjer je µA˜ pripadnostna funkcija (angl. membership function) mehke mnozˇice A˜ z zalogo
vrednosti [0, 1], na podlagi katere izracˇunamo stopnjo pripadnosti posameznega elementa
x k mehki mnozˇici A˜ [29].
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4.2 Mehka spremenljivka
Mehka spremenljivka je mehka mnozˇica oziroma mnozˇica vrednosti pripadnostnih funkcij
posameznim lingvisticˇnim ali opisnim mnozˇicam [30]. Formalno je dolocˇena z naslednjo
definicijo.
Definicija 2. Mehka spremenljivka je dolocˇena s trojico (S,U, T ), kjer S predstavlja ime
spremenljivke, U zalogo ostrih vrednosti, nad katerimi je opazovana mehka spremenljivka
S definirana, in T nabor mehkih mnozˇic A˜1, A˜2, . . ., A˜n, ki so definirane nad U in s
pomocˇjo katerih predstavimo vrednosti mehke spremenljivke S [29].
Postopek kreiranja mehkih vhodnih spremenljivk imenujemo mehcˇanje ali fuzifika-
cija (angl. fuzzification). V sklop mehcˇanja sodi tudi dolocˇitev sˇtevila mehkih mnozˇic,
ki pokrivajo vhodne spremenljivke, ter izbira oblike ustreznih funkcij pripadnosti [29].
Funkcija pripadnosti mehki mnozˇici je lahko poljubne oblike, vendar se najraje drzˇimo
konveksnih oblik. Cˇe pripadnost ni konveksna, se lahko zgodi, da za ustrezno mehko
mnozˇico ne veljajo dolocˇeni postopki, ki jih sicer teorija ponuja nacˇrtovalcu mehkega
sistema [30]. Oblike pripadnostnih funkcij nimajo vecˇjega vpliva na uspesˇnost mehkega
sistema. V nasˇem delu se bomo omejili na gaussove pripadnostne funkcije, ki jih opre-
delimo s srednjo vrednostjo c in standardnim odklonom σ, izracˇunamo pa jih na podlagi
izraza
µA˜(x) = e
− (x−c)2
2σ2 . (4.2)
4.3 Mehka pravila
Mehka pravila opisujejo vzroke in posledice v sistemu, ki ga modeliramo z mehko logiko.
Pri tem so vzroki trenutne vhodne mehke spremenljivke oziroma njihove funkcijske pri-
padnosti, posledice pa trenutne izhodne mehke spremenljivke oziroma ustrezne funkcijske
pripadnosti. Obstaja vecˇ vrst mehkih pravil, vendar se najvecˇ uporabljata dva tipa. To
sta pravilo tipa Zadeh-Mamdani in pravilo tipa Takagi-Sugeno. Obe pravili sta oblike
IF-THEN-(ELSE), kar pomeni, da v obravnavanem sistemu povezujejo vzroke s posle-
dicami s pomocˇjo mehkih mnozˇic. Pogoj ELSE je zajet implicitno skozi druga pravila
[29].
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Mehko pravilo tipa Zadeh-Mamdani [31] je oblike
IF x is A˜ THEN y is B˜, (4.3)
kjer sta (x is A˜) in (y is B˜) dve mehki trditvi oziroma prepoziciji, ki pomenita, da je
vhodna spremenljivka x v obmocˇju mehke mnozˇice A˜ z vrednostjo pripadnosti µA˜(x), iz-
hodna spremenljivka y pa v obmocˇju mehke mnozˇice B˜ z vrednostjo pripadnostne funkcije
µB˜(y). Splosˇna oblika tega pravila, ki uposˇteva poljubno sˇtevilo vhodnih spremenljivk,
je oblike
IF x1 is A˜1 AND x2 is A˜2 AND . . . AND xk is A˜k THEN y is B˜ (4.4)
Mehko pravilo tipa Takagi-Sugeno [32] se od pravila tipa Zadeh-Mamdani razlikuje v
posledicˇnem delu, saj je podan s funkcijo vhodnih spremenljivk in ne z izhodno mehko
mnozˇico
IF x is A˜ AND y is B˜ THEN z = f(x, y). (4.5)
V splosˇnem je vhodnih pogojev vecˇ, funkcija pa je pogosto linearna
IF x1 is A˜1 AND x2 is A˜2 AND . . . AND xm is A˜m THEN z = C0+C1x1+. . .+Cmxm.
(4.6)
Pravila tipa Takagi-Sugeno so bolj priljubljena pri pristopih, kjer opazujemo kako-
vost aproksimacije. Cˇeprav lahko pod dolocˇenimi pogoji prevedemo sistem iz ene oblike
v drugo, pa je znanje izrazˇeno v pravilih tipa Zadeh-Mamdani transparentnejˇse (razu-
mljivejˇse) od znanja izrazˇenega v pravilih tipa Takagi-Sugeno [28].
4.4 Mehke relacije
Mehke relacije so mehke podmnozˇice X × Y , torej preslikave X → Y . Matematicˇno so
definirane z definicijo v nadaljevanju.
Definicija 3. Naj bosta X,Y ⊆ R univerzalni mnozˇici. Potem je
R˜ = {((x, y), µR˜(x, y)) | (x, y) ∈ X × Y } (4.7)
mehka relacija na X × Y [29].
Nadalje lahko definiramo mehke relacije tudi na poljubnih mehkih mnozˇicah [29].
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Definicija 4. Naj bosta X,Y ⊆ R univerzalni mnozˇici ter A˜ = {(x, µA˜(x)) | x ∈ X} in
B˜ = {(y, µB˜(y)) | y ∈ Y } mehki mnozˇici. Potem je
R˜ = {((x, y), µR˜(x, y)) | (x, y) ∈ X × Y } (4.8)
mehka relacija na A˜× B˜, cˇe velja:
µR˜(x, y) ≤ µA˜(x),∀(x, y) ∈ X × Y (4.9)
in
µR˜(x, y) ≤ µB˜(y),∀(x, y) ∈ X × Y. (4.10)
Relacija kompozicije ali kratko kompozicija dveh mehkih relacij R1(A,B) in R2(B,C)
je relacija R(A,C), ki jo dobimo po zaporedni izvedbi relacij R1 in R2. Tipicˇna kompo-
zicija je max-min.
Definicija 5. Naj bosta R˜1(x, y), (x, y) ∈ X × Y in R˜2(y, z), (y, z) ∈ Y × Z mehki
relaciji. Kompozicija max-min relacij R˜1(x, y) ◦ R˜2(y, z) je mehka mnozˇica
R˜1(x, y) ◦ R˜2(y, z) = {((x, z),maxy{min(µR˜1(x, y), µR˜2(y, z)) | x ∈ X, y ∈ Y, z ∈ Z})}
(4.11)
s pripadnostno funkcijo µR˜1◦R˜2 [29].
4.5 Mehko sklepanje
Mehko sklepanje ali mehka inferenca je sestavljena iz treh korakov, ki jih imenujemo
agregacija, mehka implikacija in akumulacija. Agregacija je potrebna, cˇe imamo v po-
gojnem delu pravila vecˇ kot eno mehko mnozˇico. Na podlagi vrednosti vhodnih mehkih
spremenljivk za vsako pravilo izracˇunamo stopnjo izpolnjenosti pogojnega dela pravila
[30]. Stopnjo izpolnjenosti mehkega pravila r, pri katerem so spremenljivke Si povezane
z operacijo AND, dobimo po izrazu
αr = min
i=1,...,n
µij(S
input
i ). (4.12)
V primeru, da so spremenljivke Si povezane z operacijo OR, stopnjo izpolnjenosti
pravila izracˇunamo po izrazu
αr = max
i=1,...,n
µij(S
input
i ). (4.13)
4.6 Ostrenje 19
Avtor µB
′
r (y)
Zadeh max{1− αr,min{αr, µB′(y)}}
Lukasiewicz min{1, 1− αr + µB′(y)}
Mamdani min{αr, µB′(y)}
Kleene max{1− αr, µB′(y)}
Tabela 4.1: Najbolj uporabne implikacije v mehki logiki.
Mehka implikacija omogocˇa sklepanje, to je prehod iz IF-dela v THEN-del mehkega
pravila. To ni enolicˇno dolocˇena logicˇna relacija, saj lahko pri razlicˇnih primerih upora-
bimo razlicˇne implikacije [30]. Sklepe posameznega pravila izracˇunamo po enem izmed
izrazov iz tabele 4.1.
Akumulacija poskrbi za izracˇun koncˇne vrednosti izhodne mehke spremenljivke, ki je
predstavljena s pripadnostmi k posameznim mehkim mnozˇicam izhodne spremenljivke
[30]. Dobimo jo z zdruzˇitvijo sklepov µBr (y) vseh pravil po izrazu
µ(y) = max
r
µB
′
r (y). (4.14)
4.6 Ostrenje
Ostrenje ali defuzifikacija (angl. defuzzification) je postopek pretvorbe izhodne mehke
spremenljivke v koncˇno realno (ostro, angl. crisp) numericˇno obliko. V rabi so razlicˇne
metode ostrenja.
4.6.1 Tezˇiˇscˇna metoda
Tezˇiˇscˇna metoda (angl. center of gravity - COG ali center of area - COA) sodi med
najbolj priljubljene metode ostrenja. Predpostavimo, da lahko rezultat procesiranja R˜
opiˇsemo z zvezno funkcijo pripadnosti µR˜(y). Ostra vrednost R
′ je tedaj
R′ =
∫∞
0
yµR˜(y)dy∫∞
0
µR˜(y)dy
. (4.15)
R′ je tista ostra vrednost, ki najbolj ustreza rezultativni mehki mnozˇici R˜. V pri-
meru, da je pripadnostna funkcija µR˜(y) le delno zvezna ali diskretna, izracˇunamo ostro
rezultatno vrednost po naslednjem izrazu
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R′ =
∑n
i=1 yiµR˜(yi)∑n
i=1 µR˜(yi)
. (4.16)
4.6.2 Metoda srediˇscˇnih vsot
Metoda srediˇscˇnih vsot (angl. center of sums - COS) je procesorsko manj zahtevna od
tezˇiˇscˇne metode. Temelji na uniji R˜ = ∪qi=1R˜i, pri q aktivnih pravilih. Prekrivanje delnih
rezultatov R˜i ∩ R˜j 6= ∅ pride le enkrat do izraza. Ostro vrednost rezultata izracˇunamo
po izrazu
R′ =
∫∞
0
y
∑q
i=1 µR˜i(y)dy∫∞
0
∑q
i=1 µR˜i(y)dy
, (4.17)
oziroma v diskretnem primeru po izrazu
R′ =
∑n
j=1 yj
∑q
i=1 µR˜i(yj)∑n
j=1
∑q
i=1 µR˜i(yj)
, (4.18)
kjer je n sˇtevilo diskretnih vrednosti, ki sodelujejo pri opredelitvi ostrega rezultata R′.
4.6.3 Metode maksimumov
Metoda najniˇzjega maksimuma (angl. first of maxima - FOM) ugotovi, katero mehko
pravilo najbolj ucˇinkuje na rezultat. Med vsemi elementi z najviˇsjo pripadnostjo izberemo
najmanjˇsega. Ostro vrednost rezultata zato izracˇuna kot
R′ = inf
y∈Y
{y ∈ Y | yR(y) = sup
y∈Y
µR(y)}. (4.19)
Podobno metoda najviˇsjega maksimuma (angl. last of maxima - LOM) med vsemi
elementi z najviˇsjo pripadnostjo izbere najvecˇjega (4.20).
R′ = sup
y∈Y
{y ∈ Y | yR(y) = sup
y∈Y
µR(y)}. (4.20)
Metoda srednjega maksimuma (angl. middle of maxima - MOM) izracˇuna srednjo
vrednost metod FOM in LOM (4.21).
R′ =
supy∈Y {y ∈ Y | yR(y) = supy∈Y µR(y)}+ infy∈Y {y ∈ Y | yR(y) = supy∈Y µR(y)}
2
.
(4.21)
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4.7 Mehki model
Mehki model sestavimo iz treh delov [30]:
iz mehkih vhodnih in izhodnih spremenljivk ter njihovih mehkih vrednosti,
mehkih pravil in
mehkih metod sklepanja ali inferencˇnih metod, ki vsebujejo sˇe postopke mehcˇanja
in ostrenja.
Ogrodje mehke logike podpira sˇtevilne mehanizme prilagodljivosti, med katere sodijo
naklon in oblika pripadnostnih funkcij, tezˇa pravil, metode mehcˇanja in ostrenja ter
oblika pravil [23].

5 Metode za gradnjo mehkih
podatkovno vodenih modelov
signalne poti
Nasˇ cilj je vzpostavitev metodologije za ucˇenje mehkih modelov na pomanjkljivih kvan-
titativnih biolosˇkih podatkih. To pomeni, da meritev nismo mogli opraviti pod vsemi
mozˇnimi pogoji in da podatkov, ki so na voljo, ni dovolj, da bi omejili tako topologijo
kot tudi kvantitativne parametre omrezˇij. Zato stremimo k razvoju mehkega logicˇnega
sistema, ki minimizira sˇtevilo parametrov, s cˇimer se izognemo pretiranemu prilagajanju
ucˇnim podatkom, hkrati pa poenostavimo logicˇno strukturo za lazˇjo interpretabilnost
modela. Ker zˇelimo predstavljati razmerja med proteini in encimskimi kaskadami, mo-
rajo biti tudi matematicˇne relacije biolosˇko relevantne [3]. Zazˇeleno je tudi, da metoda
omogocˇa uporabo kvalititativnih podatkov. Slednje je namrecˇ preprosteje izmeriti v
sklopu eksperimentalnega dela [2].
V pricˇujocˇem poglavju predstavimo nekaj metod, ki omogocˇajo ucˇenje mehkih mo-
delov na podlagi eksperimentalnih podatkov.
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5.1 Mehka metoda voditeljev
Mehka metoda voditeljev (angl. fuzzy c-means clustering algorithm - FCM) [33] je
osnovni mehki algoritem za grucˇenje, ki poskusˇa najti mehko particijo U = [uik] na-
bora podatkov preko minimizacije posplosˇenega funkcionala najmanjˇsih kvadratov
Jm(X,U, v) =
N∑
k=1
c∑
i=1
umikd
2(xk, vi), (5.1)
kjer so X = {x1, x2, . . . , xN} ⊂ Rn podatki, c sˇtevilo skupin v mnozˇici X (2 ≤ c < N),
m ≥ 1 stopnja mehcˇanja za odstranjevanje sˇuma iz podatkov, U mehka particija mnozˇice
X in v = [vi] vektor centrov skupin. Minimizacija poteka iterativno pod naslednjimi
pogoji:
0 ≤ uik ≤ 1; 1 ≤ i ≤ c, 1 ≤ k ≤ N, (5.2)
0 <
N∑
k=1
uik ≤ n; 1 ≤ i ≤ c, (5.3)
c∑
i=1
uik = 1; 1 ≤ k ≤ N. (5.4)
Po vsaki iteraciji centre vi in pripadnostne stopnje uik posodobimo po naslednjem po-
stopku:
vi =
∑N
k=1 u
m
ikxk∑N
k=1 u
m
ik
; 1 ≤ i ≤ c, (5.5)
uik =
1∑c
j=1(
d(xk,vi)
d(xk,vj)
)
2
m−1
; 1 ≤ k ≤ N, 1 ≤ i ≤ c. (5.6)
Naj ima mehki model n vhodnih in m izhodnih spremenljivk. Tedaj ucˇenje mehkega
modela s FCM poteka na n+m dimenzionalnih podatkih. Vsak podatek je pri tem vektor,
ki vsebuje znane vrednosti vhodnih in pricˇakovane vrednosti izhodnih spremenljivk pri
danih vhodih. Tako sestavljene podatke nato grucˇimo v c skupin, vsaka skupina pa
predstavlja po eno mehko pravilo. Iz centrov skupin dolocˇimo tudi pripadnostne funkcije
za posamezno spremenljivko.
Metodo lahko uporabimo tako za ucˇenje modela ravnotezˇnega stanja kot tudi za
gradnjo dinamicˇnega modela. Pri gradnji modela ravnotezˇnega stanja signalne poti, je
edina vhodna spremenljivka koncentracija drazˇljaja. Izhodni podatki so koncentracije
kemijskih zvrsti v ravnotezˇnem stanju.
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Kot vhodne podatke dinamicˇnega modela signalne poti podamo zaporedje koncentra-
cij kemijskih zvrsti, kot izhodne pa spremembe koncentracij kemijskih zvrsti med dvema
zaporednima meritvama. Pri izhodnih podatkih zanemarimo spremembo koncentracije
drazˇljaja, za katerega predpostavimo, da je konstanten skozi celoten cˇas simulacije.
5.2 Mehke cˇasovne vrste
Mehka cˇasovna vrsta (angl. fuzzy time series - FTS) je napovedni model, ki omogocˇa
modeliranje dinamicˇnih procesov, katerih opazˇanja so lingvisticˇne vrednosti. Pri tem
predpostavljamo, da so opazˇanja v nekem trenutku rezultat opazˇanj iz preteklosti [34].
Strozˇje je dolocˇena z naslednjo definicijo.
Definicija 6. Naj bo Y (t) ⊆ R, t ∈ Z, definicijsko obmocˇje mehkih mnozˇic fi(t), i ∈ N,
in F (t) = {fi(t) | i ∈ N}. Potem F (t) pravimo mehka cˇasovna vrsta na Y (t), t ∈ Z.
Nadalje naj bo I mnozˇica indeksov za F (t− 1) in J mnozˇica indeksov za F (t).
Definicija 7. Naj za vsak fj(t) ∈ F (t), j ∈ J , obstajata fi(t − 1) ∈ F (t − 1), i ∈ I, in
mehka relacija Rij(t, t− 1), tako da velja fj(t) = fi(t− 1) ◦Rij(t, t− 1), kjer ◦ oznacˇuje
kompozicijo max-min. Pravimo, da le F(t-1) vpliva na F(t), kar krajˇse zapiˇsemo kot
F (t− 1)→ F (t). (5.7)
Definicija 8. Naj za vsak fj(t) ∈ F (t), j ∈ J , obstajata fi(t − 1) ∈ F (t − 1), i ∈ I, in
mehka relacija Rij(t, t− 1), tako da velja fj(t) = fi(t− 1) ◦Rij(t, t− 1), kjer ◦ oznacˇuje
kompozicijo max-min. Tedaj relaciji R(t, t−1) = ⋃i,j Rij(t, t−1) pravimo mehka relacija
med F (t) in F (t− 1), kar lahko zapiˇsemo tudi z naslednjim izrazom:
F (t) = F (t− 1) ◦R(t, t− 1). (5.8)
Obicˇajni postopek za gradnjo modela s pomocˇjo mehkih cˇasovnih vrst je naslednja:
1. Dolocˇimo definicijska obmocˇja, na katerih bomo definirali mehke mnozˇice.
2. Zberemo zgodovinske podatke.
3. Na podlagi zgodovinskih podatkov definiramo mehke mnozˇice.
4. Na podlagi zgodovinskih podatkov dolocˇimo mehke relacije.
5. Zdruzˇimo relacije definirane v koraku 4.
6. Model apliciramo na nove podatke in jih po potrebi ostrimo.
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5.3 Metoda vecˇatributne mehke cˇasovne vrste
Posebna oblika postopka za gradnjo modela s pomocˇjo mehkih cˇasovnih vrst je metoda
vecˇatributne mehke cˇasovne vrste (angl. multi-atribute fuzzy time series method), v
nadaljevanju tudi MAFTS [35], ki tretji korak algoritma opisanega v razdelku 5.2 opravi
s pomocˇjo mehkega algoritma za grucˇenje. Sestavljen je iz naslednjih sˇtirih korakov:
1. Grucˇenje cˇasovne vrste S(t) v c skupin z namenom identificiranja vzorcev.
2. Rangiranje posamezne skupine in mehcˇanje cˇasovne vrste S(t) v mehko cˇasovno
vrsto F (t).
3. Dolocˇanje mehkih relacij.
4. Napovedovanje novih podatkov in ostrenje rezultatov metode.
Zaradi lazˇjega ucˇenja predpostavimo, da velja F (t − 1) → F (t) oziroma da je nasle-
dnje stanje sistema odvisno le od predhodnega in od vrednosti drazˇljaja. Tak pristop
predpostavlja tudi model signalne poti predstavljen v [2].
Ucˇni podatki, ki jih uporabimo, so koncentracije kemijskih zvrsti v zaporednih cˇasovnih
trenutkih. Podatke grucˇimo za vsako kemijsko zvrst posebej, s cˇimer dolocˇimo pripadno-
stne funkcije za posamezno spremenljivko. Srednje vrednosti gaussovih pripadnostnih
funkcij dolocˇimo iz rezultatov metode FCM tako, da jim pripiˇsemo vrednosti centrov
skupin, standardne odklone pa moramo dolocˇiti naknadno.
6 Rezultati
Zaradi vloge, ki jo igra druzˇina signalnih poti MAPK pri razvoju bolezni, je bilo v
preteklosti zgrajenih kar nekaj modelov te druzˇine signalnih poti [5–10], a se bomo v na-
daljevanju osredotocˇili na modul ERK1/2. Vecˇina obstojecˇih modelov temelji na ODE,
kineticˇni parametri pa so bili ocenjeni iz eksperimentalnih podatkov. Ti lahko med
drugim predstavljajo dobro izhodiˇscˇe za gradnjo mehkih modelov in testiranje njihove
ucˇinkovitosti. V pricˇujocˇem poglavju apliciramo metode za gradnjo mehkih podatkovno
vodenih modelov na izbrano signalno pot MAPK. Rezultate zgrajenega modela primer-
jamo z referencˇnim ODE-modelom.
6.1 Predpostavke in poenostavitve mehkih modelov
Ker je lingvisticˇno modeliranje prvotni cilj nasˇega dela, bomo vse modele gradili s pravili
tipa Zadeh-Mamdani. Kot smo zˇe omenili, se bomo omejili na gaussove pripadnostne
funkcije tako vhodnih kot tudi izhodnih mehkih spremenljivk. Zaradi enostavnosti bodo
tezˇe vseh mehkih pravil enake 1, spremenljivke pa bodo vedno povezane z operacijo AND,
saj nas hkrati zanimajo koncentracije vseh prisotnih kemijskih zvrsti. Sklepali bomo po
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Mamdanijevi metodi, za ostrenje pa bomo uporabljali tezˇiˇscˇno metodo.
6.1.1 Ucˇni podatki
Ker eksperimentalnih podatkov nimamo na voljo, ucˇne podatke generiramo s pomocˇjo
referencˇnega ODE-modela. Tako generirani ucˇni podatki simulirajo podatke, ki bi jih
sicer pridobili eksperimentalno. Potrebujemo dva razlicˇna tipa ucˇnih podatkov, eno
mnozˇico podatkov za gradnjo modela ravnotezˇnega stanja in drugo mnozˇico za gradnjo
dinamicˇnega modela.
Podatke za ucˇenje staticˇnega modela pridobimo iz referencˇnega modela tako, da ga
pozˇenemo za dovolj dolg cˇasovni interval, da se koncentracije proteinov vecˇ ne spremi-
njajo. Empiricˇno smo ugotovili, da za opazovani referencˇni model zadosˇcˇa 30 minut, da
sistem vzpostavi ravnotezˇno stanje. Postopek ponovimo pri sˇestnajstih razlicˇnih vredno-
stih koncentracije drazˇljaja EGF in sicer 0, 2, 5, 10, 20, 50, 60, 70, 80, 90, 100, 150 in
200 pgmL .
Podatke za ucˇenje dinamicˇnih modelov pridobimo iz referencˇnega modela tako, da
shranimo vrednosti vseh koncentracij enkrat na minuto cˇez cˇasovno obdobje 30 minut.
Postopek ponovimo pri sˇtirih razlicˇnih vrednostih koncentracije drazˇljaja EGF in sicer
2, 5, 10 in 20 pgmL . Te vrednosti smo izbrali tako, da so znotraj intervala, na katerem so
v viru [5] izvajali poskuse.
6.1.2 Pogoji testiranja
Za testiranje ucˇinkovitosti oziroma pravilnosti metode poskusimo nekoliko spremeniti
zacˇetne pogoje in opazujemo obnasˇanje naucˇenega modela. Na ta nacˇin zˇelimo preveriti,
ali se metoda pretirano prilagaja ucˇnim podatkom. Najprej poskusimo spremeniti le
vrednost koncentracije EGF, nato pa tudi zacˇetne koncentracije nekaterih kemijskih zvrsti
v celici. Rezultate primerjamo z rezultati referencˇnega modela.
Za testiranje obcˇutljivosti dinamicˇnih modelov na spremembe vrednosti koncentracij
EGF uporabimo sˇtiri razlicˇne koncentracije in sicer 3, 8, 13 in 18 pgmL , ki so vse zno-
traj definicijskega obmocˇja mehke vhodne spremenljivke EGF, za testiranje obcˇutljivosti
staticˇnih modelov pa uporabimo vecˇji nabor koncentracij. Za testiranje sprememb zacˇetnih
vrednosti, kar je smiselno opazovati le v primeru dinamicˇnih modelov, generiramo zacˇetne
pogoje nakljucˇno, vendar pri tem pazimo, da so znotraj definicijskih obmocˇij opazovanih
koncentracij kemijskih zvrsti.
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6.2 Referencˇni model signalne poti MAPK
Kot referencˇni model, na podlagi katerega se ucˇimo ter testiramo mehke modele, smo
izbrali ODE-model objavljen v [5]. Njegova shema je prikazana na sliki 6.1. Ker sta
ERK1 in ERK2 v razlicˇnih tkivih razlicˇno izrazˇena [17], v nasˇem poenostavljenem modelu
predpostavimo prisotnost le ene ERK. Prav tako uposˇtevamo le eno MEK, pri kateri prva
fosforilacija oznacˇuje mesto, ki ga fosforilira Raf [21], druga pa fosforilacijo treonin 292
(dodatek k cˇlanku [5]), torej mesta, ki ga fosforilira ERK [21]. Model predpostavlja 27
Slika 6.1: Shema ODE-modela signalne poti, ki je povzeta po viru [5]. EGF aktivira mem-
branski receptor EGFR, ki preko SOS povzrocˇi fosforilacijo Rasa. Ras nato aktivira Raf, ki se
nadalje vezˇe na MEK in ga fosforilira. Aktivirani MEK lahko nato fosforilira sˇe ERK.
kemijskih reakcij med 31 kemijskimi zvrstmi. Parametri modela so prikazani v tabeli 6.1.
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parameter vrednost parametra opis
egfrtot 3× 105 kopijcelico skupno sˇtevilo molekul EGFR
rastot 6× 104 kopijcelico skupno sˇtevilo molekul Ras
sostot 10
5 kopij
celico skupno sˇtevilo molekul SOS
rasgaptot 6× 103 kopijcelico skupno sˇtevilo molekul RasGAP
raftot 5× 105 kopijcelico skupno sˇtevilo molekul Raf
mektot 2× 105 kopijcelico skupno sˇtevilo molekul MEK
erktot 3× 106 kopijcelico skupno sˇtevilo molekul ERK
α1 5 ∗ 10−5( pgmL )−1s−1 hitrost aktivacije EGFR prek EGF
α2 10
−7(molekulcelico )s
−1 hitrost aktivacije Raf prek RasGTP
β1 10
−5(molekulcelico )s
−1 hitrost vezave aktivnega EGFR
in defosforiliranega SOS
ρ1 10
−7(molekulcelico )s
−1 hitrost fosforilacije MEK prek Raf
ρ2 3 ∗ 10−6(molekulcelico )s−1 hitrost fosforilacije ERK prek MEK
δ1 0,01 s
−1 hitrost deaktivacije EGFR
δ2 0,01 s
−1 hitrost deaktivacije Raf
υ1A 0,01 s
−1 hitrost disociacije aktivnega
kompleksa EGFR-SOS
σ1 0,01 s
−1 hitrost defosforilacije MEK
σ2 0,01 s
−1 hitrost defosforilacije ERK
β2A 10
−6 s−1 hitrost asociacije SOS in RasGTP
β2B 0, 1 ∗ β2A hitrost asociacije SOS in RasGDP
υ1B 100 s
−1 hitrost disociacije neaktivnega
kompleksa EGFR-SOS
υ2A 1 s
−1 hitrost disociacije kompleksa SOS-RasGTP
υ2B 1 s
−1 hitrost disociacije kompleksa SOS-RasGDP
κ2A 10
−4 s−1 stopnja aktivnosti SOS, ko je nanj vezan
RasGTP
κ2B 0, 1 ∗ κ2A stopnja aktivnosti SOS, ko je nanj vezanRasGDP
κ2C 0 s
−1 stopnja aktivnosti SOS, ko nanj ni vezan
Ras
β3 10
−5 s−1 hitrost asociacije RasGAP in RasGTP
κ3 100 s
−1 hitrost hidrolize RasGTP v RasGDP
zaradi RasGAP
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υ3 0,01 s
−1 hitrost disociacije RasGAP iz RasGDP
po hidrolizi
ρ3 3 ∗ 10−9 s−1 hitrost fosforilacije nevezanega SOSprek ERK
ρ4 6 ∗ 10−10 s−1 hitrost fosforilacije MEK prek ERK
ρ6 6 ∗ 10−10 s−1 hitrost fosforilacije Raf prek ERK
σ3 3 ∗ 10−4 s−1 hitrost defosforilacije SOS
σ4 3 ∗ 10−4 s−1 hitrost defosforilacije MEK
σ6 3 ∗ 10−4 s−1 hitrost defosforilacije Raf
σ5 100 s
−1 hitrost defosforilacije MEKT292p
fERKpp 7→SOS1 1
jakost vpliva povratne zanke od
ERKpp do SOS
fERKpp 7→MEK1 1
jakost vpliva povratne zanke od
ERKpp do MEK
fERKpp 7→RAF 1
jakost vpliva povratne zanke od
ERKpp do RAF
Tabela 6.1: Oznaka, vrednosti in pomen parametrov, ki opisujejo skupne koncentracije prote-
inov in hitrosti procesov v obravnavani signalni poti.
Sistem navadnih diferencialnih enacˇb, ki opisuje model, je zapisan v izrazih (6.1)–
(6.23). Simbol × v njih oznacˇuje mnozˇenje, simbol · pa kompleks dveh zvrsti. Izrazi
so povzeti po prilogi k [5], a smo v izrazu (6.12) egfra · sosu × rasGTP nadomestili z
egfra · sosu · rasGTP, da smo dosegli dinamiko sistema, ki je predstavljena v cˇlanku.
d
dt
egfra =α1 × EGF× (egfrtot − (egfra + egfri · sosu + egfra · sosu+
egfri · sosu · rasGTP + egfri · sosu · rasGDP+
egfra · sosu · rasGTP + egfra · sosu · rasGDP))− δ1 × egfra−
β1 × egfra × (sostot − (sosp + sospp + sosppp + sospppp+
egfri · sosu + egfra · sosu + egfri · sosu · rasGDP+
egfra · sosu · rasGTP)) + ν1A × egfra · sosu, (6.1)
d
dt
sosp =− 3× ρ3 × fERKpp 7→SOS1 × erkpp × sosp+
4× ρ3 × fERKpp 7→SOS1 × erkpp × (sostot − (sosp + sospp + sosppp+
sospppp + egfri · sosu + egfra · sosu + egfri · sosu · rasGDP+
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egfri · sosu · rasGTP + egfra · sosu · rasGDP + egfra · sosu · rasGTP))−
sosp + 2× sospp, (6.2)
d
dt
sospp =3× ρ3 × fERKpp 7→SOS1 × erkpp × sosp + 3× sosppp−
2× sospp − 2× ρ3 × fERKpp 7→SOS1 × erkpp × sospp, (6.3)
d
dt
sosppp =2× ρ3 × fERKpp 7→SOS1 × erkpp × sospp + 4× sospppp−
3× sosppp − ρ3 × fERKpp 7→SOS1 × erkpp × sosppp, (6.4)
d
dt
sospppp =ρ3 × fERKpp 7→SOS1 × erkpp × sosppp − 4× sospppp, (6.5)
d
dt
egfri · sosu =υ2B × egfri · sosu · rasGDP − α1 × EGF× egfri · sosu−
υ1B × egfri · sosu + δ1 × egfra · sosu − β2B × egfri · sosu × (rastot−
(rasGTP + rasGTP · rasgap + rasGDP · rasgap+
egfri · sosu · rasGDP + egfri · sosu · rasGTP + egfra · sosu · rasGDP+
egfra · sosu · rasGTP)) + υ2A × egfri · sosu · rasGTP−
β2A × egfri · sosu × rasGTP, (6.6)
d
dt
egfra · sosu =β1 × egfra × (sostot − (sosp + sospp + sosppp + sospppp+
egfri · sosu + egfra · sosu + egfri · sosu · rasGDP+
egfri · sosu · rasGTP + egfra · sosu · rasGDP + egfra · sosu · rasGTP))−
β2B × egfra · sosu × (rastot − (rasGTP + rasGTP · rasgap+
rasGDP · rasgap + egfri · sosu · rasGDP + egfri · sosu · rasGTP+
egfra · sosu · rasGDP + egfra · sosu · rasGTP))− υ1A × egfra · sosu+
υ2A × egfra · sosu · rasGTP + υ2B × egfra · sosu · rasGDP+
α1 × EGF× egfri · sosu − β2A × egfra · sosu · rasGTP−
δ1 × egfra · sosu, (6.7)
d
dt
rasGTP =κ2B × egfri · sosu · rasGDP × (rastot − (rasGTP + rasGTP · rasgap+
rasGDP · rasgap + egfri · sosu · rasGDP + egfri · sosu · rasGTP+
egfra · sosu · rasGDP + egfra · sosu · rasGTP))+
υ2A × egfri · sosu · rasGTP − β2A × egfra · sosu × rasGTP+
κ2B × egfra · sosu · rasGDP × (rastot − (rasGTP + rasGTP · rasgap
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+ rasGDP · rasgap + egfri · sosu · rasGDP + egfri · sosu · rasGTP+
egfra · sosu · rasGDP + egfra · sosu · rasGTP))+
κ2A × egfri · sosu · rasGTP × (rastot − (rasGTP + rasGTP · rasgap+
rasGDP · rasgap + egfri · sosu · rasGDP + egfri · sosu · rasGTP+
egfra · sosu · rasGDP + egfra · sosu · rasGTP))+
υ2A × egfra · sosu · rasGTP − β2A × egfri · sosu × rasGTP+
κ2A × egfra · sosu · rasGTP × (rastot − (rasGTP + rasGTP · rasgap+
rasGDP · rasgap + egfri · sosu · rasGDP + egfri · sosu · rasGTP+
egfra · sosu · rasGDP + egfra · sosu · rasGTP))− β3 × (rasgaptot−
(rasGTP · rasgap + rasGDP · rasgap))× rasGTP, (6.8)
d
dt
egfri · sosu · rasGDP =− υ2B × egfri · sosu · rasGDP + δ1 × egfra · sosu · rasGDP−
α1 × EGF× egfri · sosu · rasGDP + β2B × egfri · sosu × (rastot−
(rasGTP + rasGTP · rasGDP · rasgap + egfri · sosu · rasGDP+
egfri · sosu · rasGTP + egfra · sosu · rasGDP+
egfra · sosu · rasGTP)), (6.9)
d
dt
egfri · sosu · rasGTP =β2A × egfri · sosu × rasGTP − α1 × EGF× egfri · sosu · rasGTP−
υ2A × egfri · sosu · rasGTP + δ1 × egfra · sosu × rasGTP, (6.10)
d
dt
egfra · sosu · rasGDP =β2B × egfra · sosu × (rastot − (rasGTP+
rasGTP · rasgap + rasGDP · rasgap + egfri · sosu · rasGDP+
egfri · sosu · rasGTP + egfra · sosu · rasGDP + egfra · sosu · rasGTP))−
δ1 × egfra · sosu · rasGDP + α1 × EGF× egfri · sosu · rasGDP−
υ2B × egdra · sosu · rasGDP, (6.11)
d
dt
egfra · sosu · rasGTP =α1 × EGF× egfri · sosu · rasGTP + β2A × egfra · sosu × rasGTP−
υ2A × egfra · sosu · rasGTP − δ1 × egfra · sosu · rasGTP, (6.12)
d
dt
rasGDP · rasgap =− υ3 × rasGDP · rasgap + κ3 × rasGTP · rasgap, (6.13)
d
dt
rasGTP · rasgap =− κ3 × rasGTP · rasgap + β3 × (rasgaptot − (rasGTP · rasgap+
rasGTP · rasgap))× rasGTP, (6.14)
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d
dt
rafa =− ρ6 × fERKpp 7→RAF × rafa − δ2 × rafa + α2 × rasGTP × (raftot−
(rafa + rafp)), (6.15)
d
dt
rafp =ρ6 × fERKpp 7→RAF × rafa + ρ6 × fERKpp 7→RAF × erkpp × (raftot−
(rafa + rafp))− rafp, (6.16)
d
dt
meku,T292p =−meku,T292p + ρ4 × fERKpp 7→MEK1 × erkpp × (mektot−
(meku,T292p + mekp,T292u + mekp,T292p + mekpp,T292u+
mekpp,T292p)) + σ1 ×mekp,T292p + σ5 ×mekp,T292p−
2× ρ1 ×mekp,T292p × rafa, (6.17)
d
dt
mekp,T292u =mekp,T292p − σ1 ×mekp,T292u + 2× σ1 ×mekpp,T292u−
σ1 ×mekp,T292u × rafa + 2× ρ1 × (mektot − (meku,T292p+
mekp,T292u + mekp,T292p + mekpp,T292u + mekpp,T292p))× rafa−
ρ4 × fERKpp 7→MEK1 × erkpp ×mekp,T292u, (6.18)
d
dt
mekp,T292p =ρ4 × fERKpp 7→MEK1 × erkpp ×mekp,T292u − σ1 ×mekp,T292p−
ρ1 ×mekp,T292p × rafa −mekp,T292p − σ5 ×mekp,T292p+
2× σ5 ×mekpp,T292p + 2× σ1 ×mekpp,T292p+
2× ρ1 ×meku,T292p × rafa, (6.19)
d
dt
mekpp,T292u =− ρ4 × fERKpp 7→MEK1 × erkpp ×mekpp,T292u−
2× σ1 ×mekpp,T292u + ρ1 ×mekpp,T292u × rafa+
mekpp,T292p, (6.20)
d
dt
mekpp,T292p =ρ4 × fERKpp 7→MEK1 × erkpp ×mekp,T292u+
ρ1 ×mekpp,T292p × rafa −mekpp,T292p − 2× σ1 ×mekpp,T292p−
2× σ5 ×mekpp,T292p, (6.21)
d
dt
erkp =2× σ2 × erkpp − σ2 × erkp+
2× ρ2 ×mekpp,T292u × (erktot − (erkp + erkpp))−
ρ2 ×mekpp,T292u × erkp − ρ2 ×mekpp,T292p × erkp+
2× ρ2 ×mekpp,T292p × (erktot − (erkp + erkpp)), (6.22)
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d
dt
erkpp =ρ2 ×mekpp,T292p × erkp − 2× σ2 × erkpp+
ρ2 ×mekpp,T292u × erkp. (6.23)
6.3 Uporaba metode FCM za ucˇenje ravnotezˇnega stanja signalne
poti MAPK
6.3.1 Polni mehki model ravnotezˇnega stanja
Ravnotezˇno stanje sistema je odvisno le od vrednosti koncentracije drazˇljaja EGF, ne
pa tudi od njegovega zacˇetnega stanja. Tako lahko zgradimo mehki model, ki ima le
eno vhodno spremenljivko, koncentracijo drazˇljaja EGF, in 23 izhodnih spremenljivk, ki
ustrezajo koncentracijam vseh ostalih proteinov v ravnotezˇnem stanju.
Za ucˇenje mehkih pravil uporabimo algoritem FCM oziroma implementacijo ucˇenja z
njim, ki je v programskem paketu MATLAB dostopna pod imenom genfis3. Njena slabost
je, da rezultati ucˇenja niso vsakicˇ enaki, zato dobimo dobro aproksimacijo nasˇih podatkov
le, cˇe metodo pozˇenemo vecˇkrat in izberemo najboljˇso izmed generiranih resˇitev. Pri
nasˇem delu smo metodo pognali 10-krat in kot najprimernejˇso resˇitev izbrali tisto, ki se
najbolje prilega izmerjenim koncentracijam.
Vnaprej moramo dolocˇiti tudi sˇtevilo skupin c, ki dolocˇa sˇtevilo mehkih pravil, pa
tudi sˇtevilo mehkih vrednosti za vsako izmed spremenljivk. Ker ne obstaja univerzalen
postopek, kako to sˇtevilo najboljˇse izbrati, smo ucˇenje pognali na vecˇjem naboru razlicˇnih
vrednosti za c. Ker se zˇelimo izogniti pretiranemu prilagajanju modela na ucˇne podatke,
izberemo najmanjˇso vrednost za c, ki vrne zadovoljive rezultate.
Ucˇenje smo izvedli pri vrednostih parametra c 2, 4, 6, 8 in 10. Izkazalo se je, da
metoda dobro aproksimira ucˇne podatke pri uporabi sˇtirih skupin. Rezultati simulacije
so prikazani na sliki 6.2. Za primerjavo je prikazan tudi rezultat simulacije z referencˇnim
ODE-modelom.
Da lahko utemeljimo pravilnost delovanja zgrajenih modelov, jih testiramo na vre-
dnostih koncentracije EGF 3, 8, 13, 18, 32, 64, 89, 120 in 156 pgmL . Rezultati simulacije in
primerjava z rezultati simulacije z referencˇnim ODE-modelom so prikazani na sliki 6.3.
Vidimo, da metoda uspesˇno aproksimira ravnotezˇno stanje le za vrednosti koncentra-
cije EGF, ki so vecˇje od 20 pgmL . Najmanjˇsa vrednost parametra c, pri kateri je metoda
uspesˇna je enaka 6.
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Slika 6.2: Rezultati simulacij z enim izmed naborov mehkih modelov ravnotezˇnega stanja
naucˇenih z metodo FCM na ucˇnih podatkih pri razlicˇnih vrednostih parametra c. Rdecˇa barva
predstavlja koncentracijo ERKpp, modra pa koncentracijo ERKp. Zaradi podobnosti med po-
datki ostalih barv, ki predstavljajo koncentracije preostalih 21 kemijskih zvrsti iz modela, ni
mozˇno razlocˇiti.
Mehki model porabi za izracˇun precej manj cˇasa kot referencˇni ODE-model, kar je
vsekakor velika prednost. Najvecˇja ovira pristopa je, da smo morali za njegovo gradnjo
aproksimirati 576 parametrov, medtem ko je imel ODE-model le 31 kineticˇnih parame-
trov. Tezˇava mehkega modela naucˇenega z metodo FCM je tudi v tem, da naucˇenim
mehkim mnozˇicam tezˇko pripiˇsemo smiselne lingvisticˇne vrednosti. Tak primer prikazu-
jejo mehke mnozˇice (pripadnostne funkcije) vhodne spremenljivke EGF, ki so prikazane
na sliki 6.4.
6.3.2 Reducirani mehki model ravnotezˇnega stanja
Obicˇajno nas ne zanimajo koncentracije vseh kemijskih zvrsti, ki jih opisuje ODE-model,
temvecˇ le nekatere med njimi. Opisi signalne poti MAPK pogosto vsebujejo le tri pro-
teine, to so Raf, MEK in ERK. Pri reduciranem mehkem modelu se bomo zato poskusili
naucˇiti koncentracij Rafa, ERKpp in vsote MEKpp,T292u in MEKpp,T292p. Ucˇne podatke
pridobimo na enak nacˇin, kot je opisano v razdelku 6.1.1.
Ucˇenje tudi v tem primeru izvedemo za vrednosti parametra c 2, 4, 6, 8 in 10. Izkazˇe
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Slika 6.3: Rezultati simulacij z enim izmed naborov mehkih modelov naucˇenih z metodo FCM
na testnih podatkih pri razlicˇnih vrednostih parametra c. Rdecˇa barva predstavlja koncentra-
cijo ERKpp, modra pa koncentracijo ERKp. Zaradi podobnosti med podatki ostalih barv, ki
predstavljajo koncentracije preostalih 21 kemijskih zvrsti iz modela, ni mozˇno razlocˇiti.
Koncentracija EGF [pg/mL]
0 20 40 60 80 100 120 140 160 180 200
St
op
nja
 pr
ipa
dn
os
ti
0
0.2
0.4
0.6
0.8
1
cluster1
cluster2
cluster3 cluster4
Slika 6.4: Pripadnostne funkcije spremenljivke EGF, ki smo se jih naucˇili z metodo FCM pri
vrednosti parametra c = 4.
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se, da metoda dobro aproksimira ucˇne podatke pri uporabi sˇtirih skupin. Rezultati
simulacije so prikazani na sliki 6.5. Za primerjavo je prikazan tudi rezultat simulacije z
referencˇnim ODE-modelom.
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Slika 6.5: Rezultati simulacij z enim izmed naborov reduciranih mehkih modelov ravnotezˇnega
stanja naucˇenih z metodo FCM na ucˇnih podatkih pri razlicˇnih vrednostih parametra c. Modra
barva predstavlja koncentracijo Raf, rdecˇa koncentracijo MEKpp in zelena koncentracijo ERKpp.
Da lahko utemeljimo pravilnost delovanja zgrajenih modelov, jih testiramo na vre-
dnostih koncentracije EGF 3, 8, 13, 18, 32, 64, 89, 120 in 156 pgmL . Rezultati simulacije in
primerjava z rezultati simulacije z referencˇnim ODE-modelom so prikazani na sliki 6.6.
Vidimo, da metoda uspesˇno aproksimira ravnotezˇno stanje le za vrednosti koncentra-
cije EGF, ki so vecˇje od 20 pgmL . Najmanjˇsa vrednost parametra c, pri kateri je metoda
uspesˇna, je enaka 4. Prav tako kot pri osnovnem polnem modelu tudi tu ohranimo veliko
sˇtevilo parametrov v primerjavi z ODE-modelom, saj jih ocenjujemo kar 64.
6.4 Uporaba metode FCM za ucˇenje dinamicˇnega modela si-
gnalne poti MAPK
Pri gradnji dinamicˇnega modela smo ponovno uporabili funkcijo genfis3. Metodo smo po-
gnali 10-krat in kot najprimernejˇso resˇitev izbrali tisto, ki se najbolje prilega izmerjenim
koncentracijam. Na ta nacˇin bolj kaznujemo napake pri izracˇunih sprememb koncentra-
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Slika 6.6: Rezultati simulacij z enim izmed naborov reduciranih mehkih modelov naucˇenih z
metodo FCM na testnih podatkih pri razlicˇnih vrednostih parametra c. Modra barva predstavlja
koncentracijo Raf, rdecˇa koncentracijo MEKpp in zelena koncentracijo ERKpp.
cije na zacˇetnih korakih simulacije, s cˇimer se krivulja, ki je rezultat simulacije, lepsˇe
priblizˇa krivulji iz ucˇnih podatkov.
6.4.1 Polni dinamicˇni mehki model
Ucˇenje smo izvedli za naslednjih sedem vrednosti parametra c: 5, 10, 15, 20, 25, 30 in 40.
Izkazalo se je, da metoda dobro aproksimira ucˇne podatke sˇele pri uporabi 30 skupin. Na
sliki 6.7 so prikazani rezultati simulacije pri konstantni vrednosti EGF = 5 pgmL in zacˇetni
vrednosti vseh ostalih koncentracij 0 molekul na celico. Koncentracije enakih kemijskih
zvrsti so na vseh grafih prikazane z enako barvo. Za primerjavo je prikazan tudi rezultat
simulacije z referencˇnim ODE-modelom.
Za testiranje ucˇinkovitosti oziroma pravilnosti metode, poskusimo nekoliko spremeniti
zacˇetne pogoje in opazujmo obnasˇanje naucˇenega modela. Najprej poskusimo spremeniti
le vrednost koncentracije EGF, nato pa tudi zacˇetne koncentracije nekaterih kemijskih
zvrsti v celici. Rezultate primerjamo z rezultati referencˇnega modela.
Uporabili smo sˇtiri razlicˇne koncentracije in sicer 3, 8, 13 in 18 pg/ml, ki so vse znotraj
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Slika 6.7: Rezultati simulacij z enim izmed naborov mehkih modelov naucˇenih z metodo FCM
pri razlicˇnih vrednostih parametra c in koncentracijo EGF = 5 pg
mL
. Rdecˇa barva predstavlja
koncentracijo ERKpp, modra pa koncentracijo ERKp. Zaradi podobnosti med podatki ostalih
barv, ki predstavljajo koncentracije preostalih 21 kemijskih zvrsti iz modela, ni mozˇno razlocˇiti.
definicijskega obmocˇja mehke vhodne spremenljivke EGF. Na sliki 6.8 vidimo, da model
ne opisuje vecˇ dobro opazovanega sistema, cˇe vrednosti koncentracije EGF spremenimo,
saj koncentracija erkpp pretirano naraste pri koncentracijah EGF, ki so vecˇje ali enake 8
pg
mL .
Zacˇetne pogoje smo nato nastavili na nakljucˇne vrednosti in pri istih zacˇetnih pogo-
jih pognali simulacije za vse sˇtiri vrednosti koncentracije EGF, pri katerih smo se ucˇili
modela. Rezultati simulacije so prikazani na sliki 6.9. Vidimo, da tudi pri tovrstnih spre-
membah model ne opisuje dobro opazovanega sistema, saj koncentracija erkpp pretirano
naraste pri vseh koncentracijah EGF.
Prav tako kot pri 6.3 tudi v tem primeru naucˇenim mehkim vrednostim za spremen-
ljivke tezˇko pripiˇsemo smiselna lingvisticˇna imena. Kot primer so na sliki 6.10 prikazane
pripadnostne funkcije spremenljivke EGF, ki smo se jih naucˇili pri parametru c = 5.
Zaradi te lastnosti tudi mehka pravila nimajo biolosˇko relevantne razlage.
Tretji problem je, da z uporabo tega mehkega modela ne zmanjˇsamo sˇtevila para-
metrov. Za 23 spremenljivk in 30 pravil namrecˇ uvedemo 1380 parametrov, ki dolocˇajo
gaussove pripadnostne funkcije, medtem ko je ODE-model zahteval le 31 kineticˇnih pa-
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Slika 6.8: Rezultati simulacij mehkega modela naucˇenega z metodo FCM pri vrednosti parame-
tra c = 30 pri razlicˇnih vrednostih koncentracije EGF. V desnem stolpcu so prikazani rezultati
simulacije z referencˇnim ODE-modelom pri enakih zacˇetnih pogojih. Rdecˇa barva predstavlja
koncentracijo ERKpp, modra pa koncentracijo ERKp. Zaradi podobnosti med podatki ostalih
barv, ki predstavljajo koncentracije preostalih 21 kemijskih zvrsti iz modela, ni mozˇno razlocˇiti.
rametrov.
Dodatna ovira je seveda tudi, da za gradnjo tovrstnega modela potrebujemo veliko
kolicˇino eksperimentalnih podatkov, saj pricˇakujemo znane vrednosti meritev za kar 23
razlicˇnih kemijskih zvrsti ob istih cˇasovnih trenutkih pri sˇtirih razlicˇnih pogojih.
6.4.2 Reducirani dinamicˇni mehki model
Cˇe zˇelimo, da ima ucˇenje mehkega modela uporabno vrednost za eksperimentaliste, ne
moremo pricˇakovati, da bodo lahko v laboratoriju izmerili vrednosti koncentracij za vseh
23 kemijskih zvrsti, ki nastopajo v ODE-modelu. Zato zˇelimo v tem razdelku preveriti,
ali lahko dobro aproksimiramo odziv celice s poznavanjem zgolj dela teh podatkov.
Opisi signalne poti MAPK pogosto vsebujejo le tri proteine, to so Raf, MEK in
ERK. Pri reduciranem mehkem modelu se bomo zato poskusili naucˇiti koncentracij Rafa,
ERKpp in vsote MEKpp,T292u in MEKpp,T292p. Ucˇne podatke pridobimo na enak nacˇin,
kot je opisano v razdelku 6.1.1.
Mehki model zgradimo s pomocˇjo metode FCM pri razlicˇnih vrednostih parametra
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Slika 6.9: Rezultati simulacij mehkega modela naucˇenega z metodo FCM pri vrednosti pa-
rametra c = 30 pri nakljucˇnih zacˇetnih pogojih in zacˇetnih koncentracijah EGF, ki smo jih
uporabili za ucˇenje modela. V desnem stolpcu so prikazani rezultati simulacije z referencˇnim
ODE-modelom pri enakih zacˇetnih pogojih. Rdecˇa barva predstavlja koncentracijo ERKpp,
modra pa koncentracijo ERKp. Zaradi podobnosti med podatki ostalih barv, ki predstavljajo
koncentracije preostalih 21 kemijskih zvrsti iz modela, ni mozˇno razlocˇiti.
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Slika 6.10: Pripadnostne funkcije spremenljivke EGF, ki smo se jih naucˇili z metodo FCM pri
vrednosti parametra c = 5.
6.4 Uporaba metode FCM za ucˇenje dinamicˇnega modela signalne poti MAPK 43
c. Ponovno zˇelimo minimizirati njegovo vrednost, pri cˇemer zˇelimo imeti sˇe vseeno do-
volj dober matematicˇni model. Rezultati ucˇenja so prikazani na sliki 6.11. Vidimo, da
tudi v tem primeru ne moremo zmanjˇsati sˇtevila parametrov pod 31, kolikor bi jih mo-
rali oceniti za gradnjo ODE-modela, saj je najmanjˇse sˇtevilo skupin, ki priblizˇno dobro
opiˇsejo obnasˇanje opazovanega sistema 20, posledicˇno pa opazujemo vsaj 200 razlicˇnih
parametrov.
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Slika 6.11: Rezultati simulacij z enim izmed naborov mehkih reduciranih modelov naucˇenih z
metodo FCM pri razlicˇnih vrednostih parametra c. Modra barva predstavlja koncentracijo Raf,
rdecˇa koncentracijo MEKpp in zelena koncentracijo ERKpp.
Vseeno poskusimo narediti sˇe obcˇutljivostno analizo, ki smo jo izvedli tudi pri prejˇsnjem
modelu. Najprej poskusimo spremeniti le vrednost koncentracije EGF, nato pa tudi
zacˇetne koncentracije nekaterih kemijskih zvrsti v celici. Rezultate primerjamo z rezul-
tati referencˇnega modela.
Uporabili smo sˇtiri razlicˇne koncentracije in sicer 3, 8, 13 in 18 pg/ml, ki so vse
znotraj definicijskega obmocˇja mehke vhodne spremenljivke EGF. Na sliki 6.12 vidimo,
da model zelo slabo opisuje dinamiko opazovanega sistema, cˇe vrednosti koncentracije
EGF spremenimo, saj koncentracija erkpp pretirano naraste pri koncentracijah EGF, ki
so viˇsje od 8 pgmL .
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Slika 6.12: Rezultati simulacij z enim izmed naborov mehkih reduciranih modelov naucˇenih
z metodo FCM pri vrednosti parametra c = 20 pri razlicˇnih vrednostih koncentracije EGF.
V desnem stolpcu so prikazani rezultati simulacije z referencˇnim ODE-modelom pri enakih
zacˇetnih pogojih. Modra barva predstavlja koncentracijo Raf, rdecˇa koncentracijo MEKpp in
zelena koncentracijo ERKpp.
Zacˇetne pogoje smo nato nastavili na nakljucˇne vrednosti in pri istih zacˇetnih pogo-
jih pognali simulacije za vse sˇtiri vrednosti koncentracije EGF, pri katerih smo se ucˇili
modela. Rezultati simulacije so prikazani na sliki 6.13. Vidimo, da tudi pri tovrstnih
spremembah model opazovanega sistema ne opisuje dobro, kar je najbolj izrazito pri kon-
centraciji EGF= 10 pgmL . Poleg tega se tudi v tem primeru pojavijo vse zˇe prej omenjene
slabosti.
6.5 Uporaba metode MAFTS za ucˇenje dinamicˇnega modela si-
gnalne poti MAPK
Metoda za grucˇenje FCM je v programskem paketu MATLAB implementirana pod ime-
nom fcm. Uporabimo jo za grucˇenje koncentracij posameznih proteinov. Ker grucˇimo
ucˇne podatke za vsak protein posebej, lahko vrednostim pripiˇsemo tudi lingvisticˇna
imena. Vnaprej dolocˇimo, da bomo vsaki spremenljivki dolocˇili po 5 mehkih vredno-
sti, zato jim dodelimo pripadajocˇa lingvisticˇna imena zelo nizka, nizka, srednja, visoka
in zelo visoka.
6.5 Uporaba metode MAFTS za ucˇenje dinamicˇnega modela signalne poti MAPK45
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Slika 6.13: Rezultati simulacij reduciranega mehkega modela naucˇenega z metodo FCM pri
vrednosti parametra c = 20 pri nakljucˇnih zacˇetnih pogojih in zacˇetnih koncentracijah EGF,
ki smo jih uporabili za ucˇenje modela. V desnem stolpcu so prikazani rezultati simulacije z
referencˇnim ODE-modelom pri enakih zacˇetnih pogojih. Modra barva predstavlja koncentracijo
Raf, rdecˇa koncentracijo MEKpp in zelena koncentracijo ERKpp.
Podobno kot funkcija genfis3 tudi fcm ne vracˇa enolicˇnih rezultatov. Ovira, ki se
pojavi, je, da so rezultati vcˇasih numericˇnega tipa NaN (ni sˇtevilo, angl. not a number),
posledicˇno pa je zgrajeni model neuporaben, saj z njim ne moremo racˇunati. Tezˇavo
smo razresˇili tako, da smo ucˇenje ponavljali dokler nismo dobili veljavnega numericˇnega
rezultata za ocenjevanje centrov skupin.
6.5.1 Polni dinamicˇni mehki model
Po ucˇenju srednjih vrednosti mehkih pripadnostnih funkcij z metodo FCM vsaki dodelimo
standardni odklon, ki je enak 3,5 % definicijskega obmocˇja mehke spremenljivke (glej 6.2.
S tem zmanjˇsamo sˇtevilo parametrov, ki se jih moramo naucˇiti. Za celoten model tako
ocenjujemo le sˇe 230 parametrov, saj za vsako mehko spremenljivko dolocˇimo, da je
spodnja meja njenega definicijskega obmocˇja enaka 0, torej ocenjujemo le sˇe srednjo
vrednost in zgornjo mejo definicijskega obmocˇja. Zgornjo mejo dolocˇimo kot maksimalno
vrednost, ki jo dosezˇe med ucˇnimi podatki.
Iz prehodov med sosednjimi stanji dolocˇimo mehka pravila in preverimo ucˇinkovitost
46 6 Rezultati
ucˇenja. Prilagajanje ucˇnim podatkov prikazuje slika 6.14. Cˇeprav prilagajanje ni naj-
boljˇse, model sˇe vseeno opiˇse glavne lastnosti sistema. Koncentracija ERKpp (oznacˇena
z rdecˇo) scˇasoma narasˇcˇa, koncentracija ERKpp (oznacˇena z modro) pa na zacˇetku na-
raste in nato pade, hitrost padanja pa narasˇcˇa s povecˇevanjem kolicˇine EGF. Ostale
koncentracije so ves cˇas blizu nicˇ.
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Slika 6.14: Rezultati simulacij z enim izmed mehkih modelov naucˇenih z metodo vecˇatributne
mehke cˇasovne vrste pri koncentracijah EGF, ki smo jih uporabili za ucˇenje modela. Rdecˇa
barva predstavlja koncentracijo ERKpp, modra pa koncentracijo ERKp. Zaradi podobnosti med
podatki ostalih barv, ki predstavljajo koncentracije preostalih 21 kemijskih zvrsti iz modela, ni
mozˇno razlocˇiti.
Poskusimo narediti sˇe obcˇutljivostno analizo, kot smo jo predstavili v razdelku 6.1.2.
Najprej poskusimo spremeniti le vrednost koncentracije EGF, nato pa tudi zacˇetne kon-
centracije nekaterih kemijskih zvrsti v celici. Rezultate primerjamo z rezultati refe-
rencˇnega modela.
Uporabimo sˇtiri razlicˇne koncentracije in sicer 3, 8, 13 in 18 pgmL , ki so vse znotraj
definicijskega obmocˇja mehke vhodne spremenljivke EGF. Na sliki 6.15 vidimo, da model
razmeroma dobro opisuje dinamiko opazovanega sistema, cˇe vrednosti koncentracije EGF
spremenimo, saj je napaka podobna kot pri ucˇnih podatkih.
6.5 Uporaba metode MAFTS za ucˇenje dinamicˇnega modela signalne poti MAPK47
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Slika 6.15: Rezultati simulacij z enim izmed mehkih modelov naucˇenih z metodo MAFTS pri
razlicˇnih vrednostih koncentracije EGF. V desnem stolpcu so prikazani rezultati simulacije z
referencˇnim ODE-modelom pri enakih zacˇetnih pogojih. Rdecˇa barva predstavlja koncentra-
cijo ERKpp, modra pa koncentracijo ERKp. Zaradi podobnosti med podatki ostalih barv, ki
predstavljajo koncentracije preostalih 21 kemijskih zvrsti iz modela, ni mozˇno razlocˇiti.
Zacˇetne pogoje nato nastavimo na nakljucˇne vrednosti in pri istih zacˇetnih pogojih
pozˇenemo simulacije za vse sˇtiri vrednosti koncentracije EGF, pri katerih smo se ucˇili
modela. Rezultati simulacije so prikazani na sliki 6.16. Vidimo, da tudi pri tovrstnih
spremembah model opiˇse kljucˇne lastnosti opazovanega sistema. Napaka je podobna kot
pri ucˇnih podatkih.
Cˇeprav so rezultati zadovoljivi, pa za gradnjo modela sˇe vedno potrebujemo veliko
kolicˇino eksperimentalnih podatkov, saj pricˇakujemo znane vrednosti meritev za kar 23
razlicˇnih kemijskih zvrsti ob istih cˇasovnih trenutkih pri sˇtirih razlicˇnih pogojih.
Za konec utemeljimo sˇe, da je bila izbira standardnega odklona pripadnostnih funkcij
primerna. V tabeli 6.2 vidimo, da se model najbolje naucˇi podatkov pri standardnem
odlonu okrog 3 % definicijskega obmocˇja. Izboljˇsanje bi morda lahko dosegli, cˇe bi
dovolili, da imajo razlicˇne pripadnostne funkcije razlicˇne vrednosti standardnih odklonov.
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Slika 6.16: Rezultati simulacij z enim izmed mehkih modelov naucˇenih z metodo MAFTS pri
nakljucˇnih zacˇetnih pogojih in koncentracijah EGF, ki smo jih uporabili za ucˇenje modela. V
desnem stolpcu so prikazani rezultati simulacije z referencˇnim ODE-modelom pri enakih zacˇetnih
pogojih. Rdecˇa barva predstavlja koncentracijo ERKpp, modra pa koncentracijo ERKp. Zaradi
podobnosti med podatki ostalih barv, ki predstavljajo koncentracije preostalih 21 kemijskih
zvrsti iz modela, ni mozˇno razlocˇiti.
6.5.2 Reducirani dinamicˇni mehki model
Metodo MAFTS, ki se je izkazala za uspesˇno, poskusimo sedaj uporabiti na manjˇsem
naboru kemijskih zvrsti na enak nacˇin, kot smo to naredili z metodo FCM. Razen
zmanjˇsanja kolicˇine spremenljivk ohranimo vse lastnosti, ki smo jih opisali v prejˇsnjem
razdelku. Rezultati simulacije so prikazani na sliki 6.17. Vidimo, da pride do velikega
odstopanja pri visoki koncentraciji drazˇljaja EGF.
Vseeno poskusimo narediti sˇe analizo na testni mnozˇici. Najprej poskusimo spremeniti
le vrednost koncentracije EGF, nato pa tudi zacˇetne koncentracije nekaterih kemijskih
zvrsti v celici. Rezultate primerjamo z rezultati referencˇnega modela.
Uporabimo sˇtiri razlicˇne koncentracije in sicer 3, 8, 13 in 18 pg/ml, ki so vse zno-
traj definicijskega obmocˇja mehke vhodne spremenljivke EGF. Na sliki 6.18 vidimo, da
model zelo slabo opisuje dinamiko opazovanega sistema, cˇe vrednosti koncentracije EGF
spremenimo.
Zacˇetne pogoje nato nastavimo na nakljucˇne vrednosti in pri istih zacˇetnih pogojih
6.5 Uporaba metode MAFTS za ucˇenje dinamicˇnega modela signalne poti MAPK49
standardni odklon
(% definicijskega obmocˇja)
napaka (×107)
1 3,24
2 1,12
3 1,08
4 1,09
5 1,10
10 1,16
15 1,86
20 2,09
Tabela 6.2: Vrednost napake napovedi mehkega modela zgrajenega z MAFTS na testni mnozˇici
pri uporabi razlicˇnih vrednosti standardnih odklonov.
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Slika 6.17: Rezultati simulacij z enim izmed reduciranih mehkih modelov naucˇenih z metodo
vecˇatributne mehke cˇasovne vrste pri koncentracijah EGF, ki smo jih uporabili za ucˇenje modela.
Modra barva predstavlja koncentracijo Raf, rdecˇa koncentracijo MEKpp in zelena koncentracijo
ERKpp.
pozˇenemo simulacije za vse sˇtiri vrednosti koncentracije EGF, pri katerih smo se ucˇili
modela. Rezultati simulacije so prikazani na sliki 6.19. Vidimo, da tudi pri tovrstnih
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Slika 6.18: Rezultati simulacij z enim izmed reduciranih mehkih modelov naucˇenih z metodo
MAFTS pri razlicˇnih vrednostih koncentracije EGF. V desnem stolpcu so prikazani rezultati
simulacije z referencˇnim ODE-modelom pri enakih zacˇetnih pogojih. Modra barva predstavlja
koncentracijo Raf, rdecˇa koncentracijo MEKpp in zelena koncentracijo ERKpp..
spremembah model opazovanega sistema ne opisuje dobro.
6.6 Primerjava pristopov za gradnjo mehkega modela
Uporabili smo dva razlicˇna pristopa za gradnjo mehkega modela signalne poti MAPK.
Lastnosti obeh pristopov so povzete v tabeli 6.3.
Ugotovimo lahko, da je metoda FCM primerna za gradnjo modela ravnotezˇnega sta-
nja, saj je natancˇna in za svojo gradnjo zahteva majhno kolicˇino eksperimentalnih podat-
kov. Prav tako omogocˇa gradnjo modela z relativno malo kineticˇnimi parametri, kar je
eden izmed nasˇih ciljev. Med metodama za gradnjo dinamicˇnega modela je primernejˇsa
metoda MAFTS, saj je natancˇnejˇsa in manj obcˇutljiva na spremembo zacˇetnih pogojev
sistema. Zahteva manj podatkov za natancˇno gradnjo od metode FCM, posledicˇno pa
ima zgrajeni model tudi manjˇso kolicˇino kineticˇnih parametrov.
Dodatna prednost metode MAFTS je, da znamo mehkim vrednostim avtomatsko
pripisati lingvisticˇne opise. To odpira mozˇnost za rocˇno popravljanje zgrajenega modela
na podlagi poznavanja lastnosti signalne poti. Locˇeno generiranje mehkih mnozˇic za
vsako izmed mehkih spremenljivk omogocˇa tudi popravljanje modela po tem, ko imamo
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Slika 6.19: Rezultati simulacij z enim izmed reduciranih mehkih modelov naucˇenih z metodo
MAFTS pri nakljucˇnih zacˇetnih pogojih in koncentracijah EGF, ki smo jih uporabili za ucˇenje
modela. V desnem stolpcu so prikazani rezultati simulacije z referencˇnim ODE-modelom pri ena-
kih zacˇetnih pogojih. Modra barva predstavlja koncentracijo Raf, rdecˇa koncentracijo MEKpp
in zelena koncentracijo ERKpp.
na voljo dodatne podatke, saj lahko vkljucˇimo v ponovno ucˇenje le nove podatke, medtem
ko moramo pri FCM celoten postopek ucˇenja pognati znova.
Kljub vsem nasˇtetim lastnostim zaenkrat nobena od metod sˇe ne omogocˇa opisa
dinamike, ki bi bil enako kvaliteten kot ODE-modeli. Prednost mehkih metod napram
ODE-modelom je v njihovi zmozˇnosti ucˇenja topologije. ODE-model lahko namrecˇ vzpo-
stavimo zgolj ob poznavanju topologije biolosˇkega sistema, medtem ko slednja za gradnjo
mehkih modelov ni potrebna. Prav tako ODE-modela ne moremo uspesˇno reducirati, mo-
del pa je praviloma dovolj obcˇutljiv na vrednosti kineticˇnih parametrov, da ga je skoraj
nemogocˇe uspesˇno rocˇno popravljati.
52 6 Rezultati
lastnost FCM - ravnotezˇje FCM - dinamika MAFTS ODE
natancˇnost velika majhna velika velika
obcˇutljivost na
zacˇetne pogoje
/ velika majhna majhna
kolicˇina potrebnih
podatkov
majhna velika srednja velika
kolicˇina parametrov majhna velika srednja majhna
mozˇnost rocˇnega
spreminjanja
ne ne da ne
inkorporacija
novih podatkov
zahtevna zahtevna enostavna enostavna
Tabela 6.3: Primerjava pristopov za gradnjo mehkih modelov, ki jih obravnavamo v diplom-
skem delu, in ODE-modelov.
7 Zakljucˇek
V delu smo obravnavali metode za ucˇenje mehkih modelov signalnih poti iz eksperimen-
talnih podatkov. Metode smo opisali, ovrednostili ovire njihovih implementacij in jih
aplicirali na signalno pot MAPK.
Ucˇenje z vsakim izmed opisanih pristopov smo pognali pri vecˇjem spektru pogojev,
izbrali najprimernejˇsi zgrajeni model in preverili njegovo verodostojnost. S tem smo
zˇeleli utemeljiti, ali je ucˇna metoda primerna za uporabo v eksperimentalnih pogojih,
kjer je namen modeliranja zmanjˇsanje strosˇkov biokemijskih poskusov.
7.1 Doprinosi
Utemeljili smo, da izgradnja mehkega modela kompleksnih signalnih poti sˇe zdalecˇ ni
trivialna, saj so pristopi zelo dovzetni za pretirano prilagajanje modelov ucˇnim podatkom.
Dodatna ovira je potreba po veliki kolicˇini eksperimentalnih podatkov, ki nam praviloma
niso na voljo v taki meri.
Ugotovili smo, da je ucˇenje krivulj z metodo vecˇatributne mehke cˇasovne vrste bolj
uspesˇno od ucˇenja sprememb koncentracij z metodo FCM. Pri obeh metodah je tezˇavno
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ucˇenje reduciranih modelov, kar zmanjˇsuje uporabnost metodologije za nacˇrtovanje la-
boratorijskih poskusov. Izpostavili smo tudi prednosti mehkih modelov pred konvencio-
nalnimi metodami modeliranja na osnovi ODE.
7.2 Nadaljnje delo
Pricˇujocˇe diplomsko delo odpira sˇtevilne mozˇnosti za nadaljnje raziskovalno delo. Omejili
smo se na specificˇne lastnosti mehkih modelov, analizirati pa bi bilo mozˇno tudi vpliv
izbire metod mehcˇanja, implikacije, oblike pripadnostnih funkcij in drugih parametrov na
uspesˇnost ucˇenja z opisanimi metodami. S tem pristopom bi lahko omejili in opredelili
pogoje, pod katerimi metode obetajo zadovoljive rezultate ucˇenja.
Smiselno bi se bilo osredotocˇiti tudi na redukcijo modelov, saj imajo reducirani modeli
uporabno vrednost za eksperimentaliste. Ugotoviti bi se dalo, kako mocˇno se da model
reducirati in pod kaksˇnimi pogoji ter katere metode so za to najprimernejˇse. Mozˇna
sta seveda dva pristopa, pri cˇemer prvi temelji na odstranjevanju spremenljivk iz vecˇjega
modela, drugi pa je podoben, kot smo ga uporabili v nasˇem delu, in predpostavlja gradnjo
modela iz manjˇse kolicˇine podatkov.
Nadalje bi bilo mogocˇe razviti robustnejˇso mehko metodo od obstojecˇih. Pri tem bi
bilo smiselno uposˇtevati topolosˇke predpostavke oziroma poznavanje biolosˇkega sistema,
s cˇimer bi omejili prostor resˇitev in bolje usmerjali ucˇenje mehkega modela.
Poleg kombinacije rocˇne in avtomatske vzpostavitve modela bi bil pomemben doprinos
tudi rocˇno popravljanje avtomatsko zgrajenih modelov. Da je to mogocˇe, morajo imeti
naucˇeni modeli dolocˇene lastnosti, med katere sodijo biolosˇko relevantne vrednosti mehkih
spremenljivk ter enostavna mehka pravila. Preden bo rocˇno popravljanje mehkih modelov
mozˇno, moramo tudi izboljˇsati metodologijo, ki nam zagotavlja gradnjo mehkega modela
z zˇelenimi lastnostmi. Cˇeprav zˇe metoda MAFTS omogocˇa rocˇno popravljanje modela,
ki ga je zgradila, so namrecˇ mehka pravila, ki jih izgradi precej kompleksna, saj vsako
pravilo vsebuje vse vhodne spremenljivke, cˇeprav to morda ni nujno potrebno.
Zanimiva bi bila tudi kombinacija mehkih modelov s konvencionalnimi metodami
modeliranja. Mozˇna bi bila uporaba mehke inference za segmente signalne poti, katerih
topologije ne poznamo, preostale segmente sistema pa bi lahko opisovali z natancˇnejˇsimi
metodami, na primer s sistemom diferencialnih enacˇb.
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A Priloga
Pri delu so bile uporabljene naslednje programske datoteke, ki so dostopne na naslovu
http://lrss.fri.uni-lj.si/bio/material/magdevska_bsc.zip.
constants.m: kineticˇni parametri referencˇnega ODE-modela
differential.m: funkcija odvodov referencˇnega modela pri podani vrednosti koncen-
tracije EGF
steady.m: implementacija ucˇenja mehkega modela ravnotezˇnega stanja z algorit-
mom FCM
steady test.m: implementacija testiranja mehkega modela ravnotezˇnega stanja
naucˇenega z algoritmom FCM pri spreminjanju koncentracije EGF
steady reduced.m: implementacija ucˇenja reduciranega mehkega modela ravnotezˇnega
stanja z algoritmom FCM
steady reduced test.m: implementacija testiranja reduciranega mehkega modela rav-
notezˇnega stanja naucˇenega z algoritmom FCM pri spreminjanju koncentracije
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EGF
fcm learning.m: implementacija ucˇenja mehkega dinamicˇnega modela z algoritmom
FCM
fcm inittest.m: implementacija testiranja pravilnosti delovanja mehkega dinamicˇnega
modela naucˇenega z algoritmom FCM pri spremenjenih zacˇetnih pogojih
fcm test.m: implementacija testiranja pravilnosti delovanja mehkega dinamicˇnega
modela naucˇenega z algoritmom FCM pri spreminjanju koncentracije EGF
fcm reduced learn: implementacija ucˇenja reduciranega mehkega modela z algorit-
mom FCM
fcm reduced inittest.m: implementacija testiranja pravilnosti delovanja reducira-
nega mehkega modela naucˇenega z algoritmom FCM pri spremenjenih zacˇetnih
pogojih
fcm reduced test.m: implementacija testiranja pravilnosti delovanja reduciranega
mehkega modela naucˇenega z algoritmom FCM pri spreminjanju koncentracije EGF
mafts learn.m: implementacija ucˇenja mehkega modela z metodo vecˇatributne mehke
cˇasovne vrste
mafts inittest.m: implementacija testiranja pravilnosti delovanja mehkega modela
naucˇenega z metodo vecˇatributne mehke cˇasovne vrste pri spremenjenih zacˇetnih
pogojih
mafts test.m: implementacija testiranja pravilnosti delovanja mehkega modela
naucˇenega z metodo vecˇatributne mehke cˇasovne vrste pri spreminjanju koncentra-
cije EGF
mafts reduced learn.m: implementacija ucˇenja reduciranega mehkega modela z me-
todo vecˇatributne mehke cˇasovne vrste
mafts reduced test.m: implementacija testiranja pravilnosti delovanja reduciranega
mehkega modela naucˇenega z metodo vecˇatributne mehke cˇasovne vrste pri spre-
minjanju koncentracije EGF
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mafts reduced inittest.m: implementacija testiranja pravilnosti delovanja reducira-
nega mehkega modela naucˇenega z metodo vecˇatributne mehke cˇasovne vrste pri
spremenjenih zacˇetnih pogojih
mafts sigmatest.m: implementacija racˇunanja napake mehkega modela naucˇenega
z MAFTS pri razlicˇnih vrednostih standardnega odklona pripadnostnih funkcij
