Introduction
There are two objectives to this report. The first is to present a model, or mathematical representation, of transverse orbit feedback control in general. The second objective is to utilize this model as an analysis tool for the APS real-time feedback system (RTFS). A most important example is that the model quantitatively predicts the effect of adding more correctors to the RTFS. This and other results are presented below in some detail.
The next section reviews orbit correction as practiced at the APS. In Section 3 the model is presented, thus fulfilling the first objective of the report. That section also lays the groundwork for APS-specific applications by describing how the model is parameterized for the APS. Section 4 contains applications of the model to the APS RTFS, and Section 5 is a summary of the report. Section 8 has two appendices: the first gives some model data, and the second appendix explores some properties of the RTFS, as revealed by the model.
In the report both elementary matrix operations and standard analysis tools for discrete-time signals and systems are used. Examples of the latter include the -transform ( T), the Fourier transform (FT) (the two are used here interchangeably), and the bilinear continuous-time-to-discrete-time mapping. This basic material can be found in many texts; an example is [1] . The report keeps to the notational conventions of these disciplines as follows. Vectors and matrices are exclusively boldfaced, and exclusively lower-case and upper-case, respectively. Time dependence of scalar, vector, and matrix functions is denoted exclusively by square brackets, and frequency-dependence is denoted exclusively by parenthesis. Thus e.g. Ü is a vector time-signal, and Ü´ µ denotes its (element-wise) Fourier transform. Nonitalic subscripts are employed to label scalars, vectors, and matrices, while an italic subscript denotes a variable index. For example, if the set of
A Model of Dynamic Orbit Feedback
The qualitative description of the previous section is now mathematically formulated. Specifically, a mathematical model that quantifies how well the feedback system achieves the control objective is presented. The presentation is better understood by referring throughout to the system block diagram given in Figure 1 . The first portion of this section formulates a machine-aspecific mathematical model of orbit control, while the second portion discusses how this model is parameterized for the APS RTFS using an injected drive signal × . This signal is described below; assume for the first portion of this section that the injected signal is equal to zero. 
A Mathematical Model
For each time sample , let Ü denote the column vector of orbit deviations as measured on the Å BPMs. For the APS RTFS Ü is a 160-by-1 vector, Å ½ ¼ .
This vector signal is processed by the feedback system to produce AE ¿ corrector drive signals, which are collectively denoted by the AE -tuple column-vector . As stated above, the control objective is to minimize the spatially-averaged RMS motion over some frequency band ª. In other words, the objective is to minimize the square root of the scalar function ½ Å Ü´ µ ¾ ¾ for all ¾ ª, where Ü´ µ is the Fourier transform (FT) of Ü , and ½ Å Ü´ µ ¾ ¾ is its spatially averaged power spectral density (PSD).
The beam motion as measured at the BPMs, Ü , is affected by disturbances, which are denoted by the Å -tuple Û , and by orbit correction via the corrector dipoles. Typical disturbances include ground vibrations and magnet field fluctuations due to noisy power supplies. The beam motion is written as
where Ê is the Å -by-AE response matrix, and is the corrector current. It is desired to find a parametric model in the form of a transfer-function-like matrix that relates the RTFS nominal input Û´Þµ to the nominal closed-loop output Ü´Þµ.
That is, a matrix ´Þµ is sought that can predict the RTFS' response to any input, Ü´Þµ ´ÞµÛ´Þµ.
In order to convert the orbit motion data Ü into corrector-specific information, the RTFS computes the so-called corrector error , defined by
where Ê · is the pseudo-inverse of Ê (see section 8.2, [2] , [5] ). Note from (2) that the corrector error is always delayed from the instantaneous Ü by one tick, due primarily to a computation-time delay. The corrector current ´Þµ is simply given by ´Þµ Þ ½ À ´ÞµÀ Ê´Þ µ ´Þµ (3) where the diagonal AE -by-AE matrices À ´Þµ and À Ê´Þ µ contain linear, timeinvariant (LTI) discrete time system models of each Òth corrector and regulator, respectively. Note that aside from the regulator dynamics, À Ê´Þ µ also contains the effect of the bandpass filter that decouples the RTFS from the static global orbit feedback system. Specifically, À Ê´Þ µ equals the regulator T multiplied by the decoupling filter's T.
The System Transfer Function Matrix
Upon combining equations (1) 
where ´ µ Á·ÊÀ´ µÊ · ½ . This equation dictates how well the control objective is achieved by the RTFS. Moreover, under (7) the inherent spatiality of the RTFS is compressed, as the effect of the Å ¾ -element TFM is reduced to a scalar. Depending on the application, the RTFS can thus be thought of as a scalar system or as spatially distributed system. An example of this dichotomy arises in model parameterization, which is discussed next.
Parameterization of the APS Real-Time Feedback System
To compute equation (7) 
In practice, only the salient frequency domain features of the often noisy disturbance spectrum are needed; therefore the disturbance PSD estimate is often interpolated and then filtered, thus yielding a smooth estimate of the beam disturbance. Open-loop PSD data and a smooth estimate of that data are plotted in Figure 2 .
The Transfer Function Matrix
In order to quantitatively determine ´Þµ it is necessary to determine both Ê and À ´Þµ [ Each sector in the storage ring contains usually eight correctors, numbered A1, , A4, B4, , B1. Currently only A3 correctors are used in the RTFS. It has been assumed to date that each type of corrector and associated power supplies have essentially identical dynamical properties across sectors (i.e., all A3's are similar, etc.). Indeed, recent data shows that all A3 correctors have roughly the same speed of response. However, there are significant differences, e.g. some A3 correctors overshoot and others do not. Still, it has been shown that a rough, average A3 corrector model is valid for assessing the overall RTFS performance, whereas assessment of spatially localized behavior requires that the corrector models be parameterized according to the individual correctors.
The standard method for parameterizing the linear model of a scalar dynamic system is to fit in situ input-output data to a transfer function. This scalar system has a high signal-to-noise (i.e., Û ) ratio, then the corrector's effective response is the Òth element of the corrector-error vector. In terms of the above notation, the corrector's input is the Òth element of × , denoted × Ò , and the output is the Òth element of the corrector-error vector, denoted Ò . This input-output data pair is used to parameterize the corrector: The exercise associated with equation (10) is referred to as the closed-loop verification procedure.
Results obtained by applying the open loop parameterization procedure to the A3 corrector in sector 4, vertical plane (S4:AV3), are shown in Figure 3 . A sixthorder model is necessary to characterize the somewhat unsual response features; the model is provided in section 8.1. Data from the closed-loop verification procedure is also shown in Figure 4 ; the empirical closed-loop PSD data matches well with the data obtained via equation (10) using the open-loop PSD. Not all corrector parameterizations are verified as well as S4:AV3. Indeed it was found that some iteration between identification (9) and verification (10) was necessary in the parameterization process, so that the modeled dynamics simultaneously fit measured data and are still robust. Note that the A1 and B1 corrector dynamics have simpler response waveforms, and require only a third-order model.
Despite the fact that the A3 correctors have different responses, it has been observed that the responses of the regulated correctors are actually quite similar. This means that individual corrector parameterizations are robust for the regulator currently in use (given in section 8.1). Furthermore, it means that it is possible to utilize a single average model À ´Þµ for each of the A3 correctors, an approach that coincides with the scalar interpretation of the RTFS system mentioned above. Figure 2 shows the results of (7) using as input the spatially-averaged disturbance PSD estimate (also shown in the Figure) , and an RTFS TFM parameterized by a common low-order A3 corrector model (given in section 8.1). As was stated above, a common, single model for all correctors works well for spatially averaged data, but individual and generally unique corrector models are required for modeling localized behavior. 
Applications of the Model to the APS RTFS

Expanding the RTFS to Include Additional Correctors
Intuitively, increasing the number of correctors in the RTFS should increase the amount of disturbance rejection, since there are now more spatial points of correction. However the TFM approach reveals that the improvement in disturbance rejection is frequency dependent -at high-frequencies the additional correctors may even induce disturbance amplification. The physical reason for this phenomenon lies in the bandlimited nature of the corrector-regulator chain: in closed loop low and middle frequencies of each corrector-error are rejected, but high frequencies are amplified (cf. Figure 2 ). This twin effect of low-frequency rejection and highfrequency amplification is borne out in the beam motion as well, and, assuming similar corrector dynamics, its amount scales with AE (section 8.2). The situation is further complicated if the added corrector's dynamics are significantly different than those in the original setup. In this case the only way to quantitatively assess the effect of the additional correctors is to evaluate equation (7) for the original and modified systems.
The question of adding correctors must be answered for the APS RTFS, since it is desired to further minimize the residual (closed-loop) beam motion by including an additional 79 correctors in orbit feedback, namely all of the A1 and B1 correctors. With 117 total correctors, there would be essentially three correctors per sector in the storage ring, whereas presently there is only one corrector per sector. Due to eddy-current effects the A1 and B1 correctors have a much slower response time than the A3 correctors (see [4] for details). This limits the bandwith of the modified RTFS, as discussed above. It is therefore desired to speed up the slow-corrector response times, a task that is accomplished by high-pass filtering the corrector drive signal. Design details of this "compensator" are deferred for a later subsection. For the present, it is enough to know that this is a necessary component of the proposed upgrade to the APS RTFS.
It is desired to evaluate via the TFM the PSD and RMS beam motion with and without the additional compensated correctors. This data gives a quantitative answer to the question of performance improvement. It is instructive to compare these to the RTFS performance under 117 correctors without slow-corrector compensation, so that the effect of the compensation can be readily seen. Also the fictitious case of 117 fast correctors (i.e., each having nominal A3 dynamics) conveys a best-case performance bound. In summary there are five cases to consider: Note that case (a) is merely the disturbance spectrum, and cases (b-e) are evaluated via equation (7) using the data from case (a) as input and using the appropriately parameterized TFM. Parameter data for the correctors is provided in the Appendix section 8.1.
The results for the five cases are simultaneously presented in Figure 5 . The figures show first of all, that including more correctors in the RTFS brings more midband attenuation but also more high-frequency amplification. Comparing cases (c) and (d), it is seen that the compensator is a necessary component in the 117-corrector configuration, for it greatly increases the beam motion attenuation. Case (e) shows that only little high-frequency amplification occurs if the dynamics of the added correctors are equally as fast as the original correctors.
The data shown in the figure allows for some quantitative predictions. The compensated 117-corrector RTFS [case (d)] is predicted to achieve a maximum factor of four improvement in PSD over the 38-corrector configuration. This predicted impovement decreases with increasing frequency, until just over 100 Hz, at which point the modified system tends to amplify the disturbance more than otherwise. In RMS terms, on the frequency band ª ¼ ¼½ ½¼¼ Hz the predicted RMS is 1.67 m, which is an improvement of 0.6 m over the present 38-corrector RTFS. However, if the band of interest is increased to 450 Hz, then the modified RTFS worsens the RMS motion relative to the original system by over one micrometer (7.2 vs. 6.1). In summary, the modified system yields a predicted RMS beam motion attenuation that, up until roughly 100 Hz, is approximately 25% smaller than with 38 correctors. However, the RMS up until 200 Hz and beyond is worse under the modification. Thus the upgrade is helpful only if a slightly higher level of highfrequency (above 200 Hz) beam motion is tolerable by the APS users. Further computations have shown that adjusting the regulator and compensator settings does not improve much upon these results. Indeed, the principal limiting factor is the lattice parameters of the chosen correctors and BPMs and not the slower bandwidth of the A1 and B1 correctors (as explained in Appendix section 8.2). This is borne out by the fictitious case (e): even if all of the correctors behaved as the fast A3 correctors, the system would still only achieve roughly the same broadband RMS improvement as with the compensated A1 and B1 correctors. In short, the slowness of the A1 and B1 correctors worsens the broadband RMS, but this worsening can be moved out to higher frequencies with compensation. 
Slow-Corrector Compensation
The objective of the compensator design is to speed up the slow A1 and B1 corrector responses with a digital filter so that their speed of response approaches that of the fast A3 correctors. The compensator filter is designed by model matching: The corrector's (modeled) slow response is constrained through prefiltering to resemble some desired response. The desired response is the bilinear transform of a first-order system with time constant , cascaded with a two-tick delay. A system-identification algorithm is used to design the compensator, which emerges as a high-pass filter. Figure 6 shows how the compensator, as a function of , speeds up the A1 corrector's response, so that it no longer inhibits the RTFS as badly (the BV1 responses are roughly similar). The S4:AV3 response is included in the plot for reference. Of course, there are practical limits on the speed of the demanded corrector response, i.e. high-frequency gain contraints (see below), and robustness constraints. Specifically for the latter, if the compensator design is based on an overfitted corrector model, then the predicted increase in speed may not be practical, i.e., it may be oscillatory or closed-loop unstable. Thus robustness considerations demand that the compensator design not seek a response that is too fast. The data shown in Figure 5 is with compensator parameter ¼ ¼¼½, so that the results reported above are realistically achievable. gives frequency-response plots of the uncompensated and compensated A1 corrector, as well as the compensator itself. The compensator's high gain at high frequencies (nearly 20 dB) extends the bandwidth of the corrector. However, this plot does not take into account high-frequency gain constraints in the corrector's power supplies ("actuator effort"). Fortunately the corrector-error signals themselves are of small enough amplitude such that the demanded power supplies' output under compensation is achievable (cf. Figure 4) : Figure 8 shows the cumulative RMS of the corrector drive with and without compensation, due to a typical open-loop corrector error. The figure shows that the compensator demands higher level power supply output at higher frequencies, and that the average demanded output (on the corrector) is ¦¼ ½ A. Further simulations show that the maximum demanded current on a sample-by-sample basis is within ¦¼ A for a typical loop, but loops fighting a lot of noise might need as much 1.6 A. In short, the proposed compensator's demanded output is within the APS corrector power supplies' capability.
Other Applications and Further Study Loop Coupling and Tuning
It is shown in the Appendix that the AE RTFS loops are decoupled to first order and that the RTFS can be thought of as AE separate systems that operate in parallel and with no dynamic cross coupling. Therefore, there is no inherent performance benefit in "equalizing" the dynamics of each loop to be identical. Indeed, only the gross response speed of the fast correctors, and not all of its full response features, is desired from the slow correctors (see Figure 6 ). Tuning the regulator/compensator of each loop individually improves the overall RMS beam motion. A special case of this can be seen in cases (c) and (d) of Figure 5 : the performance of the RTFS as a whole improves as the dynamics of the slow loops are improved. Formal methods to optimize the RTFS by suitable tuning of each loop's regulator parameters and/or structure are under study.
The RTFS effective decoupling is valid to first order. However, when Ê · is inaccurate then second-order effects begin to show up. These include low-level ghosting effects of one channel's corrector drive impinging on another channel's corrector error. The TFM analysis presented in the Appendix shows that this coupling is in fact dynamic, as has been observed in practice. This counterintuitive behavior is currently under study.
Disturbance Source Identification
There are many low-amplitude disturbances that contribute to the observed orbit motion at the APS. However strong local sources could be potentially eliminated if they could be identified. The RTFS can be used to do this [4] . By choosing one of the available RTFS vector signals as a diagnostic signal, e.g., Ü or , it is possible to spatially locate the disturbance source, at least roughly. For example, a noisy quadrupole or non-RTFS-corrector power supply in a given sector will induce high signal levels on the corrector errors of that sector (and adjacent sectors), indicating a problem in the vicinity. By combining spatial information with time-frequency information, it is anticipated that strong sources can be characterized and located.
However, one cannot assume that the frequency content of the closed-loop diagnostic signal corresponds to the frequency content of the disturbance source: the disturbance rejection afforded by the RTFS filters the source's waveform, especially if it falls in the RTFS bandwidth. Thus to obtain useful frequency information, the frequency-domain action of the RTFS must be unscrambled from the diagnostic signal. Applying the inverse of the (appropriate) TFM to the chosen diagnostic signal accomplishes this. This operation yields an estimate of what the diagnostic signal would look like in open loop. The frequency content of that filtered signal does correspond to the frequency content of the source.
Summary and Conclusions
A parametric model for real-time orbit feedback (RTFS) has been presented. The model takes the form of a transfer-function matrix (TFM), and data and general methods for empirically parameterizing this matrix have been presented. To date the model has only been approximately parameterized, but this is sufficient for many applications. The TFM mathematically describes the dynamics of orbit feedback, and thus can be used to quantify the performance benefit in adding more correctors to the APS RTFS. In particular, it was seen that by increasing the number of correctors per sector from one to three, the RMS residual vertical beam motion (0.01 Hz to 100 Hz) is decreased by approximately 25%, but the RMS over a wider frequency range is increased. Since in practice the loop components are bandlimited, this closed-loop high-frequency amplification is unavoidable, although it is mitigated by prefiltering the corrector drive with a realizable high-pass compensator filter. The slowness of the A1 and B1 correctors is the source of the additional high-frequency amplification; the compensator cannot get rid of the amplification, it can just shift it in frequency space, subject to gain and closed-loop stability constraints. The model is useful in approaching other orbit-feedback-related problems, most notably regulator tuning, disturbance-source identification, and loop coupling, since the TFM captures all of the dynamics of the RTFS. Work is underway to fully parameterize the model and to use it in other orbit control and RTFS-related applications.
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The matrix product on the left-hand side of (11) To better see how, e.g., low levels of this dynamic coupling arise, assume for simplicity that À´Þµ À´ÞµÁ, and let Ê · Ê Á define an error matrix.
Then suppressing Þ-dependence of À´Þµ, ½´Þ µ can be rewritten as Finally, while a perfect Ê · satisfies (12) and hence decouples the loops, the product ÊÊ · is only as "close as possible" to Á [namely, in a Euclidian-norm (Ð ¾ ) sense]. Indeed, the closer it is to Á the better the disturbance rejection. To better see this, rewrite the TFM ´Þµ using the matrix-inversion lemma [5] (18) and (19) are useful for optimal and loop-by-loop regulator design; this is currently under study.
