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Abstract: This is an expository paper about a C2-equivariant analog of the bar construction. We will
explain its construction and prove how it acts as a σ-fold delooping machine on twisted monoids, where σ
denotes the sign representation.
1 Introduction
One of the important questions in algebraic topology is to study iterated loop spaces and delooping machines.
One classical way to construct the delooping machine for a topological monoid A is the bar construction BA.
When A is homotopy commutative, the natural map from A to the loop space ΩBA is a group completion in
the sense that the induced map on π0 is a group completion, and for any field of coefficients k, the induced
map on homology H∗(A; k)[π0(A; k)
−1]→ H∗(ΩBA; k) is an isomorphism.
A more general way to construct this delooping machine is to use the two-sided bar construction
B(Σ, C1, A) for any E1-algebra A (where C1 is an E1-monad), which is equivalent to BA when A is a
topological monoid (see [Thomason79]). When A is an En-algebra, the analogous construction B(Σ
n, Cn, A)
acts as the n-fold delooping machine, which is equivalent to the iterated bar construction BnA when A is a
commutative monoid (which is naturally an E∞-algebra).
Both constructions are generalized to the equivariant case. [GM17] constructs the V -fold delooping
machine for any representation V by applying the two-sided bar construction on EV -algebras. It shows that,
for any EV -algebra A, where V contains at least one copy of the trivial representation, there exists a natural
map from A to ΩVB(ΣV , CV , A) which is an equivariant group completion, in the sense that its restrictions
on all fixed point spaces are group completions.
The classical bar construction BA, which is relatively easier for computations, is also generalized to C2-
equivariant homotopy theory by defining a “twisted” C2-action. We will call it “twisted bar construction”.
It has the following property:
Theorem 1.1. There is a functor Bσ from the category of twisted monoids to the category of based C2-
spaces, such that, there is a natural C2-map A → Ω
σBσA, which is a non-equivariant group completion if
A is non-equivariantly homotopy commutative, and its restriction on the fixed point spaces is a homotopy
equivalence.
The idea for such a functor goes back at least to [BF85], where Bσ is defined on certain monoids related
to simplicial Hermitian rings and used to study the extended Hermitian algebraic K-theory. Theorem 1.1,
which explains its key property, was first proved in [Dotto12] and [Stiennon13], with two different methods,
and was generalized in [Moi13] to the simplicial case with more discussions of homology. The functor Bσ
is now being used in many computations concerning real spaces and spectra. One of the motivations of the
author comes from [HS19], where Bσ is used to analyze the Eσ-algebra structures on certain real spectra.
Moreover, the same idea of adding a “twisted” C2-action also works for the cyclic bar construction, which
provides one definition for THR, the real topological Hochschild homology (see [DMPR17] section 2). Section
4 in [Dotto12] also explains how the C2-equivariant delooping machine acts on THR.
In this paper, we will give an explicit construction of Bσ and prove Theorem 1.1. Our proof is similar to
that in [Dotto12], but we fill in elementary details.
We introduce twisted monoids (which are sometimes called monoids with anti-involutions) in Section 2.
They are algebras over a certain Eσ-operad of C2-spaces, and we compare that operad to other Eσ-operads
in Proposition 2.3. More detailed discussions of Eσ-algebras are given in [Hil17].
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In section 3, we define twisted simplicial spaces (which are sometimes called real simplicial spaces) and
the twisted bar construction, and we use them to prove Theorem 1.1. We defer the most technical proof,
that of Theorem 3.4, to section 5. It is motivated by the idea of Segal edgewise subdivisions [Segal73].
Finally, we show the compatibility of the twisted bar construction with the traditional bar construction
in section 4, and we use this to construct a V -fold delooping machine for any C2-representation V .
Acknowledgements: Emanuele Dotto kindly told me the historical background of this topic immediately
after my original posting of this paper. He and Kristian Moi encouraged me not to withdraw the paper since
it highlights a simple construction and its fundamental properties. I am very grateful to them both. I also
thank my advisor, Peter May, for helpful suggestions on both the math and the English.
2 Twisted Monoids
From now on, we will only work in the category of based G-spaces in the case that G = C2.
In this section, we will introduce twisted monoids, which are the inputs of the twisted bar construction.
They can be viewed as C2-spaces with a product compatible with the C2-action in a twisted way.
Definition 2.1. A C2-space A is called a twisted monoid if it is a topological monoid in the non-equivariant
sense, with the product satisfying τ(xy) = τ(y)τ(x) (Here τ is the generator of C2). A morphism between
twisted monoids is a C2-map which commutes with the product.
Let Σ be the non-equivariant operad with components Σ(n) = Σn and the usual structure maps. Then
we can define a C2-action on it such that the action of τ on Σn is the left multiplication by the element
sending 1, 2, ..., n to n, n− 1, ..., 1.
We can check that these actions commute with the operadic structure maps. For any ui ∈ Σsi , i =
1, 2, ..., t; and v ∈ Σt, the structure map
Σt × Σs1 × ...× Σst → Σs
(where s = s1 + s2 + ...+ st) sends v × u1 × ...× ut to the element u ∈ Σs, such that, for any 1 ≤ i ≤ t and
s1 + ...+ si−1 < j ≤ s1 + ...+ si,
we have
u(j) = ui(j −
i−1∑
k=1
sk) +
v(i)−1∑
k=1
sv−1(k).
Thus τv × τu1 × ...× τut is sent to the element u
′ ∈ Σs with
u′(j) = τui(j −
i−1∑
k=1
sk) +
τv(i)−1∑
k=1
s(τv)−1(k).
Notice that, for any w ∈ Σl, we have
τw(a) = l + 1− w(a)
and
(τw)−1(a) = w−1τ(a) = w−1(l + 1− a)
for a = 1, 2, ..., l. Thus
u′(j) = si + 1− ui(j −
i−1∑
k=1
sk) +
t+2−v(i)∑
k=1
sv−1(t+1−k).
So we have
u(j) + u′(j) = si + 1 +
v(i)−1∑
k=1
sv−1(k) +
t+2−v(i)∑
k=1
sv−1(t+1−k).
The last two sums cover all of s1, s2, ..., st except si. So we have u(j)+ u
′(j) = s+1, and hence u′ = τu.
Therefore, the actions by C2 make Σ into a C2-operad. We call it Σˆ.
Lemma 2.2. A Σˆ-algebra is equivalent to a twisted monoid.
2
Proof: Let A be a Σˆ-algebra. Then we have a C2-structure map
Σˆ(2)×Σ2 (A×A)→ A.
Notice that Σˆ(2) is Σ2 together with a left C2-action such that τ exchanges its two elements. Thus the
underlying space of the left hand side is just A × A, but the C2-action becomes τ(x, y) = (τy, τx), for any
x, y ∈ A. So we get a product on A which satisfies τ(xy) = τ(y)τ(x). Moreover, this product is associative
in the non-equivariant sense, since by forgetting the C2-actions, it is exactly the product on a Σ-algebra.
Therefore, A is a twisted monoid.
On the other hand, if we have a twisted monoid A first, we can make it into a Σˆ-algebra by defining
structure maps
Σˆ(n)×An → A
(u, a1, a2, ..., an) 7→ au−1(1)au−1(2)...au−1(n).
This is a C2-map, since the action of τ sends (u, a1, ..., an) to (τu, τa1, ..., τan), whose image becomes
(τa(τu)−1(1))...(τa(τu)−1(n)) = (τau−1(n))...(τau−1(1))
which is exactly τ(au−1(1)...au−1(n)).
We can check that such maps are compatible with the operadic maps by forgetting the C2-actions (then
it becomes the natural Σ-algebra structure on any topological monoid). 
As operads, Σ and Σˆ can be viewed as simplified versions of the non-equivariant little 1-disk and the
equivariant little σ-disk operads.
Proposition 2.3. Let D1 and Dσ be the non-equivariant little 1-disk operad and the equivariant little σ-disk
operad. Then there exists a non-equivariant weak equivalence D1 → Σ, which induces an equivariant weak
equivalence Dσ → Σˆ. Thus each twisted monoid is automatically an Eσ-algebra, and [BM03] shows that the
category of twisted monoids is Quillen equivalent to the category of Eσ-algebras.
Proof: Notice that, each D1(n) is the space of linear embeddings from n copies of (−1, 1) to one copy of
(−1, 1), which doesn’t necessarily preserve the order. So an element in it can be expressed as a sequence of
n disjoint open subintervals (a1, b1), ..., (an, bn) of (−1, 1). Reorder these intervals by choosing the unique
element u ∈ Σn such that
au(1) < bu(1) ≤ au(2) < bu(2) ≤ ... ≤ au(n) < bu(n).
Then we can define a map from D1(n) to Σn sending it to u
−1. These maps extend to an operadic map from
D1 to Σ.
In the equivariant case, the little σ-disk operad Dσ can be viewed as D1 with an additional C2-action,
such that τ sends (a1, b1), ..., (an, bn) to its central symmetrical embedding (−bn,−an), ..., (−b1,−a1). Thus
if the image of (a1, b1), ..., (an, bn) in Σn is u, the image of τ((a1, b1), ..., (an, bn)) will become u left multiplied
by the element sending 1, 2, ..., n to n, n− 1, ..., 1. Notice that this is exactly how we define the C2-action on
Σ and obtain Σˆ. So we get a C2-operadic map from Dσ to Σˆ. Thus each twisted monoid is automatically an
Eσ-algebra. Moreover, each D1(n) is the disjoint union of contractible components. The map
D1(n)→ Σn
is a 1-1 correspondence between the components of D1(n) and discrete points in Σn, thus is a homotopy
equivalence.
Now we add C2-actions on both sides. When n > 1, τ sends each component of D1(n) to a different one
(and each point in Σn to a different point). So the map above becomes a C2-equivalence. When n = 1, we
can write an explicit C2-homotopy from Dσ(1) to a single point as
Dσ(1)× [0, 1]→ Dσ(1)
(a, b)× t 7→ (−t+ (1− t)a, t+ (1− t)b).
So the map
Dσ(1)→ Σˆ1 ∼= ∗
is still an equivalence. Thus the operadic map from Dσ to Σˆ is a weak equivalence. 
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3 Twisted Bar Construction
Now we can explain the twisted bar construction.
Construction 3.1. For any twisted monoid A, construct Bσ∗A in the same way as the non-equivariant bar
construction, such that BσnA = A
n. However, we define the C2-action on each A
n by
τ(a1, a2, ..., an) = (τan, τan−1, ..., τa1).
Then the C2-actions commute with the face and degeneracy maps as τ ◦ si = sn−i ◦ τ and τ ◦ di = dn−i ◦ τ .
In addition, define a C2-action on each
∆n = {(v0, v1, ..., vn) ∈ [0, 1]
n+1 :
∑
vi = 1}
by τ(v0, v1, ..., vn) = (vn, vn−1, ..., v0). Now when we take the geometric realization
∐
n
An ×∆n/ ∼
all the relations commute with the C2-actions. This makes the geometric realization into a C2-space. We call
it the twisted bar construction of A, denoted by BσA.
We can also make this idea more general:
Definition 3.2. A twisted simplicial space is a simplicial space S∗, together with a C2-action on each
Sn, such that τ ◦ si = sn−i ◦ τ and τ ◦ di = dn−i ◦ τ . Its geometric realization |S∗| is a C2-space constructed
as above.
Assume that A is a twisted monoid which is homotopy commutative in the non-equivariant sense. Our
first goal is to show that BσA is the degree σ delooping of A as follows:
Theorem 3.3. Let ΩσBσA =Map∗(S
σ, BσA) be the space of based non-equivariant maps with C2 acting by
conjugation. Then there exists a natural C2-map A→ Ω
σBσA, which is a non-equivariant group completion
if A is non-equivariantly homotopy commutative, and its restriction on the fixed point spaces is a homotopy
equivalence.
Notice that, without the C2-action, Ω
σBσA is the same as ΩBA. And we already have a natural map
A→ ΩBA defined by
a 7→ (t 7→ |a× (t, 1− t)|)
where |a × (t, 1 − t)| is the image of a × (t, 1 − t) ∈ A × ∆1 in the geometric realization. It’s not hard
to check that, if we use ΩσBσA instead, this will become a C2-map. Moreover, since this map is a non-
equivariant group completion, it suffices to show that, the restricted map between the fixed point spaces is
an equivalence.
We have
(ΩσBσA)C2 = MapC2∗ (S
σ, BσA) = {f : [0, 1]→ BσA : f(0) = f(1) = x0, f(1− t) = τf(t), ∀t ∈ [0, 1]}
= {f : [0, 1]→ BσA : f(0) = x0, f(1) ∈ (B
σA)C2}
where x0 is the base point of B
σA. The last equality holds because each f is determined by its value on
[ 12 , 1]. Let
ι : (BσA)C2 →֒ BσA
by the inclusion. Then we can rewrite it as
(ΩσBσA)C2 = {(f, x) : x ∈ (BσA)C2 , f : [0, 1]→ BσA, f(0) = x0, f(1) = ι(x)}
Notice that this is exactly the homotopy fiber Fι. The restricted map AC2 → (ΩσBσA)C2 = Fι now
sends each a ∈ AC2 to (f, x), such that f(t) = |a× (1− t/2, t/2)|, x = |a× (1/2, 1/2)|. Use ϕ : AC2 → Fι to
denote this restricted map.
In fact, we have a more explicit description for the fixed point space of BσA:
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Theorem 3.4. (BσA)C2 is a quotient of the disjoint union of (Bσ2n+1A×∆
2n+1)C2 , which consists of points
with the form
(a1, ..., an, a, τan, ..., τa1)× (v0, ..., vn, vn, ..., v0)
where a ∈ AC2 , for n = 0, 1, .... Moreover, (BσA)C2 is homeomorphic to the two-sided bar construction
B(∗, A,AC2), where the action of a ∈ A on AC2 is given by b 7→ abτ(a). The homeomorphism
η : (BσA)C2 → B(∗, A,AC2)
can be expressed as
(a1, ..., an, a, τan, ..., τa1)× (v0, ..., vn, vn, ..., v0) 7→ (a1, ..., an, a)× (2v0, ..., 2vn) ∈ Bn(∗, A,A
C2)×∆n.
The inclusion
ι : (BσA)C2 →֒ BσA
is homotopic to the natural projection
p : B(∗, A,AC2)→ B(∗, A, ∗) = BA
(notice that BA is the same as BσA non-equivariantly). We can define an explicit homotopy
H : (BσA)C2 × I → BσA
by
(a1, ..., an, a, τan, ..., τa1)× (v0, ..., vn, vn, ..., v0)× t 7→
(a1, ..., an, a, τan, ..., τa1)× ((1 + t)v0, ..., (1 + t)vn, (1− t)vn, ..., (1− t)v0).
Then we have H(x, 0) = ι(x), H(x, 1) = p(η(x)).
We will prove this theorem in section 5. For now, we will use this explicit homotopy to prove theorem 3.3.
Proof of Theorem 3.3: Write X = (BσA)C2 , Y = B(∗, A,AC2). The homotopy H : X × I → BσA in
Theorem 3.4 induces a homotopy equivalence between the homotopy fibers of ι and p, as follows:
Notice that
Fι = {(f, x) : x ∈ X, f : [0, 1]→ BσA : f(0) = x0, f(1) = ι(x)},
Fp = {(g, y) : y ∈ Y, g : [0, 1]→ BσA : g(0) = x0, g(1) = p(y)}.
So we can define a map α : Fι → Fp sending each (f, x) ∈ Fι to (f ◦H(x, ·), η(x)). Similarly, we have
a map β : Fp → Fι sending each (g, y) ∈ Fp to (g ◦ H(η−1(y), 1 − ·), η−1(y)). Both α ◦ β and β ◦ α are
homotopic to the identity maps, since they just attach a loop, which is homotopic to the trivial one, at the
end of each path. Thus they are homotopy inverses between Fι and Fp.
Consider the composed map
AC2
ϕ
−→ Fι
α
−→ Fp.
It sends a ∈ AC2 to (f, x) with f(t) = |a× (1− t/2, t/2)|, and x = |a× (1/2, 1/2)| ∈ X . Notice that η(x) is
the point a ∈ AC2 = B0(∗, A,A
C2). Thus α sends it further to (g, a), where g = f ◦H(|a× (1/2, 1/2)|, ·). So
we have g(t) = |a× (1 − t, t)| when t ≤ 1/2, and g(t) = |a × (t, 1 − t)| when t ≥ 1/2. Notice that such g is
homotopic to the trivial loop. Thus the composite map
α ◦ ϕ : AC2 → Fp
is homotopic to the map sending a ∈ AC2 to the pair of the trivial loop and the point a, which is exactly the
inclusion from the actual fiber of p (which is AC2) to the homotopy fiber Fp. Therefore, both α ◦ ϕ and α
are homotopy equivalences. Thus ϕ : AC2 → (ΩσBσA)C2 defined at the beginning is an equivalence. So the
natural map A→ ΩσBσA is a non-equivariant group completion, and an equivalence when restricted on the
fixed point spaces. 
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4 Deloopings of Commutative Twisted Monoids
Now we can construct the V -fold delooping for any arbitrary representation V with both the ordinary and
the twisted bar constructions.
Notice that any representation V can be written as a+ bσ with some a, b ≥ 0. We can define the V -fold
delooping as the composition of a copies of B and b copies of Bσ. But we also have to show that this
definition doesn’t depend on the order of the composition.
Proposition 4.1. Let S∗, T∗ be twisted simplicial spaces. Then their product S∗×T∗ (whose n-th component
is Sn × Tn) has a natural twisted simplicial space structure. Moreover, there exists a C2-homeomorphism
between |S∗ × T∗| and |S∗| × |T∗|.
Proof: The non-equivariant homeomorphism
|S∗ × T∗| → |S∗| × |T∗|
is defined by sending the image of each
sn × tn × (v0, v1, ..., vn) ∈ Sn × Tn ×∆
n
in the geometric realization to
|sn × (v0, v1, ..., vn)| × |tn × (v0, v1, ..., vn)| ∈ |S∗| × |T∗|.
The action by τ sends sn × tn × (v0, v1, ..., vn) to τsn × τtn × (vn, vn−1, ..., v0), whose image becomes
|τsn × (vn, vn−1, ..., v0)| × |τtn × (vn, vn−1, ..., v0)| ∈ |S∗| × |T∗|,
which is exactly the image of |sn × (v0, v1, ..., vn)| × |tn × (v0, v1, ..., vn)| under the action of τ . Thus the
C2-action commutes with the homeomorphism, and makes it into an equivariant one. 
Now we can talk about multi-simplicial objects which mix both the ordinary and the twisted objects.
Let S∗,∗ be a bisimplicial space with a C2-action on each component, such that each Sp,∗ becomes a
simplicial object in the category of based C2-spaces, and each S∗,q becomes a twisted simplicial space. Then
we can define its geometric realization by realizing the first subscript (in the twisted way) and then the
second one (in the ordinary way). We can also realize the second subscript first, which doesn’t change the
result, since both of them can be viewed as the quotient of
∐
p,q
Sp,q ×∆
p ×∆q
(where the action of C2 on ∆
p is trivial, but behaves as τ(v0, ..., vq) = (vq, ..., v0) on ∆
q) by the relations
on the first subscript and the relations on the second one. The assumptions on each Sp,∗ and each S∗,q
guarantee that both kinds of relations are compatible with the C2-action.
In particular, we have the following property:
Proposition 4.2. Let A be a commutative monoid in the category of based C2-spaces. Then both BB
σA
and BσBA are well-defined and have natural commutative monoid structures. Moreover, they are C2-
homeomorphic to each other.
Proof: Since a commutative monoid is both a monoid and a twisted monoid in the category of based C2-
spaces, according to the commutativity between the product and the geometric realizations, both BσA and
BA are still commutative monoids. Thus both BBσA and BσBA are well-defined as commutative monoids.
Moreover, we can check that they are the two realizations (starting with different subscripts) of the same
bisimplicial object as described above. So from the previous argument, they are C2-homeomorphic to each
other. 
Finally, we have the V -fold delooping as follows.
Proposition 4.3. For any commutative monoid A in the category of based C2-spaces, the V -degree bar con-
struction BV A is defined by applying the ordinary bar construction a times and the twisted bar construction
b times for V = a+ bσ. There exists a natural map A → ΩVBV A. When A is C2-connected, this map is a
C2-equivalence.
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5 Proof of Theorem 3.4
We will divide the proof into several steps.
(i) As the fixed point space, (BσA)C2 is the quotient of
∐
n(A
n×∆n)C2 by the restricted relations on these
components. A point (a1, a2, ..., an)× (v0, v1, ..., vn) ∈ A
n ×∆n is fixed if and only if
ai = τan+1−i, vi = vn−i, i = n, n− 1, ...,
n
2
+ 1
when n is even, or
ai = τan+1−i, i = n, n− 1, ...,
n+ 3
2
; an+1
2
∈ AC2 ; vi = vn−i, i = n, n− 1, ...,
n+ 1
2
when n is odd.
Notice that if n is even and
(a1, a2, ..., an)× (v0, ..., vn) ∈ (A
n ×∆n)C2 ,
then the degeneracy map sn
2
induces an equivalence from it to
(a1, a2, ..., an
2
, e, an
2
+1, ..., an)× (v0, v1, ..., vn
2
−1,
1
2
vn
2
,
1
2
vn
2
, vn
2
+1, ...vn) ∈ (A
n+1 ×∆n+1)C2 ,
where e is the unit of A (which must be fixed by τ). Thus (BσA)C2 can be viewed as the quotient of the
disjoint union of (Bσ2n+1A×∆2n+1)
C2 for n = 0, 1, ....
(ii) Write Sn = (A
2n+1 × ∆2n+1)C2 . Notice that each point in it is determined by a1, a2, ..., an ∈ A,
an+1 ∈ A
C2 , and v0, v1, ..., vn whose sum is 1/2.
On the other hand, write
Tn = Bn(∗, A,A
C2)×∆n = An ×AC2 ×∆n.
Then we have a homeomorphism Tn → Sn defined by
(a1, a2, ..., an)× a× (v0, v1, ..., vn) 7→ (a1, a2, ..., an, a, τan, ..., τa1)× (
1
2
v0, ...
1
2
vn,
1
2
vn, ...,
1
2
v0)
(which is the inverse of the restriction of η defined in Theorem 3.4).
Notice that (BσA)C2 and B(∗, A,AC2) are quotients of
∐
n Sn and
∐
n Tn by some relations. It suffices to
show that, if one relation from Sn and Sm identifies a pair of points x ∈ Sn and y ∈ Sm, then their images
in Tn and Tm are also identified by one or a sequence of relations, and vice versa.
(iii) Any relation from Tn to Tm can be expressed by an order-preserving map
s : {0, 1, ...,m} → {0, 1, ..., n},
and it identifies
(a1, ..., an)× a× (v0, v1, ..., vn) ∈ Tn
and
(b1, ..., bm)× b× (w0, ..., wm) ∈ Tm,
if
bi = as(i−1)+1as(i−1)+2...as(i), b = as(m)+1...anaτ(an)...τ(as(m)+1), vj =
∑
k∈s−1(j)
wk
for all i, j (let s(−1) = −1).
On the other hand, any relation from Sn to Sm can be expressed by an order-preserving map
t : {0, 1, ..., 2m+ 1} → {0, 1, ..., 2n+ 1},
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and it identifies
(c1, c2, ..., c2n+1)× (p0, ..., p2n+1) ∈ Sn ⊂ A
2n+1 ×∆2n+1
and
(d1, ..., d2m+1)× (q0, ..., q2m+1) ∈ Sm ⊂ A
2m+1 ×∆2m+1,
(notice that some additional conditions are required on these ci, di, pi, qi since they are inside the fixed point
space) if
di = ct(i−1)+1ct(i−1)+2...ct(i), pj =
∑
k∈t−1(j)
qk
for all i, j.
(iv) One direction is easy to check. If we have an order preserving map
s : {0, 1, ...,m} → {0, 1, ..., n},
identifying
(a1, ..., an)× a× (v0, v1, ..., vn) ∈ Tn
and
(b1, ..., bm)× b× (w0, ..., wm) ∈ Tm,
then their images in Sn and Sm are
(a1, ..., an, a, τan, ..., τa1)× (
1
2
v0, ...
1
2
vn,
1
2
vn, ...,
1
2
v0) ∈ Sn
and
(b1, ..., bm, b, τbm, ..., τb1)× (
1
2
w0, ...
1
2
wm,
1
2
wm, ...,
1
2
w0) ∈ Sm,
which are identified by the relation expressed by
t : {0, 1, ..., 2m+ 1} → {0, 1, ..., 2n+ 1}
such that t(i) = s(i) if i ≤ m, and t(i) = 2n+ 1− s(2m+ 1− i) if i ≥ m+ 1.
(v) On the other hand, if a pair of points
(c1, ..., cn, c, τcn, ..., τc1)× (p0, ..., pn, pn, ..., p0) ∈ Sn
and
(d1, ..., dm, d, τdm, ..., τd1)× (q0, ..., qm, qm, ..., q0) ∈ Sm
is identified by an order-preserving map
t : {0, 1, ..., 2m+ 1} → {0, 1, ..., 2n+ 1}
which is symmetric, in the sense that t(i) + t(2m+ 1− i) = 2n+ 1 for all i, then their images
(c1, ..., cn)× c× (2p0, ..., 2pn) ∈ Tn
and
(d1, ..., dm)× d× (2q0, ..., 2qm) ∈ Tm
are identified by
s : {0, 1, ..,m} → {0, 1, ..., n}
defined as the restriction of t. So it suffices to show that, any pair of equivalent points in Sn and Sm can be
identified by one or a sequence of relations induced by symmetric maps.
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(vi) Assume that
x = (c1, c2, ..., c2n+1)× (p0, ..., p2n+1) = (c1, ..., cn, c, τcn, ..., τc1)× (p0, ..., pn, pn, ..., p0) ∈ Sn
and
y = (d1, ..., d2m+1)× (q0, ..., q2m+1) = (d1, ..., dm, d, τdm, ..., τd1)× (q0, ..., qm, qm, ..., q0) ∈ Sm
are identified by some order-preserving map
t : {0, 1, ..., 2m+ 1} → {0, 1, ..., 2n+ 1}
(the choice for such t may not be unique).
First we can eliminate all zeros in q0, ..., qm. Assume that qi = 0 for some 0 ≤ i ≤ m. Then the map
u : {0, 1, ..., 2m− 1} → {0, 1, ..., 2m+ 1}
defined by sending 0, 1, ..., 2m− 1 to 0, 1, ..., 2m+ 1 in order, with i and 2m+ 1 − i removed, is symmetric
and identifies y with
y′ = (d1, ..., di−1, didi+1, di+2, ..., dm, d, τdm, ..., τdi+2, τ(di+1)τ(di), τdi−1, ..., τd1)
×(q0, ..., qi−1, qi+1, ..., qm, qm, ..., qi+1, qi−1, ..., q0) ∈ Sm−1
if i < m, or
y′ = (d1, ..., dm−1, dmdτdm, τdm−1, ..., τd1)× (q0, ..., qm−1, qm−1, ..., q0) ∈ Sm−1
if i = m. Since u is symmetric, the images of y and y′ are identified. Since x and y′ are identified by the
map t ◦ u, it suffices to show that the images of x and y′ are identified. Hence we can replace y by y′. After
finitely many such steps, we can eliminate all zeros inside {q0, ..., qm}. So we can assume at the beginning
that there are no zeros in {q0, ..., qm}.
Assume that t is not symmetric. Then there exists 0 ≤ i ≤ m such that t(j) + t(2m+1− j) = 2n+1 for
j = 0, 1, ..., i− 1, but t(i) + t(2m+1− i) 6= 2n+ 1. Assume that t(i) + t(2m+1− i) < 2n+ 1 (the proof for
the other case is symmetric).
Since t identifies these two points, we have
pt(i) =
∑
k∈t−1(t(i))
qk =
∑
k<i,t(k)=t(i)
qk + qi +
∑
k>i,t(k)=t(i)
qk,
p2n+1−t(i) =
∑
l,t(l)=2n+1−t(i)
ql.
They should be the same since x is fixed. However, since t(2m+ 1− i) < 2n+ 1− t(i), t(l) = 2n+ 1− t(i)
only if l > 2m+ 1− i, in which case t(2m+ 1− l) = 2n+ 1− t(l) = t(i). Thus if ql appears in the sum
p2n+1−t(i) =
∑
l,t(l)=2n+1−t(i)
ql,
q2m+1−l must appear in the first sum of
pt(i) =
∑
k<i,t(k)=t(i)
qk + qi +
∑
k>i,t(k)=t(i)
qk,
and we have ql = q2m+1−l since y is fixed. Thus
pt(i) ≥
∑
k<i,t(k)=t(i)
qk + qi ≥
∑
l,t(l)=2n+1−t(i)
ql + qi = p2n+1−t(i) + qi > p2n+1−t(i),
which is a contradiction. Thus t must be symmetric, and hence the images of x and y are identified.
Therefore, the homeomorphisms between Sn’s and Tn’s pass through the quotient, and we get a homeo-
morphism
η : (BσA)C2 → B(∗, A,AC2).
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(vii) Now we can check that the map H defined in Theorem 3.4 gives a homotopy from ι to p.
The map
H : (BσA)C2 × I → BσA
given by sending
(a1, ..., an, a, τan, ..., τa1)× (v0, ..., vn, vn, ..., v0)× t
to
(a1, ..., an, a, τan, ..., τa1)× ((1 + t)v0, ..., (1 + t)vn, (1− t)vn, ..., (1 − t)v0)
is well-defined since this definition is compatible with all symmetric relations, and we have shown in part
(vi) that any pair of identified points can be related by a sequence of symmetric relations.
It’s easy to check that H(x, 0) = ι(x). And for any point
(a1, ..., an, a, τan, ..., τa1)× (v0, v1, ..., vn, vn, ..., v0) ∈ (A
2n+1 ×∆2n+1)C2 ,
its image through
(BσA)C2 ∼= B(∗, A,AC2)
p
−→ B(∗, A, ∗) = BσA
is the point expressed by
(a1, ..., an)× (2v0, 2v1, ..., 2vn),
which is equivalent to the point
(a1, ..., an, a, τan, ..., τa1)× (2v0, 2v1, ..., 2vn, 0, 0, ..., 0) ∈ A
2n+1 ×∆2n+1.
Thus we also have H(x, 1) = p(η(x)).
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