Abstract-This paper describes a half-swing pulse-mode gate family that uses reduced input signal swing without sacrificing performance. These gates are well suited for decreasing the power in SRAM decoders and write circuits by reducing the signal swing on high-capacitance predecode lines, write bus lines, and bit lines. Charge recycling between positive and negative half-swing pulses further reduces the power dissipation. These techniques are demonstrated in a 2-K 2 2 2 16-b SRAM fabricated in a 0.25-
I. INTRODUCTION
C ONSIDERABLE attention has been paid to the design of low-power, high-performance SRAM's since they are a critical component in both hand-held devices and highperformance processors. Current SRAM's routinely apply a number of low-power techniques [1] and have achieved power dissipations in the milliwatt range [2] - [4] . This paper extends these methods to include the use of half-swing signals and shows that applying this reduced swing signalling to the decoder and write circuitry can further reduce the power of an SRAM significantly [5] .
Low-power, high-performance SRAM's require optimization of the architecture, circuits, and technology. At the architectural level, the key goals are localizing signals to reduce the capacitance that switches, reducing signal swings, and eliminating any dc currents. Partitioned memory arrays and hierarchical word lines reduce the total capacitance that is switched per access [6] . Using clocked sense amplifiers eliminates the sense amplifiers as sources of dc currents. Pulsed word lines keep the swing of the bit lines during reads to the minimum needed for sensing [7] .
At the circuit level, designers use pulse-mode circuits to improve performance and generate the pulses that are needed to satisfy the architectural demands. A pulse-mode, selfManuscript received April 7, 1998 ; revised June 8, 1998 resetting gate can be made faster than a normal static CMOS gate, since the forward path can be optimized for a single transition (like a dynamic gate) and the reset transition can be handled by the separate self-reset signal path [8] . In function blocks like decoders, where very few of the total gates transition per cycle, self-resetting gates dissipate much less power than precharged logic families, since they do not need a global clock for resetting. Technology optimization is the final tool that a designer can use to produce low-power, high-performance SRAM's. One of the most effective techniques to reduce power dissipation is to reduce the supply voltage. However, to maintain reasonable performance, the transistor threshold voltage must also be lowered, which causes the subthreshold cell leakage current to become a significant source of power dissipation. Two proposed techniques to combat this problem are multiple-threshold CMOS (MT-CMOS) [9] and variablethreshold CMOS (VT-CMOS) [10] . MT-CMOS uses different thresholds for the devices used in the cells and those used in the decode and peripheral logic. The high-devices are used in the cells to prevent significant leakage currents, while the low-devices are used in the decode and peripheral logic to provide good performance. High-devices can be selectively used outside of the cell array to reduce the leakage currents further by acting as power-supply switches that are turned off during standby mode. VT-CMOS controls the transistor thresholds by varying the bias of the well(s) and/or substrate. The threshold is increased when the part enters standby mode to reduce the leakage current.
While these techniques have greatly reduced the power needed to read data from the memory, the write power and decoder power have not been reduced as quickly. The rest of the paper will show how using half-swing techniques can reduce this power. Section II introduces the half-swing pulsemode gate that combines level-conversion and logical AND functionality. Section III briefly reviews decoder design and shows how the new gate can be used to reduce decoder power while maintaining high performance. Section IV describes the write path in an SRAM and again shows how power can be saved by using half-swing signals. Much of the power savings comes from operating the bit lines from rather than . This section also discusses noise-margin issues for the memory cell. To demonstrate the feasibility of these techniques, a small prototype memory was built and is described in Section V. That section will also include a brief description of the on-chip samplers that were used to simplify measurement of on-chip waveforms. 
II. A HALF-SWING PULSE-MODE GATE FAMILY
The typical disadvantage of using reduced swing signals is the need for level-conversion and/or reduced gate overdrive at the receiving gates [11] - [16] , which causes a loss of performance. However, if positive half-swing (swinging from the rest state of to and back to ) and negative half-swing (swinging from the rest state of to and back to ) pulses are combined with the receivergate logic style shown in Fig. 1 , all of the forward transition driving transistors see a full gate overdrive, and the effect of the low swing inputs on the receiver performance is negligible. Combined with self-resetting techniques, this provides an interesting opportunity to use a half-swing pulsed signalling scheme. We assume the existence of a supply voltage, whose generation is discussed in Section V.
The gate in Fig. 1 merges the voltage-level conversion (from half-swing to full-swing) [17] with a logical AND operation. It performs the logical AND of two positive pulse signals and one negative pulse signal (asserted when the signal is at ). Its structure is similar to a standard two-input static-CMOS NAND gate using low-PMOS and high-NMOS, except that there is a third input that is sent to the source of the lower NMOS transistor. The two gate-input signals are positive pulses, while the source-input signal is a negative pulse.
In the select case, when all of the pulses are asserted ( and ), the NMOS transistors have a full across their gate to source, the PMOS transistors are off, and so the output is pulled low. There is negligible performance loss due to the use of half-swing pulsed inputs, since the NMOS transistors have a full gate overdrive. When none of the pulses are asserted ( ), the pulldown stack is off, the PMOS transistors are on (assuming that the of the PMOS devices is less than ), and so the output is pulled high. In the half-select cases when some, but not all, of the input pulses are asserted, the gate output also remains high. The output then is a full-swing negative pulse and implements the AND of the three inputs.
The two disadvantages of this gate are the reduced noise margin and the degraded speed of the output reset transition. The noise margin is reduced in the worst case half-select cases shown in Fig. 2 . Fig. 2(a) shows the case in which both positive pulses are asserted ( ) but the negative pulse is not (
). Both of the PMOS devices are off, and if is greater than the high-of the NMOS, then the pulldown network is conducting, and the output will eventually settle to a value determined by the leakage currents of the NMOS and PMOS networks. This case is mitigated somewhat by the of lower NMOS being boosted by the body effect. Fig. 2(b) shows the other worst case half-select case, where only one of the positive pulses is asserted ( , ) and the negative pulse is asserted ( ). The lower NMOS has a full gate overdrive and is fully on. Assuming that the upper NMOS's source node has been pulled to , it has a gate overdrive and will be weakly on. However, one of the low-PMOS devices is also on, since one of the positive pulses is not asserted, and this fights any leakage current in the pulldown network.
To increase the noise margins, a small high-PMOS leaker feedback transistor is added (see Fig. 3 ). This PMOS leaker device increases noise margins by fighting leakage currents in the pulldown network, just as such a device does in precharged logic families. Even with the leaker device, this gate has smaller noise margins than a conventional gate, and noise coupling into its inputs must be carefully managed. In addition to degrading the noise margin, leakage currents in the half-select cases will contribute to the power dissipation. However, the leakage only exists during the brief time that the pulses are asserted. Also, only the gates that experience one of the half-select cases can potentially cause leakage. This additional power is small when is around two times high-, since is then very close to high-. Even for larger , the added half-select leakage power is not a significant fraction of the total power for the test chip (see Section V).
The second disadvantage of this gate is the slow output reset transition. The transistor sizes in the gate are skewed to accelerate the forward output assert transition. The high-NMOS transistors in the gate are large, while the low-PMOS are small. The transistor sizes in the low-inverter are also skewed to accelerate the output assertion edge. However, this sizing slows the output reset transition. The half-swing signalling scheme further slows the output reset, since the low-PMOS only have across their gate to source when none of the input pulses is asserted.
To speed up the output reset transition, a self-resetting technique is employed, as is shown in Fig. 4 . A fixed delay after the output assertion edge, the low-PMOS reset device (MR) is turned on to restore the output of the half-swing pulsemode gate to a high value. MR sees a full gate overdrive and can be sized to be relatively large since it does not strongly affect the forward output assertion transition speed. When the gate is in the rest state, waiting for input pulses to arrive, MR is off. Thus, only the extra diffusion capacitance of MR's drain affects the forward output assertion speed, but MR greatly accelerates the reset transition. The PMOS devices in the gate (M1 and M2) are only used to hold the output high after the reset pulse has been deasserted. An optional low-NMOS device can be added to the pulldown stack to ensure that there is no fighting if the leading edge of the reset pulse arrives before the input pulse has been deasserted.
The pulldown network of this half-swing pulse-mode logic style can be arbitrarily complex, as long as all of the branches terminate at the one negative pulsed source input. There cannot be more than one negative pulse input to a source, since this could produce a case where there would be fighting between Similar to the gate shown in Figs. 2 and 3, a gate where a positive pulse is sent into the source of a high-PMOS and all the other inputs are negative pulses going into the gates of high-PMOS devices and low-NMOS devices could be built (Fig. 5 ). The disadvantage of such a gate is that the PMOS devices are inherently inferior to the NMOS ones, and so from a performance standpoint, it is preferable to use the NMOS-type gate. The output of a PMOS-style gate is a full-swing positive pulse, and in some cases, such as the write amplifier described in Section IV, this type of output is needed.
In addition to reducing the signal swing on the input lines, using both positive and negative half-swing pulses can further reduce power dissipation by taking advantage of charge recycling [12] , [17] . The charge used to produce the assert transition of a positive pulse can also be used to produce the reset transition of a negative pulse. If the capacitances of the positive and negative pulses match, then no current would be drawn from the supply. In practice, the capacitances of the pulsed lines could be designed to nominally match, and the supply would compensate for any mismatches. Recycling charge between the two types of pulses reduces the current drawn from the supply, and thus the efficiency of the supply generation is not critical to the overall power dissipation. Generation of the supply is addressed in Section V.
If the half-swing input lines are high-capacitance, highactivity lines, then the power savings can be significant. The potential power savings can be quantified using a simple example consisting of two wire-load-dominated, high-capacitance lines, each with a capacitance of . For a conventional pulsed design, both lines pulse full-rail each cycle. The power dissipation to drive the lines is then
. If the lines are reduced to half-swing, but the charge to swing the lines is still drawn from the supply, the power dissipation is , a 50% power savings. But if the charge is also recycled between the two lines (one a positive half-swing pulse and one a negative half-swing pulse), then the power dissipation is , since the charge to reset the negative pulse is essentially free, because it is the recycled charge from the positive pulse line resetting. Thus, the theoretical power savings is 75%. The overall power savings for a block of logic depends on the percentage of the total capacitance that transitions that can be converted to half-swing pulses.
III. DECODERS USING HALF-SWING PULSE-MODE GATES
The decoder selects the row of cells in the array to access according to the address input. To reduce the area and improve performance, the decode is done in multiple stages, sharing gates that generate common terms. Fig. 6 shows the decoder structure for a typical partitioned memory array with hierarchical word lines. The predecoder outputs are shared among the global row decoders and block decoders throughout the array, and hence the predecoder outputs are long, high-capacitance lines. By using half-swing pulse-mode gates in the global row decoders and block decoders, the predecoder outputs can be reduced to half-swing signals, thus providing a significant power savings with negligible performance loss. Additionally, the global word lines themselves are long, high-capacitance lines. So using half-swing pulse-mode gates in the local row decoders allows the global word lines to be half-swing signals also, thus saving even more power.
As noted in Section I, low-power, high-performance SRAM's typically use pulse-mode self-resetting gates in the decoder. Standard pulse-mode, self-resetting gates can be easily converted to generate positive and negative pulse outputs by changing the voltage supplies that drive the final inverter. For a gate that generates a positive pulse, the final inverter is driven from and instead of from and . For a gate that generates a negative pulse, the final inverter is driven from and . This is illustrated for the negative pulse case in Fig. 7 . Since the source of M1 is at , it only has across its gate to source when it is on. To obtain a reasonably fast output reset edge, M1 must be made large, but this would slow the forward output assert transition. Adding an explicit reset device (M2) driven by the self-resetting path circumvents this problem and allows M1 to remain small while maintaining both a fast assert and reset edge on the output.
On the receiving end, the half-swing pulse-mode gates have an inherently lower noise margin than standard logic families, as detailed in Section II. Thus, cross talk and noise injection are potential problems for the long, high-capacitance input lines, since they run in parallel to other lines for a long distance. We propose two simple layout techniques (Fig. 8) for mitigating these problems. First, if an equal number of positive pulse and negative pulse lines are available, they can be interleaved [ Fig. 8(a) ] to reduce the detrimental noise coupling. Thus, for any given line, the two adjacent lines can only inject noise in the opposite direction from the direction that the given line transitions. For example, on an inactive positive pulse line, if it has noise injected into it from adjacent negative pulse lines, this is not a problem, since this noise can only be in the negative direction and only positive direction noise can cause the subsequent receiver gate to fire incorrectly. The disadvantage of this technique is that in the worst case, where a negative and a positive pulse are asserted in adjacent lines, the bus speed is degraded.
Another technique is to twist the lines in a one-hot bus to minimize the worst case noise coupling. If a large number of lines of the same pulse type are laid out in parallel, then each wire couples very strongly to its two adjacent neighbors. However, if the lines are twisted multiple times in the layout in such a way that they each capacitively couples to each of the other lines in the bus by the same amount, then the worst case coupling between any two lines is reduced significantly. Twisting requires the use of an extra metal layer for the jumps over/under the other lines. A twisting scheme for an eight-wire bus is shown in Fig. 8(b) . In general, the twisting can reduce the worst case coupling capacitance of one line to another by a factor of for an -bit-wide bus using twists. For the decoder to take advantage of charge recycling, the capacitance of negative and positive pulse lines must be as closely matched as possible. In general, this is not too difficult, since there are a large number of predecoder outputs that drive roughly the same capacitance. In the prototype design, the charge recycling balancing was done in a directed trial-and-error manner. From simulation data, we noted that the half-swing pulse-mode gates operate slightly faster if the negative pulse arrives ahead of the positive pulses. This is due to the sizing of the devices (small low-PMOS and large high-NMOS) and the body-effected of the bottom NMOS device. So the signals that were generated early tended to be chosen to be negative pulses.
In addition to matching the actual capacitance value of the positive and negative signals, the types of parasitic capacitances (wire, diffusion, and gate) that make up the two capacitances should also be matched as closely as possible, since process skews can be negatively correlated across the various types of capacitances. For example, if a line that has mostly wire capacitance is matched with another line with mostly diffusion capacitance, a process variation may upset the charge balancing by increasing the diffusion capacitance while not affecting (or even decreasing) the wire capacitance.
The global row decoders demonstrate that half-swing signalling can be used throughout a multistage logic operation where long, high-capacitance lines separate the stages. The global row decoders take in half-swing signals and in turn generate the negative half-swing global word lines. The global row decoders in the test chip are not self-resetting and instead rely on the input pulses to reset the output via the low-PMOS transistors in the gate. In simulation, the global wordline reset transition was adequately fast, but as can be seen in Fig. 19(a) , this proved to be untrue in the actual silicon.
The local row decoders combine the negative half-swing global word-line signals with the full-swing block select signal to generate the local word lines. The local word-line pulse width is controlled to obtain the minimum bit-line swings needed for proper sensing by controlling the pulse width of the block select through a replica bit line [7] . Since the local word-line reset transition should come from the block select to properly control the pulse width, the local row decoders are not self-resetting. Making the block select a full-swing signal accelerates the local word lines reset transition, since the low-PMOS in the local row decoders have full gate overdrive when the block select is low. The block decoders are self-resetting, using the replica bit line as the delay element to set the block select (and thus the local word line) pulse width. 
IV. REDUCING THE WRITE POWER
In low-power embedded SRAM's, with large access widths, the write power can be significantly larger than the read power since the bit lines are referenced to , and during writes, they are discharged almost to ground. Thus, write power can be reduced by decreasing the bit-line swings during writes. Alowersson [18] proposed using a low reference voltage for the bit lines, and reducing the word-line voltage during reads to prevent cell instability. However, this technique slows the access time, because the read cell current is reduced. Instead, we propose a bit-line reference of , which enables us to reduce the bit-line swing during writes by half of the conventional technique.
However, using a reference for bit lines can potentially lead to cell instability during reads. Leakage current from the high node degrades the high voltage and hence the drive strength of the driver device connected to the low node (Fig. 9) . This problem can be solved by using a larger cell voltage ( ), but a potential disadvantage of any boosted cell voltage design is the degraded write margin under certain process skews. In a process skew where the pullup PMOS becomes stronger and the access NMOS becomes weaker, the high node might not be pulled down sufficiently to achieve a write. This problem can be solved by weakening the pullup PMOS. As a further safeguard, we also lower the cell voltage of the accessed row during writes, which incurs an area penalty of about 10% for the extra logic in the local row decoders needed to switch the cell supply voltage dynamically. Thus, the write margins can be maintained without altering the NMOS transistor sizes in the cell, and hence the cell area is not affected by the use of the bit lines. Experimental results indicate no errors in the test-chip operation, even when . If negatively correlated process skews for NMOS and PMOS are well controlled, then this dynamic scheme for writes can be eliminated in future designs.
Further power reduction is possible by observing that the write bit-line swings are like negative half-swing pulses and hence can be recycled with suitably matched positive halfswing pulses. Matching the capacitance of the bit lines with the write data bus can theoretically reduce the write power of the bit lines by 75% of the full-swing version. In our implementation, the write data-bus capacitance was about twice as large as the bit-line capacitance. To achieve capacitance matching, we employed the two-to-four encoding technique proposed in [19] . Every two bits of data is encoded as a onehot-out-of-four signal. Compared to an unencoded differential signalling scheme, the activity factor is reduced by a factor of two, thus allowing for good matching between the bit-line capacitance and the write data-bus capacitance.
At the accessed block, the write data are decoded in the write amplifier shown in Fig. 10 . A set of PMOS-style halfswing pulse-mode gates and an NMOS pulldown network decode the data and pull down the appropriate bit lines. To perform the write data decoding without any performance penalty, the encoded positive-pulse write data are combined with the full-swing negative-pulse signal "write amplify" (wa). The wa signal is generated locally at each block and is not a high-capacitance line, so the power savings for making it a half-swing signal would not be significant. Additionally, the full-swing wa signal prevents the write amplifiers in unselected blocks from having any leakage current, since all wa signals except the selected one are at . PMOS-style gates are used since a full-swing positive-pulse output is needed to directly drive the NMOS transistors that pull down the bit lines. The other part of the write amplifier is a winner-take-all circuit that suppresses any spurious transitions on the unselected lines. In combination with the full-swing wa signal, this ensures robust noise margins for the write amplifier.
To properly sense the referenced bit lines during reads, a latch-style sense amplifier [ Fig. 11(a) ] with both and cutoff devices is used. The latched data are transmitted from the block to the output via a differential, lowswing, precharged-before-use bus. The bus reference voltage is the supply , which is held at 250 mV independent of . The bus driver that immediately follows the sense amplifier is shown in Fig. 11(b) . The low-swing signals are sent to a set of global clocked latch-style sense amplifiers. The sense enable signal for the global sense amplifiers is a full-swing timing pulse that is generated locally at the block and sent along with the data. This signal is generated by a sense-amplifier mimic circuit [ Fig. 12(a) ] and a bus-driver mimic circuit [ Fig. 12(b) ]. The sense-amplifier mimic is a sense-amplifier that is wired to fire always in the same direction. 
V. FABRICATION AND MEASURED RESULTS
A prototype 2-K 16-b SRAM was designed and fabricated in a 0.25-m dual-CMOS process. The process and SRAM features are summarized in Table I . The chip was packaged in a 100-pin ceramic pin grid array. A die photo is shown in Fig. 13 . The prototype is partitioned into four quadrants, each containing eight blocks, arranged as 64 rows 16 columns of high-6T SRAM cells (Fig. 14) .
Four different supply levels are required for our design, as indicated in Fig. 15 . The external supply ( ) drives the full-swing circuits such as the decoders and the peripherals. It could also be used to generate three other levels on-chip, a boosted supply for the cell array ( ) via a charge pump, a level ( ) via a voltage regulator, and the low-swing read bus reference voltage ( ) via a dc-dc voltage converter [20] . For the test chip, these voltages were supplied externally.
The measured read, write, and standby currents are shown in Table II for V, V, V, and V for 100-MHz operation. The write current is almost equal to the read current, indicating the effectiveness of the bit lines and half-swing write bus in reducing the power. The small currents from indicate that the charge recycling mechanism is effective in generating the internal voltage. The standby currents can be further reduced by implementing high-cutoff devices.
The chip is functional from 0.9 to 2.4 V, demonstrating robust design of the half-swing signalling path. The measured total power is plotted in Fig. 16 . The efficiencies of the supply (voltage regulator) and the supply (dc-dc converter) are assumed to be 40 and 80%, respectively. Since the currents drawn from these supplies are low, the efficiencies of the supply generators do not strongly affect the overall power dissipation. Failure below 0.9 V is due to an insufficiently wide senseenable pulse generated by the block decoder self-reset path and the replica bit line. The deviation from ideal scaling at a of 2.4 V is only 12%, indicating that the leakage current in the decoder receiver gates during the half-select cases does not pose a significant power problem, even when is over two times high-. 16-b SRAM running at 100 MHz at 0.9-V in a similar 0.25-m dualtechnology dissipates 1.5 mW [2] . Note that the access widths are the same, and our test chip has four times the capacity of [2] , yet dissipates only 60% as much power. Fig. 17 compares the estimated power breakdown of the half-swing prototype with a full-swing design. A savings of 18% in read power and 46% in write power is obtained. The power savings in the decoder is 34%, while in the write bus/bit lines it is 64%, which is close to the 75% maximum savings. The higher power savings of the write bus/bit lines is due to a larger fraction of the capacitance in these units' being converted to half swing, while there was still a large amount of capacitance in the decoder that switched full-rail. We anticipated that testing the SRAM, with its low-voltage swings, would be greatly facilitated by the ability to display the real-time behavior of critical signals like the bit lines. However, since probing the real-time behavior of on-chip nets is difficult and expensive, we used a simple on-chip sampling circuit to display the analog waveforms of high-bandwidth signals on an inexpensive laboratory oscilloscope [21] . It is based on the subsampling of periodic signals as described in [22] . The sampler exploits the high bandwidth of MOS transmission gates by using one to periodically sample the analog voltage on the capacitance of an internal node. This voltage is then converted to a current that is driven off-chip into an oscilloscope. By making the internal waveform repetitive and then sampling it only once per period, we can allow the bandwidth of the output current to be significantly lower than that of the internal signal being measured. Furthermore, by sampling at a period that is slightly different from the chip period , we can capture the entire waveform over the course of samples. The oscilloscope thus will display a time-expanded version of the on-chip waveform, running at the beat frequency of the chip and sampler clocks. Several samplers were used to measure different signals (see Fig. 18 ), and each was individually calibrated to avoid process variation inaccuracies between samplers. Fig. 19 plots the on-chip sampled waveforms for the global word line, a predecoder output, sense enable, bit lines, and the read bus. The SPICE simulated waveforms for these nodes are also shown. The measured results are 13% faster than the simulated results for the signal assertion edges. As can be seen from Fig. 19(a) , the global word-line recovery is very slow. The global row decoders are not self-resetting, and the small PMOS devices in the global row decoder, which only have across their gate-to-source terminals, must reset the gate. Additionally, a process skew increased the absolute value of the low-, further weakening the device. The global word line is the cycle-time-limiting signal.
Since we did not place a sampler on the SRAM outputs, we estimate the access time by adding the simulated global sense delay to the measured delay up to the inputs of the global sense amplifiers (Fig. 20) . At 1-V , the access time was 7.3 ns. A simulation of a version of the test-chip design using all full-swing signals (predecoder outputs, global word lines, bit lines, and write bus) and all low-NMOS transistors in the decoder had an access time 13% faster than the simulation of the half-swing design. Thus, the speed degradation due to the use of half-swing signalling is small.
The samplers were also used to measure the noise injection due to capacitive coupling on the predecoder outputs. The worst case interwire noise coupling in a twisted 8-bit bus was measured to be 40 mV for a 0.5-V pulse attacker. The wires are 1 mm long, 0.45 m wide, and with 0.6 m spacing.
The accuracy of the charge recycling capacitance matching can be obtained by not connecting the supply and allowing the chip to free-run. If no external supply is connected to , then the supply line will asymptotically approach the value , where is the positive pulse capacitance and is the negative pulse capacitance. The free-run voltage is frequency dependent at low frequencies due to the leakage current of the supply line but asymptotically approaches the settling value for higher frequencies as the leakage current becomes small compared to the signal switching currents. When the prototype was allowed to free-run at 100 MHz and 1-V , settled at 0.49 V for reads, 0.58 V for writes, and 0.53 V for a 1 : 1 mix of reads and writes. So for reads, when the only charge recycling is occurring in the decoder, is 4% larger than . For writes, when there is charge recycling in the decoder and between the write bus and bit lines, is 38% larger than . The less efficient charge recycling for the bit lines and write bus is due to the two sets of signals being matched having differing capacitance makeups and hence being more sensitive to process skews. While in the decoder, the signals being matched all had roughly the same capacitance makeup. The test chip operated properly during the free-run testing, further indicating robustness in the half-swing signalling paths.
VI. CONCLUSIONS This paper has introduced a half-swing pulse-mode gate family that when combined with self-resetting techniques has shown that significant power savings can be achieved without affecting performance in certain applications. The reduced noise-margin problems are surmountable by using a PMOS leaker device and careful layout. The gates operate robustly even at high supply voltages. By using this technique, the 2-K 16-b SRAM prototype dissipates 0.9 mW at 100 MHz using a 1-V . The half-swing bit lines contribute to the significant reduction of the write power, and correct operation is observed even when . Additionally, highly efficient charge recycling is shown to be possible with careful design and simulation.
For larger SRAM designs, or for any other application where there are numerous high-capacitance lines between logic blocks, the power savings for using the half-swing pulse-mode gates would be significant. The large reduction in write power using the referenced bit lines would be especially useful in embedded SRAM's with large word widths and frequent writes. While the reduced noise margin will limit the use of these techniques to circuits with regular wiring, in these situations they look promising for reducing power with a minimum performance penalty.
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