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apart from its concrete realities or specific properties. Common definitions of symbolic thinking (symbolization) are similar: something used for or regarded as representing something else, where the symbol can be arbitrary (possess no qualities of the represented object). In this regard, symbolization can be viewed as a more concretized category of abstraction, because abstraction is more often considered in the context of mental representations without external or physical referent, though there is certainly some kind of internal concept or referent. When anthropologists refer to symbolic behavior, they most often refer to not only to the process of symbolization with external representations (e.g., the 77,000-year-old Blombos shell beads) but also to the process of abstraction and thus the formation of mental concepts. However, shell beads should not be too hastily accepted as a sine qua non of modern thinking or modern syntactical language (e.g., Henshilwood et al. 2004) . Ancient beads may indeed be representative of such processes, but they are not necessarily or automatically so. As Botha (2008) so aptly noted, there are a series of inferential steps in the process of deciding whether shell beads represent "fully syntactic language" (Henshilwood et al. 2004:404) .
In the attempt to identify a prototypic cognitive basis for the origin of modern symbolic thinking, any candidate trait should be innate and unambiguously set the foundation for modern symbolic thinking. Though the term "innate" is undoubtedly vexed by its pretheoretic imprecision, here the term means (1) determined by factors present from birth, (2) genetically inherited, (3) fundamental to representational struc-ture, and (4) shared with other species (Carey 2009; Cummins and Cummins 1999; Smith 2004) . "Innateness" implies that ontogenetically, the trait should be evident early in humans when the influence of language and culture is minimal, and it should have some specifiable and demonstrable neurological substrate. "Sharedness" says something about a trait's phylogenetic age and adaptive value, and this in turn implies that there should be something about the trait that is both unique to our species and adaptive beyond simple reproductive survival. The latter implies the trait should set an unambiguous foundation for modern thinking by connecting the world of sense perception to the domain of concepts and in turn connecting concepts to their expression and shared meaning as signs in material culture and language. We propose that numerosity possesses these characteristics, and thus, we tentatively believe it may serve as one possible feral cognitive basis for basic abstractive and higher-level symbolic thinking.
Numerosity appears to be both innate and shared. It appears early in human ontogeny, demonstrated in infants only a few months old (e.g., Ansari et al. 2005; Feigenson, Dehaene, and Spelke 2004; VanMarle and Wynn 2010) . Many species-nonhuman primates (apes and monkeys), birds (parrots and pigeons), and mammals (horses, dogs, raccoons, rats, and dolphins)-share with humans the nonverbal ability to recognize quantity (Ardila 2010; Cantlon, Platt, and Brannon 2008; Dehaene, Dehaene-Lambertz, and Cohen 1998; Haun et al. 2010) . Apes diverged from Old World monkeys about 25 million years ago (mya), birds from dinosaurs about 150 mya, and mammals from cynodonts about 200 mya (Bright 2009 ), time lines that may suggest numerosity is phylogenetically ancient and possibly an ancestral characteristic. While this assumes that primate numerosity is largely both homogeneous (the same process) and homologous (the same origin), an assertion for which the archaeological record may never provide definitive proof, it nonetheless seems a more parsimonious explanation than independent and parallel evolution in diverse primate lineages. Numerosity is also evolutionarily adaptive. Ansari (2008) speculates that it was selected because the ability to evaluate the quantity of food, other resources, competitors, or predators would serve critically important survival functions. Certainly the ability to recognize and make correct decisions about relevant numerical information (i.e., that ࡗࡗࡗ is better than ࡗ when the subject is food but worse when it comes to predators) would bear directly on reproductive success, selecting an ability to appreciate and understand nonsymbolic numbers that is independent from any language or culture. Finally, numerosity has aspects of neurological uniqueness in Homo sapiens (e.g., Fias et al. 2007) , and it is adaptive in a culturally material sense, thus positioning it as one possible feral cognitive basis for abstraction and symbolic thinking. Feigenson, Dehaene, and Spelke (2004) proposed that numerosity is made up of two core systems, "subitization" and "magnitude appreciation." Subitization (derived from the Latin word for "sudden" and connoting that the recognition of small numbers is performed quickly, accurately, and with confidence; Kaufman et al. 1949 ) provides a precise and distinct appreciation for small quantities of individual objects. In infants, Feigenson, Dehaene, and Spelke (2004) noted that subitization is limited to three or four objects (a limit that also appears to constrain number terms as noted in historical linguistics). It is important to note that subitization is not synonymous with counting (i.e., counting requires ordinality or number sequencing; subitization does not), though subitization may serve as an important cognitive precursor to counting (e.g., Carey 2009 ). The second core system, magnitude appreciation, provides the ability to appreciate large but approximate numerical magnitudes. Feigenson, Dehaene, and Spelke (2004) noted that magnitude appreciation can be demonstrated in children as young as 6 months old. They concluded that it is "noisy" (not exact) but captures clear interrelationships among different groups of large numbers. Interestingly, both core systems appear to be robust across various sense modalities. The latter finding provides evidence for the hypothesis that numerosity is inherently an abstractive process.
An additional aspect of numerosity is "ordinality," the ability to construct ordered sequences. Unlike the small quantities in subitizing, integers are ordered according to their relative magnitude-2 is more than 1, 3 is more than 2, and so on. Ordinality, however, is not limited to relative quantities only in numbers; it is necessary for any ordered sequence, including letters of the alphabet, days of the week, months of the year, and so on. Ordinality is not entirely a learned convention; the brain does it automatically (e.g., Hubbard et al. 2009 ). The neurological roots of ordinality appear to lie in spatial cognition: apparently the brain conceives of ordered sequences as spatial strings of discrete phenomena laid out in a spatial sequence. The number line for integers (1, 2, 3, . . ., n) is the best-known example of such a spatial string, but the spatial roots of ordering are true not just for numbers but for other ordered sequences as well, including letters.
Neurological Substrate of Ordered Sequences and Numerosity: The Intraparietal Sulcus
The primary neurological substrate for ordered sequences, numerical and otherwise, lies in the intraparietal sulcus (IPS; e.g., Ansari 2008; Fias et al. 2007; Hubbard et al. 2009; Miller et al. 2003) , which also contains neurons specialized to respond to numerical quantities (e.g., Diester and Nieder 2008) . As noted earlier, human infants, nonhuman primates, other mammals, and birds share the ability for nonsymbolic numerosity (e.g., Haun et al. 2010) , and this implies that the ability to judge basic quantity is independent of language. Additionally, nonsymbolic numerosity in human infants is an important precursor to symbolic numerosity in human adults (e.g., Carey 2009; Piazza 2010) , which poses the question of how nonlinguistic, nonsymbolic numerosity in human infants develops into linguistic, symbolic numerosity in human adults.
While there are disparate theories about how children map the semantic meaning of number words onto their nonverbal representations of numbers, noted that the neurons of the IPS respond selectively to both nonsymbolic and symbolic numbers. Dehaene (2007) proposed that when numerosity detector neurons in the IPS have been habituated to activation by nonsymbolic numbers, a habituation shared with other species and thus innate, the habituation transfers to adjacent neurons that support the recognition of associated symbolic notations. This transferred habituation may be unique to Homo sapiens, the only species known to use symbols and engage in symbolic thinking. These studies suggest the IPS helps to establish semantic associations between numerical concepts and signs, thus providing an important basis for connecting the world of sense perception to the domain of symbolic concepts. also suggested that adult numerical cognition derives from numerical abilities present in children yet naive in regard to symbolic numbers (see also Carey 2009). They used functional magnetic resonance imaging (fMRI) to demonstrate nonsymbolic number activation in IPS neurons in children and noted that by the age of four, the IPS begins to respond more strongly to judgments of object number than to changes in object shape. Zamarian, Ischebeck, and Delazer (2009) found that as numerical competence is gained, brain activation shifts from the prefrontal cortex (PFC) to the IPS. Similarly, Ansari et al. (2005) found elevated PFC activity in children naive with regard to Arabic number symbols when dealing with number cardinalities (i.e., how many objects in a number symbol); however, once the task of memorizing Arabic number symbols had been mastered, only the IPS appeared to be activated. Intriguingly, when tested adults for symbolic numerosity, they found the IPS continues to be specifically activated but that additional number-specific neurons are recruited in adjacent areas as well. For example, multiplication tables and other mathematical operations appear to rely on the left angular gyrus (AG) and the supramarginal gyrus (SMG; Dehaene et al. 1999) , which both lie in the inferior parietal lobes. Zamarian, Ischebeck, and Delazer (2009) found that during arithmetic tasks, brain activation shifts from the IPS to the AG, which they ascribed to the retrieval of numerical information from memory or the development of mathematical expertise. Other evidence points to significant linkage between the IPS and AG, which seems to support the manipulation and expression of number concepts. For example, Gerstmann syndrome (e.g., Roux et al. 2003 ) links damage to the AG with acalculia (inability to process numbers), finger agnosia (inability to differentiate among one's fingers or hands), and impaired finger counting (the IPS-AG link is important to the ability to express numbers in material phenomena and perform fine manipulations of technology). Thus, the IPS in conjunction with the AG and SMG appears to facilitate not only basic number operations such as subitization and finger counting but also may support the higher-level mathematical operations requiring semantic mapping of number concepts to number terms. In summary, the IPS appears to be the core of a cerebral network that is critically important to the appreciation and understanding of both nonsymbolic and symbolic numbers.
How Numerosity May Set a Foundation for Modern Symbolic Thinking
The IPS has also been implicated in appreciating and understanding other, nonnumerical symbols. Fias et al. (2007) found that the IPS, particularly its horizontal segment (hIPS), is activated in tasks demanding ordinal relationships between numbers. In a study of human participants, they found, as hypothesized, that ordinal comparisons of letters activate the same neural networks involved in number-ordinality tasks, in particular, the hIPS and IPS. They suggested that similar activation patterns do not necessarily imply that the same neurons respond to numerical and nonnumerical order because other evidence suggests that IPS neurons are highly specialized for number functions (e.g., Nieder and Miller 2004) . Nonetheless, Fias et al. (2007) found clear evidence that the hIPS is activated in alphabetical-order tasks and, more importantly, that the level of abstraction "goes well beyond the levels of abstraction . . . so far established with number processing" (p. 8955). This is consistent with Dehaene's (2007) proposal that the habituation of IPS neurons to nonsymbolic numbers transfers to adjacent neurons to support the recognition of symbolic notations for numbers. Fias et al. (2007) also concluded that the higher-level abstraction realized by the hIPS in symbolic letter processing remains closely linked to the lower-level sensory-based abstractive neural mechanisms because of its grounding in the general ability to represent visuospatial information.
The role of the IPS in symbolic number and letter processing and its close linkage to sense perception and the AG provide a potential solution to the "symbol-grounding problem" (Dehaene 2007) , the question of how arbitrary shapes, which lack intrinsic meaning in themselves, become intelligible symbolic representations through cognitive assignments of meaning (Harnad 1990 ). Dehaene (2007) noted that the nonsymbolic representations of numerosity enabled the ability to attach the arbitrary shapes and sounds of numerical notations and words to innate nonsymbolic representations of numerical concepts, and this in turn affords, in a cultural scenario with developed mathematical concepts, greater conceptual mathematical competence. Because the number-specialized neurons of the IPS appear to transfer their ability to habituate to nonsymbolic number stimuli to symbolic stimuli in general, numerosity appears to bridge the world of sense perception and the domain of symbolic concepts. Because it also connects concepts to their expression and shared meaning as signs in material culture and language, it may help set one of the foundations for modern symbolic thinking.
Is numerosity inherently abstractive? This question is fraught with debate. However, as has been recently noted (Cohen Kadosh and Walsh 2009), a consensus view has emerged over the past decade of research that numerosity is an abstractive process because number appreciation and differentiation occur regardless of the nature of input stimuli (visual dots and patterns, auditory and/or verbal sounds and tones, etc.), and this information can be reliably and validly transferred onto a variety of other stimuli and senses, thus meeting many common definitions for abstraction. Even those who challenge the default position that numerosity is inherently an abstractive process (Cohen Kadosh and Walsh 2009) note that it can be considered an abstractive process, but only under certain experimental task conditions (i.e., intentional but not automatic number processing); however, there is little agreement on the latter position (Cohen Kadosh and Walsh 2009).
The Expression of Numerical Signs in the Archaeological Record
Numbers and the basic and higher-level mathematical operations they allow may be an important and possibly universal principle of cultural organization (i.e., even where material culture is relatively limited, numbers enable their possessors to ensure trade equity, plan future harvests, etc.). Number concepts as they developed historically in writing and speech appear to progress from icons and indexes to symbols (e.g., Menninger 1992) . Prehistoric indications of this progression emerge even earlier in the archaeological record with counting devices such as those found at Blanchard, Cellier, and Lartet about 28,000 years ago ( fig. 1 ) and the Tai plaque about 14,000 years ago, possibly used for the purposes of quantifying trade equity, keeping track of hunting kills, or recording lunar or menstrual cycles. At the very least, the people who made these plaques were quantifying something, possibly lining up sets of objects with each other or with the marks to achieve a one-to-one correspondence of quantity. This methodology requires neither an explicit nor a sophisticated vocabulary for number concepts (nor perhaps any language at all). Because it seems possible to have number concepts without any linguistic terms for them-that is, it is possible to quantify, count, and use number concepts for which there are no spoken terms or written symbols-it therefore appears possible that number concepts may be independent of language. Certainly there are languages that lack extensive vocabularies for number concepts, such as Amazonian Pirahâ and the Ceylonese Wedda (see Everett 2005; Menninger 1992, respectively) . These prehistoric devices, along with stones, notched bones and sticks, knotted strings, and clay tokens appear to express embodied sensorimotor associations of numerical quantity in external material phenomena (Malafouris 2010b), and perhaps they constitute the earliest known emergence of numerical signs.
Linguistic evidence suggests that subitization and magnitude appreciation continue to underlie number concepts in historic times. Linguistic terms for number concepts consistently emerge in an overall temporal sequence: ordering, grouping, grouped groupings, and graduated number sequences, with written symbols for number concepts always preceding linguistic ones (Menninger 1992) . Menninger also proposed that number terms emerge in two major phases, an earlier phase consistent with subitization and a later phase consistent with magnitude appreciation. The earlier phase is limited to number terms up to three or four (a limit consistent with subitization rather than the number of fingers on a hand) and contains words for numbers as adjectives. During this phase, number terms seem to emerge in a sequence: "one," "two," and "many," with the latter subsequently converting to "three" (intriguingly, number-concept development in modern children parallels this sequence [e.g., Carey 2009 ], implying that subitization may be the more primary and thus the more evolutionarily ancient of numerosity's dual systems; however, see Piazza 2010) . The emergence of "three" or "four" appears to break a conceptual barrier, leading to the later phase of number-term emergence. The later phase (consistent with magnitude appreciation) detaches number adjectives from their physical referents to derive abstract number concepts and large-number concepts. This later phase includes the formation of new "ones" and "twos" now recast as "tens" and "twenties," "one hundred," "one thousand," etc., terms that indicate magnitude approximations (numbers that cannot be grasped cognitively in the same way that small numbers can) and that are typically marked by archaic forms signifying their formation subsequent to and on earlier phase (subitization) terms.
Numerosity may also provide a key mechanism for this process as follows: number concepts may be formed by the innate processes of numerosity from the sense perception of objects. As embodied concepts, numbers may have then been expressed through fingers and then external devices and only later in writing and speech, respectively. The physical expression of concepts may have created a shared conceptual space in which concepts were used, imitated, taught and learned, and communicated as icons, indexes, and symbols in writing and speech. Embodied numerosity, then, may have been integral to the process whereby symbolic thinking emerged in Homo sapiens, raising the important question of what might have caused this to occur in H. sapiens and no other known species.
Recent work by Bruner (Bruner 2004 (Bruner , 2010 Bruner and Holloway 2010) supports the supposition that frontal-lobe widening and reshaping distinguish the brains of archaic members of the genus Homo from H. sapiens and Neanderthal. However, Bruner also identified a second evolutionary trajectory in H. sapiens but not in Neanderthals: the relative expansion of the parietal-lobe volume and a particular expansion in the superior region of the parietal lobe, the IPS. Bruner wondered whether such parietal variation would be accompanied by relevant cognitive changes. His best guess for the nature of this possible cognitive change comes from the traditional understanding of parietal-lobe functions: visuospatial integration and simulation, sensorimotor integration, and multimodal processing. The cognitive repercussions of IPS expansion are far from being understood, but as has been noted, it is a region linked to both numerical concept generation and symbolic grounding. In addition, Bruner noted an inferior displacement of the AG and SMG into Wernicke's area (the posterior part of the superior temporal lobe), well established as the neural substrate for inner speech and language comprehension. This displacement might have provided these regions with the advantages of proximity: inter-and intraneuronal connectivity, greater neuronal density, and adjacency during spreading activation, thus connecting the functions of the IPS (numerosity, symbolic grounding) with those of the AG (higher-level cross-domain thinking, including metaphorizing; Ramachandran 2004), SMG (inner speech), and Wernicke's area (speech comprehension).
In H. sapiens, the anterior part of the IPS is evolutionarily new and appears to provide an advantage in the sophisticated manipulation of fingers and technology, as proposed by Orban et al. (2006) , an advantage that we believe may come from the close linkage between the IPS and AG. They conducted a series of fMRI studies in the IPS of humans and rhesus monkeys. They found the human IPS has four regions visually sensitive to two-dimensional shape and three regions representative of central vision. In monkey IPS, they found only two shape-sensitive visual regions and one region devoted to central representation. They concluded that the anterior part of the human IPS has no homologue in the monkey IPS, indicating the anterior IPS in humans may be evolutionarily new. They also concluded that these new regions, by representing additional aspects of visual stimuli, might allow a much more "detailed analysis of the object to be manipulated along many dimensions such as size, 3D orientation, 2D and 3D shape, etc., providing very sophisticated control of manipulation" (Orban et al. 2006 (Orban et al. :2664 . They proposed that the increased number of parietal regions in humans provides greater control of a much wider range of body movements and have suggested that it has some significance for the perception of "moving objects with moving parts" that might be typical of sophisticated tool handling and fabrication (Orban et al. 2006 (Orban et al. :2664 .
The core systems of numerosity, subitization in particular, appear to mediate finger counting. Rips, Bloomfield, and Asmuth (2008) argued that the principles underlying the natural structure of numbers cannot necessarily be inferred from sen-sorimotor interactions with the physical world. In contrast, Andres, Di Luca, and Pesenti (2008) argued that finger counting in childhood under cultural and motor constraints helps to instantiate core systems in numerosity and natural numbers. They proposed that finger counting teaches the concept of a unique first element (the thumb or little finger, depending on the culture); that there is a unique and immediate successor for each element in the sequence; and that there is a unique, immediate predecessor for elements in the sequence (except for the first). Thus, finger-based representations may help to instantiate ordinality (sequencing) and cardinality (the measure of the number of elements of a set). Finger counting may also instantiate Feigenson, Dehaene, and Spelke's (2004) dual core systems, as magnitudes of two sets may be compared (e.g., four fingers on one hand are greater than two fingers on the other), and the understanding of four "things" and two "things" may also be enhanced. Andres, Di Luca, and Pesenti (2008) disagreed with Rips, Bloomfield, and Asmuth (2008) , who argued that finger counting is primarily mediated by these innate core systems of numerosity. However, the two positions are not necessarily at odds with each other: finger counting is obviously mediated by the core systems of numerosity, whether primarily or secondarily.
More important to the present hypotheses is the idea that finger counting and the manipulation of material phenomena may help to express the embodied core systems of numerosity. As Malafouris (2010b) suggested, the process of counting with fingers or clay tokens can be viewed as "an integrative projection between mental-the basic biological 'number sense' . . . -and physical-. . . domains of experience" (8). In Malafouris's opinion, the clay tokens do not stand for numbers directly but rather facilitate the manipulation of their properties by making them visible and tangible. He believes, therefore, that a difficult and inherently meaningless conceptual problem such as counting is transformed by way of projection with stable material structures into a visuospatial domain that is much easier to manipulate cognitively. It may be no mere coincidence, therefore, that the classic function ascribed to the parietal lobes has been somatosensory integration, and it is provocative to think that the foundation of these integrative processes may rest on neurons that have a high specificity for number that also inform higher levels of cross-domain and symbolic thinking.
Numerosity and Higher-Level Cross-Domain Thinking
Analogical reasoning involves mentally mapping one situation onto another, which often results in new sights and novel information. Metaphoric reasoning is largely synonymous with analogical reasoning, but more specifically, metaphors are figures of speech. As such, they often facilitate thinking across different conceptual domains, and thus they may be said to be representative of higher-level cross-domain thinking. Metaphors involve similarities between two things that appear to be different, often with one thing abstract and the other concrete. Metaphors share an important characteristic with numerosity in similarly expressing abstract concepts in more tangible forms to make them more accessible cognitively. Metaphors may thus provide insights into unknown or nonphysical subjects from familiar or physical subjects or things, perhaps extending or creating knowledge and enabling its communication (e.g., Chiappe and Chiappe 2007; Lakoff and Johnson 1999) .
Metaphors consist of vehicle and target domains. In a metaphor such as "love is a rose," the metaphoric vehicle "rose" transfers its attributes to the target, the abstract topic of "love." An abstract topic provides relevant dimensions for attributes, while a concrete vehicle such as "rose" provides various properties for the attributes. In metaphor theory, the relevant properties associated with the vehicle form a superordinate category. The category in this case is the class of "beautiful, ephemeral things." The category is superordinate in the sense that the literal meaning of "rose" is simply a type of flower, so the literal meaning is transcended. People hearing the metaphor understand "rose" as referring to the superordinate category that includes "love" as a member. It is important to note that the literal category is not relevant to the metaphor except in helping to form the superordinate category.
Interestingly, the AG and PFC appear to be important in metaphor production. From studies of brain-damaged patients, Ramachandran (2004) implicated the AG as critical to metaphor production and appreciation. Chiappe and Chiappe (2007) found that the ability to generate metaphors and the ability to understand increasingly complex metaphors is highly dependent on the inhibitory aspect of the executive functions of the PFC (see Coolidge and Wynn 2001 for a more detailed description of these functions in the archaeological record and their role in the evolution of modern thinking). Particular attributes of the vehicle may be irrelevant (e.g., the fact that rose roots contain nitrogen-fixing bacteria is not generally relevant to "love is a rose"), and those aspects must be inhibited. Reuland (2010) describes a similar inhibitory process occurring in linguistic recursion where particular attributes or thoughts must be at least temporarily suspended from realization (awareness) until subsequent phrasal attributes are realized. Other cognitive functions of the brain are certainly implicated in metaphors; for example, Chiappe and Chiappe found that metaphor aptness requires greater working-memory capacity (see Baddeley 2007 for additional information about working memory and see Wynn 2005 and Wynn and Coolidge 2005 for additional details about its evolution).
Numerical concepts are often couched in metaphoric language and may underlie it cognitively. Lakoff and Nú ñez (2000) proposed that conceptual metaphors are a central cognitive mechanism for the extension from numerosity to higher levels of mathematics and symbolization. They claimed that the conceptual cross-domain mapping in metaphorizing is primary, while metaphorical language use is a secondary pro- cess derived from the cross-domain mapping. Because every language has a system of spatial relationships supported by an inherent system of perceptual and spatial logic, they also believed that much of everyday abstract reasoning is derived from logical inferences based on embodied spatial reasoning and spatial logic. Indeed, it is an interesting and suggestive phenomenon that infants can subitize and judge the relative size of larger sets well before they have any coherent linguistic abilities, implying that they may have innate mathematical abilities independent not only of language but also relatively independent of meaning.
We therefore tentatively hypothesize that the dual systems of numerosity provide an intuitive basis for analogies and metaphors. So, pace Lakoff and Nú ñez (2000) , who argue that mathematics exapted preexisting nonnumerical cognitive abilities for metaphors, we propose that higher mathematical capabilities may have been built on the feral cognitive process of numerosity as follows: conceptual schemas for numbers (subitization and magnitude appreciation) were automatic and preattentive well before any facility with language or exposure to culture developed. The inferior displacement of the AG and its close linkage with the IPS enabled Homo sapiens to express intangible numbers in tangible ways, making them easier to manipulate (Malafouris 2010b ). This tangible expression had sequelae that included both the creation of a shared conceptual space for symbol grounding to occur and the prepotent and intuitive cognitive environment for higherlevel cross-domain thinking.
What is the cognitive environment for higher-level crossdomain thinking? According to Lakoff and Nú ñez (2000) , the simultaneous activation of two distinct areas of the brain results in the neurological process of "conflation," the cognitive embodiment of two different aspects of experience that creates a single complex experience. They argue that such conflations generate cross-domain neural links, and these in turn may ultimately give rise to conceptual metaphors. Notably, the function traditionally ascribed to the parietal lobes, somatosensory integration, may be highly reflective of the cross-domain conflative mapping so characteristic of analogical reasoning and metaphorizing. Thus, numerosity, number-concept expression in tangible media, and number metaphors in language may have primed the cognitive environment for further higher-level cross-domain thinking independent of numbers.
Lakoff and Nú ñez (2000) also proposed that the metaphor "numbers are things in the world" is a basic, unconscious metaphor. They stated that it arises from four "grounding" metaphors: (1) "object collection," which involves subitizing and counting physical objects; (2) "object construction," in which wholes are made up of parts; (3) "measuring stick," in which physical segments are envisioned as parts of a unit length; and (4) "motion along a path," which uses physical movement in a straight line to imagine numbers on a continuum. We propose that it may have also developed in reverse. First, we think the basic metaphor might be better characterized as the metaphor "things in the world are numbers." Second, we think that the ur-metaphor may give rise to any that follow (e.g., the four grounding metaphors for number concepts and nonnumerical metaphors as well). The relationships among these concepts-things in the world, embodied numerosity, the ur-metaphor, and the grounding metaphors-are depicted in figure 2.
We believe the reversal might convey a better sense of how number concepts and metaphors were formed in H. sapiens: objects in the world were sensed and perceived, and the IPS (through subitization and magnitude appreciation) formed innate senses of quantity. IPS activation in turn stimulated the AG and SMG (e.g., Roux et al. 2003) , leading to the formation of number concepts. Number concepts then activated the shared neurophysiological substrate (parietal lobes), enabling their expression through mechanisms such as finger counting, physical objects such as stones and knotted strings (Malafouris 2010b) , and more sophisticated external algorithmic counting devices ( fig. 1 ). This tangible expressiveness may have enabled symbol grounding and created the cognitive environment for higher-level cross-domain thinking. Thus, we come to a crux in our argument: the 32,000- 
Neanderthal Speculations
It is also provocative to speculate how differences in parietal volume relative expansion, particularly in the IPS (Bruner 2004 (Bruner , 2010 Bruner, Manzi, and Arsuaga 2003) , might have affected Neanderthal cognition. If nonhuman primates and other nonprimate species share numerosity with humans, then Neanderthals would have possessed it as well. However, lacking the parietal expansion that characterizes Homo sapiens (Neanderthals show a widening of the upper parietal region but lack the enlargement of the anteroposterior region of the parietal lobes; Bruner, Manzi, and Arsuaga 2003), Neanderthals might have lacked the higher-level symbolic capabilities associated with the IPS. According to the work by Orban et al. (2006) , this might imply that Neanderthals lacked some ability with regard to the finely detailed visual representation of "moving objects with moving parts" and hence sophisticated tool handling and fabrication (Orban et al. 2006 (Orban et al. :2664 . This purported lack of ability in Neanderthals is perhaps reflected in their spears, more often designed to be thrust rather than thrown great distances (e.g., Trinkhaus 1995).
More importantly, if Neanderthals lacked the higher-level symbolic capabilities associated with the IPS and inferiorly displaced AG, it might have implications for their capacity for the more sophisticated symbolic reasoning associated with language. This should not be interpreted, as some suggest (e.g., Tattersall 2009 ), that Neanderthals were prelinguistic. Provocatively, Zilhão et al. (2010) recently suggested that there were no cognitive differences between Neanderthals and H. sapiens about 50,000-30,000 years ago. They based their claim on findings of pigment and shell necklaces associated with Iberian Neanderthals. However, as was previously noted about the Blombos beads, there is an inferential difference between claiming that shell necklaces were intentionally made and worn and assuming that shell necklaces reflect fully modern syntactic language and thinking (see Botha 2008; Wynn 2009 for more complete discussions of the steps in these inferential assumptions). Wadley, Hodgskiss, and Grant (2009) noted that archaeological artifacts are not necessarily imbued with symbolism, and Botha stated that being able to behave symbolically does not necessarily imply the ability to engage in fully syntactic language. Thus, it may be that Neanderthals intentionally made and wore shell-bead necklaces nearly 50,000 years ago. However, this may be behaviorally possible without the higher-level cognitive abilities associated with fully symbolic syntactic language. It is possible that Neanderthals communicated through language but may have been denied particular sophisticated language capabilities, such as recursion, subjunctive pragmatics of speech (formation of hypotheticals), and-critical to our argument-analogical reasoning associated with metaphors.
Conclusions
We have proposed that the core systems of numerosity may have helped to instantiate the human cognitive ability for basic abstractive thinking and higher-level symbolic thinking such as analogical reasoning and metaphors in language. It is a provocative position, as there are some who argue numerosity is not inherently an abstractive process (e.g., Cohen Kadosh and Walsh 2009) and some who think language is the mental tool that informs numbers; that is, "Without language, no numeracy" (Hurford 1987:305) . In suggesting that the neural and cognitive bases for numerosity may provide a model for understanding at least one basis for the evolution of modern symbolic thinking, we realize that our argument, as is invariable in any speculations about the origins of human cognition, becomes more tenuous as it progresses. For example, without unambiguous evidence that IPS damage entails an inability to process metaphors (to our knowledge, this has not been demonstrated), we cannot rule out that it may be the case that IPS-AG linkage is limited to number concepts and their physical and linguistic expression. Accordingly, we also cannot rule out the possibility that a different neural cognitive mechanism or a cultural mechanism supports the creation of nonnumerical analogies and metaphors. Similarly, there are many hypotheses about why the Neanderthals became extinct, and indeed, recent DNA evidence suggests that their extinction was neither complete nor adversarial. Nonetheless, in view of numerosity's many intriguing characteristics-its innateness, evolutionary and cultural adaptiveness, neurological uniqueness in Homo sapiens, explanatory power for symbolic grounding, consistency with the paleoanthropological and historical linguistic record, and so on-we believe that it is a good candidate for one foundation of modern symbolic thought and higher-level cross-domain thinking.
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Why the "Symbol-Grounding Problem" for Number Symbols Is Still Problematic Humans, over the course of cultural history, have invented symbolic systems for the abstract representation of numerical magnitude. At the same time, there is abundant evidence demonstrating that humans share with nonhuman species the ability to process nonsymbolic representations of numerical magnitude (for a review, see Nieder and Dehaene 2009 ). This therefore raises the question of the nature of the relationship between cultural symbols and nonsymbolic representations of numerical magnitudes amounting to the "symbol-grounding problem" (Harnad 1990 )-the question of how symbols are connected to their referents. This paper by Coolidge and Overmann provides a broad interdisciplinary discussion of the symbol-grounding problem for numbers. Though I concur with many of the arguments put forward by Coolidge and Overmann, I am less confident about the current proposals for a solution to the symbolgrounding problem.
Because humans share with animals systems for the representation and processing of nonsymbolic numerical magnitudes, one straightforward solution to the symbol-grounding problem is to assume that initially arbitrary shapes (i.e., Arabic numerals) or combinations of phonemes (i.e., number words) acquire their meaning by being connected with nonsymbolic representations of numerical magnitude. Indeed, the idea that symbols acquire their meaning by being mapped onto evolutionarily ancient systems for the representation of numerical magnitude is a dominant theoretical position in current cognitive neuroscience accounts of the origins of symbolic number processing (Dehaene 2007; Piazza 2010) .
Despite this theoretical consensus, the empirical literature on the relationship between symbolic and nonsymbolic representation of number has thus far not supported a strong relationship between the two. For example, several studies have revealed that important measures of symbolic and nonsymbolic number processing, such as the numerical distance effect, are not correlated with one another (Holloway and Ansari 2009; Maloney et al. 2010) . If there were a strong connection between symbolic and nonsymbolic representations of numerical magnitude, then the metrics used to measure the features of these representations should be significantly related to one another.
Questions need to be urgently answered. At what level are symbolic and nonsymbolic magnitude representations connected with one another? And importantly, what role is played by development in this mapping process? In this context, one relevant debate in the literature that receives little attention in Coolidge and Overmann's paper concerns the precise nonsymbolic foundation for symbolic-nonsymbolic mappings. As Coolidge and Overmann point out, there is evidence on the one hand for a system for the precise representation of small sets (1-4) and on the other hand a system for the approximate representation of larger sets of numbers (Feigenson, Dehaene, and Spelke 2004) . Currently, there is no consensus about which of these systems provides the nonsymbolic foundation for the symbolic-nonsymbolic mapping process. In studies of how children learn the meaning of counting, some evidence suggests that the acquisition of the meaning of number words is underlaid by the small-number system (Le Corre and Carey 2007), while other evidence points to the foundational role of approximate representations of large numbers (Wagner and Johnson 2011) .
One of the fundamental problems in the present discourse is the assumption that nonsymbolic formats of number representation are equivalent to numerical magnitudes. However, even an array of dots is an external representation of numerical magnitude. In this vein, the use of the term "nonsymbolic" may be misleading, because an array of six dots is a representation of 6 and is not isomorphic with the internal, psychological, and neuronal representation of 6 (though see Burr and Ross 2008) . For the brain to process six dots numerically, processes need to ensue that transform the external nonsymbolic representation into an internal representation of numerical magnitude. Though we have some insights into how this transformation process might be realized (Roggeman et al. 2011; Santens et al. 2009 ), there are still many open questions about the relationship between internal and external representation of nonsymbolic number. I hypothesize that once we have a better handle on these processes, the precise nature of how symbols are mapped onto nonsymbolic representations will become clearer. In view of this, I would advocate that it might be more useful to refer to "nonsymbolic" representations as "iconic" symbols and cultural symbols, such as Arabic digits and number words, as "noniconic" symbols.
In conclusion, the intuitively appealing notion that symbolic thinking in the domain of number is grounded in the mapping between symbolic and nonsymbolic representations of numerical magnitude represents an important pillar of the theoretical arguments put forward by Coolidge and Overmann. In this commentary I have argued that while it is undeniable that evolutionary ancient systems for the representation of numerical magnitude must, at some level, provide the foundations of semantic processing of numerical symbols, there are many open questions that need to be answered to provide a solution to the symbol-grounding problem in the domain of number processing. The field needs to move beyond assuming nonsymbolic-symbolic mapping toward a developmentally plausible model of how symbols are connected to numerical magnitudes. When we have answers to these fundamental questions, the broader issues discussed by Coolidge and Overmann will rest on more solid foundations. Is Numerosity an Evolutionary Basis for Symbolic Thinking?
Alfredo Ardila
Coolidge and Overmann in their paper "Numerosity, Abstraction, and the Emergence of Symbolic Thinking" propose that numerosity, understood as the ability to represent and use numbers, may be considered as one cognitive basis for abstract thinking in general and modern symbolic thinking in particular. That is a very interesting and well-analyzed proposal. As clearly explained in the paper, numerosity includes subitization (recognition of small quantities) and magnitude appreciation (global quantification; i.e., what collection is larger). But, as pinpointed toward the end of the paper, it may represent just one of the bases for the evolution of modern symbolic thinking. Without a doubt, symbolic thinking requires other abilities in addition to the numerical-related abilities (e.g., executive function abilities), and numerosity follows a complex evolution leading to the development of arithmetic, calculation, and modern mathematics.
At the evolutionary origin of numerosity, ordinality has to be recognized (i.e., elements are ordered according to their relative magnitude; it is not limited to relative quantities only in numbers but is necessary for any ordered sequence). Ordinality consequently means the ability to construct ordered sequences. Ordinality has to be distinguished from cardinality (i.e., the last number in a sequence is the cardinal value of the sequence). Seemingly, from the historical point of view, both ordinality and cardinality have a different origin for small quantities (up to about three), considering that the names for ordinal and cardinal numbers do not have any relationship (e.g., one-first, two-second; see table 5 in Ardila and Rosselli 2002) . Initially, "first" probably had the meaning of "initial" (e.g., "I go first"), whereas "second" was related to "later" or "after" ("you go second"). They had a temporal and also spatial meaning but not an evident cardinal meaning. For higher quantities there is an obvious correspondence between ordinality and cardinality (e.g., four-fourth, five-fifth).
Calculation ability under normal circumstances requires not only the comprehension of numerical concepts but also that of conceptual abilities and other cognitive skills. Calculation ability represents an extremely complex cognitive process. It has been understood to represent a multifactor skill including verbal, spatial, memory, and executive function abilities (Ardila and Rosselli 2002) . Its association with body knowledge is evident in counting, originally associated with finger sequencing. Counting, finger gnosis, and even lateral spatial knowledge may present a common historical origin. Seemingly, calculation abilities were derived from finger sequencing (Ardila 2010) . On the other hand, there is an evident and significant association between calculation abilities and general intellectual performance (Ardila, Galeano, and Rosselli 1998) . Consequently, it is understandable that calculation deficits have been reported as an early sign of dementia (e.g., Mantovan et al. 1999 ).
Coolidge and Overmann suggest that it seems possible to have number concepts without any linguistic terms for them, and hence, it appears possible that number concepts may be independent of language. This is an important observation and indeed an issue that should be emphasized: numbers have at least two different representations, numerical and verbal. For example, the number "3" (numerical representation) is independent of language and understandable for any speaker of any language using a similar Arabic numerical representation; but the number "three" (verbal representation) is English-language dependent and only understandable by English speakers. In neuropsychology it has been established that the transcoding ability (converting one type of numerical representation into the other) can be impaired in case of brain pathology (Deloche 1993) . Transcoding in one or other direction (i.e., from the numerical to the verbal system or from the verbal to the numerical system) can be abnormal in different conditions and associated with different language disturbances (Ardila and Rosselli 2002) .
There are some controversial points in Coolidge and Overmann's paper. For instance, they seem to relate "inner speech" with the SMG activity and related brain posterior language areas. Nonetheless, frequently "inner speech" has been supposed to be related more exactly with Broca's area activity (e.g., Ardila 2011; McGuire et al. 1996) . Indeed, this is not a tangential issue, because the question of "inner speech" may represent a crucial question in understanding the origins of human cognition (Vygotsky 1962) . But the basic proposal of this paper is most important: numerosity may contribute to and represent one of the bases for the development of abstract thinking.
Emiliano Bruner
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There is no doubt that numerosity in our species concerns peculiar cognitive features. Whether it is a matter of grade with the other mammals or a capacity that has evolved through brand-new elements, it must in some way be linked to some special relationships with the origin of modern humans. It is difficult to imagine that such a complex tool kit could be the result of one single transformation associated with one single gene or one single anatomical component or one single neural function. Numerosity is likely to be a "quantitative character" in terms of neural evolution, including, within its general definition, different aspects and different functions. The proposal from Coolidge and Overmann on the evolution of numerosity belongs to those new theoretical perspectives in which the integration between different disciplines offers the key to provide complete and effective hypotheses on cognitive evolution.
Paleoanthropology deals with anatomy or, more precisely, with residual anatomy. In particular, it deals with only the shape and size components of the anatomical system, namely morphology and morphometrics. All that paleoanthropologists can do is to transform geometrical variations of anatomical elements into numbers in order to fit or generate quantitative models. Through multidisciplinary integration, such numerical results can support (or not) hypotheses developed according to functional, cognitive, or cultural evidence provided by neurobiologists, psychologists, and archaeologists. That is, fossils alone (this is what paleoanthropology deals with) cannot be used to provide robust inferences on concepts such as abstraction or symbolic thinking unless such inferences are presented as opinions and not as hypotheses. In terms of cognition, fossil remains deal with the anatomical background; culture and artefacts deal with the behavioral counterpart. There is a polarity between the paleontological and archaeological evidence, and this relationship is not the confirmation of the theory but its main subject of investigation. A bird may have a thick beak to eat hard seeds, or else it can eat hard seeds just because it has a thick beak. Within the never-ending debate about the polarity between anatomical and behavioral changes on which comes first, causes and consequences must be (at least tentatively) delineated in order to step into a real evolutionary context. In terms of morphology, the distinctiveness of the parietal areas in modern humans is patent (Bruner 2004; Bruner, De la Cuétara, and Holloway 2011a; Bruner, Manzi, and Arsuaga 2003; Gunz et al. 2010 ). Differences and variations in the parietal lobes have always been a major topic in paleoneurology, dealing with the origin of hominoids (Holloway 1981) , of hominids (Dart 1925) , and of the human genus (Tobias 1987; Weidenreich 1936 ). Taking into account the possible involvement of these areas in simulation, mental experiments, and the generation of a virtual world through the eye-hand "ports" (Bruner 2010) , it seems reasonable to suggest that many numerosity functions can be directly related to the networks of the parietal areas (mental representations, internal concepts, serialization, and ordinality). The converging results on the role of the intraparietal area from paleoneurological (Bruner 2010) , cytoarchitectonic (Orban et al. 2006) , and functional (Ansari 2008; ) analyses further suggest possible common frameworks. We can thus surely state that the hypothesis is largely in agreement with the fossil record, which shows anatomical changes in modern humans associated with parietal areas involved in functions that are part of relevant processes also involved in numerosity. At this point, the issue of polarity comes to the fore. As for the bird's beak, on the one side we have expanded parietal elements, while on the other we have complex behaviors. Were those parietal components selected after evolutionary pressure on a specific behavioral capacity (in this case, numerosity), or alternatively is this capacity a useful constraint/by-product of our brain configuration? Is numerosity a selected ability, able to influence fitness sufficiently to induce an adaptive cognitive shift? After all, even if numbers "apply to everything," hundreds of thousands of animal species have almost no idea about this, and their fitness is incredibly good anyway.
We must carefully take into account that all these cortical districts are central to overdistributed networks and particularly that their functions are largely integrated into a frontoparietal system, which should not be dissected into discrete units (Culham and Kanwisher 2001; Hagmann et al. 2008; Jung and Haier 2007) . Interestingly, the form variation of deeper parietal areas has been also related to patterns of brain morphological integration (Bruner, Martin-Loeches, and Colom 2010) and mental speed (Bruner et al. 2011b ). Even if this may be a real biological/evolutionary signal, we must take into account that the central position of these areas in terms of topology and neural networks make them sensitive to many different direct and indirect sources of change.
Numerosity is a relevant issue in the origin of the modern mind, and I agree that changes at the parietal areas may have been directly involved in this process. At the same time, these cognitive abilities cannot only be related to a single event or to a single cause, being more likely the result of a more complex integration between different and relatively independent neural substrates, probably through feedbacks with nonbiological factors associated with the dynamics of cultural transmission. The human ability to engage in abstract, stimulus-independent, computation-hungry forms of cognition has intrigued archaeologists, psychologists, and philosophers for decades. Why is Homo sapiens, more so than other animals, able to engage in these types of reasoning? Many scholars have approached this question by proposing one or a few key changes in human cognition as the catalyst for human-specific abilities, including sharing intentionality (Tomasello and Carpenter 2007) , pretend play (Carruthers 2002) , and the ability to reason about structural higher-order relationships (Penn, Holyoak, and Povineli 2008) . Coolidge and Overmann provide an interesting addition to these theories in their argument that numerical cognition provides the precursor to our ability for abstract thought.
Helen De Cruz
Developmental and neuroscientific evidence is compatible with an alternative view that regards number as one among several cognitive technologies (Frank et al. 2008) . Humans depend extensively on alterations of their environment for their survival. Technologies, such as stone-tool knapping or fire making, accomplish such alterations. They rely on human cognitive and physiological adaptations, but they require additional practice and instruction. Cognitive technologies also rely on human feral cognitive and physiological adaptations, which they extend in culture-specific ways. They differ from other technologies in that they are not aimed at altering our physical surroundings but at transforming our cognitive environment. They alter its informational character, among others, by making some of its features more salient (Sterelny 2010 ). We do not physically alter a terrain by drawing a map, yet using a map makes it easier to navigate; a calendar does not alter time, but it allows us to record cyclical events that would otherwise escape our notice and to plan more efficiently (De Smedt and De Cruz 2011) . Other examples of cognitive technologies include language, which helps humans to manipulate, communicate, and focus on abstract ideas (Jackendoff 1996) ; music, which alters mood, fosters group cohesion, and communicates ideas that are not easy to express linguistically (Patel 2008) ; and literacy, which allows us to store, manipulate, and transmit ideas with greater accuracy than would be possible through speech alone.
Numbers are cognitive technologies because, as Coolidge and Overmann recognize, they constitute "an important and possibly universal principle of cultural organization (i.e., even where material culture is relatively limited, numbers enable their possessors to ensure trade equity, plan future harvests, etc.)." They rely on innate human numerical capacities but require additional cultural elaboration as well. Natural number concepts, although widespread, are not universal; numerical concepts such as fractions, zero, or negative numbers are rare and require specific cultural circumstances, for example, the presence of a positional numerical notation system for the development of zero (De Cruz and De Smedt 2010) .
How do humans accomplish the extension of their feral cognitive capacities in their cognitive technologies? One way is through deliberate practice, which results in a reshaping of neural structures in order to be better adapted at their new tasks. For example, the neural effects of literacy can be seen in changes in white matter and corpus callosum density (Carreiras et al. 2009 ). These neural changes can be explained by the well-known principle of Hebbian learning, where a repeated and persistent excitement of one neuron by another results in metabolic changes in both cells that increases their connectivity (long-term synaptic potentiation). In the case of number, cultural exposure to symbolic numerical representations could result in long-term synaptic potentiation between areas such as the IPS and the AG. The linkage between IPS and AG is thus not only the result of human-specific neural specializations but is also partly due to deliberate mathematical instruction and practice that fosters long-term connections between these areas. Indeed, as the authors point out (following Zamarian, Ischebeck, and Delazer 2009), the effects of arithmetical practice can be seen in a greater activation of AG and less recruitment of IPS.
A second way to extend our cognitive capacities is through material scaffolding, where internal cognitive resources are supplemented with external ones. In the case of arithmetic, humans rely on a variety of material supports, including finger counting, tallies, and abaci (De Cruz 2008) . The occurrence of ancient tallies and calculators of at least 30,000 years old suggests that this practice is central to human numerical cognition. Such external practices have an impact on the neural level as well: Chinese and Westerners have differing neural signatures of arithmetic, with a greater contribution of language-related areas in Westerners, a result of rote learning of arithmetical facts, and a greater involvement of the premotor area in Chinese speakers, presumably as a result of instruction through abacus calculation (Tang et al. 2006) . In sum, although the architecture of the human parietal cortex may have facilitated human-specific numerical cognition, the unique reliance of humans on material culture, instruction, and deliberate practice has played a crucial role to develop numbers into a cognitive technology.
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Coolidge and Overmann argue that numerosity, the ability to appreciate and compare nonsymbolic quantities of items, may serve as a possible evolutionary cognitive basis for human abstraction. Their article offers, no doubt, a fresh way to look at the origins of symbolic thinking. The contribution they make lies in recognizing that the neurological substrate for numerosity-comprising primarily the IPS, the AG, and the SMG in the inferior parietal lobes-may have also provided a potential means of bridging the world of sense perception and symbol by way of metaphor. Naturally, the attempted synthesis can only be incomplete. Regrettably, the timing or sequence of these critical events in the development of numerical thinking and their precise relation with the archaeological record remain vague. Putative recording devices such as the 14,000-year-old Tai plaque, briefly discussed, provide at best evidence for concrete counting (one-to-one correspondence of quantity) and tell us very little about the emergence of number concept. Yet those limitations should prompt us to question the archaeological record for more supporting evidence and challenge our current theoretical presuppositions. In the following I want to focus on a question that I feel may hold the key to a better understanding of the evolutionary processes that Coolidge and Overmann discuss: how did humans develop the concept of number?
As Coolidge and Overmann discuss, numerosity is an evolutionarily ancient biological competence shared by preverbal infants and nonhuman animals. Indeed, humans are not unique in their ability to extract numerical information from the world. And yet moving beyond this "basic number sense" (Dehaene 1997 ) of subitization and magnitude appreciation presupposes a mental leap that no other animal seems capable of doing (e.g., Biro and Matsuzawa 2001) . What is it, then, that drives the human mind beyond the limits of this core system? Many researchers would claim that it is language (the presence of number words and verbal counting routines) that enabled humans to move beyond the threshold of approximation (see Gelman and Gallistel 2004) . But from a long-term archaeological perspective, language cannot account for the emergence of exact numerical thinking in those early contexts where no such verbal numerical competence and counting routine could have existed. I should explain that what we seek to understand here should not be confused with how children nowadays map the meaning of available number words onto their nonverbal representations of numbers. My concern is not with the semantic mapping process by which a child learns number words or to associate, for instance, the word "ten" with the quantity 10. My question instead is about how you conceive or grasp the quantity of 10 when no linguistic quantifier, or symbol to express it, is yet available. The latter does not refer to a process of learning but to a process of active discovery or enactive signification (Malafouris 2008 (Malafouris , 2010a . I suspect that despite the evident association between language and exact arithmetic, language lacks in itself the necessary "representational stability" (Hutchins 2005) that would have made possible such a transition. How did we do it then?
Elsewhere I have tried to answer that question focusing on the Neolithic Near Eastern accounting system (Malafouris 2010b) . I suggested that the invention of the clay-token system offered a "material scaffold" able to objectify and simplify the problem of number and thus to restructure the cognitive task needed for its solution. This restructuring may have forged an extended reorganization in the neural connectivity of the critical intraparietal areas associated with numerosity. In other words, the tangible material reality of the clay token-as an "epistemic" artefact (Kirsh 1995) -made possible that the parietal system, previously evolved to support numerosity, gets reorganized and thus partially "recycled" to support the representation of exact number (cf. Piazza and Izard 2009).
The above hypothesis, I think, is consistent and complementary with much that is being proposed by Coolidge and Overmann, especially in terms of the neurological network of numerosity and the links with metaphorical thinking. Where our views seem to diverge nonetheless is in how we perceive the role of material culture in the development of numerical thinking. The "internalist" foundation of Coolidge and Overmann's model allows that material culture can only be seen as a passive externalization device. On this construal, the clay token may well facilitate or provide the stimulus for the expression of number, but the mental process that really matters is realized in neural tissue and localized somewhere in the parietal regions of the brain. In other words, for Coolidge and Overmann the process responsible for the development of numerical and symbolic thinking takes place inside the head (but see Overmann, Wynn, and Coolidge 2011) . I propose instead that this process extends beyond skin and skull and would have been impossible to achieve by the unaided biological brain. In fact, I argue for the ontological priority of material engagement in the emergence of abstract thinking and symbolic number. What this claim holds, put simply, is that the material instantiation of the concept of number must precede or coemerge with its neural instantiation. From such an enactive perspective, finger counting, engraved marks, or clay tokens do more than simply stand for number: they bring forth the number (Malafouris 2008 (Malafouris , 2010a .
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Coolidge and Overmann have gathered an impressive amount of material from disparate areas such as semiotics, developmental psychology, neurobiology, and archaeology. Particularly inspiring are their views about the putative cognitive factors motivating analogical reasoning and metaphoric thinking in us humans. Here, I would like to take a slightly different stance on what it means to understand symbols. Reviewing neurobiological evidence, I will arrive at the conclusion that the PFC, not the parietal cortex, endows Homo sapiens with symbolic thinking.
In the target article, the term "symbol" (and thus "symbolic thinking") is used for all sorts of associations between a signifier and a signified. This is problematic because not all referential associations need to be symbolic. Referential associations can adopt different levels of complexity (Deacon 1997; Peirce 1955) , from icons (reference based on similarity) and indexes (reference based on contiguity or correlation) to symbols (arbitrary signs embedded in a referential system). Symbolic reference is crucially a link between sign-sign relations, not between individual sign-object relations. As a consequence, only symbols can be manipulated on the basis of compositional rules (i.e., syntax). When evaluating the emergence of symbolic thinking in H. sapiens, this distinction becomes essential because only symbolic reference distinguishes humans from animals. Iconic (tally sticks, finger counting, shell beads) and indexical (shape-quantity associations) representations of cardinality can also be mastered by animals (Diester and Nieder 2007 ), but such representations do not progress on to the level of symbols. Evidence for iconic stages can be found both in human history and in children's acquisition of numbers (Wiese 2003) . Children, however, rapidly transcend this stage, and numerical competence in humans passes from an iconic to an indexical and finally symbolic stage. This is the striking discontinuity that needs to be explained during human evolution. Which brain area allows us to establish semantic associations to ultimately arrive at a symbol system? The authors advocate the parietal lobe, and the IPS in particular, as the key structure for the emergence of symbolic thinking. The IPS is surely a core structure for the representation of semantic aspects of numerical quantity (Nieder and Dehaene 2009; Nieder, Diester, and Tudusciuc 2006) . However, neurobiological evidence suggests that the (granular) PFC may fulfill the requirements necessary for high-order associations between signs, ultimately giving rise to the cultural invention of linguistic and number symbols (Nieder 2009 ). This development can be witnessed both phylogenetically (in nonhuman primates) and ontogenetically (in human infants). Diester and Nieder (2007) trained rhesus monkeys to associate the shapes of Arabic numerals with the numerosity of dot patterns ranging from 1 to 4. Only in the PFC, but not in the IPS, many of the same neurons were equally active to the numerical values assigned to the numeral shapes. Thus, in nonhuman primates, both prefrontal and parietal neurons represent numerical values, but unlike parietal neurons, only prefrontal neurons have the additional capacity to associate numerosity and an Arabic numeral shape as its indexical referent. These findings suggest the PFC as the prime phylogenetic source in the mapping process of initially meaningless shapes to semantic categories, giving rise to an indexical understanding of signs. Support for this assumption comes from recent fMRI studies with children. When comparing numerical values in symbolic (numerals) and nonsymbolic notation (sets of dots), children at the ages of six and seven invoke the same cortical networks previously described for adults, with parietal brain regions as key structures. Interestingly, however, children also recruit the inferior frontal cortex (granular frontal cortex BA 44/45) for notation-independent numerical processing to a much greater degree than adults (Cantlon et al. 2009; Kaufmann et al. 2006) . Similarly, a greater engagement of frontal brain regions during Arabic numeral judgments (Ansari et al. 2005 ) and symbolic arithmetic tasks (Rivera et al. 2005) has been described in children compared with adults. These results point to the PFC as the cardinal structure in acquiring a symbolic number concept during ontogeny. Only with age and proficiency, the activation seems to shift to parietal areas.
Coolidge and Overmann concentrate on semantic aspects of symbol systems. However, to establish a full-fledged symbol system, meaningful sign-object associations must be accompanied by rules guiding the structuring of signs (syntax). Syntax and semantics of individual sign-sign relations are inextricably linked. Such circuitry representing rules is also hosted by the PFC. In monkeys required to flexibly switch between "greater than/less than" rules, Bongard and Nieder (2010) have recently shown that the activity of single neurons reflected these abstract numerical rules. We speculate that these neuronal circuits in the monkey lateral PFC could readily have been adopted in the course of primate evolution for syntactic processing of numbers in formalized mathematical systems. The collected empirical evidence argues that the network of the PFC, not the parietal cortex, endowed us humans with full-fledged symbolic thinking.
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Coolidge and Overmann discuss the neurological substrate of numerosity processing because it is one of the a priori conditions for numerosity processing to play a role in the development of the abstraction capacity. In this description they make two inappropriate assumptions that are unfortunately very frequently made, even by researchers in the field. First, they consider the brains of monkeys and humans to be highly similar and presume that anatomical regions such as the IPS correspond functionally in the two species. The human brain is much larger than that of monkeys: the human cortical surface is about 10 times that of monkeys. The two species, which diverged over 23 MYA, exhibit quite different behaviors, and it therefore is not surprising that at least in some respects the brains of the two species differ significantly. One such instance is the inferior parietal cortex, which is greatly expanded in humans (Van Essen and Dierker 2007) . As a consequence, human cortical regions corresponding to monkey regions located in the IPS have moved dorsally and are located in the medial wall of the human IPS or even in the adjacent superior parietal lobule (SPL; Durand et al. 2009; Grefkes and Fink 2005) . In the monkey, numerosity-selective neurons are located in the ventral intraparietal area (Nieder and Miller 2004) , and their human counterparts should therefore be located in the SPL. The second point of confusion is between recording single neurons and fMRI. The latter technique measures a hemodynamic response in so-called voxels, which are typically a few millimeters on a side and include millions of neurons. Given the pooling of so many neurons, it is difficult for fMRI to quantify the main property of single neurons in that sample: their selectivity for a functional aspect of the stimulus, here numerosity. Indirect techniques, such as repetition suppression or multivoxel analysis, have been devised to circumvent these limitations, but with only limited success (Sawamura, Orban, and Vogels 2006) . A meaningful relationship between single neurons recorded in monkeys and fMRI data obtained in humans can, however, be established using monkey fMRI as a linking technique (Orban 2011) .
In their discussion concerning the abstraction of numerosity, the authors describe two processes: linking a sensory (e.g., visual) representation of a number of objects to a symbol (the number) and relating ordered sequences of numbers to sequences of other symbolic entities such as days or months. The latter process has a higher chance of being typical of the human lineage. Indeed, Diester and Nieder (2007) have shown that by training monkeys, prefrontal neurons may acquire selectivity for abstract symbols that have been associated with visual quantities through training. After training, prefrontal neurons exhibit selectivity for a given numerosity and for the symbol associated with it by training. In their study, Diester and Nieder (2007) found very few parietal neurons with this combined selectivity. It is, however, possible that with training at an earlier age, such parietal neurons may be observed in the monkey parietal cortex. Therefore, we should consider the possibility that the first step in abstracting numerosity is shared with nonhuman primates. The second step in the abstraction process, generalization across different types of ordered sequences (Fias et al. 2007) , remains more likely a typically human achievement, although here also it is difficult to assess which of our ancestors possessed this capacity.
When discussing changes in the parietal lobe during the evolution of our species, the authors quote our studies demonstrating that functional properties of parietal regions have changed during evolution (Orban et al. 2006; Vanduffel et al. 2002) . In particular, we have shown that sensitivity to motion and to three-dimensional shape extracted from motion is stronger in the human than in the monkey parietal cortex. In those studies, we suggested that some of the functional differences in the parietal lobe may be related to tool use, which is much more developed among humans than in nonhuman primates. Recently, we provided direct evidence for a parietal region involved in understanding tool use that is present in humans but not monkeys ). Tools have the advantage that their development can be traced in the archeological record. Using this record, we speculated that this parietal area was perhaps present in Homo erectus, to whom the Acheulian in-dustrial complex has been attributed (Ambrose 2001) . This makes it extremely unlikely that parietal differences reported by our group (Orban et al. 2006; Vanduffel et al. 2002) would differentiate Neanderthals from present Homo sapiens, as the authors state. While the level of abstraction achieved may be different between H. sapiens and Neanderthals, this difference is unlikely to be related to the functional differences we described in the parietal cortex. For all their physical distinctiveness, human beings are most sharply differentiated from all of nature's other denizens by an intangible: the way in which they process information in their heads. Plenty of other animals display highly "intelligent" behaviors, at least in certain realms, but-as far as we can ascertain-only humans have the capacity to re-create the world in imagination and to communicate with each other about the alternative worlds they are thus able to perceive. The shorthand expression that is often used for our unusual cognitive style is "symbolic thinking," and while Coolidge and Overmann are entirely correct to lament the imprecision with which this and other terms such as "abstraction" are typically used, it is nonetheless true that this vocabulary works quite effectively on the level of metaphor. And, as they themselves admit-though in an entirely different context-given the fact that we know so little about how our individual consciousness is physically generated in the brain, we are largely limited to metaphor in discussing the origin of our unique mode of cognition.
Ian Tattersall
Coolidge and Overmann suggest here that the human capacity for abstraction is underpinned by an advanced capacity for numerosity, a basic ability of which the rudiments are quite widely distributed among the vertebrates and beyond. Of course, seeking the origins of human uniqueness in an attribute widely shared with other organisms is an inherently limited enterprise, and it is one that is feasible only in a strictly (and here perhaps inappropriately) adaptationist context. But Coolidge and Overmann nonetheless argue quite eloquently that evolutionarily new structures residing in the expanded inferior parietal lobes of the modern human brain are intimately involved both with the complex style of numerosity we humans exhibit and with our unique modes of reasoning. What is more, they propose that advanced "core systems of numerosity" in the parietal cortex may not only have provided the essential underpinnings of abstractive and metaphorical thought but may have "instantiated" it.
Along the way Coolidge and Overmann anticipate a variety of cogent objections to this proposal, to which one might add a more general difficulty: namely, the vulnerability of all "silver bullet" adaptive explanations for important innovations in human evolution. In evolution, structure (present as a result of genomic accident) has to precede new functions if only because without structure, there can be no function. This fact places many well-worn debates in paleoanthropology in a new context. Was the adoption of bipedality by early hominins due to the advantages offered by freeing of the hands or by seeing danger farther away or by moving or thermoregulating more efficiently? Well, it really doesn't matter, because once you have stood up, you have bought the entire package, warts and all. The key was standing up in the first place. Similarly, the relatively abrupt appearance in the archaeological record of evidence for symbolic behaviors (after the appearance of anatomical Homo sapiens) suggests a post hoc cooptation of a preexisting neural system to a new use not in the adaptive biological context suggested by Coolidge and Overmann but in an entirely cultural one.
Still, there must be a neuroanatomical basis for the human ability to make mental associations in a way in which no other organism ever seems to have done (for the record, I trust I have never referred to the Neanderthals as "prelinguistic," as Coolidge and Overmann allege here; based on what can reasonably be inferred from the archaeological record, "nonlinguistic" would be more accurate). In the search for that new anatomical ingredient, most authorities have in recent years turned to the human PFC. And the signal service that Coolidge and Overmann perform in this contribution is to broaden the focus of that search. Half a century ago the great neurologist Norman Geschwind (1964) identified object naming as the foundation of language (the ultimate symbolic activity, unique to humans) and implicated as the physical basis of this new behavior the vast expansion of the inferior posterior part of the parietal cortex, specifically the AG. Geschwind believed that object naming is possible in humans and unique to them because they alone can make associations between pairs of nonlimbic stimuli. And he pointed to the inferior posterior parietal region lying physically "between the association cortices of the three nonlimbic modalities: vision, audition, and somesthesis" as "admirably suited to play the role of . . . way-station" among them (Geschwind 1964:165) . Back in the mid-twentieth century, Geschwind was limited to inferences based purely on anatomical relationships. But now Coolidge and Overmann have greatly extended his approach to include highly suggestive neuroimaging data from several recent studies, and in doing so they have opened up new perspectives on the origin of human cognition.
Reply
Despite challenges on several issues, the major conclusion of our argument-that the core systems of numerosity may have helped to instantiate the human cognitive ability for basic abstractive thinking and higher-level symbolic thinking-re-mains largely intact. Many of the commentaries highlighted essential aspects of our argument, enriching them with greater depth and insight. We thank the commentators for lending their expertise and experience, and we thank the three reviewers for their many helpful criticisms and suggestions.
In Ansari's commentary, there is clear agreement between his view and ours, that humans and nonhuman species share the ability to process nonsymbolic representations of numerical magnitude and that symbolic thinking is grounded by mapping symbolic on nonsymbolic representations of numerical magnitude. Ansari appropriately points out, however, that the precise nonsymbolic foundation for symbolic-nonsymbolic mapping lacks consensus and requires further research. The literature on numerosity and symbol grounding has yet to settle debate on several key points. One such point, noted by Ansari, arises from the prediction that numerosity and mathematics performance should correlate with one another if the first serves as the foundation of the second. Indeed, several studies suggest that the abilities to appreciate magnitudes and perform simple arithmetic are related, with greater exactness (or inexactness) in the ability to appreciate nonsymbolic numerical magnitudes improving (or degrading) symbolic arithmetic performance (e.g., Gilmore, McCarthy, and Spelke 2010; Holloway and Ansari 2009; Jordan et al. 2007; Libertus, Feigenson, and Halberda 2011; Mazzocco, Feigenson, and Halberda 2011; and Mundy and Gilmore 2009 ).
Ansari points out another significant and unsettled debate, the question of how the two components of numerositysubitization and magnitude appreciation (Feigenson, Dehaene, and Spelke 2004) -work together within and across the domains of nonsymbolic and symbolic quantities. Given a relation between numerosity and mathematics performance, that relation should hold similarly within and across the nonsymbolic-symbolic domains. Indeed, some evidence suggests that the relation between nonsymbolic numerosity and symbolic mathematics performance does transcend the nonsymbolic-symbolic domains (e.g., Barth et al. 2006 ). Though consensus has not been declared, the direction of the literature suggests that symbolic representations of number may indeed map onto innate abilities for numerosity. However, we must note that we do not believe that numerosity alone solves the mystery of symbol grounding, for if that were the case, other species that share numerosity might also share symbolic understanding. Rather, we think that numerosity uniquely combines with the abilities to finely manipulate fingers and objects (Orban et al. 2006 ) and express concepts as material culture (see De Cruz commentary; Malafouris 2010b) , thereby creating a shared conceptual space for symbols. In Ardila's comment, we have initial agreement between his view and ours that numerosity may be considered one of the important cognitive bases for abstract thinking in general and modern symbolic thinking in particular. We are also in agreement that number concepts can be appreciated and understood without linguistic terms for them, thus largely supporting the independence of numerosity and language. Numerosity is shared with humans by nonlinguistic species and prelinguistic human infants, while many aspects of language are uniquely human (e.g., Brannon 2005; Coolidge, Overmann, and Wynn 2011; Hauser, Chomsky, and Fitch 2002) . Certainly, some aspect of quantity transcends language, as fingers indicating quantity can intelligibly crosscut the lack of a common linguistic medium, as Ardila aptly notes. Finally, we are also in agreement that the ability for inner speech is a significant one in human cognition and may be crucial in understanding its origins. As to the issue of our placing inner speech in the SMG and related posterior language areas (as opposed to Ardila's placing it "more exactly" with Broca's area), we note that the issue is far from settled. Recent work by Geva et al. (2011 ), Lurito et al. (2000 , and Owen, Borowsky, and Sarty (2004) implicates a far more complex relationship among the SMG, posterior brain areas, and Broca's area in the production of inner speech. What is more germane to the central focus of our argument is that the classic neural substrates of inner speech are collocated with the IPS, and research demonstrates that these areas activate together in number operations (Roux et al. 2003) .
Symbol grounding also appears to be influenced by the way in which embodied cognition and material culture interact with numerosity to yield symbolic understanding. Regarding embodied cognition, Malafouris finds an "internalist" emphasis in our article, perhaps a stricter one than we had intended, for we thoroughly concur with his conception of dynamic interaction between the human mind and material culture, and we are in agreement with his arguments that clay-token systems of the Neolithic offer a material scaffold with which to objectify yet simplify numeric concepts, and the restructuring that is involved does forge an extended reorganization of the neural connectivity of parietal-lobe systems. In the Paleolithic, however, there would have been little material culture for bootstrapping or scaffolding number concepts, and an internalist model captures at least the spirit of what may have inspired our ancestral hominids to express inchoate concepts through their fingers as material artifacts, creating a shared conceptual space that in turn influenced the minds creating it.
This process of expressing abstract numerical concepts as material culture would have depended on the shared or adjacent neural substrates and functions for numerosity and the ability to perform fine manipulations of fingers and objects (Orban et al. 2006 ). Malafouris rightly points out that the 14,000-year-old putative counting device, the Tai plaque, tells us little about the emergence of number concepts; in some respects, the same issue exists for the Neolithic clay-token system as a material scaffold. While we agree with his characterization of the parietal system being reorganized and "partially 'recycled'" to support the exact representation of number through material scaffolding in its support of numerosity, the issue for us is what initiated the process. To us it appears that our internalist foundation is not simply a "passive externalization device," as Malafouris characterizes it; instead, numerosity becomes a necessary but not sufficient condition for how the process began. So where Malafouris argues for "the ontological priority of material engagement in the emergence of abstract thinking" and thus the appreciation of symbolic number and that material instantiation of number concepts must precede (or coemerge) with its neural instantiation, we would argue that material engagement and scaffolding followed from the innateness of numerosity and the ability to express number concepts materially. Finally, we are in complete agreement with Malafouris that enactive processes such as finger counting and archaeological evidence of engraved marks and tokens "do more than simply stand for number: they bring forth the number."
We appreciate De Cruz's observation that our argument (i.e., numerical cognition provides a precursor to the human ability for abstract thought, although she specifically wrote "provides the precursor" [our italics]) is an interesting addition to theories of numerical cognition. We differ, however, with her alternative view, which is that number is simply one among several cognitive technologies, such as stone-tool knapping or fire making, which also accomplish alterations of human environments. We do not disagree with the latter two as cognitive technologies nor with the idea that they require instruction and practice. We also agree with De Cruz that subsequent adaptations transform our cognitive environment, creating salient features on which humans can act more rationally and successfully. However, in our view, numbers are a unique cognitive technology because, as De Cruz writes, "They rely on innate human numerical capacities but require additional cultural elaboration as well." It is not clear that stone-tool making or fire making have the same cognitive potential for modern symbolic thinking as that possessed by numerosity.
De Cruz notes the importance of material support (things like finger counting, tallies, and abaci) to numbers, and we would emphasize that finger counting undoubtedly preceded external material scaffolds and number concepts in writing and speech. Furthermore, in our view, finger counting was the first material scaffold and a highly likely precursor for the understanding of the concepts of ordinality and cardinality. This interrelationship between numerical representations and finger movements remains significant in contemporary accounts of arithmetic abilities. At a minimum, fingers are useful cross-cultural tools in learning to count (Crollen, Seron, and Noël 2011) . Other research suggests that finger and hand movements may play an even greater role in the mastery of counting and simple arithmetic (Ardila 2010; Domahs et al. 2010; Imbo, Vandierendonck, and Fias 2011; Klein et al. 2011; Sato et al. 2007 ). Finally, we stand in complete agreement with De Cruz that the human parietal cortex facilitated humanspecific numerical cognition and that the reliance of humans on material culture and scaffolding, instruction, and deliberate practice helped develop numbers into a unique cognitive technology.
With regard to the comments by Bruner and Nieder, Nieder views the PFC rather than the parietal cortex as the cardinal structure involved in acquiring symbolic number concepts and thus symbolic thinking. In this regard, we prefer Bruner's view that these cortical areas are central to a number of overdistributed networks whose functions are mostly integrated into a frontoparietal system that "should not be dissected into discrete units" (see Bruner's comment) . Further, we agree with Bruner that it is reasonable to assume that many of the functions of the parietal lobe-mental representations, internal concepts, serialization, and ordinality-appear to be directly related to the functions of numerosity. Again, however, we have not argued that modern cognitive abilities are related to a single event or a single cause, namely, numerosity. We are in complete agreement that numerosity is an issue highly relevant to the origin of modern thinking and that parietal areas and the frontoparietal system were critical to its evolution.
With regard to Bruner's issue of polarity, we have argued that numerosity has been a naturally advantageous ability that has influenced adaptive fitness in our and other species. In our species, however, it is numerosity in conjunction with the ability to perform fine manipulations of fingers and objects (Malafouris 2010b; Orban et al. 2006 ) and language centers that seems to make us cognitively unique. From the perspective of process initiation, we believe it was the collocation of numerosity and the ability to finely manipulate fingers and objects in the IPS (Orban et al. 2006 ) that led to the ability to express numerical and other concepts as material culture (Malafouris 2010b ). This in turn enabled a dynamic interaction between mind and material, resulting in a complex integration of neural substrates through culturally mediated practice effects (see De Cruz's commentary) .
Nieder concludes that the present empirical evidence supports the hypothesis that it is the PFC network (not the parietal cortex) that endows humans with fully symbolic thinking. We agree with Nieder that the IPS is a core structure for representing semantical aspects of numeric quantity, and our arguments are not incompatible with the role of the PFC for syntactic functions and the appreciation of higher-order associations between signs. However, while syntax may be inextricably linked to semantics in modern human communication, this does not seem to be the case in other contemporary species capable of mastering symbolic numbers. Nieder points to one such study in which rhesus macaques were trained to master symbols for numbers (Diester and Nieder 2007) . Macaques represent a primate lineage that diverged from common ancestry with humans roughly 25 MYA; they lack the prefrontal and parietal encephalization that distinguishes humans from other primate species (Blum 1994; Falk 2007) . The macaques were able to perform a number-symbol task without possessing abilities for language or syntax. This underscores the relative independence of language (including syntax) and numerosity as well as the shared innateness of numerosity within primates.
Orban claims that we made two "inappropriate assump-tions," the first of which is that we considered the brains of monkeys and humans to be "highly similar." However, this claim mischaracterizes our position in the paper. On this point, we cited Orban's own work (Fias et al. 2007; Orban et al. 2006 ), and we clearly noted distinct differences in human and monkey IPS form and function: "numerosity has aspects of neurological uniqueness in Homo sapiens"; "the anterior part of the [human] IPS is evolutionarily new and appears to provide an advantage in the sophisticated manipulation of fingers and technology, as proposed by Orban et al. (2006) "; "the increased number of parietal regions in humans provides greater control of a much wider range of body movements . . . [with possible] significance for the perception of 'moving objects with moving parts' that might be typical of sophisticated tool handling and fabrication (Orban et al. 2006 (Orban et al. : 2664 ." Thus, for Orban to conclude "they consider the brains of monkeys and humans to be highly similar and presume that anatomical regions such as the IPS correspond functionally in the two species" is simply not an accurate representation of our position in our paper, neither by manifest statements nor by implication. Orban claims our "second point of confusion" was in regard to assumptions about brain functions made by comparing the results of single-neuron recordings and fMRI. As Orban points out, fMRI has limited capacity for quantifying the main property of single neurons. Interestingly, he cites his own work (Orban 2011) in parallel fMRI studies: "A meaningful relationship between single neurons recorded in monkeys and fMRI data obtained in humans can, however, be established using monkey fMRI as a linking technique." We note that Orban et al. (2006) , on which we drew heavily, is one such parallel study. We are, however, in complete agreement with Orban in the following, which are important points in our work and that of Orban and his colleagues. First, numerosity is an inherently abstractive process. Second, the process of abstraction involved in basic numerosity is shared with nonhuman primates. Third, we completely agree with Orban and his colleagues that there appears to be a second or higher level of abstraction-generalization across different kinds of ordered sequences-that may be unique to humans.
With regard to Orban's final comments about tool use, parietal areas, and the differences between H. sapiens and Neanderthals, we are in agreement that "the level of abstraction achieved may be different between H. sapiens and Neanderthals." However, it appears that Orban objects to our citing his work (Orban et al. 2006 ) as a justification for reputed functional behavioral differences between H. sapiens and Neanderthals. Let us be clear: Orban et al. (2006) stated "that a portion of the anterior part of human IPS is evolutionarily new. This additional cortical tissue may provide the capacity for an enhanced visual analysis of moving images necessary for sophisticated control of manipulation and tool handling" (2647). Bruner's work (Bruner 2004 (Bruner , 2010 Bruner, De la Cuétara, and Holloway 2011a; Bruner and Holloway 2010; Bruner, Manzi, and Arsuaga 2003) establishes the distinctiveness of parietal areas in modern H. sapiens relative to Neanderthals. This distinctiveness includes the enlargement of the entire parietal-lobe surface and inferior parietal displacement as well as morphological changes in the IPS (Bruner 2010) . Archaeological evidence suggests that Neanderthals lacked innovation in regard to their tools, that they may have overrelied on thrusting rather than throwing spears, and that they lacked tools such as atlatls that aid in throwing spears (e.g., Wynn and Coolidge 2012) . If the additional "cortical tissue" in the anterior part of the human IPS did provide a capacity for "enhanced visual analysis of moving images necessary for sophisticated control and manipulation and tool handling" and the archaeological record suggests that Neanderthals lacked this capacity, then the possibility exists, based on the studies by Orban et al. (2006) and Bruner, that there may have been some important neurofunctional differences between H. sapiens and Neanderthals that account for the behavioral differences suggested by the archaeological record.
Finally, Tattersall may be correct that we might have mischaracterized his position that Neanderthals were "prelinguistic," as he prefers "nonlinguistic." The subtle differences between the two characterizations are provocative but outside the scope of our rebuttal. Tattersall acknowledges that the "signal service" in our article was to broaden the focus for a new anatomical ingredient in the search for the origins of symbolic behaviors. He cites work in recent years on the human PFC (see Nieder's comment) . He also cites Geschwind's (1964) work identifying object naming as the foundation of language and ultimately symbolic thinking as well as identifying the AG as an important association area in the synthesis of vision, audition, and bodily perception. Thus, it appears that Tattersall largely agrees with our expansion of the search beyond the PFC, although we have intentionally and carefully shied away from promoting our central thesis as a "silver bullet" explanation.
In summary, the essence of our argument remains relatively unscathed. We proposed that the core systems of numerosity may have helped to instantiate the human cognitive ability for basic abstractive thinking and higher-level symbolic thinking such as analogical reasoning and metaphors in language. Again, we are not proffering numerosity as a silver bullet or as the precursor for abstract thought. Furthermore, we appreciate De Cruz and Malafouris's emphasis on material culture in the instantiation of numerical cognition and their dynamic interaction. Further research is certainly warranted into the interactions of the IPS, AG/SMG, and the operations of the PFC and how the core processes of numerosity differentially provide the nonsymbolic foundation for the symbolic-nonsymbolic mapping process.
Another important point that arises from our paper and the commentaries is the notion of a lower and higher level of abstraction (Fias et al. 2007 ) that requires the sequential ordering of numbers, letters, and sequences of other symbolic ideas. In his commentary, Orban noted that the second step in the abstraction process (or higher-level abstraction) may be unique to modern humans. Finally, our extension of the dual systems of numerosity as a tentative foundation for humans' intuitive penchant for analogies and metaphors not only remained unscathed in the commentaries but untouched; we look forward to future dialogue on this part of our argument, as a recent book (e.g., Geary 2011) has highlighted the ubiquitousness of metaphors and their centrality to modern thinking. As Geary provocatively yet cryptically noted in his foreword, "Metaphor is a way of thought long before it is a way with words" (Geary 2011:3) , which is completely consonant with our central thesis.
-Frederick L. Coolidge and Karenleigh A. Overmann
