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Abstract
Actor-critic (AC) methods have exhibited great empirical success compared with other
reinforcement learning algorithms, where the actor uses the policy gradient to improve the
learning policy and the critic uses temporal difference learning to estimate the policy gradient.
Under the two time-scale learning rate schedule, the asymptotic convergence of AC has been well
studied in the literature. However, the non-asymptotic convergence and finite sample complexity
of actor-critic methods are largely open. In this work, we provide a non-asymptotic analysis
for two time-scale actor-critic methods under non-i.i.d. setting. We prove that the actor-critic
method is guaranteed to find a first-order stationary point (i.e., ‖∇J(θ)‖22 ≤ ) of the non-concave
performance function J(θ), with O˜(−2.5) sample complexity. To the best of our knowledge, this
is the first work providing finite-time analysis and sample complexity bound for two time-scale
actor-critic methods.
1 Introduction
Actor-Critic (AC) methods (Barto et al., 1983; Konda and Tsitsiklis, 2000) aim at combining
the advantages of actor-only methods and critic-only methods, and have achieved great empirical
success in reinforcement learning (Wang et al., 2016; Bahdanau et al., 2016). Specifically, actor-only
methods, such as policy gradient (Sutton et al., 2000) and trust region policy optimization (Schulman
et al., 2015), utilize a parameterized policy function class and improve the policy by optimizing the
parameters of some performance function using gradient ascent, whose exact form is characterized
by the Policy Gradient Theorem (Sutton et al., 2000). Actor-only methods can be naturally applied
to continuous setting but suffer from high variance when estimating the policy gradient. On the
other hand, critic-only methods, such as temporal difference learning (Sutton, 1988) and Q-learning
(Watkins and Dayan, 1992), focus on learning a value function (expected cumulative rewards), and
determine the policy based on the value function, which is recursively approximated based on the
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Bellman equation. Although the critic-only methods can efficiently learn a satisfying policy under
tabular setting (Jin et al., 2018), they can diverge with function approximation under continuous
setting (Wiering, 2004). Therefore, it is natural to combine actor and critic based methods to
achieve the best of both worlds. The principal idea behind actor-critic methods is simple: the critic
tries to learn the value function, given the policy from the actor, while the actor can estimate the
policy gradient based on the approximate value function provided by the critic.
If the actor is fixed, the policy remains unchanged throughout the updates of the critic. Thus
one can use policy evaluation algorithm such as temporal difference (TD) learning (Sutton and
Barto, 2018) to estimate the value function (critic). After many steps of the critic update, one can
expect a good estimation of the value function, which in turn enables an accurate estimation of
the policy gradient for the actor. A more favorable implementation is the so-called two time-scale
actor-critic algorithm, where the actor and the critic are updated simultaneously at each iteration
except that the actor changes more slowly (with a small step size) than the critic (with a large step
size). In this way, one can hope the critic will be well approximated even after one step of update.
From the theoretical perspective, the asymptotic analysis of two time-scale actor-critic methods
has been established in Borkar and Konda (1997); Konda and Tsitsiklis (2000). In specific, under
the assumption that the ratio of the two time-scales goes to infinity (i.e. limt→∞ βt/αt =∞), the
asymptotic convergence is guaranteed through the lens of the two time-scale ordinary differential
equations(ODE), where the slower component is fixed and the faster component converges to its
stationary point. This type of analysis was also studied in the context of generic two time-scale
stochastic approximation (Borkar, 1997).
However, finite-time analysis (non-asymptotic analysis) of two-time scale actor-critic is still
largely missing in the literature, which is important because it can address the questions that how
many samples are needed for two time-scale actor-critic to converge, and how to appropriately
choose the different learning rates for the actor and critic. Some recent work has attempted to
provide the finite-time analysis for the “decoupled” actor-critic methods (Kumar et al., 2019; Qiu
et al., 2019). The term “decoupled” means that before updating the actor at the t-th iteration, the
critic starts from scratch to estimate the state-value (or Q-value) function. At each iteration, the
“decoupled” setting requires the critic to perform multiple sampling and updating (often from another
new sample trajectory). As we will see in the later comparison, this setting is sample-inefficient or
even impractical. Besides, their analyses are based on either the i.i.d. assumption (Kumar et al.,
2019) or the partially i.i.d. assumption (Qiu et al., 2019) (the actor receives i.i.d. samples), which is
unrealistic in practice.
In this paper, we present the first finite-time analysis on the convergence of the two time-scale
actor-critic algorithm. We summarize our contributions as follows:
• We prove that, the actor in the two time-scale actor critic algorithm converges to an -
approximate stationary point of the non-concave performance function J with accessing at
most O˜(−2.5) samples. Compared with existing finite-time analysis of actor-critic methods
(Kumar et al., 2019; Qiu et al., 2019), the algorithm we analyzed is based on two time-scale
update and therefore more practical and efficient than the “decoupled” version. Moreover, we
do not need any i.i.d. data assumptions in the convergence analysis as Kumar et al. (2019);
Qiu et al. (2019) did, which do not hold in real applications.
• From the technical viewpoint, we also present a new proof framework that can tightly
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characterize the estimation error in two time-scale algorithms. Compared with the proof
technique used in Xu et al. (2019b), we remove the extra artificial factor O(tξ) in the
convergence rate introduced by their “iterative refinement” technique. Therefore, our new
proof technique may be of independent interest for analyzing the convergence of other two
time-scale algorithms to get sharp rates.
The remainder of this paper is organized as follows: In Section 2, we review the related work in
the literature. In Section 3, we introduce preliminaries and the two time-scale actor-critic algorithm.
We analyze the algorithm in detail in Section 3.4. In Sections 4 and 5 we present our main theory
and the corresponding the proof sketch respectively. Finally, we conclude our paper in Section 6.
Notation We use lower case letters to denote scalars, and use lower and upper case bold face
letters to denote vectors and matrices respectively. For two sequences {an} and {bn}, we write
an = O(bn) if there exists an absolute constant C such that an ≤ Cbn. We use O˜(·) to further
hide logarithm factors. Without other specification, ‖ · ‖ denotes the `2 norm of Euclidean vectors.
dTV (P,Q) is the total variation norm between two probability measure P and Q, which is defined
as dTV (P,Q) = 1/2
∫
X |P (dx)−Q(dx)|.
2 Related Work
Stochastic bias characterization The main difficulty in analyzing reinforcement learning algo-
rithms under non-i.i.d. data assumptions is that the samples and the trainable parameters are
correlated, which makes the noise term biased. Bhandari et al. (2018) used information-theoretical
techniques to bound the Markovian bias and provide a simple and explicit analysis for the temporal
difference learning. Similar techniques were also established in Srikant and Ying (2019) through
the lens of stochastic approximation methods. Gupta et al. (2019); Xu et al. (2019b) applied such
methods to deriving the non-asymptotic convergence of two time-scale temporal difference learning
algorithms (TDC). Zou et al. (2019); Chen et al. (2019); Xu and Gu (2019) further applied these
analysis methods to on-policy learning algorithms including SARSA and Q-learning. In addition,
Hu and Syed (2019) formulated a family of TD learning algorithms as a Markov jump linear systems
and analyzed the evolution of the mean and covariance matrix of the estimation error.
Two time-scale reinforcement learning The two time-scale stochastic approximation can
be seen as a general framework for analyzing reinforcement learning (Borkar, 1997; Tadic and
Meyn, 2003; Konda et al., 2004). Recently, the finite-time analysis of two time-scale stochastic
approximation has gained much interest. Dalal et al. (2017) proved convergence rate for the two
time-scale linear stochastic approximation under i.i.d. assumption. Gupta et al. (2019) also provided
finite-time analysis for the two time-scale linear stochastic approximation algorithms. Both can
be applied to analyze two time-scale TD methods like GTD, GTD2 and TDC. Xu et al. (2019b)
proved convergence rate and sample complexity for the TDC algorithm over Markovian samples.
However, since the update rule for the actor is generally not linear, we cannot apply these results to
the actor-critic algorithms.
Analysis for actor-critic methods The asymptotic analysis of actor-critic methods has been
well established. Konda and Tsitsiklis (2000) proposed the actor-critic algorithm, and established
the asymptotic convergence for the two time-scale actor-critic, with critic using TD(λ) learning.
Bhatnagar et al. (2009) proved the convergence result for original actor-critic and natural actor-critic
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methods. Castro and Meir (2010) proposed a single time-scale actor-critic algorithm and proved its
convergence. Recently, there emerged some works concerning the finite-time behavior of actor-critic
methods. Yang et al. (2018) analyzed the finite-sample performance of batched actor-critic, where
all samples are assumed i.i.d. and the critic performs several Empirical Risk Minimization (ERM)
steps. Qiu et al. (2019) treated the actor-critic algorithms as a bilevel optimization problem and
established a finite sample analysis under the “average-reward” setting, assuming that the actor has
access to independent samples. Similar result is also achieved by Kumar et al. (2019), where they
considered the sample complexity for the “decoupled” actor-critic methods under i.i.d. assumption.
Wang et al. (2020) also proved the global convergence of actor-critic algorithms with both actor and
critic being approximated by overparameterized neural networks.
3 Preliminaries
In this section, we present the background of the two time-scale actor-critic algorithm.
3.1 Markov Decision Processes
Reinforcement learning tasks can be modeled as a discrete-time Markov Decision Process (MDP)
M = {S,A,P, r}, where S and A are the state and action spaces respectively. In this work we
consider the finite action space |A| < ∞. P(s′|s, a) is the transition probability that the agent
transits to state s′ after taking action a at state s. Function r(s, a) : S × A → [−Ur, Ur] emits a
bounded reward after the agent takes action a at state s, where Ur > 0 is a constant. A policy
parameterized by θ at state s is a probability function piθ(a|s) over action space A. µθ denotes the
stationary distribution induced by the policy piθ.
In this work we consider the “average reward” setting (Sutton et al., 2000), where under
ergodicity assumption, the average reward over time finally converges to the expected reward under
the stationary distribution:
r(θ) := lim
N→∞
∑N
t=0 r(st, at)
N
= Es∼µθ ,a∼piθ
[
r(s, a)
]
.
To evaluate the overall rewards given a starting state s0 and the behavior policy piθ, we define
the state-value function as
V piθ(·) := E
[ ∞∑
t=0
(
r(st, at)− r(θ)
)|s0 = ·],
where the action follows the policy at ∼ piθ(·|st) and the next state follows the transition probability
st+1 ∼ P(·|st, at). Another frequently used function is the state-action value function, also called
Q-value function:
Qpiθ(s, a) : = E
[ ∞∑
t=0
(
r(st, at)− r(θ)
)|s0 = s, a0 = a]
= r(s, a)− r(θ) + E[V piθ(s′)],
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where the expectation is taken over s′ ∼ P(·|s, a).
Throughout this paper, we use O to denote the tuple O = (s, a, s′), some variants are like
Ot = (st, at, st+1) and O˜t = (s˜t, a˜t, s˜t+1).
3.2 Policy Gradient Theorem
We define the performance function associated with policy piθ naturally as the expected reward
under the stationary distribution µθ induced by piθ, which takes the form
J(θ) : = r(θ). (3.1)
To maximize the performance function with respect to the policy parameters, Sutton et al. (2000)
proved the following policy gradient theorem.
Lemma 3.1 (Policy Gradient). Consider the performance function defined in (3.1), its gradient
takes the form
∇J(θ) = Es∼µθ(·)
[∑
a∈A
Qpiθ(s, a)∇pi(a|s)
]
.
The policy gradient also admits a neat form in expectation:
∇J(θ) = Es∼µθ
[∑
a∈A
Qpiθ(s, a)∇piθ(a|s)
]
= Es∼µθ
[∑
a∈A
piθ(a|s)Qpiθ(s, a)∇piθ(a|s)
piθ(a|s)
]
= Es∼µθ(·),a∼piθ(·|s)
[
Qpiθ(s, a)∇ log piθ(a|s)
]
.
A typical way to estimate the policy gradient ∇J(θ) is by Monte Carlo method, namely using the
summed return along the trajectory as the estimated Q-value, which is known as the “REINFORCE”
method (Williams, 1992).
Remark 3.2. The problem formulation in this paper is what Sutton et al. (2000) had defined as
“average-reward” formulation. An alternative formulation is the “start-state” formulation, which
avoids estimating the average reward, but gives a more complicated form for the policy-gradient
algorithm and the AC algorithm.
3.3 REINFORCE with a Baseline
Note that for any function b(s) depending only on the state, which is usually called ‘baseline’
function, we have ∑
a∈A
b(s)∇piθ(a|s) = b(s)∇
(∑
a∈A
piθ(a|s)
)
= 0.
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So we also have
∇J(θ) = E
[∑
a∈A
(
Qpiθ(s, a)− b(s))∇piθ(a|s)].
A popular choice of b(s) is b(s) = V piθ(s) and ∆piθ(s, a) = Qpiθ(s, a) − V piθ(s) is viewed as the
advantage of taking a specific action a, compared with the expected reward at state s. Also note
that the expectation form still holds:
∇J(θ) = Es,a
[
∆piθ(s, a)∇ log piθ(a|s)
]
.
Based on this fact, Williams (1992) also proposed a corresponding policy gradient algorithm named
“REINFORCE with a baseline” which performs better due to the reduced variance.
In practice the policy gradient method could suffer from high variance. An alternative approach
is to introduce another trainable model to approximate the state-value function, which is called the
actor-critic methods.
3.4 The Two Time-Scale Actor-Critic Algorithm
In previous subsection, we have seen how the policy gradient theorem appears in the form of the
advantage value instead of the Q-value. Assume the critic uses linear function approximation
V̂ (·;ω) = φ>(·)ω, and is updated by TD(0) algorithm, then this gives rise to Algorithm 1 that we
are going to analyze.
Algorithm 1 has been proposed in many literature, and is clearly introduced in Sutton and Barto
(2018) as a classic on-line one-step actor-critic algorithm. It uses the advantage (namely temporal
difference error) to update the critic and the actor simultaneously. Based on its on-line nature,
this algorithm can be implemented both under episodic and continuing setting. In practice, the
asynchronous variant of this algorithm, called Asynchronous Advantage Actor-Critic(A3C), is an
empirically very successful parallel actor-critic algorithm.
Sometimes, Algorithm 1 is also called Advantage Actor-Critic (A2C) because it is the synchronous
version of A3C and the name indicates its use of advantage instead of Q-value (Mnih et al., 2016).
Algorithm 1 Two Time-Scale Actor-Critic
1: Input: initial actor parameter θ0, initial critic parameter ω0, initial average reward estimator
η0, step size αt for actor, βt for critic and γt for the average reward estimator.
2: Draw s0 from some initial distribution
3: for t = 0, 1, 2, . . . do
4: Take the action at ∼ piθt(·|st)
5: Observe next state st+1 ∼ P(·|st, at) and the reward rt = r(st, at)
6: δt = rt − ηt + φ(st+1)>ωt − φ(st)>ωt
7: ηt+1 = ηt + γt(rt − ηt)
8: ωt+1 = ΠRω
(
ωt + βtδtφ(st)
)
9: θt+1 = θt + αtδt∇θ log piθt(at|st)
10: end for
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In Line 6 of Algorithm 1, the temporal difference error δt can be calculated based on the critic’s
estimation of the value function φ(·)>ωt, where ωt ∈ Rd and φ(·) : S → Rd is a known feature
mapping. Then the critic will be updated using the semi-gradient from TD(0) method. Line 8
in Algorithm 1 also contains a projection operator. This is required to control the algorithm’s
convergence which also appears in some other literature (Bhandari et al., 2018; Xu et al., 2019b).
The actor uses the advantage δt (estimated by critic) and the samples to get an estimation of the
policy gradient.
Algorithm 1 is more general and practical than the algorithms analyzed in many previous work
(Qiu et al., 2019; Kumar et al., 2019). In our algorithm, there is no need for independent samples or
samples from the stationary distribution. There is only one naturally generated sample path. Also,
the critic inherits from last iteration and continuously updates its parameter, without requiring a
restarted sample path (or a new episode).
4 Main Theory
In this section, we first discuss on some standard assumptions used in the literature for deriving the
convergence of reinforcement learning algorithms and then present our theoretical results for two
time-scale actor-critic methods.
4.1 Assumptions and Propositions
We consider the setting where the critic uses TD (Sutton and Barto, 2018) with linear function
approximation to estimate the state-value function, namely V̂ (·;ω) = φ>(·)ω. We assume that
the feature mapping has bounded norm ‖φ(·)‖ ≤ 1. Denote ω∗(θ) as the limiting point of TD
algorithms under the behavior policy piθ. Based on the complexity of the feature mapping, the
approximation error of this function class can vary. We formally define the approximation error of
the linear function class as follows
app := sup
θ∈Rd,s∈S
∣∣V piθ(s)− φ(s)>ω∗(θ)∣∣.
To simplify the presentation, we make the following assumption.
Assumption 4.1 (Exact approximation). Let piθ(a|s) be the policy parameterized by θ. There
exists a unique optimal parameter ω∗(θ) which satisfies ‖ω∗(θ)‖ ≤ Rω and
V piθ(·) = φ>(·)ω∗(θ).
Assumption 4.1 essentially says the value function belongs to a linear function class. The exact
approximation assumption is made in order to simplify the presentation of our results. If there is a
approximation error, app > 0, there will just be an additional bias term in the actor’s convergence
result, which has also been shown in Qiu et al. (2019).
In the analysis of TD learning, the following assumption is often made to ensure the uniqueness
of the limiting point of TD.
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Assumption 4.2. At the t-th iteration, consider the stationary distribution µθt(·) induced by
policy piθt and a tuple O = (s, a, s
′) where s ∼ µθt(·), a ∼ piθt(·|s), s′ ∼ P(·|s, a). Then the matrix
defined below is negative definite and has the maximum eigenvalues as −λ.
A = Es,a,s′
[
φ(s)
(
φ(s′)− φ(s))>].
Assumption 4.2 is often made to guarantee the problem’s solvability (Bhandari et al., 2018; Zou
et al., 2019; Xu et al., 2019b). Note that the TD(0) limiting point ω∗ satisfies:
Aω∗ + b = 0,
where b := E[(r(s, a)−r(θ))φ(s)] (under the same distribution as A’s). Note that under Assumption
4.2, the condition ‖ω∗‖ ≤ Rω required by Assumption 4.1 can be automatically satisfied because
‖b‖ ≤ 2Ur and ‖A−1‖ ≤ λ−1.
The next assumption, first adopted by Bhandari et al. (2018) in TD learning, addresses the issue
of Markovian noise.
Assumption 4.3 (Uniform ergodicity). For a fixed θ, denote µθ(·) as the stationary distribution
induced by the policy piθ(·|s) and the transition probability measure P(·|s, a). Consider a Markov
chain generated by the rule at ∼ piθ(·|st), st+1 ∼ P(·|st, at). Then there exists m > 0 and ρ ∈ (0, 1)
such that such that:
dTV
(
P(sτ ∈ ·|s0 = s), µθ(·)
) ≤ mρτ ,∀τ ≥ 0,∀s ∈ S.
We also need some regularity assumptions on the policy.
Assumption 4.4. Let piθ(a|s) be a policy parameterized by θ. There exist constants L,B,Ll > 0
such that for all given state s and action a it holds
(a)
∥∥∇ log piθ(a|s)∥∥ ≤ B, ∀θ ∈ Rd,
(b)
∥∥∇ log piθ1(a|s)−∇ log piθ2(a|s)∥∥ ≤ Ll‖θ1 − θ2‖, ∀θ1,θ2 ∈ Rd,
(c)
∣∣piθ1(a|s)− piθ2(a|s)∣∣ ≤ L‖θ1 − θ2‖, ∀θ1,θ2 ∈ Rd.
The first two inequalities are regularity conditions to guarantee actor’s convergence in the
literature of policy gradient (Papini et al., 2018; Zhang et al., 2019; Kumar et al., 2019; Xu et al.,
2019a, 2020). The last inequality in Assumption 4.4 is also adopted by Zou et al. (2019) when
analyzing SARSA.
An important fact arises from our assumptions is that the limiting point ω∗ of TD(0) , which
can be viewed as a mapping of the policy’s parameter θ, is Lipschitz.
Proposition 4.5. Under Assumptions 4.2 and 4.3, there exists a constant L∗ > 0 such that∥∥ω∗(θ1)− ω∗(θ2)∥∥ ≤ L∗‖θ1 − θ2‖,∀θ1,θ2 ∈ Rd.
Proposition 4.5 states that the target point ω∗t moves slowly compared with the critic’s update
on ω. This is an observation pivotal to the two time-scale analysis. Specifically, the two time-scale
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analysis can be informally described as “the actor moves slowly while the critic chases the slowly
moving target determined by the actor”.
Now we are ready to present the convergence result of two time-scale actor-critic methods. We
first define an integer that depends on the learning rates αt and βt.
τt := min
{
i ≥ 0|mρi−1 ≤ min{αt, βt}
}
, (4.1)
where m, ρ are defined as in Assumption 4.3. By definition, τt is a mixing time of an ergodic Markov
chain. We will use τt to control the Markovian noise encountered in the training process.
4.2 Convergence of the Actor
At the k-th iteration of the actor’s update, ωk is the critic parameter estimated by Line 7 of
Algorithm 1 and ω∗k is the unknown parameter of value function V
piθk (·) defined in Assumption 4.1.
The following theorem gives the convergence rate of the actor when the averaged mean squared
error between ωk and ω
∗
k from k = τt to k = t is small.
Theorem 4.6. Suppose Assumptions 4.1-4.4 hold and we choose αt = cα/(1 + t)
σ in Algorithm 1,
where σ ∈ (0, 1) and cα > 0 are constants. If we assume at the t-th iteration, the critic satisfies
1
t
t∑
k=1
E‖ωk − ω∗k‖2 = E1(t), (4.2)
1
t
t∑
k=1
E
(
ηk − r(θk)
)2
= E2(t), (4.3)
where Ei(t) is a bounded sequence, then we have
min
0≤k≤t
E
∥∥∇J(θk)∥∥2 = O( 1
t1−σ
)
+O
(
log2 t
tσ
)
+O(E1(t) + E2(t)).
Remark 4.7. Theorem 4.6 recovers the results for the decoupled case (Qiu et al., 2019; Kumar
et al., 2019) by setting σ = 1/2. Nevertheless, we are considering a much more practical and
challenging case where the actor and critic are simultaneously updated under Markovian noises. It
is worth noting that the non-i.i.d. data assumption leads to an additional logarithm term, which
is also observed in Bhandari et al. (2018); Zou et al. (2019); Srikant and Ying (2019); Chen et al.
(2019).
4.3 Convergence of the Critic
The condition in (4.2) is guaranteed by the following theorem that characterizes the convergence of
the critic.
Theorem 4.8. Suppose Assumptions 4.1-4.4 hold and we choose αt = cα/(1 + t)
σ and βt =
cβ/(1 + t)
ν in Algorithm 1, where 0 < ν < σ < 1, cα and cβ ≤ λ−1 are positive constants. Then we
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have
1
1 + t− τt
t∑
k=τt
E‖ωk − ω∗k‖2 = O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
, (4.4)
1
1 + t− τt
t∑
k=τt
E
(
ηk − r(θk)
)2
= O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
. (4.5)
Remark 4.9. The first term O(tν−1) on the right hand side of (4.4) can be removed by applying
the “iterative refinement” technique used in Xu et al. (2019b). Using this technique, we can
obtain a bound (also holds for ηt) E‖ωt − ω∗t ‖2 = O(log t/tν) + O(1/t2(σ−ν)−ξ), where ξ > 0 is
an arbitrarily small constant. The constant ξ is an artifact due to the the “iterative refinement”
technique. Similar simplification can be done for (4.5). Nevertheless, if we plug (4.4) and (4.5)
(after some transformation) into the result of Theorem 4.6, it is easy to see that the term O(1/t1−ν)
is actually dominated by the term O(1/t1−σ). Thus this term makes no difference in the total
sample complexity of Algorithm 1 and we choose not to complicate the proof or introduce the extra
artificial parameter ξ in the result of Theorem 4.8.
The second term in both (4.4) and (4.5) comes from the Markovian noise and the variance of
the semi-gradient. The third term in these two equations comes from the slow drift of the actor.
These two terms together can be interpreted as follows: if the actor moves much slower than the
critic (i.e. σ− ν  ν), then the error is dominated by the Markovian noise and gradient variance; if
the actor moves not too slowly compared with the critic (i.e. σ − ν  ν), then the critic’s error is
dominated by the slowly drifting effect of the actor.
4.4 Sample Complexity
Combining Theorems 4.6 and 4.8 leads to the following sample complexity for Algorithm 1.
Corollary 4.10. Under the same assumptions of Theorems 4.6 and 4.8, by setting σ = 3/5, ν = 2/5,
Algorithm 1 can find an -approximate stationary point of J(·) within T steps, namely,
min
0≤k≤T
E
∥∥∇J(θk)∥∥2 ≤ ,
where T = O˜(−2.5) is the total iteration number.
Corollary 4.10 combines the results of Theorems 4.6 and 4.8 and shows that the convergence
rate of Algorithm 1 is O˜(t−2/5). Since the per iteration sample is 1, the sample complexity of two
time-scale actor-critic is O˜(−2.5).
Remark 4.11. We compare our results with existing results on the sample complexity of actor-critic
methods in the literature. Kumar et al. (2019) provided a general result that after T = O(−2)
updates for the actor, the algorithm can achieve min0≤k≤T E‖∇J(θk)‖2 ≤  , as long as the
estimation error of the critic can be bounded by O(t−1/2) at the t-th actor’s update. However, to
ensure such a condition on the critic, they need to draw t samples to estimate the critic at the t-th
actor’s update. Therefore, the total number of samples drawn from the whole training process by the
actor-critic algorithm in Kumar et al. (2019) is O(T 2), yielding a O(−4) sample complexity. Under
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the similar setting, Qiu et al. (2019) proved the same sample complexity O˜(−4) when TD(0) is used
for estimating the critic. Thus Corollary 4.10 suggests that the sample complexity of Algorithm 1 is
significantly better than the sample complexity presented in Kumar et al. (2019); Qiu et al. (2019)
by a factor of O(−1.5).
Remark 4.12. The gap between the “decoupled” actor-critic and the two time-scale actor-critic
seems huge. Intuitively, this is due to the inefficient usage of the samples. At each iteration, the
critic in the “decoupled” algorithm starts over to evaluate the policy’s value function and discards
the history information, regardless of the fact that the policy might only changed slightly. The two
time-scale actor-critic keeps the critic’s parameter and thus takes full advantage of each samples in
the trajectory.
Remark 4.13. According to Papini et al. (2018), the sample complexity of policy gradient methods
such as REINFORCE is O(−2). As a comparison, if the critic converges faster than O(t−1/2),
namely E(t) = O(t−1/2), then Theorem 4.6 combined with Corollary 4.10 implies that the complexity
of two time-scale actor-critic is O˜(−2), which matches the result of policy gradient methods (Papini
et al., 2018) up to logarithmic factors. Nevertheless, as we have discussed in the previous remarks,
a smaller estimation error for critic often comes at the cost of more samples needed for the critic
update (Qiu et al., 2019; Kumar et al., 2019), which eventually increases the total sample complexity.
Therefore, the O˜(−2.5) sample complexity in Corollary 4.10 is indeed the lowest we can achieve so
far for classic two time-scale actor-critic methods. However, it is possible to further improve the
sample complexity by using policy evaluation algorithms better than vanilla TD(0), such as GTD
and TDC methods.
5 Proof Sketch
In this section, we provide the proof roadmap of the main theory. Detailed proofs can be found in
Appendix B.
5.1 Proof Sketch of Theorem 4.6
The following lemma is important in that it enables the analysis of policy gradient method:
Lemma 5.1 (Zhang et al. (2019)). For the performance function defined in (3.1), there exists a
constant LJ > 0 such that for all θ1,θ2 ∈ Rd, it holds that∥∥∇J(θ1)−∇J(θ2)∥∥ ≤ LJ‖θ1 − θ2‖,
which by the definition of smoothness (Nesterov, 2018) is also equivalent to
J(θ2) ≥ J(θ1) +
〈∇J(θ1),θ2 − θ1〉− LJ
2
‖θ1 − θ2‖2.
This lemma enables us to perform a gradient ascent style analysis on the non-concave function
J(θ):
J(θt+1) ≥ J(θt) + αt
〈∇J(θt), δt∇ log piθt(at|st)〉− LJα2t∥∥δt∇ log piθt(at|st)∥∥2
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≥ J(θt) + αt
〈∇J(θt),∆h(Ot,ωt,θt)〉+ αtΓ(Ot,θt) + αt∥∥∇J(θt)∥∥2
− LJα2t
∥∥δt∇ log piθt(at|st)∥∥2, (5.1)
where Ot = (st, at, st+1) is a tuple of observations. The second term ∆h(Ot,ωt,θt) on the right hand
side of (5.1) is the bias introduced by the critic. The third term Γ(Ot,θt) is due to the Markovian
noise. The last term can be viewed as the variance of the stochastic gradient update. Please refer
to (B.1) for the definition of each notation. Now we bound terms in (5.1) respectively. The bias
term can be bounded as:
E
〈∇J(θt),∆h(Ot,ωt,θt)〉 ≥ −B√E∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ],
where zt = ωt−ω∗ and yt = ηt−η∗ are respectively the estimation error from the critic and average
reward. The Markovian bias can be bounded as:
E
[
Γ(Ot,θt)
] ≥ −Gθ[D1(τ + 1) t−1∑
k=t−τ
αk +D2mρ
τ−1
]
,
and the stochastic gradient variance is directly bounded by a constant.∥∥δt∇ logpiθt (at|st)∥∥2 ≤ G2θ,
where Gθ := UδB is a constant bounding the norm of the stochastic gradient. Uδ := Ur + 2Rω is the
bound on δt, due to the bounded reward r(s, a) and the projection step in Algorithm 1. Plugging
the above inequalities back into (5.1) and rearranging the resulting terms give:
E
∥∥∇J(θt)∥∥2 ≤ 1/αt(E[J(θt+1)]− E[J(θt)])+ 2B√E∥∥∇J(θt)∥∥2√ξt
+D1G
2
θ(τ + 1)
t−1∑
k=t−τ
αkD2Gθmρ
τ−1 + LJG2θαt,
where D1 and D2 are two constants defined in Lemma B.3 and ξt := 8E‖zt‖2 + 2E[y2t ]. Set τ = τt,
telescoping from τt to t yields
1
1 + t− τt
t∑
k=τα
E
∥∥∇J(θk)∥∥2 ≤ O(t−σ) +O(tσ−1 log2 t) + 2B
1 + t− τt
t∑
k=τt
√
E
∥∥∇J(θt)∥∥2√ξt, (5.2)
where we used the fact that τt = O(log t) by its definition in (4.1). Denote F (t) := 1/(1 + t −
τt)
∑t
k=τt
E‖∇J(θk)‖2 and Z(t) := 1/(1 + t− τt)
∑t
k=τt
ξt. Applying Cauchy-Schwartz inequality,
we obtain
1
1 + t− τt
t∑
k=τt
√
E
∥∥∇J(θt)∥∥2√ξt ≤√F (t)√Z(t).
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Plugging the notations back into (5.2), we can rewrite it as
(√
F (t)−B
√
Z(t)
)2 ≤ O( 1
t1−σ
)
+O
(
(log t)2
tσ
)
+B2Z(t).
Solving the inequality for F (t), we finally get
min
0≤k≤t
E
∥∥∇J(θt)∥∥2 ≤ 1
1 + t− τt
t∑
k=τt
E
∥∥∇J(θt)∥∥2 +O( 1
tσ
)
+O
(
(log t)2
t1−σ
)
+ E(t).
5.2 Proof Sketch of Theorem 4.8
The proof of Theorem 4.8 can be divided into the following two parts.
5.2.1 Estimating the Average Reward ηk
We denote yk := ηk − r(θk). First, we shall mention that many components in this step is uses the
same framework and partial result as the proof regarding ωt in the next part. Also, part of the proof
is intriguingly similar with the proof of Theorem 4.6. For simplicity, here we only present the final
result regarding ηk. Please refer to Section B.2 for the detailed proof. By setting γk = (1 + t)
−ν , we
have that
t∑
k=τt
E[y2k] = O(tν) +O(log t · t1−ν) +O(t1−2(σ−ν)).
5.2.2 Approximating the TD Fixed Point
Step 1: decomposition of the estimation error. For simplicity, we denote zt := ωt − ω∗t ,
where the ω∗t denotes the exact parameter under policy piθt . By the critic update in Line 7 of
Algorithm 1, we have
‖zt+1‖2 = ‖zt‖2 + 2βt
〈
zt, g¯(ωt,θt)
〉
+ 2βtΛ(Ot,ωt,θt) + 2βt
〈
zt,∆g(Ot, ηt,θt)
〉
+ 2〈zt,ω∗t − ω∗t+1〉+
∥∥βt(g(Ot,ωt,θt) + ∆g(Ot, ηt,θt)) + (ω∗t − ω∗t+1)∥∥2. (5.3)
where Ot := (st, at, st+1) is a tuple of observations, g(Ot,ωt) and g¯(θt,ωt) are the estimated gradient
and the true gradient respectively. Λ(Ot,ωt,θt) := 〈ωt − ω∗t , g(Ot,ωt)− g¯(θt,ωt)〉 can be seen as
the error induced by the Markovian noise. Please refer to (B.6) for formal definition of each notation.
The second term on the right hand side of (5.3) can be bounded by −2λβt‖zt‖2 due to Assumption
4.2. The third term is a bias term caused by the Markovian noise. The fourth term ∆g(Ot, ηt,θt) is
another bias term caused by inaccurate average reward estimator ηt. The fifth term is caused by
the slowly drifting policy parameter θt. And the last term can be considered as the variance term.
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Rewriting (5.3) and telescoping from τ = τt to t, we have
2λ
t∑
k=τt
E‖zk‖2 ≤
t∑
k=τt
1
βk
(
E‖zk‖2 − E‖zk+1‖2
)
︸ ︷︷ ︸
I1
+2
t∑
k=τt
EΛ(θk,ωk, Ok)︸ ︷︷ ︸
I2
+ 2L∗Gθ
t∑
k=τt
αk
βk
√
E‖zk‖︸ ︷︷ ︸
I3
+
t∑
k=τt
√
E[y2k] ·
√
E‖zk‖︸ ︷︷ ︸
I4
+Cq
t∑
k=τt
βk︸ ︷︷ ︸
I5
. (5.4)
We will see that the Markovian noise I2, the “slowly drifting policy” term I3 and the estimation
bias I4 from ηt are significant, and bounding the Markovian term is another challenge.
Step 2: bounding the Markovian bias. We first decompose Λ(θt,ωt, Ot) as follows.
Λ(θt,ωt, Ot) =
(
Λ(θt,ωt, Ot)− Λ(θt−τ ,ωt, Ot)
)
+
(
Λ(θt−τ ,ωt, Ot)− Λ(θt−τ ,ωt−τ , Ot)
)
+
(
Λ(θt−τ ,ωt−τ , Ot)− Λ(θt−τ ,ωt−τ , O˜t)
)
+ Λ(θt−τ ,ωt−τ , O˜t). (5.5)
The motivation is to employ the uniform ergodicity defined by Assumption 4.3. This technique was
first introduced by Bhandari et al. (2018) to address the Markovian noise in policy evaluation. Zou
et al. (2019) extended to the Q-learning setting where the parameter itself both keeps updated and
determines the behavior policy. In this work we take one step further to consider that the policy
parameter θt is changing, and the evaluation parameter ωt is updated. The analysis relies on the
auxiliary Markov chain constructed by Zou et al. (2019), which is obtained by repeatedly applying
policy piθt−τ :
st−τ
θt−τ−−−→ at−τ P−→ st−τ+1 θt−τ−−−→ a˜t−τ+1 P−→ s˜t−τ+2 θt−τ−−−→ a˜t−τ+2 P−→ · · · P−→ s˜t θt−τ−−−→ a˜t P−→ s˜t+1.
For reference, recall that the original Markov chain is given by:
st−τ
θt−τ−−−→ at−τ P−→ st−τ+1 θt−τ+1−−−−→ at−τ+1 P−→ st−τ+2 θt−τ+2−−−−→ at−τ+2 P−→ · · · P−→ st θt−→ at P−→ st+1.
By Lipschitz conditions, we can bound the first two terms in (5.5). The third term will be bounded
by the total variation between sk and s˜k, which is achieved by recursively bounding total variation
between sk−1 and s˜k−1.
In fact, the Markovian noise Γ(Ot,θt) in Section 5.1 is obtained in a similar way. Due to the
space limit, we only present how to bound the more complicated Λ(θt,ωt, Ot).
We have the final form as:
Λ(θt,ωt, Ot) ≤ C1(τ + 1)‖θt − θt−τ‖+ C2mρτ−1 + C3‖ωt − ωt−τ‖, (5.6)
where C1 = 2U
2
δ |A|L(1 + dlogρm−1e+ 1/(1− ρ)) + 2UδL∗, C2 = 2U2δ , C3 = 4Uδ are constants.
Step 3: integrating the results. By some calculation, terms I1, I2 and I4 can be respec-
tively bounded as follows (set τ = τt defined in (4.1)). The detailed derivation can be found in
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Appendix B.3,
I1 = 4R
2
ω
1
βt
= O(tν),
I2 ≤ C1Gθ(τt + 1)2
t−τt∑
k=0
αk + C2(t− τt + 1)αt + C3Uδτt
t−τt∑
k=0
βk
= O((log t)2t1−σ)+O(t1−σ) +O((log t)t1−ν)
= O((log t)t1−ν),
I5 =
t−τt∑
k=0
βk = O(t1−ν).
The log t comes from τt = O(log t). Performing the same technique on I3 as in Step 3 in the proof
sketch of Theorem 4.6, we have
I3 ≤
( t−τt∑
k=0
α2k
β2k
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
,
I4 ≤
( t∑
k=τt
E[y2k]
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
.
After plugging each term into (5.4), we have that
2λ
t∑
k=τt
E‖zk‖2 ≤ O(tν) +O
(
(log t)t1−ν
)
+ 2L∗Gθ
( t−τt∑
k=0
α2k
β2k
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
+
( t−τt∑
k=0
E[y2k]
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
.
This inequality actually resembles (5.2). Following the same procedure as the proof of Theorem 4.6,
starting from (5.2), we can finally get
1
1 + t− τt
t∑
k=τt
E‖zk‖2 = O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
.
Note that this requires the step sizes γt and βt should be of the same order O(t−ν).
6 Conclusion
In this paper, we provided the first finite-time analysis of the two time-scale actor-critic methods,
with non-i.i.d. Markovian samples and linear function approximation. The algorithm we analyzed
is an on-line, one-step actor-critic algorithm which is practical and efficient. We proved its non-
asymptotic convergence rate as well as its sample complexity. Our proof technique can be potentially
extended to analyze other two time-scale reinforcement learning algorithms.
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A Preliminary Lemmas
These useful lemmas are frequently applied throughout the proof.
A.1 Probabilistic Lemmas
The first two statements in the following lemma come from Zou et al. (2019).
Lemma A.1. For any θ1 and θ2, it holds that
dTV (µθ1 , µθ2) ≤ |A|L
(
dlogρm−1e+
1
1− ρ
)
‖θ1 − θ2‖,
dTV (µθ1 ⊗ piθ1 , µθ2 ⊗ piθ2) ≤ |A|L
(
1 + dlogρm−1e+
1
1− ρ
)
‖θ1 − θ2‖,
dTV (µθ1 ⊗ piθ1 ⊗ P, µθ2 ⊗ piθ2 ⊗ P) ≤ |A|L
(
1 + dlogρm−1e+
1
1− ρ
)
‖θ1 − θ2‖.
Proof. The proof of the first two inequality is exactly the same as Lemma A.3 in Zou et al. (2019),
which mainly depends on Theorem 3.1 in Mitrophanov (2005). Here we provide the proof of the
third inequality. Note that
dTV (µθ1 ⊗ piθ1 ⊗ P, µθ2 ⊗ piθ2 ⊗ P)
=
1
2
∫
S
∑
A
∫
S
∣∣µθ1(ds)piθ1(a|s)P(ds′|s, a)− µθ2(ds)piθ2(a|s)P(ds′|s, a)∣∣
=
1
2
∫
S
∑
A
∫
S
P(ds′|s, a)∣∣µθ1(ds)piθ1(a|s)− µθ2(ds)piθ2(a|s)∣∣
=
1
2
∫
S
∑
A
∣∣µθ1(ds)piθ1(a|s)− µθ2(ds)piθ2(a|s)∣∣
= dTV (µθ1 ⊗ piθ1 , µθ2 ⊗ piθ2), (A.1)
so it has the same upper bound as the second inequality.
Lemma A.2. Given time indexes t and τ such that t ≥ τ > 0, consider the auxiliary Markov chain
starting from st−τ . Conditioning on st−τ+1 and θt−τ , the Markov chain is obtained by repeatedly
applying policy piθt−τ .
st−τ
θt−τ−−−→ at−τ P−→ st−τ+1 θt−τ−−−→ a˜t−τ+1 P−→ s˜t−τ+2 θt−τ−−−→ a˜t−τ+2 P−→ · · · P−→ s˜t θt−τ−−−→ a˜t P−→ s˜t+1.
For reference, recall that the original Markov chain is given as:
st−τ
θt−τ−−−→ at−τ P−→ st−τ+1 θt−τ+1−−−−→ at−τ+1 P−→ st−τ+2 θt−τ+2−−−−→ at−τ+2 P−→ · · · P−→ st θt−→ at P−→ st+1.
Throughout this lemma, we always condition the expectation on st−τ+1 and θt−τ and omit this in
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order to simplify the presentation. Under the setting introduced above, we have:
dTV
(
P(st+1 ∈ ·),P(s˜t+1 ∈ ·)
) ≤ dTV (P(Ot ∈ ·),P(O˜t ∈ ·)), (A.2)
dTV
(
P(Ot ∈ ·),P(O˜t ∈ ·)
)
= dTV
(
P((st, at) ∈ ·),P((s˜t, a˜t) ∈ ·)
)
, (A.3)
dTV
(
P((st, at) ∈ ·),P((s˜t, a˜t) ∈ ·)
) ≤ dTV (P(st ∈ ·),P((s˜t ∈ ·))+ 1
2
|A|LE[‖θt − θt−τ‖]. (A.4)
Proof of (A.2). By the Law of Total Probability,
P(st+1 ∈ ·) =
∫
S
∑
A
P(st = ds, at = a, st+1 ∈ ·),
and a similar argument also holds for O˜t. Then we have
2dTV
(
P(st+1 ∈ ·),P(s˜t+1 ∈ ·)
)
=
∫
S
∣∣∣∣ ∫S∑A P(st = ds, at = a, st+1 = ds′)−
∫
S
∑
A
P(st = ds, at = a, st+1 = ds′)
∣∣∣∣
≤
∫
S
∫
S
∑
A
∣∣P(st = ds, at = a, st+1 = ds′)− P(st = ds, at = a, st+1 = ds′)∣∣
=
∫
S
∫
S
∑
A
∣∣P(Ot = (ds, a, ds′))− P(O˜t = (ds, a, ds′))∣∣
= 2dTV
(
P(Ot ∈ ·),P(O˜t ∈ ·)
)
.
The last equality requires exchange of integral, which should be guaranteed by the regularity.
Proof of (A.3).
2dTV
(
P(Ot ∈ ·),P(O˜t ∈ ·)
)
=
∫
S
∑
A
∫
S
∣∣P(Ot = (ds, a, ds′))− P(O˜t = (ds, a, ds′))∣∣
=
∫
S
∑
A
∫
S
∣∣P(ds′|s, a)P((st, at) = (ds, a))− P(ds′|s, a)P((s˜t, a˜t) = (ds, a))∣∣
=
∫
S
∑
A
∫
S
P(ds′|s, a)∣∣P((st, at) = (ds, a))− P((s˜t, a˜t) = (ds, a))∣∣
=
∫
S
∑
A
∣∣P((st, at) = (ds, a))− P((s˜t, a˜t) = (ds, a))∣∣
= 2dTV
(
P((st, at) ∈ ·),P((s˜t, a˜t) ∈ ·)
)
.
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Proof of (A.4). Because θt is also dependent on st, we make it clear here that
P
(
(st, at) = (ds, a)
)
=
∫
θ∈Rd
P(st = ds)P(θt = dθ|st = ds)P(at = a|st = ds,θt = dθ)
=
∫
θ∈Rd
P(st = ds)P(θt = dθ|st = ds)piθt(a|ds)
= P(st = ds)
∫
θ∈Rd
P(θt = dθ|st = ds)piθt(a|ds)
= P(st = ds)E
[
piθt(a|ds)|st = ds
]
.
Therefore, the total variance can be bounded as
2dTV
(
P((st, at) ∈ ·),P((s˜t, a˜t) ∈ ·)
)
=
∫
S
∑
A
∣∣P(st = ds)E[piθt(a|ds)|st = ds]− P(s˜t = ds)piθt−τ (a|ds)∣∣
=
∫
S
∑
A
∣∣P(st = ds)E[piθt(a|ds)|st = ds]− P(st = ds)piθt−τ (a|ds)∣∣
+
∫
S
∑
A
∣∣P(st = ds)piθt−τ (a|ds)− P(s˜t = ds)piθt−τ (a|ds)∣∣
=
∫
S
P(st = ds)
∑
A
∣∣E[piθt(a|ds)|st = ds]− piθt−τ (a|ds)∣∣
+ 2dTV
(
P(st ∈ ·),P((s˜t ∈ ·)
)
≤ |A|LE[‖θt − θt−τ‖]+ 2dTV (P(st ∈ ·),P((s˜t ∈ ·)),
where the inequality holds due to the Lipschitz continuity of the policy as in Assumption 4.4.
A.2 Lipschitzness of the Optimal Parameter
This section is used to present the proof of Proposition 4.5.
Proof of Proposition 4.5. Sutton and Barto (2018) has proved in Chapter 9 the fact that the linear
TD(0) will converge to the optimal point (w.r.t. Mean Square Projected Bellman Error) which
satisfies
Aiω
∗(θi) = bi,
where Ai := E[φ(s)(φ(s)−φ(s′))>] and bi := E[(r(s, a)−r(θi))φ(s)]. The expectation is taken over
the stationary distribution s ∼ µθi , the action a ∼ piθi(·|s) and the transition probability matrix
s′ ∼ P(·|s, a).
Now we denote ω∗1,ω∗2, ω̂1 as the unique solutions of the following equations respectively:
A1ω
∗
1 = b1,
A2ω̂1 = b1,
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A2ω
∗
2 = b2.
First we bound ‖ω∗1 − ω̂1‖. By definition, we have
‖ω∗1 − ω̂1‖ ≤ ‖A−11 −A−12 ‖‖b1‖.
It can be easily shown that
A−11 −A−12 = A−11 (A2 −A1)A−12 ,
which further gives
‖ω∗1 − ω̂1‖ ≤ ‖A−11 ‖‖A1 −A2‖‖A−12 ‖‖b1‖.
Then we bound ‖ω̂1 − ω∗2‖,
‖ω̂1 − ω∗2‖ ≤ ‖A−12 ‖‖b1 − b2‖.
By Assumption 4.2, the eigenvalues of Ai are bounded from below by λ > 0, therefore ‖A−1i ‖ ≤ λ−1.
Also ‖b1‖ ≤ Ur due to the assumption that |r(s, a)| ≤ Ur and ‖φ(s)‖ ≤ 1. To bound ‖A1 −A2‖
and ‖b1 − b2‖, we first note that
‖A1 −A2‖2 ≤ sup
s,s′∈S
∥∥φ(s)(φ(s)− φ(s′))>∥∥
2
· 2dTV
(
P(O1 ∈ ·),P(O2 ∈ ·)),
≤ 4dTV
(
P(O1 ∈ ·),P(O2 ∈ ·))
‖b1 − b2‖ ≤
∥∥E[r(s1, a1)φ(s1)]− E[r(s2, a2)φ(s2)]∥∥+ ∥∥r(θ1)E[φ(s1)]− r(θ2)E[φ(s2)]∥∥
≤ 6UrdTV
(
P(O1 ∈ ·),P(O2 ∈ ·)),
where Oi is the tuple obtained by si ∼ µθi(·), ai ∼ piθi(·|si) and (s′)i ∼ P(·|si, ai). And the total
variation norm can be bounded by Lemma A.1 as:
dTV
(
P(O1 ∈ ·),P(O2 ∈ ·)) ≤ |A|L(1 + dlogρm−1e+ 11− ρ
)
‖θ1 − θ2‖.
Collecting the results above gives
‖ω∗1 − ω∗2‖ ≤ ‖ω∗1 − ω̂1‖+ ‖ω̂1 − ω∗2‖
≤ (2λ−2Ur + 3λ−1Ur)|A|L
(
1 + dlogρm−1e+
1
1− ρ
)
‖θ1 − θ2‖,
and we set L∗ := (2λ−2Ur + 3λ−1Ur)|A|L(1 + dlogρm−1e+ 1/(1− ρ)) to obtain the final result.
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A.3 Asymptotic Equivalence
Lemma A.3. Suppose {ai} is a non-negative, bounded sequence, τ := C1 + C2 log t(C2 > 0), then
for any large enough t such that t ≥ τ > 0, we have:
1
1 + t− τ
t∑
k=τ
ai = O
(
1
t
t∑
k=1
ai
)
,
1
t
t∑
k=1
ai = O
(
log t
t
)
+O
(
1
1 + t− τ
t∑
k=τ
ai
)
.
Proof. We know that τ = O(log t) and the sequence is bounded: 0 < ai < B. For the first equation,
we have
1
1 + t− τ
t∑
k=τ
ai ≤ 1
1 + t− τ
t∑
k=1
ai ≤ t
1 + t− τ ·
1
t
t∑
k=1
ai = O
(
1
t
t∑
k=1
ai
)
.
For the second equation, we have
1
t
t∑
k=1
ai ≤ 1
t
(
(τ − 1)B +
t∑
k=τ
ai
)
=
τ − 1
t
B +
1
t
t∑
k=τ
ai = O
(
log t
t
)
+O
(
1
1 + t− τ
t∑
k=τ
ai
)
.
B Proof of Main Theorems and Propositions
B.1 Proof of Theorem 4.6
We first define several notations to clarify the dependence:
Ot : = (st, at, st+1),
η∗ : = η(θ) = Es∼µθ ,a∼piθ(·|s)[r(s, a)]
∆h(O, η,ω,θ) : =
(
η∗ − η + (φ(s′)− φ(s))>(ω − ω∗))∇ log piθ(a|s),
h(O,θ) : =
(
r(s, a)− η(θ) + V piθ(s′)− V piθ(s))∇ log piθ(a|s),
Γ(O,θ) : =
〈∇J(θ), h(O,θ)−∇J(θ)〉. (B.1)
There are several lemmas that will be used in the proof.
Lemma B.1. For the performance function defined in (3.1), there exists a constant LJ > 0 such
that for all θ1,θ2 ∈ Rd, it holds that∥∥∇J(θ1)−∇J(θ2)∥∥ ≤ LJ‖θ1 − θ2‖,
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which by the definition of smoothness (Nesterov, 2018) implies
J(θ2) ≥ J(θ1) +
〈∇J(θ1),θ2 − θ1〉− LJ
2
‖θ1 − θ2‖2.
The following two lemmas characterize the bias introduced by the critic’s approximation and
the Markovian noise.
Lemma B.2. For any t ≥ 0,∥∥∆h(Ot, ηt,ωt,θt)∥∥2 ≤ B2(8‖ωt − ω∗t ‖2 + 2(ηt − η∗t )2).
Lemma B.3. For any θ ∈ Rd, we have ‖δ∇ log piθ(a|s)‖ ≤ Gθ := Uδ · B, where Uδ = 2Ur + 2Rω.
Furthermore, for any t ≥ 0, it holds that
E
[
Γ(Ot,θt)
] ≥ −Gθ(D1(τ + 1) t∑
k=t−τ+1
E‖θk − θk−1‖+D2mρτ−1
)
,
where D1 = max{(UδLl + 2L∗B + 3LJ), 2UδB|A|L} and D2 = 4UδB.
Proof of Theorem 4.6. Under the update rule of Algorithm 1, we have by Lemma B.1
J(θt+1) ≥ J(θt) + αt
〈∇J(θt), δt∇ log piθt(at|st)〉− LJα2t∥∥δt∇ log piθt(at|st)∥∥2
= J(θt) + αt
∥∥∇J(θt),∆h(Ot, ηt,ωt,θt)∥∥+ αt〈∇J(θt), h(Ot,θt)〉− LJα2t∥∥δt∇ log piθt(at|st)∥∥2
= J(θt) + αt
〈∇J(θt),∆h(Ot, ηt,ωt,θt)〉+ αtΓ(Ot,θt) + αt∥∥∇J(θt)∥∥2
− LJα2t
∥∥δt∇ log piθt(at|st)∥∥2. (B.2)
We will bound the expectation of each term on the right hand side of (B.2) as follows. First, we
have
E
〈∇J(θt),∆h(Ot, ηt,ωt,θt)〉 ≥ −B√E∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ],
where zt := ωt−ω∗t and yt := ηt−η∗t , and the inequality is due to Cauchy inequality and Lemma B.2.
Second, we have
E[Γ(Ot,θt)] ≥ −Gθ
(
D1(τ + 1)
t∑
k=t−τ+1
E‖θk − θk−1‖+D2mρτ−1
)
,
≥ −Gθ
(
D1(τ + 1)Gθ
t−1∑
k=t−τ+1
αk +D2mρ
τ−1
)
,
where the first inequality is due to Lemma B.3, and the second inequality is due to
∥∥δt∇ log piθt(at|st)∥∥ ≤
Gθ by Lemma B.3. Taking the expectation of (B.2) and plugging the above terms back into it gives
E[J(θt+1)] ≥ E[J(θt)]− αtB
√
E
∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ]
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− αtGθ
(
D1(τ + 1)Gθ
t−1∑
k=t−τ
αk +D2mρ
τ−1
)
+ αtE‖∇J(θt)‖2 − LJG2θα2t .
Rearranging the above inequality gives
E
∥∥∇J(θt)∥∥2 ≤ 1
αt
(
E[J(θt+1)]− E[J(θt)]
)
+B
√
E
∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ]
+D1G
2
θ(τ + 1)
t−1∑
k=t−τ
αk +D2Gθmρ
τ−1 + LJG2θαt.
By setting τ = τt, we get
E
∥∥∇J(θt)∥∥2 ≤ 1
αt
(
E
[
J(θt+1)
]− E[J(θt)])+B√E∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ]
+D1G
2
θ(τt + 1)
2αt−τt +D2Gθαt + LJG
2
θαt.
Summing over k from τt to t gives
t∑
k=τt
E
∥∥∇J(θt)∥∥2 ≤ t∑
k=τt
1
αk
(
E[J(θk+1)]− E[J(θk)]
)
︸ ︷︷ ︸
I1
+B
t∑
k=τt
√
E
∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ]
+
t∑
k=τt
D1G
2
θ(τt + 1)
2αk−τt +
t∑
k=τt
(D2Gθ + LJG
2
θ)αk︸ ︷︷ ︸
I2
.
For the term I1, we have,
t∑
k=τt
1
αk
(
J(θk+1)− J(θk)
)
=
t∑
k=τt
(
1
αk−1
− 1
αk
)
E[J(θk)]− 1
ατt−1
E[J(θτt)] +
1
αt
E[J(θt+1)]
≤
t∑
k=τt
(
1
αk
− 1
αk−1
)
Ur
1− γ +
1
ατt−1
Ur
1− γ +
1
αt
Ur
1− γ
=
Ur
1− γ
[ t∑
k=τt
(
1
αk
− 1
αk−1
)
+
1
ατt−1
+
1
αt
]
=
2Ur
1− γα
−1
t ,
where the inequality holds due to |E[J(θ)]| ≤ Ur/(1− γ).
For the term I2, we have
t∑
k=τt
D1G
2
θ(τt + 1)
2αk−τt = D1G
2
θ(τt + 1)
2
t∑
k=τt
αk−τt
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= D1G
2
θ(τt + 1)
2
t−τt∑
k=0
αk
= D1G
2
θ(τt + 1)
2cα
t−τt∑
k=0
1
(1 + k)σ
,
and
t∑
k=τt
(D2Gθ + LJG
2
θ)αk = (D2Gθ + LJG
2
θ)
t∑
k=τt
αk
≤ (D2Gθ + LJG2θ)
t−τt∑
k=0
αk
= (D2Gθ + LJG
2
θ)cα
t−τt∑
k=0
1
(1 + k)σ
.
Note that both upper bounds rely on the summation
∑t−τt
k=0 1/(1 + k)
σ ≤ ∫ t−τt+10 x−σdx = 1/(1−
σ)(t− τt + 1)1−σ. Combining the results for terms I1 and I2, we have
t∑
k=τt
E
∥∥∇J(θt)∥∥2 ≤ 2Ur
(1− γ)cα (1 + t)
σ
+
(
D1G
2
θ(τt + 1)
2 +D2Gθ + LJG
2
θ
) cα
1− σ (t− τt + 1)
1−σ
+B
t∑
k=τt
√
E
∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ].
Dividing (1 + t− τt) at both sides and using the O notation, we can express the result as
1
1 + t− τt
t∑
k=τt
E
∥∥∇J(θt)∥∥2 ≤ O( 1
t1−σ
)
+O
(
(log t)2
tσ
)
+
2B
1 + t− τt
t∑
k=τt
√
E
∥∥∇J(θt)∥∥2√8E‖zt‖2 + 2E[y2t ]. (B.3)
By Cauchy-Schwartz inequality, we have
1
1 + t− τt
t∑
k=τt
√
E
∥∥∇J(θt)∥∥2√E‖zt‖2
≤
(
1
1 + t− τt
t∑
k=τt
E
∥∥∇J(θt)∥∥2) 12( 1
1 + t− τt
t∑
k=τt
(
8E‖zt‖2 + 2E[y2t ]
)) 12
.
Now, denote F (t) := 1/(1 + t− τt)
∑t
k=τt
E‖∇J(θk)‖2 and Z(t) := 1/(1 + t− τt)
∑t
k=τt
(
8E‖zt‖2 +
23
2E[y2t ]
)
, and putting them back to (B.3):
F (t) ≤ O
(
1
t1−σ
)
+O
(
(log t)2
tσ
)
+ 2B
√
F (t) ·
√
Z(t),
which further gives
(√
F (t)−B
√
Z(t)
)2 ≤ O( 1
t1−σ
)
+O
(
(log t)2
tσ
)
+B2Z(t). (B.4)
Note that for a general function H(t) = O( 1tα )+O( 1tβ ), we have
H2(t) = O
(
1
t2α
)
+O
(
1
t2β
)
,√
H(t) = O
(
1
tα/2
)
+O
(
1
tβ/2
)
.
This means (B.4) implies
√
F (t)−B
√
Z(t) ≤ O
(
1
t(1−σ)/2
)
+O
(
log t
tσ/2
)
+O(√Z(t)),√
F (t) ≤ O
(
1
t(1−σ)/2
)
+O
(
log t
tσ/2
)
+O(√Z(t)),
F (t) ≤ O
(
1
t(1−σ)
)
+O
(
log t
tσ
)
+O(Z(t)).
By Lemma A.3, it holds that
Z(t) =
1
1 + t− τt
t∑
k=τt
8E‖zk‖2 + 2E[y2t ] = O
(
1
t
t∑
k=1
8E‖zk‖2 + 2E[y2t ]
)
= O(E(t)).
And finally, we have
min
0≤k≤t
E
∥∥∇J(θk)∥∥2 ≤ 1
1 + t− τt
t∑
k=τt
E
∥∥∇J(θk)∥∥2
= O
(
1
t(1−σ)
)
+O
(
log t
tσ
)
+O(E(t)).
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B.2 Proof of Theorem 4.8: Estimating the Average Reward
The two time-scale analysis with Markovian noise and moving behavior policy can be complicated,
so we define some useful notations here that could hopefully clarify the probabilistic dependency.
Ot : = (st, at, st+1),
η∗t : = η
∗(θt) = J(θt),
yt : = ηt − η∗t ,
Ξ(O, η,θ) : = yt(rt − η∗t ).
(B.5)
We also write J(θt) = r(θt) sometimes in the proof.
Lemma B.4. For any θ1,θ2, we have∣∣J(θ1)− J(θ2)∣∣ ≤ CJ‖θ1 − θ2‖,
where CJ = 2Ur|A|L(1 + dlogρm−1e+ 1/(1− ρ)).
Lemma B.5. Given the definition of Ξ(Ot, ηt,θt), for any t > 0, we have
E[Ξ(Ot, ηt,θt)] ≤ 4UrCJ‖θt − θt−τ‖+ 2Ur|ηt − ηt−τ |+ 2U2r |A|L
t∑
i=t−τ
E‖θi − θt−τ‖.+ 4U2rmρτ−1.
Proof. From the definition, ηt is the average reward estimator, η
∗
t = J(θt) = E[r(s, a)] is the average
reward under the stationary distribution µθt ⊗ piθt , and yt = ηt − η∗t . From the algorithm we have
the update rule as
ηt+1 := ηt + γt
(
r(st, at)− ηt
)
,
where we leave the step size γt unspecified for now. Unrolling the recursive definition we have
y2t+1 =
(
yt + η
∗
t − η∗t+1 + γt(rt − ηt)
)2
≤ y2t + 2γtyt(rt − ηt) + 2yt(η∗t − η∗t+1) + 2(η∗t − η∗t+1)2 + 2γ2t (rt − ηt)2
= (1− 2γt)y2t + 2γtyt(rt − η∗t ) + 2yt(η∗t − η∗t+1) + 2(η∗t − η∗t+1)2 + 2γ2t (rt − ηt)2
= (1− 2γt)y2t + 2γtΞ(Ok, ηk,θk) + 2yt(η∗t − η∗t+1) + 2(η∗t − η∗t+1)2 + 2γ2t (rt − ηt)2.
Rearranging and summing from τt to t, we have
t∑
k=τt
E[y2k] ≤
t∑
k=τt
1
2γk
E(y2k − y2k+1)︸ ︷︷ ︸
I1
+
t∑
k=τt
E[Ξ(Ok, ηk,θk)]︸ ︷︷ ︸
I2
+
t∑
k=τt
1
γk
E[yk(η∗k − η∗k+1)]︸ ︷︷ ︸
I3
+
t∑
k=τt
1
γk
E[(η∗k − η∗k+1)2]︸ ︷︷ ︸
I4
+
t∑
k=τt
γkE[(rk − ηk)2]︸ ︷︷ ︸
I5
.
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For I1, following the Abel summation formula, we have
I1 =
t∑
k=τt
1
2γk
(y2k − y2k+1)
=
t∑
k=τt
(
1
2γk
− 1
2γk−1
)
y2k +
1
2γτt−1
y2τt −
1
2γt
y2t+1
≤ 2U
2
r
γt
.
For I2, from Lemma B.5, we have
E[Ξ(Ot, ηt,θt)] ≤ 4UrCJ‖θt − θt−τ‖+ 2Ur|ηt − ηt−τ |+ 2U2r |A|L
t∑
i=t−τ
E‖θi − θt−τ‖.+ 4U2rmρτ−1
≤ 4UrCJGθταt−τ + 4U2r τγt−τ + 2U2r |A|Lτ(τ + 1)Gθαt−τ + 4U2rmρτ−1
≤ C1τ2αt−τ + C2τγt−τ + C3mρτ−1.
By the definition of τt, we have
I2 =
t∑
k=τt
E[Ξ(Ok, ηk,θk)] ≤ O
(
τ2t
t−τt∑
k=0
αk
)
+O
(
τt
t−τt∑
k=0
γk
)
.
For I3, we have
I3 ≤
( t∑
k=τt
E[y2k]
)1/2(
C
t∑
k=τt
α2k
γ2k
)1/2
,
where C is some constant. This is because by Lemma B.4, (η∗k − η∗k+1) can be linearly bounded by
‖θk − θk+1‖ ≤ Gθ · αk.
For I4, by the same argument it holds that
I4 = O
( t∑
k=τt
α2k
γk
)
.
For I5, we have
I5 = O
( t∑
k=τt
γk
)
,
by bounding the expectation uniformly. By setting γk = 1/(1 + t)
ν , and applying the squaring
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technique already stated in the proof of Theorem 4.6, we have that
t∑
k=τt
E[y2k] = O(tν) +O(log t · t1−ν) +O(t1−2(σ−ν)).
B.3 Proof of Theorem 4.8: Approximating the TD Fixed Point
Now we deal with the critic’s parameter ωt. The two time-scale analysis with Markovian noise and
moving behavior policy can be complicated, so we define some useful notations here that could
hopefully clarify the probabilistic dependency.
Ot : = (st, at, st+1),
g(O,ω,θ) : = [r(s, a)− J(θ) + (φ(s′)− φ(s))>ω]φ(s),
∆g(O, η,θ) : = [J(θ)− η]φ(s),
g¯(ω,θ) : = Es∼µθ ,a∼piθ ,s′∼P
[[
r(s, a)− J(θ) + (φ(s′)− φ(s))>ω]φ(s)],
ω∗t : = ω
∗(θt),
η∗t : = η
∗(θt) = J(θt)
Λ(O,ω,θ) : =
〈
ω − ω∗(θ), g(O,ω,θ)− g¯(ω,θ)〉,
zt : = ωt − ω∗t
yt : = ηt − η∗t . (B.6)
A bounded lemma is used frequently in this section.
Lemma B.6. Under Assumption 4.4, for any θ, ω, O = (s, a, s′) such that ‖ω‖ ≤ Rω,∥∥g(O,ω,θ)∥∥ ≤ Uδ := 2Ur + 2Rω,∥∥∆g(O, η,θ)∥∥ ≤ 2Ur,∣∣Λ(O,ω,θ)∣∣ ≤ 2Rω · 2Uδ ≤ 2U2δ .
The following lemma is used to control the bias due to Markovian noise.
Lemma B.7. Given the definition of Λ(θt,ωt, Ot), for any 0 ≤ τ ≤ t, we have
E[Λ(Ot,ωt,θt)] ≤ C1(τ + 1)‖θt − θt−τ‖+ C2mρτ−1 + C3‖ωt − ωt−τ‖,
where C1 = 2U
2
δ |A|L(1 + dlogρm−1e+ 1/(1− ρ)) + 2UδL∗, C2 = 2U2δ , C3 = 4Uδ are constants.
Proof of Theorem 4.8. By the updating rule of ωt in Algorithm 1, unrolling and decomposing the
squared error gives
‖zt+1‖2 =
∥∥zt + βt(g(Ot,ωt,θt) + ∆g(Ot, ηt,θt)) + (ω∗t − ω∗t+1)∥∥2
= ‖zt‖2 + 2βt
〈
zt, g(Ot,ωt,θt)
〉
+ 2βt
〈
zt,∆g(Ot, ηt,θt)
〉
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+ 2〈zt,ω∗t − ω∗t+1〉+
∥∥βt(g(Ot,ωt,θt) + ∆g(Ot, ηt,θt)) + (ω∗t − ω∗t+1)∥∥2
= ‖zt‖2 + 2βt
〈
zt, g¯(ωt,θt)
〉
+ 2βtΛ(Ot,ωt,θt) + 2βt
〈
zt,∆g(Ot, ηt,θt)
〉
+ 2〈zt,ω∗t − ω∗t+1〉+
∥∥βt(g(Ot,ωt,θt) + ∆g(Ot, ηt,θt)) + (ω∗t − ω∗t+1)∥∥2
≤ ‖zt‖2 + 2βt
〈
zt, g¯(ωt,θt)
〉
+ 2βtΛ(Ot,ωt,θt) + 2βt
〈
zt,∆g(Ot, ηt,θt)
〉
+ 2〈zt,ω∗t − ω∗t+1〉+ 2β2t
∥∥g(Ot,ωt,θt) + ∆g(Ot, ηt,θt)∥∥2 + 2‖ω∗t − ω∗t+1‖2
≤ ‖zt‖2 + 2βt
〈
zt, g¯(ωt,θt)
〉
+ 2βtΛ(Ot,ωt,θt) + 2βt
〈
zt,∆g(Ot, ηt,θt)
〉
+ 2〈zt,ω∗t − ω∗t+1〉+ 2U2δ β2t + 2‖ω∗t − ω∗t+1‖2,
where the first inequality is due to ‖x+y‖2 ≤ 2‖x‖2+2‖y‖2 and the second is due to ‖g(Ot,ωt,θt)+
∆g(Ot, ηt,θt)‖ ≤ Uδ. First, note that due to Assumption 4.2, we have〈
zt, g¯(ωt,θt)
〉
=
〈
zt, g¯(ωt,θt)− g¯(ω∗t ,θt)
〉
=
〈
zt,E
[(
φ(s′)− φ(s))>(ωt − ω∗t )φ(s)]〉
= z>t E
[
φ(s)
(
φ(s′)− φ(s))>]zt
= z>t Azt
≤ −λ‖zt‖2,
where the first equation is due to the fact that g¯(ω∗,θ) = 0 (Sutton and Barto, 2018). Taking
expectation up to st+1, we have
E‖zt+1‖2 ≤ E‖zt‖2 + 2βtE
〈
zt, g¯(ωt,θt)
〉
+ 2βtEΛ(Ot,ωt,θt) + 2βtE
〈
zt,∆g(Ot, ηt,θt)
〉
+ 2E〈zt,ω∗t − ω∗t+1〉+ 2U2δ β2t + 2E‖ω∗t − ω∗t+1‖2
≤ (1− 2λβt)E‖zt‖2 + 2βtEΛ(Ot,ωt,θt) + 2βtE
〈
zt,∆g(Ot, ηt,θt)
〉
+ 2E〈zt,ω∗t − ω∗t+1〉+ 2U2δ β2t + 2E‖ω∗t − ω∗t+1‖2.
Based on the result above, we can further rewrite it as:
E‖zt+1‖2 ≤ (1− 2λβt)E‖zt‖2 + 2βtEΛ(Ot,ωt,θt) + 2βtE‖zt‖ · |yt|
+ 2L∗E‖zt‖ · ‖θt − θt+1‖+ 2U2δ β2t + 2L2∗E‖θt − θt+1‖2
≤ (1− 2λβt)E‖zt‖2 + 2βtEΛ(Ot,ωt,θt) + 2βtE‖zt‖ · |yt|
+ 2L∗GθαtE‖zt‖+ 2U2δ β2t + 2L2∗G2θα2t
≤ (1− 2λβt)E‖zt‖2 + 2βtEΛ(Ot,ωt,θt) + 2βtE‖zt‖ · |yt|
+ 2L∗GθαtE‖zt‖+
(
2U2δ + 2L
2
∗G
2
θ
(
max
t
αt
βt
)2)
β2t
= (1− 2λβt)E‖zt‖2 + 2βtEΛ(Ot,ωt,θt) + 2βtE‖zt‖ · |yt|+ 2L∗GθαtE‖zt‖+ Cqβ2t ,
where we denote the constant coefficient before the quadratic stepsize β2t as Cq at the last step. The
first inequality is due to Proposition 4.5 and Cauchy-Schwartz inequality. The second inequality is
due to the update of θt is bounded by Gθαt. The third inequality is from employing the fact that
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σ > ν so αt/βt is bounded. Rearranging the inequality yields
2λE‖zt‖2 ≤ 1
βt
(
E‖zt‖2 − E‖zt+1‖2
)
+ 2EΛ(Ot,ωt,θt) + E‖zt‖ · |yt|+ 2L∗Gθαt
βt
E‖zt‖+ Cqβt
≤ 1
βt
(
E‖zt‖2 − E‖zt+1‖2
)
+ 2EΛ(Ot,ωt,θt) +
√
Ey2t ·
√
E‖zt‖2 + 2L∗Gθαt
βt
√
E‖zt‖2 + Cqβt,
where the second inequality is due to the concavity of square root function. Telescoping from τt to t
gives:
2λ
t∑
k=τt
E‖zk‖2 ≤
t∑
k=τt
1
βk
(
E‖zk‖2 − E‖zk+1‖2
)
︸ ︷︷ ︸
I1
+2
t∑
k=τt
EΛ(θk,ωk, Ok)︸ ︷︷ ︸
I2
+ 2L∗Gθ
t∑
k=τt
αk
βk
√
E‖zk‖2︸ ︷︷ ︸
I3
+
t∑
k=τt
√
Ey2k ·
√
E‖zk‖2︸ ︷︷ ︸
I4
+Cq
t∑
k=τt
βk︸ ︷︷ ︸
I5
. (B.7)
From (B.7), we can see the proof of the critic again shares the same spirit with the proof of Theorem
4.6. For term I1, we have
I1 :=
t∑
k=τt
1
βk
(E‖zk‖2 − E‖zk+1‖2)
=
t∑
k=τt
(
1
βk
− 1
βk−1
)
E‖zk‖2 + 1
βτt−1
E‖zτt‖2 −
1
βt
E‖zt+1‖2
≤
t∑
k=τt
(
1
βk
− 1
βk−1
)
E‖zk‖2 + 1
βτt−1
E‖zτt‖2
≤ 4R2ω
( t∑
k=τt
(
1
βk
− 1
βk−1
)
+
1
βτt−1
)
= 4R2ω
1
βt
= O(tν),
where the first inequality is due to discarding the last term, and the second inequality is due to
E‖zk‖2 ≤ (Rω +Rω)2.
For term I2, note that due to Lemma B.7, we actually have
Λ(Ok,ωk,θk) ≤ C1(τt + 1)‖θk − θk−τt‖+ C2mρτt−1 + C3‖ωk − ωk−τt‖
≤ C1(τt + 1)
k−1∑
i=k−τt
Gθαi + C2mρ
τt−1 + C3
k−1∑
i=k−τt
Uδβi
≤ C1Gθ(τt + 1)2αk−τt + C2αt + C3Uδτtβk,
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and the summation is
I2 :=
t∑
k=τt
EΛ(Ok,ωk,θk)
≤ C1Gθ(τt + 1)2
t∑
k=τt
αk−τt + C2
t∑
k=τt
αt + C3Uδτt
t∑
k=τt
βk
≤ C1Gθ(τt + 1)2
t−τt∑
k=0
αk + C2(t− τt + 1)αt + C3Uδτt
t−τt∑
k=0
βk
= O((log t)2t1−σ)+O(t1−σ) +O((log t)t1−ν)
= O((log t)t1−ν),
where the second inequality is due to the monotonicity of αk and βk. The O(·) comes from that
τ = O(log t) and ∑ k−ν = O(t1−ν).
For term I3 and I4, we will instead show it can be bounded in a different form. Using Cauchy-
Schwartz inequality we have
I3 :=
t∑
k=τt
αk
βk
√
E‖zk‖ ≤
( t∑
k=τt
α2k
β2k
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
≤
( t−τt∑
k=0
α2k
β2k
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
,
I4 :=
t∑
k=τt
√
Ey2k ·
√
E‖zk‖ ≤
( t∑
k=τt
Ey2k
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
≤
( t−τt∑
k=0
Ey2k
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
.
For term I5, simply bound it as
∑t−τt
k=0 βk = O(t1−ν).
Collecting the upper bounds of the above five terms, and writing them using O(·) notation give
2λ
t∑
k=τt
E‖zk‖2 ≤ O(tν) +O
(
(log t)t1−ν
)
+ 2L∗Gθ
( t−τt∑
k=0
α2k
β2k
) 1
2 ( t∑
k=τt
E‖zk‖2
) 1
2
+
( t−τt∑
k=0
Ey2k
) 1
2
( t∑
k=τt
E‖zk‖2
) 1
2
.
Now, we first divide both sides by (1 + t − τt), and denote Z(t) := 1/(1 + t − τt)
∑t
k=τt
E‖zk‖2 ,
F (t) := 1/(1 + t− τt)
∑t−τt
k=0
α2k
β2k
= O(t−2(σ−ν)) and G(t) := 1/(1 + t− τt)
∑t−τt
k=0 E[y2k] = O(tν−1) +
O(log t · t−ν) +O(t−2(σ−ν)). This simplification leads to
2λ
(√
Z(t)− L∗Gθ
2λ
·
√
F (t)−
√
G(t)
)2 ≤ O( 1
t1−ν
)
+O
(
log t
tν
)
+
(
L∗Gθ
2λ
√
F (t) +
√
G(t)
)2
= O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
.
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By a similar reasoning as in the end of the proof of Theorem 4.6, we actually shows that
1
1 + t− τt
t∑
k=τt
E‖ωk − ω∗k‖2 = O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
.
This completes the proof.
B.4 Proof of Corollary 4.10
Proof of Corollary 4.10. By Theorem 4.8, we have
1
1 + t− τt
t∑
k=τt
E‖ωk − ω∗k‖2 = O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
.
By Lemma A.3, E(t) in Theorem 4.6 is of the equivalent order:
E1(t) = 1
t
t∑
k=1
E‖ωk − ω∗k‖2
= O
(
1
1 + t− τt
t∑
k=τt
E‖ωk − ω∗k‖2
)
+O
(
log t
t
)
= O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
+O
(
log t
t
)
= O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
.
The same reasoning also applies to
E2(t) = 1
t
t∑
k=1
E(ηk − r(θk))2
= O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
.
Plugging the above results into Theorem 4.6, and optimizing over the choice of σ and ν (which gives
σ = 3/5 and ν = 2/5), we have
min
0≤k≤t
E‖∇J(θk)‖2 = O
(
1
t1−σ
)
+O
(
log2 t
tσ
)
+O
(
1
t1−ν
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
= O
(
1
t1−σ
)
+O
(
log t
tν
)
+O
(
1
t2(σ−ν)
)
= O
(
log t
t2/5
)
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Therefore, in order to obtain an -approximate stationary point of J , namely,
min
0≤k≤T
E
∥∥∇J(θk)∥∥2 = O( log T
T 2/5
)
≤ ,
we need to set T = O˜(−2.5).
C Proof of Technical Lemmas
C.1 Proof of Lemma B.1
Proof of Lemma B.1. This comes from Lemma 3.2 in Zhang et al. (2019). And the second inequality
is well known as a partial result of [−L,L]-smoothness of non-convex functions.
C.2 Proof of Lemma B.2
Proof of Lemma B.2. Applying the definition of ∆h() and Cauchy-Schwartz inequality immediately
yields the result.
C.3 Proof of Lemma B.3
The proof of Lemma B.3 will be built on the following supporting lemmas.
Lemma C.1. For any t ≥ 0,∣∣Γ(Ot,θt)− Γ(Ot,θt−τ )∣∣ ≤ Gθ(UδLl + 2L∗B + 3LJ)‖θt − θt−τ‖.
Lemma C.2. For any t ≥ 0,
∣∣E[Γ(Ot,θt−τ )− Γ(O˜t,θt−τ )]∣∣ ≤ 2UδBGθ|A|L t∑
i=t−τ
‖θi − θt−τ‖.
Lemma C.3. For any t ≥ 0,∣∣E[Γ(O˜t,θt−τ )− Γ(O′t,θt−τ )]∣∣ ≤ 4UδBGθmρτ−1.
Proof of Lemma B.3. First note that
δ =
∣∣r(s, a)− J(θ) + φ>(s′)ω − φ>(s)ω∣∣
≤ ∣∣r(s, a)∣∣+ ∣∣J(θ)∣∣+ ∣∣φ>(s′)ω∣∣+ ∣∣φ>(s)ω∣∣
= 2Ur + 2Rω
=: Uδ,
which immediately implies∥∥δ∇ log piθ(a|s)∥∥ ≤ |δ| · ∥∥∇ log piθ(a|s)∥∥ ≤ Uδ ·B,
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where the last inequality is due to Assumption 4.4. We decompose the Markovian bias as
E[Γ(Ot,θt)] = E[Γ(Ot,θt)− Γ(Ot,θt−τ )] + E[Γ(Ot,θt−τ )− Γ(O˜t,θt−τ )]
+ E[Γ(O˜t,θt−τ )− Γ(O′t,θt−τ )] + E[Γ(O′t,θt−τ )],
where O˜t is from the auxiliary Markovian chain and O
′
t is from the stationary distribution which
actually satisfy Γ(O′t,θt−τ ) = 0. By collecting the corresponding bounds from Lemmas C.1, C.2
and C.3, we have that
E[Γ(Ot,θt)] ≥ −Gθ(UδLl + 2L∗B + 3LJ)E‖θt − θt−τ‖ − 2UδBGθ|A|L
t∑
i=t−τ
E‖θi − θt−τ‖
− 4UδBGθmρτ−1
≥ −Gθ(UδLl + 2L∗B + 3LJ)
t∑
i=t−τ+1
E‖θi − θi−1‖
− 2UδBGθ|A|L
t∑
i=t−τ+1
i∑
j=t−τ+1
E‖θj − θj−1‖ − 4UδBGθmρτ−1
≥ −Gθ(UδLl + 2L∗B + 3LJ)
t∑
i=t−τ+1
E‖θi − θi−1‖
− 2UδBGθ|A|Lτ
t∑
j=t−τ+1
E‖θj − θj−1‖ − 4UδBGθmρτ−1
≥ −Gθ
(
D1(τ + 1)
t∑
k=t−τ+1
E‖θk − θk−1‖+D2mρτ−1
)
,
where D1 := max{(UδLl+2L∗B+3LJ), 2UδB|A|L} and D2 := 4UδB, which completes the proof.
C.4 Proof of Lemma B.4
Proof of Lemma B.4. By definition, we have
J(θ1)− J(θ2) = E[r(s(1), a(1))− r(s(2), a(2))],
where s(i) ∼ µθi , a(i) ∼ piθi . Therefore, it holds that
J(θ1)− J(θ2) = E[r(s(1), a(1))− r(s(2), a(2))]
≤ 2UrdTV (µθ1 ⊗ piθ1 , µθ2 ⊗ piθ2)
≤ 2Ur|A|L
(
1 + dlogρm−1e+
1
1− ρ
)
‖θ1 − θ2‖
= CJ‖θ1 − θ2‖.
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C.5 Proof of Lemma B.5
The proof of this lemma depends on several auxiliary lemmas as follows.
Lemma C.4. For any θ1,θ2, eta,O = (s, a, s
′), we have∣∣Ξ(O, η,θ1)− Ξ(O, η,θ2)∣∣ ≤ 4UrCJ‖θ1 − θ2‖.
Lemma C.5. For any θ, η1, η2, O, we have∣∣Ξ(O, η1,θ)− Ξ(O, η2,θ)∣∣ ≤ 2Ur|η1 − η2|.
Lemma C.6. Consider original tuples Ot = (st, at, st+1) and the auxiliary tuples O˜t = (s˜t, a˜t, s˜t+1).
Conditioned on st−τ+1 and θt−τ , we have
∣∣E[Ξ(Ot, ηt−τ ,θt−τ )− Ξ(O˜t, ηt−τ ,θt−τ )]∣∣ ≤ 2U2r |A|L t∑
i=t−τ
E‖θi − θt−τ‖.
Lemma C.7. Conditioned on st−τ+1 and θt−τ , we have
E[Ξ(O˜t, ηt−τ ,θt−τ )] ≤ 4U2rmρτ−1.
Proof. By the Lemma C.4, C.5, C.6 and C.7, we can collect the corresponding term and get the
bound
E[Ξ(Ot, ηt,θt)] = E[Ξ(Ot, ηt,θt)− Ξ(Ot, ηt,θt−τ )] + E[Ξ(Ot, ηt,θt−τ )− Ξ(Ot, ηt−τ ,θt−τ )]
+ E[Ξ(Ot, ηt−τ ,θt−τ )− Ξ(O˜t, ηt−τ ,θt−τ )] + E[Ξ(O˜t, ηt−τ ,θt−τ )]
≤ 4UrCJ‖θ1 − θ2‖+ 2Ur|η1 − η2|+ 2U2r |A|L
t∑
i=t−τ
E‖θi − θt−τ‖+ 4U2rmρτ−1.
C.6 Proof of Lemma B.6
Proof of Lemma B.6. For the first inequality, apply the property of norm and the Cauchy-Schwartz
inequality:∥∥g(O,ω,θ)∥∥ = ∥∥(r(s, a)− J(θ) + φ>(s′)ω − φ>(s)ω)φ(s)∥∥
≤ ∣∣r(s, a)∣∣+ ∥∥J(θ)∥∥+ ∣∣φ>(s′)ω∣∣ · ∥∥φ>(s)∥∥+ ∣∣φ>(s)ω∣∣ · ∥∥φ>(s)∥∥
= Ur + Ur +Rω +Rω ≤ 2Ur + 2Rω.
For the second inequality, we can directly apply Cauchy-Schwartz inequality and obtain the result.
For the third inequality, apply Cauchy-Schwartz inequality as we have∣∣Λ(O,ω,θ)∣∣ = ∣∣∣〈ω − ω∗, g(O,ω,θ)− g¯(ω,θ)〉∣∣∣
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≤ ‖ω − ω∗‖ · ∥∥g(O,ω,θ)− g¯(ω,θ)∥∥
≤ 2Rω · 2Uδ ≤ 2U2δ ,
which completes the proof.
C.7 Proof of Lemma B.7
This Lemma is actually a combination of several auxiliary lemmas listed here:
Lemma C.8. For any θ1,θ2, ω and tuple O = (s, a, s
′),∣∣Λ(O,ω,θ1)− Λ(O,ω,θ2)∣∣ ≤ K1‖θ1 − θ2‖,
where K1 = 2U
2
δ |A|L(1 + dlogρm−1e+ 1/(1− ρ)) + 2UδL∗.
Lemma C.9. For any θ, ω1,ω2 and tuple O = (s, a, s
′),∣∣Λ(O,ω1,θ)− Λ(O,ω2,θ)∣∣ ≤ 6Uδ‖ω1 − ω2‖.
Lemma C.10. Consider original tuples Ot = (st, at, st+1) and the auxiliary tuples O˜t = (s˜t, a˜t, s˜t+1).
Conditioned on st−τ+1 and θt−τ , we have
E[Λ(Ot,ωt−τ ,θt−τ )− Λ(O˜t,ωt−τ ,θt−τ )] ≤ U2δ |A|L
t∑
i=t−τ
E‖θi − θt−τ‖ (C.1)
Lemma C.11. Conditioned on st−τ+1 and θt−τ ,
E[Λ(O˜t,ωt−τ ,θt−τ )] ≤ 2U2δmρτ−1.
Proof of Lemma B.7. By the Lemma C.8, C.9, C.10 and C.11, we can collect the corresponding
term and get the bound
E[Λ(Ot,ωt,θt)] = E[Λ(Ot,ωt,θt)− Λ(Ot,ωt,θt−τ )] + E[Λ(Ot,ωt,θt−τ )− Λ(Ot,ωt−τ ,θt−τ )]
+ E[Λ(Ot,ωt−τ ,θt−τ )− Λ(O˜t,ωt−τ ,θt−τ )] + E[Λ(O˜t,ωt−τ ,θt−τ )]
≤ C1(τ + 1)‖θt − θt−τ‖+ C2mρτ−1 + C3‖ωt − ωt−τ‖,
where C1 = 2U
2
δ |A|L(1 + dlogρm−1e+ 1/(1− ρ)) + 2UδL∗, C2 = 2U2δ , C3 = 4Uδ.
D Proof of Auxiliary Lemmas
D.1 Proof of Lemma C.1
Proof of Lemma C.1. Let δ(Ot,θ) := r(st, at) + (φ(st+1)− φ(st))>ω∗ − r(θ) and it can be shown
that δ(Ot,θ1)− δ(Ot,θ2) = (φ(st+1)− φ(st))>(ω∗1 − ω∗2)− (r(θ1)− r(θ2)).∥∥h(Ot,θt)− h(Ot,θt−τ )∥∥ = ∥∥δ(Ot,θt)∇ log piθt(at|st)− δ(Ot,θt−τ )∇ log piθt−τ (at|st)∥∥
35
≤ ∥∥δ(Ot,θt)∇ log piθt(at|st)− δ(Ot,θt)∇ log piθt−τ (at|st)∥∥
+
∥∥δ(Ot,θt)∇ log piθt−τ (at|st)− δ(Ot,θt−τ )∇ log piθt−τ (at|st)∥∥
≤ UδLl‖θt − θt−τ‖+ 2L∗B‖θt − θt−τ‖.
By triangle inequality, we have∣∣Γ(Ot,θt)− Γ(Ot,θt−τ )∣∣ ≤ Gθ∥∥h(Ot,θt)− h(Ot,θt−τ )∥∥+ 3Gθ∥∥∇J(θt)−∇J(θt−τ )∥∥
≤ Gθ(UδLl + 2L∗B + 3LJ)‖θt − θt−τ‖.
D.2 Proof of Lemma C.2
Proof of Lemma C.2. By the definition of in (B.1),
E
[
Γ(Ot,θt−τ )− Γ(O˜t,θt−τ )
]
= E
[〈∇J(θt−τ ), h(Ot,θt−τ )− h(O˜t,θt−τ )〉]
= E
[〈∇J(θt−τ ), h(Ot,θt−τ )〉− 〈∇J(θt−τ ), h(O˜t,θt−τ )〉]
≤ 4UδBGθdTV
(
P(Ot = ·|st−τ+1,θt−τ ),P(O˜t = ·|st−τ+1,θt−τ )
)
,
(D.1)
where the inequality is by the definition of total variation. By Lemma A.2 we have
dTV
(
P(Ot ∈ ·|st−τ+1,θt−τ ),P(O˜t ∈ ·|st−τ+1,θt−τ )
)
= dTV
(
P((st, at) ∈ ·|st−τ+1,θt−τ ),P((s˜t, a˜t) ∈ ·|st−τ+1,θt−τ )
)
≤ dTV
(
P(st ∈ ·|st−τ+1,θt−τ ),P(s˜t ∈ ·|st−τ+1,θt−τ )
)
+
1
2
|A|LE‖θt − θt−τ‖
≤ dTV
(
P(Ot−1 ∈ ·|st−τ+1,θt−τ ),P(O˜t−1 ∈ ·|st−τ+1,θt−τ )
)
+
1
2
|A|LE‖θt − θt−τ‖.
Repeat the inequality above over t to t− τ + 1 we have
dTV
(
P(Ot ∈ ·|st−τ+1,θt−τ ),P(O˜t ∈ ·|st−τ+1,θt−τ )
) ≤ 1
2
|A|L
t∑
i=t−τ
E‖θi − θt−τ‖. (D.2)
Plugging (D.2) into (D.1) we get
E
[
Γ(Ot,θt−τ )− Γ(O˜t,θt−τ )
] ≤ 2UδBGθ|A|L t∑
i=t−τ
‖θi − θt−τ‖.
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D.3 Proof of Lemma C.3
Proof of Lemma C.3.
E
[
Γ
(
O˜t,θt−τ
)− Γ(O′t,θt−τ )] ≤ 4UδBGθdTV (P(O˜t = ·|st−τ+1,θt−τ ), µθt−τ ⊗ piθt−τ ⊗ P)
≤ 4UδBGθmρτ−1.
The first inequality is by the definition of total variation norm and the second inequality is shown
in Lemma C.11.
D.4 Proof of Lemma C.4
Proof of Lemma C.4. By the definition of Ξ(O, η,θ) in (B.5), we have∣∣Ξ(O, η,θ1)− Ξ(O, η,θ2)∣∣ = ∣∣(η − η∗1)(r − η∗1)− (η − η∗2)(r − η∗2)∣∣
≤ ∣∣(η − η∗1)(r − η∗1)− (η − η∗1)(r − η∗2)∣∣
+
∣∣(η − η∗1)(r − η∗2)− (η − η∗2)(r − η∗2)∣∣
≤ 4Ur|η∗1 − η∗2|
= 4Ur
∣∣J(θ1)− J(θ2)∣∣
≤ 4UrCJ‖θ1 − θ2‖.
D.5 Proof of Lemma C.5
Proof of Lemma C.5. By definition,∣∣Ξ(O, η1,θ)− Ξ(O, η2,θ)∣∣ = ∣∣(η1 − η∗)(r − η∗)− (η2 − η∗)(r − η∗)∣∣
≤ 2Ur|η1 − η2|.
D.6 Proof of Lemma C.6
Proof of Lemma C.6. By the Cauchy-Schwartz inequality and the definition of total variation norm,
we have
E
[
Ξ(Ot, ηt−τ ,θt−τ )− Ξ(O˜t, ηt−τ ,θt−τ )
]
= (ηt−τ − η∗t−τ )E[r(st, at)− r(s˜t, a˜t)].
Since
E[r(st, at)− r(s˜t, a˜t)] ≤ 2UrdTV
(
P(Ot ∈ ·|st−τ+1,θt−τ ),P(O˜t ∈ ·|st−τ+1,θt−τ )
)
,
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the total variation between Ot and O˜t has appeared in (D.2), in the proof of Lemma C.2, which is
dTV
(
P(Ot ∈ ·|st−τ+1,θt−τ ),P(O˜t ∈ ·|st−τ+1,θt−τ )
) ≤ 1
2
|A|L
t∑
i=t−τ
E‖θi − θt−τ‖.
Plugging this bound, we have
∣∣E[Ξ(Ot, ηt−τ ,θt−τ )− Ξ(O˜t, ηt−τ ,θt−τ )]∣∣ ≤ 2U2r |A|L t∑
i=t−τ
E‖θi − θt−τ‖.
D.7 Proof of Lemma C.7
Proof of Lemma C.7. We first note that according to the definition,
E[η(O′t, ηt−τ ,θt−τ )|θt−τ ] = 0,
where O′t = (s′t, a′t, s′t+1) is the tuple generated by s′t ∼ µθt−τ , a′t ∼ piθt−τ , s′t+1 ∼ P . By the ergodicity
in Assumption 4.3, it holds that
dTV
(
P(s˜t = ·|st−τ+1,θt−τ ), µθt−τ
) ≤ mρτ−1.
It can be shown that
E[Ξ(O˜t, ηt−τ ,θt−τ )] = E
[
Ξ
(
O˜t, ηt−τ ,θt−τ
)− Ξ(O′t, ηt−τ ,θt−τ )]
= E
[
(ηt−τ − η∗t−τ )
(
r(s˜t, a˜t)− r(s′, a′)
)]
≤ 4U2r dTV
(
P
(
O˜t = ·|st−τ+1,θt−τ
)
, µθt−τ ⊗ piθt−τ ⊗ P
)
≤ 4U2rmρτ−1.
The argument used here also appears in the proof of Lemma C.11 and explained in detail there.
D.8 Proof of Lemma C.8
Proof of Lemma C.8.∣∣Λ(O,ω,θ1)− Λ(O,ω,θ2)∣∣ = ∣∣∣〈ω − ω∗1, g(O,ω)− g¯(θ1,ω)〉− 〈ω − ω∗2, g(O,ω)− g¯(θ2,ω)〉∣∣∣
≤
∣∣∣〈ω − ω∗1, g(O,ω)− g¯(θ1,ω)〉− 〈ω − ω∗1, g(O,ω)− g¯(θ2,ω)〉∣∣∣︸ ︷︷ ︸
I1
+
∣∣∣〈ω − ω∗1, g(O,ω)− g¯(θ2,ω)〉− 〈ω − ω∗2, g(O,ω)− g¯(θ2,ω)〉∣∣∣︸ ︷︷ ︸
I2
.
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For the term I2, we simply use the Cauchy-Schwartz inequality to get 2Uδ‖ω∗1 − ω∗2‖.
For the term I1, it can be bounded as:∣∣∣〈ω − ω∗1, g(O,ω)− g¯(θ1,ω)〉− 〈ω − ω∗1, g(O,ω)− g¯(θ2,ω)〉∣∣∣
=
∣∣∣〈ω − ω∗1, g¯(θ1,ω)− g¯(θ2,ω)〉∣∣∣
≤ 2Rω
∥∥g¯(θ1,ω)− g¯(θ2,ω)∥∥
≤ 2Rω · 2Uδ · dTV (µθ1 ⊗ piθ1 ⊗ P, µθ2 ⊗ piθ2 ⊗ P)
≤ 2U2δ dTV (µθ1 ⊗ piθ1 ⊗ P, µθ2 ⊗ piθ2 ⊗ P),
where the first inequality is due to Cauchy-Schwartz; the second inequality is by the definition of
total variation norm; the third inequality is due to the fact Uδ ≥ 2Rω. Therefore, we have∣∣Λ(θ1,ω, O)− Λ(θ2,ω, O)∣∣ ≤ 2U2δ dTV (µθ1 ⊗ piθ1 ⊗ P, µθ2 ⊗ piθ2 ⊗ P) + 2Uδ‖ω∗1 − ω∗2‖
≤ 2U2δ |A|L
(
1 + dlogρm−1e+
1
1− ρ
)
‖θ1 − θ2‖+ 2UδL∗‖θ1 − θ2‖
= K1‖θ1 − θ2‖,
where the second inequality is due to Lemma A.1 and Proposition 4.5.
D.9 Proof of Lemma C.9
Proof of Lemma C.9. By definition,∣∣Λ(O,ω1,θ)− Λ(O,ω2,θ)∣∣ = ∣∣∣〈ω1 − ω∗, g(O,ω1)− g¯(ω1,θ)〉− 〈ω2 − ω∗, g(O,ω2)− g¯(ω2,θ)〉∣∣∣
≤
∣∣∣〈ω1 − ω∗, g(O,ω1)− g¯(ω1,θ)〉− 〈ω1 − ω∗, g(O,ω2)− g¯(ω2,θ)〉∣∣∣
+
∣∣∣〈ω1 − ω∗, g(O,ω2)− g¯(ω2,θ)〉− 〈ω2 − ω∗, g(O,ω2)− g¯(ω2,θ)〉∣∣∣
≤ 2Rω
∥∥∥(g(O,ω1)− g(O,ω2))− (g¯(ω1,θ)− g¯(ω2,θ))∥∥∥+ 2Uδ‖ω1 − ω2‖.
Note that we have ‖g(O,ω1,θ) − g(O,ω2,θ)‖ = |(φ(s′) − φ(s))>(ω1 − ω2)| ≤ 2‖ω1 − ω2‖ and
similarly ‖g¯(ω1,θ)− g¯(ω2,θ)‖ ≤ |E
[
(φ(s′)− φ(s))>(ω1 − ω2)
]| ≤ 2‖ω1 − ω2‖. Therefore,∣∣Λ(O,ω1,θ)− Λ(O,ω2,θ)∣∣ ≤ 2Rω∥∥∥(g(O,ω1)− g(O,ω2))− (g¯(ω1,θ)− g¯(ω2,θ))∥∥∥+ 2Uδ‖ω1 − ω2‖
≤ 2Rω · 4‖ω1 − ω2‖+ 2Uδ‖ω1 − ω2‖
≤ 6Uδ‖ω1 − ω2‖.
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D.10 Proof of Lemma C.10
Proof of Lemma C.10. By the Cauchy-Schwartz inequality and the definition of total variation
norm, we have
Λ(Ot,ωt−τ ,θt−τ )− Λ(O˜t,ωt−τ ,θt−τ ) =
〈
ωt−τ − ω∗t−τ , g(Ot,ωt−τ )− g(O˜t,ωt−τ )
〉
≤ 2U2δ dTV
(
P(Ot ∈ ·|st−τ+1,θt−τ ),P(O˜t ∈ ·|st−τ+1,θt−τ )
)
.
(D.3)
The total variation between Ot and O˜t has appeared in (D.2), in the proof of Lemma C.2, which is
dTV
(
P(Ot ∈ ·|st−τ+1,θt−τ ),P(O˜t ∈ ·|st−τ+1,θt−τ )
) ≤ 1
2
|A|L
t∑
i=t−τ
E‖θi − θt−τ‖.
Plugging this bound into (D.3), we have
∣∣Λ(Ot,ωt−τ ,θt−τ )− Λ(O˜t,ωt−τ ,θt−τ )∣∣ ≤ U2δ |A|L t∑
i=t−τ
E‖θi − θt−τ‖.
D.11 Proof of Lemma C.11
Proof of Lemma C.11. We first note that according to the definition in Section B.3,
E[Λ(O′t,ωt−τ ,θt−τ )|st−τ+1,θt−τ ] = 0,
where O′t = (s′t, a′t, s′t+1) is the tuple generated by s′t ∼ µθt−τ , a′t ∼ piθt−τ , s′t+1 ∼ P . By the ergodicity
in Assumption 4.3, it holds that
dTV
(
P(s˜t = ·|st−τ+1,θt−τ ), µθt−τ
) ≤ mρτ−1.
It can be shown that
E[Λ(O˜t,ωt−τ ,θt−τ )] = E[Λ(O˜t,ωt−τ ,θt−τ )− Λ(O′t,ωt−τ ,θt−τ )]
= E
〈
ωt−τ − ω∗t−τ , g(O˜t,ωt−τ )− g(O′t,ωt−τ )
〉
≤ 4RωUδdTV
(
P(O˜t = ·|st−τ+1,θt−τ ), µθt−τ ⊗ piθt−τ ⊗ P
)
≤ 2U2δ dTV
(
P(s˜t = ·|st−τ+1,θt−τ ), µθt−τ
)
≤ 2U2δmρτ−1.
The third inequality holds because 2Rω < Uδ and
dTV
(
P(O˜t = ·|st−τ+1,θt−τ ), µθt−τ ⊗ piθt−τ ⊗ P
)
= dTV
(
P((s˜t, a˜t) = ·|st−τ+1,θt−τ ), µθt−τ ⊗ piθt−τ
)
= dTV
(
P(s˜t = ·|st−τ+1,θt−τ ), µθt−τ
)
.
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This can be shown following the same procedure in (A.1), because P(O˜t = ·|st−τ+1,θt−τ ) = P(s˜t =
·|st−τ+1,θt−τ )⊗ piθt−τ ⊗ P.
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