We consider an optimal fourth-order method for solving nonlinear equations and construct polynomials such that the rational map arising from the method applied to these polynomials has an attracting periodic orbit of any prescribed period.
Introduction
Recently, an optimal fourth-order iterative method to find a simple root ρ, that is, f ρ 0 and f ρ / 0, of a nonlinear equation f x 0, which is given by x n 1 x n − 16f x n f x n −5f 2 x n 30f x n f y n − 9f 2 y n , 1.1 where y n x n − 2/3 f x n /f x n was proposed in 1 and its dynamics behavior was investigated and analyzed in detail. By an optimal method, we mean a multipoint method without memory which requires n 1 functional evaluations per iteration, but achieves the order of convergence 2 n 2 . The method 1.1 may be used to approximate both real and complex roots of the nonlinear equation with x 0 ∈ C. If the initial guess x 0 is chosen sufficiently near a zero of f, then an iterative method is expected to converge. This is, however, not true in general if there exists an attracting periodic orbit or cycle of period k ≥ 2 whose definition will be introduced below . If the initial guess happens to be chosen from the basin of attraction of an attractive periodic cycle, the sequence {x n } ∞ n 0 converges to the attractive cycle, not to a zero of f since any root of f x 0 may be considered as a period orbit of period 1. Thus the existence of attracting periodic cycles of period greater than or equal to 2 could interfere with an iterative method searching for a root of the nonlinear equation. As a result, it has been an important concern from practical aspect in iteration theory to construct specific polynomials for a given method such that the map arising from the iterative method applied to the polynomials has an attractive periodic orbit. In this direction there was some result in 3 where attractive periodic orbits of any prescribed period were constructed for some classical third-order methods. Motivated by this, in this paper we extend the construction of attractive periodic cycles of any prescribed period to higher-order iterative methods. To this end, we will recall some preliminaries, see for example Milnor 4 that is, all the points of a cycle have the same eigenvalue.
We classify the fixed points of a map based on the magnitude of the derivative. The entire open disk is contained in F R , since successive iterates on any compact subset converge uniformly to zero. Similarly the exterior is contained in F R . On the other hand if z 0 is on the unit circle than in any neighborhood of z 0 any limit of the iterates would necessarily have a jump discontinuity as we cross the unit circle. Therefore J R is the unit circle. Such smooth Julia sets are exceptional. 
Attractive Cycles Results
Let us consider the map R f associated to f
where
for which the optimal method 1.1 is written as
Toward the aim to construct periodic orbits of any prescribed period for the method 1.1 , we have the following characterization. 
2.4
Proof. Assume that Ω is a periodic orbit of R f . Then R f x i x i 1 for i 1, 2, . . . , n − 1 and R f x n x 1 . We have
x 1 x n 16f x n f x n 5f 2 x n − 30f x n f y n 9f 2 y n .
2.5
Therefore, we obtain
. . , n − 1,
x n f x n 5f 2 x n − 30f x n f y n 9f 2 y n .
2.6
Conversely, suppose that f satisfies condition 2.4 . Then we easily have
R f x n x n 16f x n f x n 16f x n f x n / x 1 − x n x 1 .
2.7
Proposition 2.2. For any positive integer n ≥ 2, there exists a polynomial f x of degree less than or equal to 3n − 1 for which R f has a periodic orbit of period n.
Proof. Let x 1 , x 2 , . . . , x n be a given a set of n distinct complex numbers, let z 1 , z 2 , . . . , z n be a set of n nonzero complex numbers, and let s 1 , s 2 , . . . , s n be another set of nonzero complex numbers such that 16s n z n x 1 − x n .
2.9
Then by Proposition 2.1, Ω {x 1 , x 2 , . . . , x n } is a periodic orbit of period n of R f . Using 2.9 and condition 2.8 yields
f y n 15 ± 15 2 − 9 5s 2 n − 16s n z n / x 1 − x n 9 .
2.10
We now show that such a polynomial exists. For this, we use the Hermite interpolation procedure. We begin the construction by writing f x as
where the functions f i x are polynomials defined as follows:
. . .
6 Abstract and Applied Analysis
To determine the polynomial f x we must find suitable coefficients a i for i 1, 2, . . . , 3n. For this we must solve a linear system of 3n equations with 3n unknown of the form AX B. The matrix A associated with the linear system of equations is given by 
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By evaluating A we obtain 
2.15
Now 
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