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Abstract
Numerical measures of pattern dissimilarity are at the heart of pattern recognition and
classification. Applications of pattern recognition grow more sophisticated every year, and
consequently we require distance measures for patterns not easily expressible as feature
vectors. Examples include strings, parse trees, time series, random spatial fields, and
random graphs [79] [117].
Distance measures are not arbitrary. They can only be effective when they incorporate
information about the problem domain; this is a direct consequence of the Ugly Duckling
theorem [37].
This thesis poses the question: how can the principles of information theory and statis-
tics guide us in constructing distance measures? In this thesis, I examine distance functions
for patterns that are maximum-likelihood model estimates for systems that have random
inputs, but are observed noiselessly. In particular, I look at distance measures for his-
tograms, stationary ARMA time series, and discrete hidden Markov models.
I show that for maximum likelihood model estimates, the L2 distance involving the
information matrix at the most likely model estimate minimizes the type II classification
error, for a fixed type I error. I also derive explicit L2 distance measures for ARMA(p, q)




I wish to thank my supervisor Paul Fieguth for accepting me as a part-time graduate
student. Paul’s assistance, guidance, and insight have been invaluable. I have benefitted
greatly from my work with Paul, and hope that my thesis meets his exacting standards.
I would also like to thank Vicky Lawrence, Janine Blair, and Lauren Gatchene for
their administrative work in regards to my graduate program. Also, I wish to acknowledge
funding received through the NSERC Discovery Grants Program.
Finally, I would like to thank Elizabeth Janssen, who has been patiently and generously
supportive while I pursued graduate studies.
v
Table of Contents
List of Figures ix
List of Tables xiii
1 Introduction and problem statement 1
2 Background and previous work 4
2.1 Maximum likelihood estimation . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Distance measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Histograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 ARMA time series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Hidden Markov models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3 Histograms 23
3.1 The statistics of histograms . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 Gaussian approximation to the multinomial distribution . . . . . . . . . . 25
3.3 Relation between Fisher information and distance measures . . . . . . . . . 27
3.4 Distance measures that approximate the Fisher information . . . . . . . . 34
3.5 Other distance measures for histograms . . . . . . . . . . . . . . . . . . . . 37
3.6 Optimum number of bins for a histogram . . . . . . . . . . . . . . . . . . . 42
3.7 Histogram with a variable number of bins . . . . . . . . . . . . . . . . . . 49
3.8 Other non-parametric and semi-parametric measures . . . . . . . . . . . . 53
3.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
vi
4 Stationary ARMA time series 60
4.1 Generalized distance measure . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2 ARMA process description . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3 Prediction of ARMA(p, q) parameter covariance . . . . . . . . . . . . . . . 67
4.4 Distance measure from precision matrix . . . . . . . . . . . . . . . . . . . . 69
4.5 Application of ARMA distance measure to financial time series . . . . . . . 71
4.6 Issues with the ARMA precision matrix . . . . . . . . . . . . . . . . . . . . 77
4.7 Approximate distribution of the integrated measure for different ARMA
models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.8 Other candidate distance measures for ARMA time series models . . . . . 81
4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5 Discrete hidden Markov models 89
5.1 Preamble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Discrete hidden Markov model description . . . . . . . . . . . . . . . . . . 89
5.3 Ergodicity of the hidden Markov model . . . . . . . . . . . . . . . . . . . . 90
5.4 The stationary distribution for an HMM . . . . . . . . . . . . . . . . . . . 91
5.5 Expected symbol block frequencies . . . . . . . . . . . . . . . . . . . . . . 92
5.6 Variance of empirical symbol block frequencies . . . . . . . . . . . . . . . . 93
5.7 Convergence of the theoretical symbol block covariance . . . . . . . . . . . 96
5.8 Baum-Welch algorithm and covariance of the model parameters . . . . . . 100
5.9 Model fitting via the chi-square goodness of fit criterion . . . . . . . . . . 107
5.10 Distance measures for hidden Markov models . . . . . . . . . . . . . . . . 110
5.11 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6 Results and further research directions 118
References 124
vii
Appendix A Logarithm of dot product 134
Appendix B Covariance of sample moments 138
Appendix C Sampling the Cramer von Mises distribution for unequal classes142
Appendix D Curvature of total sample surprisal for an ARMA process -
from innovations 149
Appendix E Curvature of total sample surprisal for an ARMA process -
from periodogram 154
Appendix F Covariance of symbol block counts for a serially correlated
symbol sequence 159
Appendix G Positive definite quadratic forms in normal variables 168
viii
List of Figures
2.1 Maximum likelihood estimation - no constraints active . . . . . . . . . . . 5
2.2 Maximum likelihood estimation with an active parameter constraint. The
constrained parameter space is shown in grey. In this case, the gradient of
the total sample surprisal may be non-zero at the minimum. . . . . . . . . 6
2.3 Maximum likelihood estimation: type I and type II errors. The null hypoth-
esis is that parameter set estimates belong to the same cluster. . . . . . . 8
2.4 Illustration of how the type II error will decrease with constant offset and
decreasing distance measure variance. dB(•, •) (on the right) has the lower
distance measure variance and lower type II error. . . . . . . . . . . . . . 10
2.5 Illustration of how the type II error may decrease with increasing offset and
increasing distance measure variance . . . . . . . . . . . . . . . . . . . . . 11
2.6 Histograms do not support arbitrary rotations . . . . . . . . . . . . . . . . 12
2.7 Earth mover distance between different histograms . . . . . . . . . . . . . 14
2.8 Stationary ARMA model for a time series, showing how the mean-reduced
observations are a shear transform applied to the innovations. . . . . . . . 15
2.9 States, symbols, and transitions for a discrete hidden Markov model . . . . 19
2.10 Forward, backward, and cell transition probabilities in the Baum-Welch al-
gorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.11 Divergence for finite output strings may go negative, in violation of the
requirements for a distance function . . . . . . . . . . . . . . . . . . . . . 21
3.1 Illustration of type I threshold and type II error for an arbitrary distance
function f(~z) on ~z ∼ N(0, Im). The null hypothesis is that histogram esti-
mates belong to the same cluster. . . . . . . . . . . . . . . . . . . . . . . . 28
ix
3.2 Correspondence between monotonic increasing functions of |~z |, showing that
T1 and T2 do not change upon a monotonic transformation of a random variable 30
3.3 Variance of Lk distance measure when mean is held constant at one. The
variance is minimized at k = 2. . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Definition of offset vector ~v and type I threshold d95 for Lk distance measures 33
3.5 Empirical type II error rates for Lk distance measures, for representative
values of m, k, and offset v2. The error bars represent the 95% confidence
limits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.6 Geometric interpretation of Hellinger and Bhattacharyya distance measures
for histograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.7 Approximating a pdf via histograms: the cases of too few bins, and too
many bins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.8 Conceptual variation of continuous Hellinger measure. N is the sample size
and Q is the number of bins . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.9 Optimal number of bins for samples from a beta distribution. The continu-
ous distance measure is defined in equation 3.64. . . . . . . . . . . . . . . . 48
3.10 Optimal number of bins for samples from a truncated normal distribution.
The continuous distance measure is defined in equation 3.64. . . . . . . . . 48
3.11 Variation of type II error with number of bins c. If the offset stays constant
as c increases, then the type II error increases. . . . . . . . . . . . . . . . . 50
3.12 Normal approximation for type II error when number of histogram bins is
large . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.13 Example beta distributions with zero mean but different shapes . . . . . . 52
4.1 Experimental ARMA parameter covariance for an ARMA(1,1) model {a =
0.4, c = −0.3} with varying n, nT = 2048, and batch size 400. . . . . . . . 70
4.2 Integrated ARMA distance measure for AR(1)[ r ] vs MA(1)[ s ] . . . . . . 72
4.3 Integrated ARMA distance measure for six equity returns . . . . . . . . . . 74
4.4 Comparison of expected and actual distributions for integrated ARMA dis-
tance measure, along with the corresponding Kolmogorov-Smirnov statistics. 82
4.5 Classification performance of candidate ARMA distance measures . . . . . 86
x
4.6 Value of b that minimizes d2(a, b) for the AR(1)[a] / MA(1)[b] system . . . 87
5.1 Description of variables and illustration of symbol blocks for a discrete HMM 90
5.2 Finding the fastest-converging approximation to the asymptotic entropy per
symbol for a hidden Markov model . . . . . . . . . . . . . . . . . . . . . . 102
5.3 Extrapolating the parameter covariance matrix, for the HMM defined in
equation 5.56. The extrapolated values are on the left vertical axis, and
correspond to the limit N →∞ . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4 Cumulative distribution of d2DP for same underlying HMM, defined in equa-
tion 5.73. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.1 Proposed algorithm for finding the smallest number of states for a hidden
Markov model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.1 Angles involved in the log dot product distance measure . . . . . . . . . . 135
A.2 Region in which the log dot product does not satisfy the triangle inequality.
It is a band along the great circle joining ~p and ~q, of varying width. . . . . 137
C.1 Prediction of type II error for Cramer von Mises measure on two neighboring
distribution classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
C.2 Prediction of type II error for Anderson Darling measure on two neighboring
distribution classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
F.1 Counting the occurrence of symbol pairs in a sequence . . . . . . . . . . . 160
F.2 Partition of symbol pair bins with respect to the symbol ‘1’ . . . . . . . . . 161
F.3 Partition of symbol pair bins with respect to the symbol i . . . . . . . . . 162
F.4 Partition of symbol triplet bins with respect to a specific symbol i . . . . . 163
G.1 Terminology for central and non-central quadratic forms . . . . . . . . . . 169
G.2 Finding the increase in λ0 when s > 0 . . . . . . . . . . . . . . . . . . . . . 170
G.3 Gradient of qs(z|m,λ) with respect to s when z = λ0. It is always positive. 173
G.4 Finding the increase in type II error when s > 0, for fixed offset λ . . . . . 174
G.5 Definition of offset vector ~v and angle θ for quadratic forms with m = 2 . . 176
xi
G.6 Variation of type II error with angle between offset vector and boosted axis,
for m = 2 and v2 = 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
G.7 Variation of type II error with amount of boost δ, for m = 2 and v2 = 6.
The type II error is averaged over direction and is smallest at δ = 0. . . . . 177
G.8 Terminology for central and non-central Lk distance measures . . . . . . . 178
G.9 Empirical type II error rates for Lk distance measures, for representative
values of m, k, and offset v2. The type II errors are averaged over direction.
The error bars represent the 95% confidence limits. . . . . . . . . . . . . . 183
xii
List of Tables
3.1 Variance and third central moment for ‖ ~z ‖k distributions with unit sample
mean. Sample size is 8000, m = 6, and number of runs is 512. Both central
moments are minimized for the L2 distance. . . . . . . . . . . . . . . . . . 31
3.2 Growth of condition number of M(c) with the number of bins c, for the
Cramer von Mises distance . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 Empirical variance and third central moment for distance measures with
unit sample mean, for two histograms p1 and p2 (equation 3.61). Sample
size is 8000, m = 6, and the number of runs is 512. The L2 distance has the
lowest values for both central moments. . . . . . . . . . . . . . . . . . . . . 41
3.4 Theoretical type II errors for histograms based on beta distributions. Sample
size is n1 = n2 = 8000, m = 2, and cluster C0(a = 5.80, b = 4.20) is taken
as primary. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5 Empirical type II errors for histograms based on beta distributions. Sample
size is n1 = n2 = 8000, m = 2, and number of runs is 16000. . . . . . . . . 43
3.6 Theoretical type II errors for histograms with different numbers of bins . . 52
3.7 Empirical type II errors for histograms with different numbers of bins. Sam-
ple size is 2048 and number of runs is 16000. The type II error eventually
increases with the number of bins. . . . . . . . . . . . . . . . . . . . . . . . 53
3.8 Parent distribution moments forH0[ from beta(26,34)]andH1 [from beta(16,11)].
These two distributions are illustrated in Figure 3.13. . . . . . . . . . . . . 55
3.9 Theoretical and experimental type II errors for measures based on cumu-
lants, histograms, and empirical CDFs. H0 and H1 are illustrated in 3.13
and differ mainly in their skewness. Sample size is 2048 and number of trials
is 16000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
xiii
3.10 Theoretical type II errors for measures based on cumulants, histograms, and
empirical CDFs . Sample size is 2048. . . . . . . . . . . . . . . . . . . . . 58
4.1 Near agreement between experimental and predicted ARMA parameter co-
variances for an ARMA(2,1) model {~a, ~c, ve} = {[0.6 − 0.08], [−0.3], 1}
with n = 4096 and nT = 2048. Batch size is 277. . . . . . . . . . . . . . . 68
4.2 Comparison of type II error rates between integrated distance measure d2I
and Martin distance measure d2M for GARCH(1,1) models . . . . . . . . . 76
4.3 Empirical T2 values for the AR(1)[a] / AR(1)[b] system with n1 = n2 = 2048
over 16000 runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1 Covariance of single symbols with λ2 = 0.44, showing agreement with pre-
dicted values. The underlying HMM is defined in 5.15 . . . . . . . . . . . . 94
5.2 Variance of single symbols with λ2 = 0.70, showing agreement with predicted
values. The underlying HMM is defined in 5.16 . . . . . . . . . . . . . . . 95
5.3 Variance of symbol pairs with λ2 = 0.44, showing agreement with theoretical
predictions. The underlying HMM is defined in 5.15 . . . . . . . . . . . . . 95
5.4 Comparison between chi-square goodness of fit statistic for symbol block
frequencies and a true chi-square distribution, for the HMM defined by 5.36 99
5.5 Agreement between predicted and actual parameter covariances for training
done via Baum-Welch where λ2 = 0.5. The underlying HMM is defined in
equation 5.55 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.6 Agreement between predicted and actual parameter variances for training
done via Baum-Welch where λ2 = 0.8. The underlying HMM is defined in
equation 5.56. The predicted values are in the row marked ‘extrapolated’,
and the actual values are in the last row. . . . . . . . . . . . . . . . . . . 106
5.7 Lack of parameter bias for training done via chi-square goodness-of-fit for
the HMM defined in equation 5.68. There should be no bias beyond that
allowed by equation 5.66. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.8 Parameter variance for training done via chi-square goodness-of-fit for the
HMM defined by equation 5.55. Figures in square brackets are 95% con-
fidence intervals. The actual values match up with the theoretical values
predicted by equation 5.67. . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.9 Representative model pairs for HMM distance measure d2DP . . . . . . . . 115
xiv
5.10 Predicted and actual spread for HMM distance measure d2DP , for cases out-
lined in Table 5.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
G.1 Values for multiplier that gives increase in λ0 for s. It is always positive. . 172
G.2 Approximate agreement of exact and estimated values for ∆λ . . . . . . . 172
G.3 Close agreement between empirical d95 values and the predictions of equation
G.40 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
G.4 Comparison of empirical T2 values and the predictions of equation G.45.
They agree to within 10%. For fixed m and offset v2, the Lk distance has
the lowest type II error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
xv
Chapter 1
Introduction and problem statement
Technology is at heart a search for useful devices and algorithms. Its success rests upon our
ability to discover and verify regularities, both in natural processes and in those processes
due to human activity.
Some processes are not deterministic, and hence are not entirely predictable. They
admit some random inputs. That is where pattern recognition comes in: it attempts to
discover the underlying regularities in events, or in series of events, that have some random
characteristics.
So we are interested in patterns of form, behavior, or both together. But what are
patterns? First of all, a pattern implies an ensemble. We cannot deduce a pattern from
a single event. Patterns require repetition. Thus, pattern analysis will necessarily involve
the techniques of statistical analysis. I will consider patterns to be probabilistic graphi-
cal structures that have a grammar or rule that defines their possible construction. See
Grenander [55] for more details about this perspective.
Pattern recognition and classification require a numerical measure of dissimilarity be-
tween graphical structures. Such a measure takes a pair of graphical structures as input,
and returns a non-negative number indicating how dissimilar the structures are, returning
zero if the structures are identical. I will define these distance measures more explicitly in
Chapter 2.
As computers become more capable, we expect them to assist us in pattern recognition
tasks of ever greater complexity, typically ones requiring experience and judgment. The
more sophisticated the application, the more likely is it that the underlying patterns will
be represented by structured data instead of feature vectors. Here are some examples of
technology requiring structured patterns:
1
1. Autonomous vehicles need to interpret their surroundings and make navigational
decisions at least as well as people do, which is to say very rapidly, with reaction
times measured in milliseconds. This applies to obstacle recognition in driverless cars,
terrain recognition in airborne drones, and environmental assessment for remotely
operating robots [102].
2. As the population ages, governments and insurance companies spend increasing
amounts on health care. It is of interest to all parties to have algorithms that perform
routine diagnosis and classification into risk groups, based upon patient records with
heterogeneous data. See Ruiz et al. [98] for an example that diagnoses Alzheimer’s
disease through an analysis of MRI scans.
3. Online platforms use ‘hypertargeting’ of paid advertisements for political and com-
mercial goals. Although an annoyance for some, and ethically dubious for others,
such ads are nevertheless extraordinarily effective [9].
Clearly, sophisticated applications in pattern classification require distance measures
that incorporate realistic representations of domain knowledge [56] [38]. Chapters 3, 4,
and 5 will show that, for numerical patterns, that domain knowledge must include at least
the second-order pattern statistics (i.e. the pattern covariance).
My overall goal, then, is to construct probabilistic models for observable events or
sequences of events, and construct appropriate distance measures for these models. By
“model”, I mean a numerical structure and associated rule set that describes a set of
patterns (see Section 2.1). My central question is: how can the principles of information
theory and statistics guide us in formulating distance measures, specifically for probabilistic
models obtained through maximum likelihood estimation? My thesis is that the principles
of information theory and statistics say a lot about distance measures, but do not answer
all possible questions. There is still room for human judgment.
Of course, we have to narrow down the topic. I will be considering probabilistic models
derived through maximum likelihood estimation from large datasets, with no observational
noise [46]. In other words, the datasets are only random in ways envisioned by the model.
I will be looking at three specific types of models:
1. Histograms: this describes a dataset of random variates with categories, but no
correlation.
2. Autoregressive moving average time series: this describes a dataset of random variates
that have direct sequential correlation.
2
3. discrete hidden Markov model: this describes a dataset of discrete random variates,
that have sequential correlation due to a hidden state, which is itself a discrete
random variable.
We will also address the inevitable question of the “best” distance measure. I regard
the question of distance measure comparison as a statistical one, namely: for a fixed type
I error, which function leads to the smallest type II error when deciding whether a pattern
belongs to a cluster? Chapter 2 will expand on this idea.
The remainder of this thesis is organized as follows: Chapter 2 will present background
information about maximum likelihood estimation, distance measures in general, type I
and type II errors, and the three types of model that I consider in this thesis ( histograms,
ARMA time series, and discrete hidden Markov models ). In particular, for each model
type, I describe the model in detail and describe distance measures that other researchers
have used for that model type.
Chapter 3 will look at distance measures for histograms. In that chapter I derive the
information matrix for histograms and demonstrate why we might prefer the L2 distance
measure for this case. I also look briefly at calculating the optimum number of bins for a
histogram, and at distance measures based on sample cumulants and sample cumulative
distribution functions.
Chapter 4 looks at a general formulation of an L2 distance measure for maximum-
likelihood models, and then applies it to ARMA(p, q) time series models. I show that the
derived parameter covariance matches up with experiment, and give an example of the L2
distance use with GARCH(1,1) models for financial time series. The chapter closes with
observations concerning other candidate distance measures for ARMA(p, q) time series
models.
Chapter 5 contains my derivation of an L2 distance measure for stationary discrete
hidden Markov models. In that chapter, I also derive the variance of empirical symbol block
frequencies and verify the calculation through experiment. I look at the issues involved in
doing parameter estimation by matching symbol block frequencies. The chapter concludes
with an approximate distribution of the L2 distance when the hidden Markov models are
materially different.
Chapter 6 contains my conclusions, outline of contributions to knowledge, and sugges-
tions for further work. The appendices contain all the mathematical derivations that the
main chapters rely on.
3
Chapter 2
Background and previous work
2.1 Maximum likelihood estimation
Our starting point is maximum likelihood estimation. We suppose that there is a model,
characterized by a set of parameters ~θ0 which is not observed directly. Instead, the model
gives rise to a possibly ordered set of observations or events, that have some element of
randomness. In this case, probability comes into play. In particular, if the underlying
model has parameters ~θ0 then we may seek to estimate these parameters through the
optimization problem:
[MLE] Minimize L = − log p(D, ~θ) (2.1)
where the observed data D is fixed, the model parameters ~θ are variable, and the likelihood
p(D, ~θ) is the probability of observing the dataset D under the model with parameters ~θ
(see Figure 2.1). The likelihood function is the likelihood p(D, ~θ) with the dataset fixed, i.e.
viewed as a function of ~θ only. The total sample surprisal is L = − log p(D, ~θ). Since the
logarithm function is monotonic increasing, minimizing the total sample surprisal amounts
to maximizing the likelihood function. For the purposes of this thesis, I assume that the
likelihood function is discoverable.
The MLE optimization problem of equation 2.1 may sound straightforward, but there
are three issues which can severely affect the optimization result:
1. We chose the model incorrectly. For example, we may be estimating a Gaussian
distribution, with no cumulants beyond the second, when the actual distribution is
























Figure 2.1: Maximum likelihood estimation - no constraints active
2. The underlying model is of the correct type, but it has too few or too many param-
eters.
3. The actual minimum of the total sample surprisal L occurs where a parameter con-
straint is active. In this case, we do not have the usual condition ∂L/∂~θ = 0 at the
minimum (see Figure 2.2 ).
I chose the examples in this thesis so that none of these basic issues occur. If the model
is not of the correct type, maximum likelihood estimation is not a total loss: as the sample
size becomes infinite, the resulting distribution will have the minimum Kullback-Leibler
divergence with the true distribution [112]. I also assume that any prior distribution on the
model parameters ~θ is uninformative. In other words, given the model type and observed
dataset D, I regard ~θ0 as a parameter set to be discovered. For more information on the
limitations of maximum likelihood estimation, see [20].
The goal of this thesis is to find out what information theory has to say about computing
a numeric similarity between parameter set estimates θ̂1 and θ̂2, not necessarily of the




L = – log p( D, θ )
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Figure 2.2: Maximum likelihood estimation with an active parameter constraint. The
constrained parameter space is shown in grey. In this case, the gradient of the total sample
surprisal may be non-zero at the minimum.
a function of θ̂1, θ̂2, |D1| and |D2| only, where |Dk| refers to the size of dataset Dk. In this
thesis I only consider the case of large datasets, i.e. |D1|, |D2|  1.
We will review some basic results in maximum likelihood estimation; for more infor-
mation, consult [29] and [105]. Suppose first that the data set D contains n observations,
where n  1 (typically n > 1000). As regularity conditions, we require that ∂L/∂~θ,
∂2L/∂~θ 2, and ∂3L/∂~θ 3 all exist and are bounded in a neighborhood of the true model
parameter set ~θ0, and also that 〈∂L/∂~θ〉D = 0 where the expectation is with respect to all







and let the single-observation information matrix be




where the expectation is with respect to all possible data sets of size n. Then a minimum
of the total sample surprisal L will occur at the parameter set estimate θ̂ where ∂L/∂~θ = 0
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and i(θ̂) is positive definite, and to lowest order




Thus, to lowest order, the maximum likelihood parameter estimates for data sets of size n
form a Gaussian cluster around ~θ0 with variance i
−1(~θ0)/n ( see Figure 2.1 ). As for the
next-lowest order terms, they are










where b(~θ0) and C(~θ0) are functions of the third-order derivatives of U [30]. The functional
forms of b(•) and C(•) are not essential here; the important feature of equation 2.5 is
that its corrections to equation 2.4 are negligible when n 1. Note that the total sample
surprisal L may have several local minima. We are interested in the global minimum within
the allowable parameter space. If it is not unique, then we need to apply some selection
rule (see section 5.9 for an example involving hidden Markov models).
2.2 Distance measures
In the context of pattern matching and classification, distance means dissimilarity: the
distance between two patterns is a real number that represents how dissimilar the two
patterns are. A distance metric is a real-valued function d(•, •) defined for all pairs of
patterns from a set W = {. . . x, y, z, . . .} with the following properties [109]
1. d(x, y) ∈ [0,∞) (non-negative real number)
2. d(x, y) = 0⇒ x = y
3. d(x, y) = d(y, x)
4. d(x, z) ≤ d(x, y) + d(y, z) (triangle inequality)
A distance function that has the first three properties but not the triangle inequality is a
semimetric; I also refer to this kind of function as a distance measure [11]. We want to allow
semimetrics, such as information divergence, since there are several classification algorithms
in broad use that depend on them; see [32] for further information. Furthermore, we want
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Figure 2.3: Maximum likelihood estimation: type I and type II errors. The null hypothesis
is that parameter set estimates belong to the same cluster.
to be non-metric [110] [119] [50]. For the purposes of this thesis, distance measures have
only one use, namely the classification of model parameter set estimates {θ̂1, θ̂2, . . .} into
clusters. By cluster, I mean a collection of parameter set estimates derived from a single
underlying model. I am interested specifically in the cluster separation issue: whether
two parameter estimates belong to the same cluster or not. In particular, for maximum-
likelihood parameter estimates θ̂11 and θ̂12 derived from datasets of fixed sizes n1 and n2
respectively, generated by a true model ~θ1, we expect a spread for d(θ̂11, θ̂12) where d(•, •)
is a distance measure of interest (see Figure 2.3). In Figure 2.3, a cluster is represented
by the underlying model and a curve of constant cdf (standardized at 0.68). Our null
hypothesis is that θ̂11 and θ̂12 come from clusters based on ~θ1.
In other words, if θ̂11 and θ̂12 are drawn randomly from the clusters around ~θ1 cor-
responding to the dataset sizes, then d(θ̂11, θ̂12) will be a random quantity with its own
probability distribution function (pdf) and cumulative distribution function (cdf). We
have to decide the type I error allowable, that being the probability of deciding that θ̂11
and θ̂12 are based on different models, when in fact they are based on the same model
~θ1. The corresponding threshold λ will be the value of d(θ̂11, θ̂12) at which the cdf reaches
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the value 1 − T1, where T1 is the permissible type I error. In this thesis, I use T1 = 0.05
throughout.
Suppose now that ~θ1 represents a base model, and that ~θ2 represents a materially
different model, that is one for which p(D, ~θ1) 6= p(D, ~θ2) for some datasets D. If θ̂1 is a
maximum likelihood estimate of ~θ1 derived from a dataset of size n1, and θ̂2 is a maximum
likelihood estimate of ~θ2 derived from a dataset of size n2, then d(θ̂1, θ̂2) will have a spread
with its own pdf and cdf. The type II error T2 is the probability of deciding that θ̂1 and
θ̂2 are based on the same model ~θ1 when in fact they are based on different models. It will
be the value of the cdf of d(θ̂1, θ̂2) at the type I threshold λ (see Figure 2.3). Note that the
null hypothesis here is that θ̂1 and θ̂2 come from datasets based on ~θ1. The type II error
could possibly be different if ~θ2 were the base model, i.e. if the null hypothesis were that
θ̂1 and θ̂2 come from datasets based on ~θ2.
In general, our goal in pattern classification is to minimize the total risk, that being
α1T1 +α2T2 where α1 is the risk of a type I error, and α2 is the risk of a type II error [39].
The relative risk of type I and type II errors varies with the problem domain. In a health
care setting, for example, the null hypothesis is that the patient is healthy. A type I error
would be to classify the patient as ill, when in fact he is healthy. A type II error would be
to classify the patient as healthy, when in fact he is sick. In this setting, a type II error is
far more serious that a type I error. A criminal court of law is an example of the opposite
case. There, the null hypothesis is that the accused is innocent. A type I error would be
to find him guilty, when in fact he is innocent. A type II error would be to declare him
innocent when in fact he is guilty, presumably due to a lack of convincing evidence. The
British legal system has always held that a type I error is far more serious that a type II
error; in fact the principle derives from Roman law and features prominently in the code
of Justinian [107]. For the purposes of this thesis, I will assume that α2  α1. In other
words, we will fix T1 and measure classification accuracy as 1 − T2. Our goal, then, in
choosing d(•, •) is to minimize T2.
We can definitely say that if we keep 〈d(θ̂11, θ̂12)〉 and 〈d(θ̂1, θ̂2)〉 constant, but decrease
the variance of d(θ̂1, θ̂2), then the type II error will decrease (see Figure 2.4).
However, it may happen that an alternative distance measure dB(•, •) increases the
variance for a given 〈dB(θ̂1, θ̂2)〉 but also increases the offset 〈dB(θ̂1, θ̂2)〉 − 〈dB(θ̂11, θ̂12)〉.
In this case, we cannot say with certainty what happens to the type II error. It may still
decrease (see Figure 2.5).
At times we will want to compare distance measures for classification accuracy, and
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T1 = 0.05
Figure 2.4: Illustration of how the type II error will decrease with constant offset and de-
creasing distance measure variance. dB(•, •) (on the right) has the lower distance measure
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Figure 2.5: Illustration of how the type II error may decrease with increasing offset and
increasing distance measure variance
holding the base models (~θ1, ~θ2) and dataset sizes (n1, n2) constant? Note that the only
case of real interest is when the offset is comparable to the type I error threshold λ (see
Figure 2.3 ). If the offset is much greater than the type I error threshold, then the type II
error will be close to zero no matter what the variance of d(θ̂1, θ̂2) is. Put simply: if the
two clusters are far enough apart, any distance measure will separate them.
2.3 Histograms
A histogram is derived from a counting process. More specifically, we observe a set of n
random events, each of which is unambiguously classifiable into one of c categories (or bins),
labelled {1, 2, . . . , c}. We can represent the histogram as a list of raw counts [n1, . . . , nc]
where nj is the number of events falling into category j, or as a list of proportions along
with the sample size: {[p1, . . . , pc], n} where pj = nj/n, 0 ≤ pj ≤ 1 and
∑
pj = 1. I
will call a histogram normalized when its entries sum to one. Histograms are not vectors.
There is no concept of rotation, for example; under any orthogonal transform other than
a permutation, some histograms will become invalid (see Figure 2.6 for an example with
11
e1 = ( 1, 0, 0 )
e2 = ( 0, 1, 0 )








Q: probability simplex in R3
Q’ : image of Q under 
rotation of θ about  n
allowed histograms
disallowed histograms
Figure 2.6: Histograms do not support arbitrary rotations
c = 3). Also, histograms may allow the operations of bin splitting and bin combination,
which are not well defined for vectors. A histogram’s bins need not be numeric, and they
need not possess an order.
Comparing histograms is a non-parametric way of comparing pdfs, and there are many
possible ways of performing the comparison; for a full list of these distance measures, see
Cha’s comprehensive survey [21]. There are three that I will mention throughout this














piqi) [ Hellinger, Cha #35 ]








pj log (pj/qj) [ Kullback-Leibler, Cha # 48 ]
(2.6)
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Note that the Kullback-Leibler divergence d2KL is not a semimetric since it is not sym-
metric, however we will fix that up in Section 3.4. If a set of histograms is based on
bins that are numeric and sortable (i.e. the bins can be ordered from least to greatest),
then we can transform a normalized histogram {p1, p2, . . . , pc} into a cumulative histogram
{P1, P2, . . . , Pc} where Pk =
∑k
j=1 pj. My thesis will mention three of the possible distance
measures on cumulative histograms {P1, . . . , Pc} and {Q1, . . . , Qc}, namely:
dKS = max
j









(Pj +Qj)[2− (Pj +Qj)]
[ Anderson-Darling ]
(2.7)
Note that for the Anderson-Darling measure d2AD, we define as zero any term for which
Pj = Qj = 0, or Pj = Qj = 1. For more information on distance measures for empirical
cumulative functions and their distributions, see [42], [3], and [43].
The distance measures for histograms mentioned in equations 2.6 and 2.7 all require
that the two histograms being compared have the same number of bins. If they do not,
we have a choice: we can either perform bin splitting or bin combination to equalize the
number of bins, or we can use an earth mover distance that does not require equal histogram
sizes [95], [97]. The earth mover distance is the solution of a transportation problem that
minimizes the “cost” of transforming one normalized histogram into another. In particular,
if the source histogram is {x1, . . . , xc} and the target histogram is {y1, . . . , yd}, and the
ground distance ( or “cost” ) between source bin i and target bin j is cij, then the earth
mover distance is the target function optimum in











fij = yj, fij ≥ 0
(2.8)
The ground distance cij is what determines the nature of the optimum flow {fij} (see
Figure 2.7). I treat the earth mover distance in more detail in section 3.5, and a brief
survey of its use in pattern classification is in [34].
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Figure 2.7: Earth mover distance between different histograms
2.4 ARMA time series
For our purposes, a time series is a sequence of random real variates that have a strict
equidistant temporal ordering. Such series may be used to model records of natural phe-
nomena such as rainfall and temperature, or man-made processes such as security prices
and foot traffic [14]. I assume that such a series has been processed to remove non-
stationary trends such as seasonality, exponential growth, or a deterministic polynomial
trend. The series itself is observed noiselessly, but it depends on a parallel series of inde-
pendent, identically distributed (IID) random innovations that is unobserved. We will be
interested in stationary, invertible autoregressive moving average (ARMA) processes [15]
[18]. More specifically, if µ is the long-term average of the series, then the defining equation
is
ut − a1ut−1 . . .− aput−p = et − c1et−1 . . .− cqet−q (2.9)
where ut = yt−µ, {yt} is the observed series, and et ∼ IID(0, ve), meaning that the innova-
tions {et} are independent, are identically distributed, have zero mean, and have variance
ve. The integer pair (p, q) is the order of the ARMA model, and the innovations {et} pro-
vide the randomness. A complete ARMA model is a 4-tuple {[a1 . . . ap], [c1 . . . cq], ve, µ}.
The ARMA roots are defined by the factorizations
(1− a1B − a2B2 . . .− apBp) = (1− r1B)(1− r2B) . . . (1− rpB)















L  u   =   M  eARMA model: 









( 1 – a1B ... – apBp ) ( yt - μ ) = ( 1 – c1B ... – cqBq ) et
(1 – r1B ) ... ( 1 – rpB ) ( yt - μ ) =  ( 1 – s1B ) ... ( 1 – sqB ) et
where    Byt = yt–1 and         yt, et  є   R[ root form ]
e  ~ IID( 0, σ2 In )
e
More formally:  ARMA( p, q )
AR (autoregressive) roots MA (moving average) roots
Figure 2.8: Stationary ARMA model for a time series, showing how the mean-reduced
observations are a shear transform applied to the innovations.
In order for the process to be stationary and invertible, we require that the AR roots
{r1 . . . rp} and MA roots {s1 . . . sq} have magnitude less than one. In order for ARMA
models to be unique, we must also exclude any root that occurs as both an AR root
and an MA root. The basic idea is that we apply a shear transform to the innovations
~e = [e1, . . . , en−1 en] to get the mean-reduced observations ~u = [u1, . . . , un−1 un] (see Figure
2.8).
In this thesis, I use the Whittle estimator to compute maximum likelihood estimates
for ARMA time series models. This estimator is fully described in [113]. In particular,
the maximum likelihood estimates of the ARMA parameters are those that minimize the
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residual sample innovation variance:

















ujuj+h ( sample autocovariance )
PSD(ω) =
g(s1, ω) . . . g(sq, ω)
g(r1, ω) . . . g(rp, ω)
( power spectral density )
g(a, ω) = 1 + a2 − 2a cosω [ω = discrete frequency ]
(2.11)
Here, the mean-reduced sample is {u1, . . . , un}, and n is the sample size. The Whittle
estimator assumes that the ARMA model size (p, q) is already known. In this thesis, I do
not address the issue of how to choose the model size. That is generally done with the aid
of the Akaike or Bayesian information criteria, and further information about this issue is
in [60], [59], and [53].
The ARMA process that equation 2.9 describes has a constant variance, and there are
many generalizations of that model that allow the series variance to fluctuate [63] [104]. In
this thesis, I will make use of one such generalization, namely the generalized autoregressive
conditionally heteroskedastic model of order (p, q), abbreviated as GARCH(p, q) [12] [99].
In this model, the innovation variance itself develops as an ARMA(p, q) process. The
simplest such model would be:
xt = σtzt zt ∼ IID(0, 1)












where {xt} is an observed, zero-mean time series, {zt} are the innovations, and the model
parameters are {[α1 . . . αp], [β1 . . . βq], w}. I describe the GARCH(1,1) process in more
detail in section 4.5.
We are interested in distance measures between ARMA models; for distance measures
between the datasets themselves, see [73] and [35]. As for the ARMA models, we have a
choice: we can compare their parameter sets, or their power spectral densities (see equation
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(π1,j − π2,j)2 (2.13)
between the AR(∞) representations of the two ARMA models [25]. The AR(∞) represen-
tation of an ARMA model {[a1, . . . , ap], [c1, . . . , cq], ve} is the solution of
1− π1B − π2B2 − . . . = (1− a1B . . .− apBp)(1− c1B . . .− cqBq)−1 (2.14)
and will exist as long as the ARMA model is invertible. Otranto [88] extended that idea































where Îk is the sample periodogram for dataset k, γ̂k,0 is the lag-zero sample autocovariance
for that dataset, ωj = 2πj/n is the discrete frequency, and the two datasets have the same
size n. The sample periodogram is also calculable as the squared amplitude of the Fourier
transform of the observed series [16]. Comparing two time series models by comparing
their spectral densities makes a lot of sense: all time series models (ARMA or otherwise)
have a corresponding spectral density.
Kalpakis et al. [66] proposed the Euclidean distance between time series model cepstra
as an appropriate distance measure for time series models. The cepstrum of a time series
is the inverse Fourier transform of the logarithm of the Fourier transform of the time
series [86]. In particular, if PSDk(ω) is the spectral density of model k, then its cepstral















|c1,n − c2,n|2 (2.17)
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which is the metric that Kalpakis proposed; note that the absolute values in equation 2.17




















n|c1,n − c2,n|2 (2.18)
where (d/dω)1/2 represents a fractional derivative.
2.5 Hidden Markov models
A time series is a sequence of random variates with serial correlation. The output of a
hidden Markov model (HMM) is also a sequence of variates with serial correlation, but
there’s a wrinkle: the variates depend on a hidden state. Such models are commonly used
in speech recognition, gesture analysis, bioinformatics, and control theory [94] [48] [69] [47].
I will be looking exclusively at discrete HMMs, in which the observable output is a sequence
of symbols chosen from a finite set. Such a model has a set of states {ω1 . . . ωn} which are
not observable, and a set of symbols {v1 . . . vm} which are unambiguously observable. While
in state ωi, the system will emit a symbol vk with symbol emission probability [B]ik = bik,
then jump to state ωj with state transition probability [A]ij = aij. The state transition
probability matrix A and emission probability matrix B are stochastic, i.e. A~1Tn = ~1
T
n
and B~1Tm = ~1
T
m where ~1n is the all-ones row vector of length n. The system’s output is
an infinite string {. . . vj0 vj1 vj2 . . . vjM vjM+1 . . .} of which we observe a sample {vj1 . . . vjM}
(see figure 5.1). For more information on the information theoretic properties of HMMs,
consult [48] and [121].
We will be particularly interested in the Baum-Welch algorithm, a recursive procedure
that takes the HMM model size (n,m) and output string {vj1 . . . vjM}, and computes a
maximum-likelihood estimate of the model parameters {Â, B̂} [7] [40]. Levinson et al. [72]
showed that the algorithm does indeed yield maximum likelihood estimates. The algorithm
works as follows: first, let v(t) denote the symbol observed at time t. The observed sequence
is then {v(1) . . . v(M)}. Using the current estimates (Âs, B̂s), calculate the following:
α(t−1, i) = probability of being in state ωi at time t−1, having generated the symbols
{v(1) . . . v(t− 1)} [forward probability]
β(t, j) = probability of being in state ωj at time t, and generating the symbols {v(t+
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Figure 2.9: States, symbols, and transitions for a discrete hidden Markov model
γ(i, j, t) = α(t−1, i)[Âs]ij[B̂s]jkβ(t, j) = probability of being in state ωi at time t−1, in
state ωj at time t, and generating the sequence {v(1) . . . v(M)} where v(t) = vk [conditional
transition probability]























The algorithm is an example of an expectation maximization algorithm, and has linear
convergence [40] [62]. See figure 2.10. The Baum-Welch algorithm is also known as the
forward-backward algorithm. It has been extended to stochastic context-free grammars,
where it is known as the inside-outside algorithm [5] [71] [57].
We are interested in distance measures between HMM models, where a model {A,B}
consists of the state transition and symbol emission probability matrices. For distance
measures between the output strings themselves, see [70]. Levinson et al. [72] proposed
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Figure 2.10: Forward, backward, and cell transition probabilities in the Baum-Welch
algorithm








([B1]jk − [B2]σ(j)k)2 (2.20)
where the permutation on states σ is chosen so as to minimize d2B. In fairness, we should
note that the purpose of this measure was to choose the best mapping of states between
two HMM models, not to measure model similarity. Juang and Rabiner [64] proposed the
following divergence measure for HMM models:




[log p(j1 . . . jM |θ0)− log p(j1 . . . jM |θ)] (2.21)
where {vj1 vj2 . . .} is an infinitely long string generated by the true model θ0 = {A0, B0},
and p(j1 . . . jM |θ) is the probability of observing the finite sequence {vj1 . . . vjM} under
model θ = {A,B}. The limit M → ∞ is important here; for finite M , the likelihood
L = − log p(j1 . . . jM |θ) will achieve its minimum not at θ0 but at some nearby model θ̂M ,
in which case H(θ0, θ) may go negative (see figure 2.11). H(θ0, θ) is a distance function
and should never be negative.
Equation 2.21 is clearly a divergence based on the marginal entropy of the true model,




L = – log p( D, θ )
θM
θM   maximum likelihood estimator for { j1, ... jM }
L( { j1, ... jM }, θM )
θ0
θ0    true parameter set
θ
θ    any other parameter set
L( { j1, ... jM }, θ0 )
L( { j1, ... jM }, θ )
where H( θ0, θ ) goes negative,  i.e. 
L( { j1, ... jM }, θ ) < L( { j1, ... jM }, θ0 )
Figure 2.11: Divergence for finite output strings may go negative, in violation of the
requirements for a distance function
I mean the average surprisal per symbol in the limit of an infinite output sequence. Hence,
it makes sense to look for an approximation to an HMM’s per-symbol entropy. Falkhausen




















where the base model is {A,B} with aij = [A]ij and bik = [B]ik, the target model is {Â, B̂},
and {ai} are the components of the stationary distribution satisfying ~aA = ~a (more about
that in chapter 5). Equation 2.22 is actually an upper bound on the marginal divergence, as
was shown by [36] and [118]. Silva and Narayanan [103] extended this marginal divergence
idea to left-to-right HMMs, which are not ergodic but instead have definite initial and final
states.
Discrete hidden Markov models have the same structure as probabilistic regular gram-
mars with no final probabilities (i.e. no final states) [91] [41]. Thus, some distance measures
for probabilistic regular grammars will be applicable to HMMs; we just have to take into
account that discrete HMMs generate words of infinite length. A probabilistic regular
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grammar with final probabilities will assign a probability to finite words (a word being any
sequence of allowable symbols). For HMMs, we can use instead
p(u, θ) = p(j1 . . . jN , θ) = p({vj1 . . . vjN}, θ)
= probability of generating an infinite word with prefix
{vj1 . . . vjN} and model θ = {A,B}
(2.23)
for finite words u = {vj1 . . . vjN} where
∑
|u|=N p(u, θ) = 1 [41]. There are two obvious













where p1(u) and p2(u) are the probabilities that the two models assign to the prefix u,
and N is the length of the prefix u. Note that the Kullback-Leibler divergence is not
symmetric in p1 and p2; we will fix that up in Section 3.4. Chen and Kiefer [22] looked
at the L1 distance for probabilistic regular grammars, and Cortes et al. [26] [27] looked
at both the Lk distances for even k, and the Kullback-Leibler distance for probabilistic
regular grammars. In equation 2.24, note that the per-symbol limit of d2KL as the prefix
size increases indefinitely is just what Juang and Rabiner recommended as a general case
(see equation 2.21). Assuming that large words are approximately independent, we have






















Note also that defining a distance measure based on word probabilities has the advantage
that we do not need to find a state mapping between the two HMMs, in fact they may




3.1 The statistics of histograms
The purpose of this chapter is to derive the information matrix for histograms prepared
from large samples, and illustrate how L2 distance functions based on that information
matrix have the lowest type II error for cluster separation. In sections 3.6 and 3.7 I look
at how to choose the number of bins, and in section 3.8 I look at alternate distance func-
tions for datasets of numeric sortable variates, in particular those involving the empirical
cumulative distribution function, and the sample cumulants.
The statistics of histograms are those of counting. Suppose that we have a total popula-
tion ofN events, each of which may be classified unambiguously into one of c classes labelled
{1, 2, . . . c}. This population has class sizes ~N = {N1, N2, . . . Nc} where
∑c
j=1Nj = N .
Suppose further that we draw a sample of n events from this parent population, without
replacement, and independently (i.e. without censoring). Then the probability of drawing
a sample with composition ~n = {n1, n2, . . . nc} where nj is the number of sample events in
class j, and
∑c

















I assume here that draws are independent. If we assume further that Nj  nj for all
classes, or equivalently that we draw events with replacement, then the discrete hyperge-
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ometric probability becomes a discrete multinomial probability:





















n1! . . . nc!




where qi = Ni/N ,
∑c
i=1 qi = 1, and
∑c
i=1 ni = n.
The characteristic function of that distribution is the expected value of exp(i~t · ~n) over
all possible values of ~n:

















and from that characteristic function, we may deduce the well-known mean and variance

















− 〈ni〉〈nj〉 = n(qiδij − qiqj)
(3.4)
Taking q̂ = ~n/n as an estimator for ~q, we obtain:
〈q̂〉 = ~q, var(q̂) = 1
n
(diag(~q )− ~q ~q T ) (3.5)
where the expectation is over all possible samples of size n.
That variance is singular since not all the {q̂i} are independent. So let’s define an
estimator p̂ as follows:




p̂ = {q̂1, . . . , q̂c−1} = {
n1
n
, . . . ,
nc−1
n






The estimator p̂ is unconstrained except by virtue of the requirements that
∑c
i=1 ni = n


























where Jm is the all-ones matrix of size m by m.
Let’s work out the Fisher information matrix for the discrete multinomial distribution.
In section 3.2 we’ll examine the Gaussian approximation to the multinomial distribution,
and in section 3.3 we’ll relate Fisher information to distance measures. The discrete multi-
nomial distribution satisfies the Cramer-Rao regularity condition
〈 ∂
∂pi









and hence the smallest possible covariance of an unbiased estimator p̂ for ~p is I−1(~p ) where
[I(~p )]ij = −〈
∂2
∂pi∂pj








= [nS(~p )]ij (3.9)
See [67] for more information about the Cramer-Rao bound. In particular, if Cp̂ is the
covariance matrix for an unbiased estimator p̂, then
Cp̂ − I−1(~p ) ≥ 0 i.e. is positive semidefinite (3.10)
I(~p ) is the Fisher information matrix, i.e. the expected Hessian matrix of the total sample
surprisal, where the second derivatives are with respect to the population model ~p, and
the expectation is with respect to all possible samples ~n. I note here that the estimator p̂
of equation 3.6 achieves the Cramer-Rao lower bound implied by equation 3.9.
3.2 Gaussian approximation to the multinomial dis-
tribution
Now we will consider large samples and show that the discrete multinomial distribution
becomes approximately Gaussian in this case. Specifically, assume that npi  1 for i =






 1 for i = 1, . . . , c (3.11)
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With these assumptions, and setting 4~p = {p̂1 − p1, . . . , p̂c−1 − pc−1}, we obtain:


















Since nc−1 is the density of possible estimates in 4~p space and is large by virtue of our
assumption that n 1, we could consider 4~p to be a continuous variable with density
















That is, the corresponding Gaussian density is














S(~p ) = diag(
1
p1







The mean and variance are the same as for the discrete multinomial distribution, namely
〈4~p 〉 = 0⇒ 〈p̂i〉 = pi (1 ≤ i ≤ c− 1)
var(p̂i, p̂j) = piδij − pipj = R(~p ) (1 ≤ i ≤ c− 1)
(3.16)
but the Fisher information matrix is different. In particular, for the multivariate Gaussian
density g(4~p, ~p ),


















+ nR−1kl whereR(~p ) = diag(~p )− ~p ~p
T
(3.17)
See [93] for a derivation of the Fisher information matrix for a multivariate Gaussian
density. The Fisher information derived from the multivariate Gaussian approximation
differs from the true value by a term of order (1/n). For large sample size, we have














which is the precision matrix for the estimator p̂ of equation 3.6. That estimator is un-
biased, and we know that the Fisher information matrix represents the largest possible
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precision matrix for unbiased estimators of ~p. So, for n  1, the estimator ~q = ~n/n has
full first-order efficiency. Now, define a matrix L such that














Then L4~p will be a N(0, Ic−1) random vector for n 1, and hence (4~p )T (nS)(4~p) will
be have an asymptotic chi-square(c− 1) distribution for n 1. Note that










(p̂i − pi)2 (3.20)
which is already looking like a distance measure between p̂ and ~p. The next section will
explore that idea further.
3.3 Relation between Fisher information and distance
measures
Since the Fisher information matrix is the largest possible precision matrix for unbiased
estimators, in the sense that I(~p )−C−1(p̂) ≥ 0 for any unbiased estimator p̂ with covariance
C(p̂), we might expect that for the domain of histograms, the quantity






is in some sense “optimum” for measuring how p̂ differs from ~p. Let’s show that! We
have the estimator q̂ = ~n/n which computes p̂ = {p̂1, . . . , p̂c−1} for a sample of size n and
composition (n1, . . . , nc). Suppose, first, that we know 〈p̂〉 = ~p. Then, if we choose a matrix
L according to equation 3.19 above, then L(p̂ − ~p ) has covariance Ic−1. The quantities
zi = [L(p̂ − ~p )]i are N(0, 1) variates, and there are m = c − 1 of them. I assume here
that the purpose of a distance measure between p̂ and ~p is for classification. Specifically,
we want to optimize the classification of estimates p̂ so as to minimize the type II error,
i.e. probability of classifying an estimate p̂ as being “close” to ~p when in fact it is not (see
Figure 3.1, and also the discussion in Section 2.2). Suppose that our distance measure is
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C0: estimates of  p, 
sample size n C1: estimates of  q, 
sample size n
z = L ( p  –  p ) ~ N( 0, Im ) when p in C0 value of  f( z )
cdf of
  f( z )
Figure 3.1: Illustration of type I threshold and type II error for an arbitrary distance
function f(~z) on ~z ∼ N(0, Im). The null hypothesis is that histogram estimates belong to
the same cluster.
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We choose T1, the type I error of saying that an estimate p̂ is not derived from the model
~p when in fact it is, according to our classification needs. In this thesis, I use T1 = 0.05






























|~z |2) dm~z = 1 (3.23)
As a “first stab”, let’s look for a f(~z ) that has minimum variance, given 〈f(~z )〉 = 1. In
other words:
[MVD] Minimize 〈f 2(~z )〉 subject to 〈f(~z )〉 = 1 where ~z ∼ N(0, Im) (3.24)
We will also require that f(~0 ) = 0 and that f(~z ) be C1 continuous. The weight function
w(~z ) = exp−1
2
|~z |2 induces an orthonormal basis for f(~z ), and since the weight function is
pure radial, the basis functions will be products of radial functions and spherical harmonics
for the sphere in m dimensions. Denote the resulting orthonormal basis functions as
hij(r)Yij(~θ ), where Yi0(~θ ) = 1 and ~θ represents the m − 1 angles of an m-dimensional










(r = |~z |) (3.25)


















































value of  f2( r )
f1( r )
f2( r )
Figure 3.2: Correspondence between monotonic increasing functions of |~z |, showing that
T1 and T2 do not change upon a monotonic transformation of a random variable
Which radial function to choose, though? Well, the absolute minimum of [MVD] is found
at the indicator function {f0(r) = 0 for r = 0, f0(r) = 1 for r 6= 0}. But that is not
practical for classification purposes. If we require that f0(~z ) be approximately scalable at
|~z | ≈ 0 (meaning that f0(a~z ) = af0(~z ) for a > 0) then the only choice is the L2 norm








If we require only that f0(~z ) be a monotonically increasing function of |~z | with f0(0) = 0,
and have two such functions f1(r) and f2(r), then there is a one-to-one correspondence
between {r, f1(r)} and {r, f2(r)}, which has the effect of warping the horizontal axis of
Figure 3.1 while leaving the vertical axis intact (see Figure 3.2).
Hence, under this relaxed constraint, we can take f0(~z ) to be any convenient power of
|~z | other than a constant (since we need f0(0) = 0 ). So let’s take f0(~z ) =‖ ~z ‖2 = |~z |. As
an illustration of the foregoing theory, which predicts that the L2 distance has the lowest
variance for a given mean, I made a numerical study in which I generate n samples of
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Table 3.1: Variance and third central moment for ‖ ~z ‖k distributions with unit sample
mean. Sample size is 8000, m = 6, and number of runs is 512. Both central moments are
minimized for the L2 distance.
k m * variance m2 * third moment
mean std dev mean mean std dev mean
0.50 0.694 0.001 0.745 0.005
1.00 0.571 0.001 0.430 0.003
1.50 0.528 0.001 0.317 0.003
2.00 0.519 0.001 0.292 0.003
2.50 0.524 0.001 0.308 0.003
3.00 0.535 0.001 0.343 0.003
3.50 0.547 0.001 0.384 0.003
4.00 0.558 0.001 0.422 0.003
‖ ~z ‖k for ~z ∼ N(0, Im). For each such sample, I normalize to unit mean and compute the
sample variance and third central moment. The results are in Table 3.1.
What Table 3.1 shows is that, as predicted, the ‖ ~z ‖k variance has a minimum at
k = 2. The third central moment also appears to have a minimum at k = 2. Figure 3.3
shows, in chart format, the variance for Lk distributions of ‖ ~z ‖k for ~z ∼ N(0, Im) with
unit mean. Note in particular that the variance reaches a minimum at k = 2 regardless of
the number of dimensions m.
Now we need to show that for the Lk family of distance measures, there is a direct
relationship between distance measure variance and type II error, as implied by Figures
2.4 and 3.1. I treat this subject in depth in Appendix G, and show that for a simple
two-parameter approximation to the distribution function of an Lk distance measure, the
directionally-averaged type II error is minimized at k = 2. I also verified this experimentally
for representative values of m, k, and offset v2. See Figure 3.4 for definitions of the offset
vector ~v and type I threshold. Note that in Figure 3.4, a neighboring cluster is one where
(4~p )T (nS)(4~p) = O(1), where 4~p is the difference in cluster centers, and S is defined by
equation 3.18. It follows that 4~p is of order 1/
√
n. The cluster shape is a function of the
cluster center, so the relative change in cluster shape is also of order 1/
√
n. So, although in
general the transform L defined in equation 3.19 will not diagonalize neighboring clusters
exactly, it will nevertheless diagonalize them approximately to relative order 1/
√
n, under
















k (type of Lk distance)
Figure 3.3: Variance of Lk distance measure when mean is held constant at one. The
variance is minimized at k = 2.
Figure 3.5 shows the results of Appendix G (this is also Figure G.9 of Appendix G). For
this figure, the experimental values of the type I threshold d95 are calculated by estimating
the cdfs of 100 sets of 64000 randomly generated values of d0 =
∑m
i=1 |zi|k where all the
{zi} are N(0, 1). The T2 values are calculated by estimating the cdfs of 400 sets of 64000
randomly generated values of d1 =
∑m
i=1 |zi − vi|k, where for each set the direction of ~v is
chosen from a uniform distribution over all directions.
What Figure 3.5 shows is that the L2 distance always has the lowest directionally-
averaged type II error. Although not conclusive proof, that is strong evidence that the L2
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m = 2, v2 = 6.0
m = 3, v2 = 8.0
m = 4, v2 = 9.5
m = 2, v2 = 8.4
m = 3, v2 = 11.0
m = 4, v2 = 13.3
Figure 3.5: Empirical type II error rates for Lk distance measures, for representative values
of m, k, and offset v2. The error bars represent the 95% confidence limits.
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3.4 Distance measures that approximate the Fisher
information
What we have so far is that the quadratic form





















appears to have the best classification accuracy, in the sense mentioned in the last section
and illustrated in Figure 3.1. One problem, though, is that the measure becomes infinite
when any of the pi are zero. So, a reasonable question is: what functions f(~p , p̂, n) reduce
to





(4pi)2 for n→∞ i.e. p̂→ ~p (3.31)
but which are more robust than equation 3.29 when any of the pi are zero? Since we are
interested in the behavior when p̂ ≈ ~p , we might start by looking at an f -divergence [6],
say







where f(1) = 0, f ′′(1) > 0, and f(
pi
qi
) qi = 0 if pi = qi = 0
(3.32)
I won’t go into all the possible solutions of equation 3.32, since there are infinitely many.










which gives two well-known measures:




























The first is the Hellinger metric, and the others are the two possible Kullbeck-Leibler
relative entropies [21]. One way to symmetrize the Kullbeck-Leibler divergence is to take
















Yet another way to symmetrize the Kullbeck-Leibler divergence is to seek the histogram
{R1, . . . Rc} that solves









































which is also known as the Bhattacharyya distance [21]. The relation between the Hellinger
and log dot product measures is
1
8n
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Figure 3.6: Geometric interpretation of Hellinger and Bhattacharyya distance measures
for histograms
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where φ is the angle between the vectors (
√




q1 . . .
√
qc).
The Hellinger metric is a Euclidean distance and hence a true metric, satisfying the
triangle inequality. It has a value for any two histograms of equal size. The log dot prod-
uct, however, does not satisfy the triangle inequality when the three points (
√









r1 . . .
√
rc) are on, or close to being on, a great circle ( see appendix
A ). It has a value for any two non-orthogonal histograms ( orthogonal histograms being
those that have
∑c
i=1 piqi = 0 ). Both measures are robust, in the sense that they allow
some pi = 0, and the log dot product emphasizes the case when
∑c
i=1 piqi ≈ 0. A ver-
sion of the relative entropy that does obey the triangle inequality is the Jensen-Shannon























(pi − qi)2 (3.42)
where we must require that the summand be zero when pi = qi = 0. In order to compare
















































































Bear in mind that for large sample size n, the quantities 4pi/pi are of order 1/
√
n,
and so for each of the expressions above, the expected difference from the basic sum
n
∑c
i=1(4pi)2/pi is of order 1/n. That expected difference will be the least for the sym-
metrized chi-square and Hellinger distances.
3.5 Other distance measures for histograms
The last few sections have demonstrated that in the domain of histograms, knowledge of
the information matrix allows us to construct a distance measure that performs optimal
classification, in the sense of having minimum type II error for a given type I error. In
this section, we will show that weighted distances, measures based on the cumulative
histogram, and earth-mover distances may all have sub-optimal classification performance,
when averaged over direction.
Consider again functions of ~z, where ~z = L4~p, LTL = nS(~p ), and 4~p = p̂ − ~p. The
L2-squared function





is a chi-square(m) variate to order 1/n in the sample size n. Assuming it is a true chi-







































which is verified by the k = 2 entry of Table 3.1 above. The L1 version would be u1 =∑m











which is in turn verified by the k = 1 entry of Table 3.1. Now suppose that v1 and v2 are




ci|zi| and v2 =
m∑
i=1
ci|zi|2 where ci ≥ 0 and
m∑
i=1








δi = 0 (3.50)
Then, to first order in
∑






























Thus, if |δi| ≈ 1/m, which is not a very large deviation from uniform weighting, then∑
δ2i ≈ 1/m and the variance of both L1 and L2 measures approximately doubles.
Now, let’s make a quick examination of distance measures based on the cumulative
histogram {P1, . . . , Pc−1} = {p1, p1 + p2, . . . , (p1 + p2 + . . .+ pc−1)}. Two points about the
theory of cumulative histograms: (1) Not all histograms have a cumulative representation.
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If the bins are categories, distinguishable but not sortable, then there’s no cumulative
histogram. (2) If the bins are sortable but circular, meaning that the ground distance
between bins is periodic, then the cumulative histogram is not well defined. It could start
at any bin. Examples of circular distributions are those based on angle or color.




(Pi − P̂i)2 (3.52)
where P is the true cumulative histogram {p1, p1 + p2, . . . (p1 + p2 + . . . pc−1)}, P̂ is the
sample cumulative histogram {p̂1, p̂1 + p̂2, . . . (p̂1 + p̂2 + . . . p̂c−1)} and n is the sample size.
Then









(pi − p̂i)(pj − p̂j)[c−max(i, j)]
= (4~p )TM(c)(4~p ) where [M(c)]ij = c−max(i, j)
(3.53)
The matrix M(c) is reducible by row operations to a lower-triangular matrix of all ones,
so its determinant is one. Hence, as the number of bins gets larger, the condition number
of M(c) (the ratio of largest to smallest eigenvalue) also gets larger, as illustrated in Table
3.2. So, as the number of bins gets larger, the Cramer - von Mises distance becomes
an ever more unevenly weighted L2 distance based on 4~p. By our previous analysis, its
classification accuracy gets correspondingly worse.
Next, we’ll take a quick look at distance measures based on the earth mover distance
for histograms. We need two concepts here: first, a “ground distance” between bins,
i.e. a non-negative function r(i, j) of bin labels i and j, representing a “cost” of shifting
probability mass from one bin to the other. Here I assume that r(i, j) = r(j, i) and that
r(i, i) = 0. Second, we need the idea of a “coupling” between histograms {p1, p2, . . . pc}
and {p̂1, p̂2, . . . p̂c}, being a non-negative function γ(i, j) of bin labels such that
c∑
j=1
γ(i, j) = pi and
c∑
i=1
γ(i, j) = p̂j (3.54)
Then the earth mover distance is




γ(i, j)r(i, j) (3.55)
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Table 3.2: Growth of condition number of M(c) with the number of bins c, for the Cramer
von Mises distance
Number of bins Min eigenvalue Max eigenvalue Condition number
3 0.382 2.618 6.85
4 0.308 5.049 16.4
5 0.283 8.291 29.3
6 0.272 12.34 45.5
7 0.265 17.21 64.9
where the minimum is over all possible couplings between ~p and p̂. It clearly varies with
the ground distance r(i, j). One well-known result is that if the ground distance is linear,





∣∣∣Pi − P̂i∣∣∣ (3.56)
where P and P̂ are the cumulative histograms of ~p = {p1, . . . pc} and p̂ = {p̂1, . . . p̂c}
respectively.
It is immediately clear that the earth mover distance is a weighted L1 distance. We
could have defined a coupling as a flow between the positive (pi − p̂i) elements and the
negative ones, and would have obtained the same minimum. Such a flow would partition
each 4pi = pi − p̂i into pieces, and associate costs for each piece. But the overall effect is
to assign a total cost to each 4pi, so
dEM(~p , p̂, r) =
c∑
i=1
λ(~p , p̂, r, i)|4pi| (3.57)
We know by our previous analysis that such a measure has less classification accuracy than




|[L4~p ]i| where LTL = nS(~p ) (3.58)
which in turn has less classification accuracy than a uniformly weighted L2 measure:
d2L2 = (4~p )TnS(~p )(4~p ) = |~z |2 where ~z = L4~p (3.59)
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Table 3.3: Empirical variance and third central moment for distance measures with unit
sample mean, for two histograms p1 and p2 (equation 3.61). Sample size is 8000, m = 6,
and the number of runs is 512. The L2 distance has the lowest values for both central
moments.
example distance measure m * variance m2 * third moment
mean std dev mean std dev
none L2 (from Table 3.1) 0.519 0.008 0.291 0.027
p1 straight Euclidean 0.578 0.009 0.445 0.035
p1 Kantorovich Monge 1.350 0.023 4.46 0.25
p1 Cramer von Mises 1.148 0.020 3.05 0.17
p2 straight Euclidean 0.706 0.011 0.935 0.062
p2 Kantorovich Monge 1.495 0.025 5.11 0.27
p2 Cramer von Mises 1.254 0.020 3.33 0.18
Table 3.3 illustrates this theory. The methodology of this diagnostic is as follows: sample
a theoretical histogram ~p from its known distribution (equation 3.14 above), to get p̂ for a
specific sample size n. For each such pair {p̂, n}, calculate the target distance measure to
the model ~p. For a set of n such distance values, normalize the mean to 1, and calculate
variance and third central moment. Collect these ( variance, 3rd central moment ) pairs
into a large dataset, and calculate both means and standard deviations for representative





(pi − p̂i)2 = (4~p )Tn(Ic−1 + Jc−1)(4~p ) (3.60)
and the two example histograms are:
p1 = {0.17, 0.05, 0.09, 0.20, 0.17, 0.20} with average |δi| = 0.05
p2 = {0.28, 0.09, 0.32, 0.04, 0.08, 0.04} with average |δi| = 0.09
(3.61)
Table 3.3 illustrates that for these two histogram examples, the L2 distance has the lowest
variance when the sample mean is constrained to be one.
We can illustrate the superiority of the distance measures based on the information ma-
trix in yet another way. This diagnostic test samples closely-spaced beta distributions into
histograms with three bins, with boundaries [ 0.0, 0.4, 0.6, 1.0 ], and calculates the empir-
ical type 2 classification error using four different distance measures. The beta probability
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Table 3.4: Theoretical type II errors for histograms based on beta distributions. Sample
size is n1 = n2 = 8000, m = 2, and cluster C0(a = 5.80, b = 4.20) is taken as primary.
Cluster Beta a Beta b Histogram model (4~p )TQ12(4~p ) type II error
C0 5.80 4.20 [ 0.1246 0.4117 0.4638 ] — —
C1 5.71 4.29 [ 0.1372 0.4229 0.4399 ] 11.16 0.142
C2 5.12 3.68 [ 0.1371 0.3904 0.4725 ] 10.00 0.184
density [1] is given by:
p(x|a, b) = Γ(a+ b)
Γ(a)Γ(b)
xa−1(1− x)b−1 a > 0, b > 0, x ∈ [0, 1] (3.62)
We can calculate the “ground truth” as follows: the 95% confidence level for a chi-
square(2) variate is at 5.99, so the type II error for two 3-bin histograms ~p1 and ~p2 will
be the non-central chi-square(2) CDF value at 5.99 with the non-centrality parameter




[diag(~p1 )− ~p1 ~pT1 ] +
1
n2
[diag(~p2 )− ~p2 ~pT2 ] (3.63)
where n1 and n2 are the respective sample sizes. These theoretical values are in Table 3.4.
The results of the diagnostic test itself are in table 3.5. The tolerance for the empirical type
II error may be calculated from the DKW inequality [81], and is approximately ±0.010 for
this dataset.
What Table 3.5 shows is what we predicted earlier. The Hellinger and chi-square
measures, which reduce to the optimal quadratic form for large sample size, give empirical
T2 values (i.e. type II error values) in accordance with the ground truth. The Euclidean
measure has a demonstrably larger variance for the same mean, hence has positively biased
T2 values. The Cramer - von Mises measure has a larger variance, and distorts the offset
(4~p )TQ12(4~p ) by virtue of equation 3.53, so its empirical T2 values can be substantially
far from the true ones.
3.6 Optimum number of bins for a histogram
The theory developed so far assumes that we know the number of bins in our histograms of
interest. Is there a “best” number of bins Q for a given sample size N? In order to make this
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Table 3.5: Empirical type II errors for histograms based on beta distributions. Sample size
is n1 = n2 = 8000, m = 2, and number of runs is 16000.
Clusters Distance measure mean m * variance arg (1− T1) T2
C0, C0 Hellinger 1.00 0.536 1.95 —
C0, C0 Chi-square 1.00 0.542 1.96 —
C0, C0 Euclidean 1.00 0.612 2.03 —
C0, C0 Cramer Von Mises 1.00 0.633 2.06 —
C0, C1 Hellinger 2.79 1.22 — 0.145
C0, C1 Chi-square 2.80 1.22 — 0.144
C0, C1 Euclidean 2.82 1.45 — 0.183
C0, C1 Cramer Von Mises 3.30 1.88 — 0.103
C0, C2 Hellinger 2.67 1.19 — 0.183
C0, C2 Chi-square 2.65 1.21 — 0.192
C0, C2 Euclidean 2.57 1.31 — 0.261














Case:  Q « N Case:  Q » NN = sample size
Q = number of bins
pdf pdf
Figure 3.7: Approximating a pdf via histograms: the cases of too few bins, and too many
bins
question precise, let’s suppose that the purpose of the target histogram is to approximate
an underlying continuous probability density distribution. Then the two extremes of “too
few bins” and “too many bins” will be as illustrated in Figure 3.7. Suppose that our
domain is of unit length, divided into Q bins of equal size, and that the underlying pdf
is p(x), smooth enough to allow a second-order Taylor expansion. When Q ≈ 1, then the
estimate p̂(x) derived from the histogram is too coarse. When Q  N , the bins end up
having mostly just one count or none, so we get N “spikes” with pdf (1/N)/(1/Q) = Q/N ,
and zero elsewhere.
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Figure 3.8: Conceptual variation of continuous Hellinger measure. N is the sample size
and Q is the number of bins














where xi is the center of bin i, and “matches” refers to those bins with a count. Assuming




















So, we can expect the variation of d2H with Q to be as illustrated in Figure 3.8.
For the intermediate case 1  Q  N , we will apply multinomial statistics, i.e. the
theory of sampling from a very large parent population with several categories. Let i be
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the bin number, so 1 ≤ i ≤ Q, and xi will be the bin center. The theoretical value of pi,

















We will also need the integral of
√
p(x) over a bin, so we need the Taylor expansion of√





























































Turning now to the estimates formed by calculating histograms from samples of size
N , suppose that the observed counts over the Q bins for one such estimate are {f1, . . . fQ}.
Then
var(fi) = Npi(1− pi) marginal distribution
〈fi〉 = Npi expectation over all {f1, . . . fQ}
(3.72)




















































































































































I will illustrate the validity of that formula with two different distributions. For a beta























so for the case a = 4, b = 4, N = 2000 we get Qopt ≈ 24. For a normal distribution over
























For the case s = 2, N = 2000 that gives Qopt ≈ 16. Experimental results verifying these
predictions are in Figures 3.9 and 3.10.
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Figure 3.9: Optimal number of bins for samples from a beta distribution. The continuous
distance measure is defined in equation 3.64.
Figure 3.10: Optimal number of bins for samples from a truncated normal distribution.
The continuous distance measure is defined in equation 3.64.
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3.7 Histogram with a variable number of bins
In the last section, we condidered the “best” number of bins that could represent a dis-
tribution whose probability distribution function in known, or at least can be estimated,
when the sample size is given. Now, I wish to examine the problem of using histograms to
distinguish samples from two distributions, which are different but close to each other. Is
there a “best” number of bins to use in this case?
I consider as solved the problem of deciding the bin boundaries, given the two prob-
ability distributions and the number of bins. Let p1(x) and p2(x) be the actual pdfs in
question, let c be the number of bins, let n1 and n2 be the sample sizes, and let {b1, . . . bc+1}
be the bin boundaries (which may vary). Then, in the current context, that would amount
to the following optimization problem:








subject to bj < bj+1 and nwpw,j > 5 for all w = 1, 2 and j = 1, . . . , c
(3.81)
where the last constraint on pw,j is a practical one, merely ensuring that the bin counts
are not tiny [24].
Let the sampled histograms be {p̂1,1, . . . p̂1,c} and {p̂2,1, . . . p̂2,c}, based on sample sizes

























and pw,j represents the theoretical proportion of distribution pw on bin j, for w = 1, 2. In
this case, p̂1,j− p̂2,j has a fixed part p1,j− p2,j and a random part (p̂1,j− p1,j)− (p̂2,j− p2,j).
We know from section 3.5 above that for n1, n2  1, the distribution of d2H approaches a
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NB   c2 > c1  !
Figure 3.11: Variation of type II error with number of bins c. If the offset stays constant
as c increases, then the type II error increases.
































and the {xj} are the bin centers. Note that for c 1, the offset k no longer depends on the
number of bins. Thus, as the number of bins c increases, the “relative” distance between
chi-square(c− 1) and non-central chi-square(c− 1, k) gets smaller and smaller. See Figure
3.11.
Suppose, for example, that m = c− 1 1. Then, both chi-square(m) and non-central
chi-square(m, k) are well approximated by normal distributions. In this case, we have
arg(1− T1) ≈ m+ 1.65
√
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Figure 3.12: Normal approximation for type II error when number of histogram bins is
large
where φ(x) is the cumulative distribution function for the standard normal distribution
N(0, 1). See Figure 3.12 for an illustration of this case. Note that the type II error T2
increases uniformly with m, and that we get the lowest T2 when the number of bins c is as
small as possible.
As an example, consider the two distributions in Figure 3.13. These are both derived
from beta distributions (equation 3.62), but have been scaled and shifted so that they are
zero-mean and have similar variances. The H0 distribution is derived from beta(26, 34),
and the H1 distribution is derived from beta(16, 11). First, we’ll calculate the expected
values of type II error for histograms on 4, 6, and 8 bins, using the Hellinger distance
measure, and using the pdf crossing points as our fixed bin boundaries. These are shown
in Table 3.6. In this table, the last column is the approximation of equation 3.85 that is
valid when c 1.
Table 3.7 collects the experimental results for the same H0, H1 combinations, in which
n1 = n2 = 2048, and the number of trials per combination is 16000. For this number
of trials, the tolerance for the empirical type II error may be calculated from the DKW
inequality and is approximately ±0.010. The key observation from Table 3.7 is that, as
predicted by Figure 3.11 and equation 3.85, increasing the number of bins in a histogram
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Figure 3.13: Example beta distributions with zero mean but different shapes
Table 3.6: Theoretical type II errors for histograms with different numbers of bins
scenario no. of bins arg(1− T1) for d2H offset k T2 large c
H0, H1 4 7.815 4.537 0.597 0.42
H0, H1 6 11.07 4.887 0.645 0.54
H0, H1 8 14.07 4.927 0.691 0.63
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Table 3.7: Empirical type II errors for histograms with different numbers of bins. Sample
size is 2048 and number of runs is 16000. The type II error eventually increases with the
number of bins.
scenario no. of bins mean variance arg(1-T1) T̂2
H0, H0 4 1.603 0.453 2.812 —
H0, H0 6 2.134 0.476 3.348 —
H0, H0 8 2.550 0.486 3.761 —
H0, H1 4 2.600 0.805 — 0.596
H0, H1 6 3.038 0.729 — 0.644
H0, H1 8 3.360 0.699 — 0.687
eventually results in a loss of classification accuracy.
What the foregoing analysis shows is that we should use the smallest number of bins that
can separate the classes, i.e. the smallest value of c such that nwpw,j > 5 and nw(p1,j −
p2,j) > 5 for w = 1, 2 and j = 1, . . . , c. Cochran [24] explains the significance of the
minimum bin counts. After choosing the number of bins in the histogram, then the next
step would be to optimize the bin boundaries using Eq. 3.81 (if required).
3.8 Other non-parametric and semi-parametric mea-
sures
Suppose now that we have samples from two very similar distributions, and that this time
we have the samples themselves, not just histograms derived from them. I assume here that
the variates in each sample are numeric, sortable, and IID (independent and identically
distributed). Besides histograms, what else could we construct from those samples that
may lead to a distance measure?
First up to bat are the non-parametric measures based on the empirical cumulative
distribution function. If we have just one sample with n sortable IID variates {x1, . . . xn},
then the empirical CDF is
Fn(x) = { proportion of sample with xj < x} (3.86)
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If we have two such samples, with empirical CDFs Fn(x) and Gm(x), then the three most























where Hn+m(x) is the empirical CDF of the joint sample. For more information on
these non-parametric measures, see [42] and [31]. I also treat the Cramer von Mises and
Anderson-Darling measures in more detail in Appendix C.
If we believe that the parent populations are centralized, and have finite cumulants up
to say the 6th or 8th cumulant, then we may look at the sample cumulants and use their
known covariance to build a distance measure from the corresponding information matrix.
By “sample cumulants”, I mean those derived from the sample central moments. For a











(xi − µ̂1)r for r > 1, with
κ̂1 = µ̂1, κ̂2 = µ̂2, κ̂3 = µ̂3, κ̂4 = µ̂4 − 3µ̂22, etc
(3.88)
In other words, I am not worried about possible biases these quantities may have, when
considered as estimators of the corresponding population cumulants. I regard them not as
parameter estimates, but merely as statistics that characterize the sample.
Next, we’ll need the covariance of sample cumulants, for samples of size n. In Appendix
B, I describe how to calculate these and give some examples. The interested reader may
also consult [52] and [108]. For the first four sample cumulants, the covariance matrix is:







G12 = µ3, G13 = G22 = µ4 − 3µ22
G23 = µ5 − 4µ3µ2
G33 = µ6 − 6µ4µ2 − µ23 + 3µ32
G14 = µ5 − 10µ3µ2
G24 = µ6 − 7µ4µ2 − 4µ23 + 6µ32
G34 = µ7 − 9µ5µ2 − 5µ4µ3 + 36µ3µ22
G44 = µ8 − 12µ6µ2 − 8µ5µ3 − µ24 + 48µ4µ22 + 64µ23µ2 − 60µ42
(3.89)
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Table 3.8: Parent distribution moments forH0[ from beta(26,34)]andH1 [from beta(16,11)].






where G is a symmetric matrix and µr refers to the r-th central moment of the parent
population. G would be zero for a normally distributed parent population. Here I have
neglected all the terms of order 1/n, 1/n2 etc, and assume that µ1 = 0 in the parent
population. Using the same procedure as in section 3.3, and neglecting terms of order 1/n,





(4κ)T = (κ̂1,1 − κ̂2,1, . . . κ̂1,4 − κ̂2,4)
(3.90)
and κ̂w,r is the r-th sample cumulant for the sample with label w. When n1, n2  1
and the two samples are from the same parent distribution, then d2SC will follow a chi-
square(4) distribution. If the samples are from different distributions, then d2SC will follow
a non-central chi-square distribution (see section 3.5).
Now let’s apply those ideas to the example of section 3.7, in which we looked at two
parent distributions derived from beta distributions, but scaled and shifted so as to have
zero means and similar variances. The H0 distribution is derived from beta(26, 34), and
the H1 distribution is derived from beta(16, 11). Their theoretical cumulants are given in
Table 3.8.
Note that the two distributions are close over their entire range (see Figure 3.13).
The results for the cumulant measure are tabulated below, along with the corresponding
results for a Hellinger measure based on histograms with 4 and 6 bins, and for the three
non-parameteric measures based on the sample empirical CDFs. In each case, I have also
included the type II error calculated from the theory developed so far. As for the type II
error for the Cramer von Mises and Anderson Darling measures, I show how to calculate
those in Appendix C. For this number of trials, the tolerance for the empirical type II
error may be calculated from the DKW inequality and is approximately ±0.010. The key
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Table 3.9: Theoretical and experimental type II errors for measures based on cumulants,
histograms, and empirical CDFs. H0 and H1 are illustrated in 3.13 and differ mainly in
their skewness. Sample size is 2048 and number of trials is 16000.
scenario measure mean variance arg(1-T1) T̂2 predicted T2
H0, H0 cumulants 1.879 0.451 3.070 — —
H0, H0 histogram 4 bins 1.603 0.453 2.818 — —
H0, H0 histogram 6 bins 2.134 0.476 3.348 — —
H0, H0 Kolmogorov Smirnov 0.860 0.0676 1.358 — —
H0, H0 Cramer von Mises 0.378 0.0233 0.678 — —
H0, H0 Anderson Darling 0.943 0.106 1.573 — —
H0, H1 cumulants 3.602 0.690 — 0.268 0.286
H0, H1 histogram 4 bins 2.600 0.805 — 0.596 0.597
H0, H1 histogram 6 bins 3.038 0.729 — 0.644 0.645
H0, H1 Kolmogorov Smirnov 0.999 0.0972 — 0.862 —
H0, H1 Cramer von Mises 0.464 0.0343 — 0.867 0.870
H0, H1 Anderson Darling 1.213 0.125 — 0.853 0.850
observation from Table 3.9 is that for this pair of distributions, differing mainly in their
third central moment, the distance measure based on cumulants has a lower type II error
than the distance measures based on histograms or sample cdfs. That makes sense since
the cumulant-based distance is designed specifically to detect differences in skewness or
kurtosis. That leads to the question: what about parent distributions that differ in other
ways?
Table 3.10 attempts to answer that question, and is my final table for this section. It
shows the theoretical type II errors for four distance measures ( Cramer von Mises, Ander-
son Darling, histogram, and cumulants ) over four types of parent distribution differences
( mean shift, variance shift, skewness shift, and kurtosis shift ). In this table, a “boxed
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normal” distribution is














z2) and φ(z) =
∫ z
−∞
g(x) dx, x ∈ [µ− Lσ, µ+ Lσ]
(3.91)
and a “scaled beta” distribution is












β(z, a, b) =
Γ(a+ b)
Γ(a)Γ(b)
za−1(1− z)b−1, x ∈ [−cµ, c(1− µ)]
(3.92)
In Table 3.10, the “energy” quantity for the Cramer von Mises and Anderson-Darling
measures is the value of the corresponding distance in equation 3.87, with the theoretical
cumulative distributions in place of the sample cumulative distributions. The key obser-
vation from Table 3.10 is that the Cramer von Mises and Anderson-Darling measures are
good at detecting a shift in parent distribution mean, while the cumulant based measure
is great at detecting a shift in skewness or kurtosis.
The distance measure based on sample cumulants does have its limitations. As given
above, it requires that the parent populations of the two samples have 8th central moments.
In a pinch, we could drop the fourth cumulant and live with the first three, requiring only
the 6th central moment in the parent populations. Also, as is well known, cumulants
are susceptible to contamination from sample outliers [45]. But that weakness can be
a strength: the example of Table 3.10 shows that a measure based on cumulants can
distinguish distributions that differ only in their tails, and are difficult to distinguish in
any other way. Moreover, such a measure is quick to calculate and does not require any
decisions regarding number of bins or bin boundaries. My interpretation of the results
so far is that when comparing samples from different probability distributions, the more
information about the underlying PDF we can squeeze into the distance measure, the
better we can separate neighboring clusters.
3.9 Summary
1. For histograms, maximum likelihood estimation gives an information matrix















Table 3.10: Theoretical type II errors for measures based on cumulants, histograms, and
empirical CDFs . Sample size is 2048.
category specific mean shift variance shift skewness shift kurtosis shift
setup distribution boxed normal boxed normal scaled beta scaled beta
parameters µ, σ, L µ, σ, L a, b a, b
H0 distro +0.04, 1, 2 0, 1.024, 2 12, 16 6, 6
H1 distro -0.04, 1, 2 0, 0.976, 2 16, 12 28, 28
n1, n2 2048 2048 2048 2048
CvM energy 0.692 0.082 0.085 0.0068
type 2 error 0.26 0.89 0.87 0.94
AD energy 3.96 1.00 0.574 0.218
type 2 error 0.20 0.74 0.86 0.93
histogram number of bins 2 3 4 5
PDF crossings 0.0 -1, 1 0, ±0.86 ±0.95, ±0.25
offset 4.58 2.98 4.66 3.69
type 2 error 0.43 0.68 0.59 0.70
cumulants offset 10.29 10.42 9.45 9.60
type 2 error 0.27 0.26 0.31 0.30
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where the cluster center is ~p = [p1, . . . , pc−1], n is the sample size ( n 1 ), and Jm is
the all-ones matrix of size m. If p̂ is an estimate of ~p based on n sample variates, then
the quantity ~z = L(p̂ − ~p) is approximately distributed as N(0, Ic−1). The function
f(~z ) that minimizes var( f(~z ) ) while holding 〈f(~z )〉 constant is a function of |~z |
only. Among the Lk family, that would be an L2 distance. Any other Lk, or an
unevenly weighted L2, will have some directional dependence. If a proposed distance
measure g(~z ) has directional dependence, then its type II error may be better for the
boosted directions, but will be poorer when averaged over all directions, compared
to an L2 measure.
2. The information matrix of equation 3.93 is realized by the Hellinger and Bhat-
tacharyya distances of 3.40, the symmetrized Kullbeck-Leibler distance of equation
3.35, and the chi-square distance of equation 3.42, in the sense that all these functions
reduce to the quadratic form (p̂− ~p )TnS(~p )(p̂− ~p ) for p̂ ≈ ~p.
3. As we add bins to a histogram, eventually the type II error will increase (section
3.7). This happens when a new bin’s contribution to the offset of equation 3.83 is
not enough to counteract the increased degrees of freedom (see Figure 3.11 ).
4. Sample distance measures other than those involving histograms may have better
classification accuracy for specific types of parent distribution difference. Table 3.10
illustrates how the Anderson-Darling measure easily detects a shift in mean, while
a cumulant-based measure is good at detecting differences in skewness and kurtosis.
That, in turn, illustrates how there is no “one size fits all” for distance measures:
each one needs to incorporate knowledge about the problem domain [57].
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Chapter 4
Stationary ARMA time series
The purpose of this chapter is to develop a theory of distance measures for stationary,
invertible ARMA time series models that are derived from observed samples. We’ll start
with an information-theoretic treatment, derive appropriate distance measures, and then
illustrate their use with synthetic and real-life time series.
4.1 Generalized distance measure
In section 3.2 of chapter 3 on histograms, I mentioned that for histograms that are almost
equal, the information-theoretic ideal quadratic form for histogram discrimination is based
on the information matrix














where ~p is the normalized histogram, c is the number of bins, Jm is the all-ones matrix
of size m, and n is the sample size (see 3.18). That ideal quadratic form is realized by a









with f(1) = 0,
d2f
dx2
(1) > 0 (4.2)
where {v} represents the decomposition of the sample into independent events. Suppose
now that we have a sample of n observed events {v1, . . . vn}, and that these events are
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independent to order 1/n, meaning that their correlation is at most of that order. Suppose
also that that we have two possible models, M1 and M2, that can generate those events.










where f(1) = 0, d2f/dx2(1) > 0, and p(vs,Mj) is the probability of event vs under model
Mj. The summation is over all events in the sample. We would like the target T to treat




























In words: for each independent (or nearly independent) observation vs, compute the relative
surprisal log (p(vs,M1)/p(vs,M2)), square it, and sum them all up.
Let’s show that this gives meaningful results for histograms. Suppose that we have two
sample histograms, {p̂1, . . . p̂c} and {q̂1, . . . q̂c} on the same set of bins, with sample sizes






































which is just the two-sample version of equation 3.20.

























In this case, we recover the symmetrized Kullbeck-Leibler distance of equation 3.35. That
makes the expression of equation 4.6 plausible, but we still need to show its underlying
value (i.e. some connection to reality). Suppose that p(vs,M1) and p(vs,M2) are both
functions of a parameter set θ, and that the differences between M1 and M2 are due to



























































∆θj where px = p(vx, θ)
(4.14)
where x now represents a distinct, independent (or nearly independent) event that is pos-




















where the sum is over all observable events x. Let’s see why that is significant. We started
off with a sample {v1, . . . vn} of quasi-independent events (i.e. events whose correlation is




− log p(vs, θ) (4.17)
where the parameter set θ describes the true underlying model. The expectation of the







− log p(vs, θ)〉 = −n〈
∂2
∂θi∂θj
log p(vx, θ)〉 (4.18)





































































where px = p(vx, θ) (4.21)
That result is true in general, and more specifically where ∂L/∂θ = 0. We took an
expectation over all samples, so the result depends on the parameter set θ. If the total































has the same curvature as the total surprisal L, where ∂L/∂θ = 0. So, if we can calculate










where px = p(vx, θ) (4.24)
for a suitable set of nearly independent events {vx}, then we will have a distance measure
for θ that automatically achieves the desired quadratic form for neighboring parameter sets
θ1 and θ2. That quadratic form would be (θ1 − θ2)TQ(θ1 − θ2).
4.2 ARMA process description
An autoregressive-moving average time series is a series of sequential numerical observa-
tions, made without random noise, but depending on a parallel series of identically dis-
tributed random innovations [15] [18]. Let µ represent the long-term average of the series.
Then the defining equation is
xt − a1xt−1 − . . .− apxt−p = et − c1et−1 − . . .− cqet−q (4.25)
where the integer pair (p, q) is the order of the ARMA model, xt = yt − µ, {yt} is the
observed series, et ∼ IID(0, ve), and all quantities in the defining equation are real. The
innovations {et} are the only source of randomness [15]. They are independent, are identi-
cally distributed, have zero mean, and have variance ve. An ARMA model has four parts:
the autoregressive coefficients {a1 . . . ap}, the moving average coefficients {c1 . . . cq}, the
innovation variance ve, and finally the long-term average µ. In this chapter, I will assume
that the ARMA models under scrutiny are stationary and invertible. In practice, that
means that when we compute the factorizations
(1− a1B − a2B2 · · · − apBp) = (1− r1B) . . . (1− rpB)
(1− c1B − c2B2 · · · − cqBq) = (1− s1B) . . . (1− sqB)
(4.26)
then the AR roots {ri} and MA roots {sj} have magnitude less than 1. Also, we must
exclude from the model any root that occurs as both an AR root and an MA root. The
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typical goals of ARMA model estimation are to forecast future values of the series with
minimal variance, and to design a feedback control scheme to minimize the variance of the
{yt} [14].
The AR(2) models (meaning ARMA(2,0) models) are simple enough that we may
express their parameter covariance in closed form, so let’s look at those briefly. For an
AR(p) series, let a bundle of p successive mean-reduced observations be denoted by ~xt =
[xt . . . xt−p+1]
T , and let E[•] denote the expectation over an ensemble of time series for the
specific AR(p) model. Furthermore, define






NB ~a is a row vector, ~0 is a column vector
(4.27)
Then, from the defining equation of the model ( Eqn 4.25 with q = 0 ) we get
Γ(h) = AΓ(h− 1) + veJ11(p)δh0 (4.28)
where J11(p) represents a p by p matrix with a one in the upper left corner, and zeros
elsewhere. Thus we have
Γ(0) = AΓ(0)AT + veJ11(p)
⇒ vec Γ(0) = (Ip2 − A
⊗
A)−1[ve 0 . . . 0]
T
(4.29)
where the “vec” operation, when applied to a matrix, means to assemble its columns (in
order) into one long column vector. Γ(0) is the asymptotic covariance of a bundle of p
successive mean-reduced observations (asymptotic as series size n→∞), and is important
because the covariance of the AR parameter estimates depends on its inverse. In particular,
Γ(0) =
 γ(0) . . . γ(p− 1). . . . . .
γ(p− 1) . . . γ(0)
 (4.30)
where
γ(h) = E[xtxt−h] = E[(yt − µ)(yt−h − µ)] (4.31)
The well-known body of AR(p) estimation theory [89] [77] gives
cov(âT − ~aT ) = ve
n
Γ−1(0), â = [â1 . . . âp], n→∞ (4.32)
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where the sample size n approaches infinity and â is the set of parameters that minimizes




(~x− âZ)(~xT − ZT âT ) where ~x = [x1 . . . xn] and Z = [~x0 . . . ~xn−1] (4.33)
For a fuller development of AR(p) estimation, see [77]. The AR(2) system is small enough








ve, ∆ = (1 + a2)(1− a1 − a2)(1 + a1 − a2) (4.34)
Now consider ~a = [a1 a2] as a function of ~r = [r1 r2], where a1 = r1 + r2 and a2 = −r1r2.
Also, let r̂ = [r̂1 r̂2] be the AR root estimates corresponding to the parameter estimates
â = [â1 â2]. Then
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1/(1− r21) 1/(1− r1r2)
1/(1− r1r2) 1/(1− r22)
]
(4.35)
since ∆ = (1− r21)(1− r22)(1− r1r2). Thus, for an AR(2) system, the covariance of the AR
root estimates [r̂1 r̂2] takes a particularly simple form. The general case for an ARMA(p, q)
model, with θ = [r1 . . . rp s1 . . . sq] being the true ARMA roots and θ̂ = [r̂1 . . . r̂p ŝ1 . . . ŝq]
being the corresponding sample estimates, is
1
n
[cov−1(θ̂T − ~θT )]ij =
{
1/(1− θiθj) if both are AR or MA
−1/(1− θiθj) if one is AR, one is MA
(4.36)
In Appendix D, I prove that formula using the series innovations, and in Appendix E, I
obtain the same result using equation 4.24 and taking the sample periodogram variates
as the nearly independent quantities. Equation 4.36 does not depend on the distribution
of the series innovations, but does require that their fourth moment exist. The interested
reader will find more about this result in Box & Jenkins [17].
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4.3 Prediction of ARMA(p, q) parameter covariance
We may use equation 4.36 “in reverse”, that is, from the easily computable covariance of
the ARMA roots, we may calculate the covariance of the ARMA parameters themselves.
For example, let’s represent an ARMA(p, q) model as
(1− a1B − a2B2 . . .− apBp)xt = (1− c1B − c2B2 . . .− cqBq)et
⇒ (1− r1B) . . . (1− rpB)xt = (1− s1B) . . . (1− sqB)et
(4.37)
where {r1 . . . rp s1 . . . sq} are all less than 1 in magnitude, et ∼ IID(0, ve), and B is the
backshift operator defined as Bxt = xt−1. We’ll collect the model ARMA parameters into
a vector ~g = [~a ~c]T = [a1 . . . ap c1 . . . cq]
T , and put the associated ARMA roots into another




















where ĝ = [â1 . . . âp ĉ1 . . . ĉq]
T is the set of ARMA parameters that minimizes the residual
sample innovation variance, acccording to the Whittle estimator (see section 2.4). That




















g(sq, ω) . . . g(s1, ω)
g(rp, ω) . . . g(r1, ω)
(normalized power spectral density)
g(a, ω) = (1− aejω)(1− ae−jω) = 1 + a2 − 2a cos(ω)
(4.39)
I tested the validity of equation 4.36 with the following diagnostic: choose a sample size n
and number of trials nT . For each trial, synthesize an ARMA(p, q) series of length n, based
on a known model {~a, ~c, ve} and discarding enough initial values to ensure stationarity.
Find the model parameters that minimize the residual variance of equation 4.39. After
the trials are done, compute the empirical variance of those parameter estimates, with
67
Table 4.1: Near agreement between experimental and predicted ARMA parameter covari-
ances for an ARMA(2,1) model {~a, ~c, ve} = {[0.6 − 0.08], [−0.3], 1} with n = 4096 and
nT = 2048. Batch size is 277.
n * covariance theoretical mean 95% confidence interval
a1, a1 10.98 11.09 [11.04, 11.14]
a1, a2 -7.87 -7.96 [-7.99, -7.93]
a1, c1 10.22 10.36 [10.32, 10.40]
a2, a2 6.36 6.42 [6.39, 6.45]
a2, c1 -7.50 -7.60 [-7.63,-7.57]
c1, c1 10.47 10.63 [10.59, 10.67]
respect to the true parameters. Run several hundred batches, then compare the average
and spread to the predicted covariance of equation 4.35. Table 4.1 shows the results I got
with n = 4096, nT = 2048, {~a, ~c, ve} = {[0.6 − 0.08], [−0.3], 1} and a batch size of 277.
Table 4.1 shows that all the empirical parameter covariances are biased away from zero.
That is not entirely unexpected, and is due to the nature of the Whittle estimator that I
am using ( equation 4.39, see also [113] ). Suppose, for example, that we are estimating an
AR(p) autoregressive process. If n is the sample size and {x1, . . . xn} are the mean-reduced






xjxj+h (sample covariance) (4.40)
which is biased toward zero by a factor (1−h/n). Thus, the observation covariance matrix
Γ̂(0) =
 γ̂(0) . . . γ̂(p− 1). . . . . .
γ̂(p− 1) . . . γ̂(0)
 (4.41)
is on the whole biased toward zero by some factor (1 − u/n) where u is a multiple of the
autoregressive order p. Note that the observation covariance matrix Γ̂(0) is specific to a
sample, and depends on the sample size n. In any case, the AR parameter covariance
cov(âT − ~aT ) = ve
n
Γ̂−1(0), â = [â1 . . . âp] (4.42)
where ve is the innovation variance, is biased away from zero by the factor (1 + u/n). As
a diagnostic, I performed a parameter covariance study on an ARMA(1,1) model, using
68
the same Whittle estimator, but varying the sample size from n = 480 to n = 2400. The
model was ARMA(1,1)[a = 0.4, c = −0.3], number of trials is 2048, and number of runs
per sample size is 400. Figure 4.1 shows the results along with the theoretical parameter
covariances predicted by equation 4.38. The figure shows that there is indeed a bias away
from zero that is approximately linear in 1/n for large sample size n. Thus, equation 4.38
gives us the parameter covariance for ARMA models when n→∞.
4.4 Distance measure from precision matrix
Equation 4.36 gives us a precision matrix for the roots of a stationary, invertible ARMA
time series model, and from that we can formulate a corresponding quadratic form and
integrate it to get our first candidate distance measure for ARMA(p, q) models. The






















































2 + . . .
(4.44)
which suggests that we construct a vector













r3i . . .] (4.45)







In order to match equation 4.36 exactly, we would need
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Figure 4.1: Experimental ARMA parameter covariance for an ARMA(1,1) model {a =
0.4, c = −0.3} with varying n, nT = 2048, and batch size 400.
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Hence, we can define a distance measure between a stationary ARMA(p1, q1) model ~θ1 =
[~r1 ~s1] and another ARMA(p2, q2) model ~θ2 = [~r2 ~s2] as
1
n




















Note that the ARMA models do not have to be of the same order. Our final step is to
allow different sample sizes. For two models close together, the precision matrix for ARMA
roots is nQ where Qij is 1/(1− θiθj) for roots of the same type, and −1/(1− θiθj) for roots
of differing type (i.e. one AR, one MA), and n is the sample size (see eqn 4.36). So, the
deviations ∆θ = θ̂ − ~θ will have covariance Q−1/n1 for one sample, and Q−1/n2 for the
other. The deviation difference ∆θ1−∆θ2 will have covariance Q−1(1/n1+1/n2), under the
assumption that the two samples are independent. So our two-sample distance measure
should be






















A case which shall occupy us several times is that of comparing an AR(1) model and an
MA(1) model. Figure 4.2 shows a plot of the integrated ARMA distance measure between
an AR(1) model with AR parameter r, and an MA(1) model with parameter s. Here, I
have left out the factor n1n2/(n1 + n2) which refers to the sample sizes. Figure 4.2 shows
the expected behavior, namely that the models are very similar when r + s = 0. I treat
this case in more detail in section 4.8.
4.5 Application of ARMA distance measure to finan-
cial time series
In the world of econometrics, the important time series for freely-traded securities are the
logarithmic returns, namely
rt = r(t) = log
[
security price at period t




Figure 4.2: Integrated ARMA distance measure for AR(1)[ r ] vs MA(1)[ s ]
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where the time period is constant, and is the one suitable for the problem under inves-
tigation. Day traders, for example, would be interested in hourly returns, whereas fund
managers would be interested in daily, weekly, or even monthly returns. ARMA models are
not suitable for modeling financial returns directly, since they assume a constant variance
for the innovations. Actual series of financial returns show that the series variance is itself
correlated, in the sense that periods of high volatility tend to persist.
Being able to predict security price movements is clearly a valuable skill, and as a result
there are very sophisticated models of financial returns [63] [90]. For my purposes, I will
restrict myself to GARCH(p, q) models, where GARCH stands for “generalized autoregres-
sive conditionally heteroskedastic”. A GARCH(p, q) model for financial returns would be
as follows [99]:
rt = log [P (t)/P (t− 1)] P (t) = price at period t
(1− φB)(rt − µr) = xt µr = mean return, φ is typically near zero
xt = σtzt zt ∼ IID(0, 1), σ2t = volatility












which says that the series variance σ2t itself undergoes an ARMA(p, q) process. We’ll
concentrate on the simplest GARCH model, namely the GARCH(1,1) model
xt = σtzt zt ∼ IID(0, 1)






Now set vt = x
2
t − σ2t = σ2t (z2t − 1). By equation 4.52, σ2t depends on {z2t−1, z2t−2, . . .} but





〈vt〉 = 〈σ2t 〉〈z2t − 1〉 = 0 since 〈z2t 〉 = 1 (4.53)
Also from equation 4.52, we get
〈σ2t 〉 =
w
1− (α1 + β1)
= 〈x2t 〉 = µx NB we need α1 + β1 ≤ 1! (4.54)
Furthermore, we also have




t−1 − vt−1) NB vt = x2t − σ2t
⇒ x2t = σ2t + vt = w + (α1 + β1)x2t−1 + vt − β1vt−1










[  ] = sum of α1 and β1 coecients
            from GARCH(1,1) model
ARMA distance measure 
based on series GARCH(1,1) 
coecients for daily returns, 
Aug 2009 - April 2019
[ source: nance.yahoo.com ]
Figure 4.3: Integrated ARMA distance measure for six equity returns
which shows that (x2t −µx) follows an ARMA(1,1) process with residuals vt = x2t −σ2t . The
residuals are uncorrelated but not independent. They are uncorrelated since (x2t − 1)
and (x2t−1 − 1) are uncorrelated. They are not independent, though, because σ2t and
σ2t−1 are correlated by equation 4.52. The equivalent ARMA(1,1) process ( equation 4.55
) has an AR parameter α1 + β1 and an MA parameter β1. Using equation 4.49 as a
distance measure, we can then compare two different sets of financial returns by looking
at their GARCH models. For Figure 4.3, I analyzed the daily returns of six securities
in different financial sectors, using the time period August 2009 - April 2019 inclusive
(the source is finance.yahoo.com), and using MATLAB’s econometrics toolbox to estimate
the GARCH(1,1) parameters. The figure shows that with a 95% confidence level, we can
reliably distinguish ten pairs of financial series over that nine-year interval, using equation
4.49 as a distance measure.
When looking at the distance measure results of Figure 4.3, a natural question is: could
we have done better with another distance measure? I treat this question in depth in Ap-
pendix G, where I show that a quadratic form other than one based on the information
matrix (in this case, equation 4.36) may have better classification accuracy in a specific
direction, but will have poorer performance when averaged over all directions; see in par-
ticular Figures G.6 and G.7. Let’s illustrate that for our GARCH(1,1) models. Martin [80]
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n|c1,n − c2,n|2 (4.56)






and PSDk(ω) is the power spectral density for ARMA model k. In terms of the autore-
gressive roots {r1 . . . rp} and moving average roots {s1 . . . sq},
PSD(ω) =
g(s1, ω) . . . g(sq, ω)
g(r1, ω) . . . g(rp, ω)
where ω is the discrete frequency and
g(a, ω) = (1− aejω)(1− ae−jω) = 1 + a2 − 2a cos(ω)
(4.58)
Using equations 4.56, 4.57, and 4.58, and inserting a factor n1n2/(n1 + n2) to account for








+1/(1− θiθj)2 if both are AR or MA
−1/(1− θiθj)2 if one is AR, one is MA
(4.59)
Note how this differs from equation 4.36 for the Fisher information matrix for ARMA(p, q)







1/(1− r2)2 −1/(1− rs)2






The following algorithm translates a pair of GARCH(1,1) models into the terminology and
variables of Appendix G.
1. Given: (α1, β1, n1) and (α2, β2, n2), where (αk, βk) are the GARCH(1,1) parameters
for model k, and nk is the sample size for model k.
2. Set r1 = α1 + β1, s1 = β1, r2 = α2 + β2, and s2 = β2.
3. Calculate the sample-weighted averages r = (n1r1 + n2r2)/(n1 + n2) and s = (n1s1 +
n2s2)/(n1 + n2).
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Table 4.2: Comparison of type II error rates between integrated distance measure d2I and
Martin distance measure d2M for GARCH(1,1) models
Series T2,1 for d
2
I δ v
2 θ (degrees) T2,2 for d
2
M 〈T2,2〉d
RBC/Suncor 0.599 0.953 3.843 59.7 0.828 0.719
Apple/Nasdaq 0.669 0.827 3.097 17.5 0.608 0.755




1/(1− r2) −1/(1− rs)
−1/(1− rs) 1/(1− s2)
]
(4.61)
5. Transform QM into the coordinate system in which the information matrix of 4.36 is
a multiple of I2:
Q̄ = L−T
[
1/(1− r2)2 −1/(1− rs)2
−1/(1− rs)2 1/(1− s2)2
]
L−1 (4.62)
6. Find the eigenvectors and eigenvalues of Q̄, i.e. solve Q̄V = V D where V is orthog-
onal and D is diagonal. The columns of V are the eigenvectors, and the entries of D
are the eigenvalues λ1 and λ2.
7. Assuming that λ1 ≥ λ2, calculate the boost as δ = (λ1 − λ2)/(λ1 + λ2).





V TL[δr δs]T (4.63)
where δr = r1 − r2 = (α1 − α2) + (β1 − β2), and δs = s1 − s2 = β1 − β2. From the
offset ~v, we can deduce the square magnitude v2 = |~v|2 and angle θ between ~v and
the boosted axis.
Table 4.2 shows the results of applying that algorithm to the (RBC, Suncor) and (Apple,
Nasdaq) pairs of series from Figure 4.3. For these series, the sample sizes are n1 = n2 =
2453. In Table 4.2, T2,1 represents the type II error that we get using a quadratic form
based on the information matrix of equation 4.36. T2,2 represents the type II error that we
get using the quadratic form of equation 4.60. The last column, 〈T2,2〉d, represents the type
II error that we get by using equation 4.60, but averaged over all directions. I calculated
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the type II error values using the Imhof procedure [61], as implemented in the R package
CompQuadForm [33]. Table 4.2 reinforces the conclusions of Appendix G, namely that
using a quadratic form not based on the information matrix may yield a lower type II
error in specific directions, but always gives a larger type II error when averaged over all
directions of the offset vector ~v.
4.6 Issues with the ARMA precision matrix
Two questions spring immediately to mind when looking at the precision matrix for
ARMA(p, q) models ( equation 4.36 ), namely: (1) is the integrated distance measure
still real when some of the AR or MA roots are complex? (2) the precision matrix becomes
singular if any two AR roots or any two MA roots are the same, is this a problem?
As for the first question, the short answer is this: the AR and MA roots are the roots
of polynomial equations with real coefficients (see equation 4.26), so they are either real




skj , the imaginary parts of
the conjugate pairs cancel, so the results are always real. We can do better, though. Let’s
express
∑
rki explicitly in terms of the AR parameters {a1 . . . ap}, and
∑
skj in terms of the
MA parameters {c1 . . . cq}. For this, we need the Newton identities that relate power sums
to symmetric polynomials [65]. We’ll treat the case of the autoregressive roots {r1 . . . rp},




rki , tk =
∑
1≤j1<j2...<jk≤p
rj1 . . . rjk (4.64)
For p = 3, for example, we would have














3, t3 = r1r2r3
(4.65)






rj1 . . . rjk =
1
k!
m11...1 (k ones ) (4.66)




(−1)i−1tk−iui with t0 = 1 (4.67)
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From these, we get
u1 = t1, u2 = t1u1 − 2t2 = t21 − 2t2
u3 = t1u2 − t2u1 + 3t3 = t31 − 3t2t1 + 3t3
(4.68)














1 − 3t2t1 + 3t3 = a31 + 3a2a1 + 3a3
(4.69)
and so forth. Clearly, all the power sums
∑
rki are expressible as polynomials in {a1 . . . ap}
and are real. The same reasoning gives us
∑











1 + 3c2c1 + 3c3, and so on. Thus, the integrated
ARMA distance measure of equation 4.49 is expressible in terms of polynomials involving
the ARMA parameters of both models.
As for the second question, involving repeated AR or MA roots: it is true that the
precision matrix of equation 4.36 becomes singular when ri = rj or si = sj for i 6= j. We
excluded the case ri = sj when we defined ARMA models, so that these models would
be unique. However, the precision matrix for the ARMA coefficients themselves does not
become singular. I will illustrate this for the AR(p) case. Here, the covariance matrix for
the parameter estimates is [77]
cov(âT − ~aT ) = 1
n
Γ̂−1(0)ve (4.70)








i , ~xi = [xi xi−1 . . . xi−p+1]
T (4.71)
Note that equation 4.32 involves the theoretical value of Γ̂(0), which we obtain in the limit
as n → ∞, whereas in equation 4.71, n is large but finite. If Γ̂(0) had determinant zero,
then there would exist a non-zero vector ~u such that
Γ̂(0)~u = 0, hence ~uT Γ̂(0)~u = 0











(~u • ~xi)2 = 0
(4.72)
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But that requires that ~u be orthogonal to all the {~xj}, hence the rank of {~x1 . . . ~xn} must
be less than p. But the {~xj} are random vectors. The chance that n random vectors of
size p do not span Rp for n p is vanishingly small; see, for example, Bourgain et al. [13].
So, for sure Γ̂(0) is non-singular, hence cov(âT − ~aT ) exists.
4.7 Approximate distribution of the integrated mea-
sure for different ARMA models
In section 4.4, I derived a distance measure for ARMA time series based upon the infor-








































































where the first sample has size n1 and estimated ARMA roots θ1 = {r11, . . . r1,p1 , s11, . . . s1,q1},













x3 + . . . (4.74)
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For reference, the important properties of h(x) are:
h′(x) = −1
x







log (1− x) with h′′(0) = 1/2
h(−x) = −h(x) + 1
2
h(x2)
h(1) = ζ(2) =
π2
6
≈ 1.64 ζ(s) is the Riemann zeta function
(4.75)
Thus, for example, if we have an AR(1) sample of size n and estimated AR parameter â,





2) + h(b̂2)− 2h(âb̂) (4.76)
which has the expected result that D2I = 0 when â = b̂. However, if we have an AR(1)
sample of size n and estimated AR parameter â, and an MA(1) sample of size m and





2) + h(b̂2) + 2h(âb̂) (4.77)
We will use that last case as a test case for estimating the spread of D2I . Let the first model
be AR(1) with parameter a, and the second model be MA(1) with parameter b. Then, by




(1− a2), var(b̂) = 1
m
(1− b2) (4.78)








2h(ab) + h′′(ab)[b2 var(â) + a2 var(b̂)] +




































= 2bh′(b2) + 2ah′(ab)
(4.81)
Figure 4.4 shows experimental results for the case just mentioned, namely AR(1)[0.5]
against MA(1)[-0.5] with n = m = 1024. The methodology of this diagnostic is as follows:
for each trial, generate two samples of the known distributions, find the estimated ARMA
roots via the Whittle estimator [113], and then compute the integrated ARMA distance
measure of equation 4.49. Figure 4.4 also shows a plot of the normal CDF having the mean
and variance given by equations 4.79 and 4.80. The fit is good but not exact, since the
distribution of D2I for unequal models is similar to a non-central chi-square, not a normal
distribution. By contrast, Figure 4.4 shows experimental results for the case where both
samples are based on the same ARMA(2,1) model with n = m = 2048. In this case, we
expect a chi-square(3) distribution since there are p + q = 3 ARMA parameters in the
model. The figure shows that the Kolmogorov-Smirnov statistic is well within the 95%
confidence interval.
4.8 Other candidate distance measures for ARMA
time series models
In section 4.2, we derived the precision matrix for ARMA(p, q) parameters estimated from
a large but finite sample, and in section 4.4 we integrated the corresponding quadratic
form to get a candidate distance measure for ARMA(p, q) models. However, any distance























for models M1 = [~r1, ~s1] and M2 = [~r2, ~s2] that are close together, with
∆~r = ~r1 − ~r2, ∆~s = ~s1 − ~s2, p = max(size(~r1), size(~r2)),






















ARMA( 2, 1 )                            n = m = 2048
θ = [ 0.2 0.4; -0.3 ]                  ei ~ N( 0,1 )
AR( 1 ) / MA( 1 )                           n = m = 1024
a = 0.5;  b = -0.5                          ei ~ N( 0,1 )
mn
m + n
(              ) D2( θ1, θ2 ) ~ Χ2( p + q )
mn
m + n(              ) D
2( θ1, θ2 ) D2( θ1, θ2 ) 
D2( θ1, θ2 )  approximately a 
non-central chi-square






























Figure 4.4: Comparison of expected and actual distributions for integrated ARMA distance
measure, along with the corresponding Kolmogorov-Smirnov statistics.
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is a candidate distance measure. By “close together”, I mean that |∆~r |/|~r |  1, and
|∆~s |/|~s |  1. Clearly, there are an infinite set of such distance measures. When
the subject ARMA models are close together, the candidate distance measures will have
similar classification performance, since they reduce to the same quadratic form in that
case. When the subject ARMA models are far apart, the candidate distance measures will
also have similar classification performance, since any reasonable distance measure will be
successful in separating models that are far apart. Consequently, if we need to choose a
“best” candidate measure among those that satisfy equation 4.82, it will have to be on the
basis of theoretical properties.
What might those alternative candidate measures look like? Well, first let’s describe
our models using their ARMA roots, i.e. M1 → θ1 = [~r1, ~s1] and M2 → θ2 = [~r2, ~s2]. For a
general model θ = [r1 . . . rp, s1 . . . sq], the normalized spectral density is
PSD(ω, θ) =
g(sq, ω) . . . g(s1, ω)
g(rp, ω) . . . g(r1, ω)
where g(a, ω) = 1 + a2 − 2a cosω (4.84)


















Since the integrated ARMA distance measure of equation 4.49 comes from the left-hand
side (see Appendix E), we get right away three possible distance measures having the same












































where n1 and n2 are the sample sizes corresponding to models θ1 and θ2 respectively.
Another idea is that of an intermediate model, in the spirit of equation 3.36: we choose an




















Here, the order of the intermediate ARMA model θ̄ must be sufficient to cover a linear
combination of PSD(ω, θ1) and PSD(ω, θ2). In particular, if M1 has order (p1, q1) and
M2 has order (p2, q2), then the intermediate model may need the ARMA order (p1 +
p2, max(p1 + q2, p2 + q1)) [54]. For example, if we are comparing two theoretical models
AR(1)[a] and AR(1)[b], then we would expect the intermediate model to be an ARMA(2,1)





















2 + a2 + b2 − 2(a+ b) cosω





which will be minimized when the integrand is a constant, i.e. where






which in turn leads to
c =
(2 + a2 + b2)−
√
(2 + a2 + b2)2 − 4(a+ b)2
2(a+ b)





[(c− a)2 + (c− b)2] (4.91)
A natural question is, would these alternative candidate measures have the same classifi-
cation performance? As a diagnostic check, I took the AR(1)[a] / AR(1)[b] system as an
















h(a2) + h(b2)− 2h(ab)
]











(2 + a2 + b2)−
√
(2 + a2 + b2)2 − 4(a+ b)2
2(a+ b)
(4.92)
In the diagnostic test, I find the empirical T2 value (i.e. type II error) for those three
symmetric distance measures over 16000 pairs of samples, where the first sample is drawn
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Table 4.3: Empirical T2 values for the AR(1)[a] / AR(1)[b] system with n1 = n2 = 2048
over 16000 runs
Scenario Symmetric Yule-Walker Integrated Euclidean Intermediate
0.59 : 0.61 0.8732 0.8738 0.8740
0.58 : 0.62 0.6334 0.6344 0.6347
0.57 : 0.63 0.3242 0.3251 0.3255
0.56 : 0.64 0.1121 0.1126 0.1127
0.55 : 0.65 0.0260 0.0260 0.0261
from AR(1)[a] with size n1, and the second sample is drawn from AR(1)[b] with size n2.
I vary the a : b split from 0.59:0.61 (hard to resolve at n1 = n2 = 2048) to 0.55:0.65
(easy to resolve at n1 = n2 = 2048). The results are given in Table 4.3. The tolerance
for the empirical Type 2 errors may be calculated from the DKW inequality [81], and is
approximately ±0.010 for this diagnostic at the 95% confidence level.
Table 4.3 clearly shows that within the experimental tolerance, the three symmetric
distance measures for the AR(1)[a] / AR(1)[b] system have identical classification perfor-
mance over the chosen spread of ARMA models. Figure 4.5 indicates why this is so. For
any specific distance measure, the type II error value comes from the part of the cumula-
tive distribution function arising from models that are very similar and model distance is
(θ̂1 − θ̂2)T I(θ̄ )(θ̂1 − θ̂2), where θ̄ is an “average” model between θ̂1 and θ̂2, and I(θ̄ ) is
the information matrix at θ̄. The candidate distance measures were chosen to have this
information matrix in common, hence the type II error does not depend on which specific
model we are considering.
I will further illustrate the concept of alternate candidate distance measures with a
particular example. We’ll look at candidate distance measures between a theoretical AR(1)
model with autoregressive root a, and a theoretical MA(1) model with moving average root
b, and ask the question: for a given value of a, what value of b minimizes the AR(1)[a] /
MA(1)[b] distance, for each of the three symmetric measures mentioned above (see equation
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M1 -> θ1
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M2 -> θ2
estimate  θ2  from 
one sample of M2
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has same form for measure #1 
and measure #2
λ
Figure 4.5: Classification performance of candidate ARMA distance measures
Minimizing TSYW with respect to b gives
bSYW = −a+ a3 + a5 +O(a7) (4.94)




2) + h(b2) + 2h(ab) hence
∂TI
∂b
= 0⇒ (1− ab)(1− b2) = 1
(4.95)
whose solution looks like
bI = −a+ a3 − 2a5 +O(a7) (4.96)
Note also that for a = 1, we get bI ≈ −0.62. In the case of the intermediate measure d2INT ,






− 4 where 2 + (a+ b)
2 + (ab)2





























symmetric Yule-Walker  dSYW2
Figure 4.6: Value of b that minimizes d2(a, b) for the AR(1)[a] / MA(1)[b] system
In this case, when we minimize the target TINT with respect to b, we get that for a = 1,
b ≈ −0.57.
These three results are plotted in Figure 4.6. Notice that the curves only differ substan-
tially for a > 0.5, reinforcing our earlier observation that for neighboring models, distance
measures based on the information matrix yield near-identical classification performance.
4.9 Summary








where p(vs,Mk) is the theoretical probability of event vs under model Mk. For large












∆θj where px = p(vx,M) (4.99)
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where the sum is over all possible events, and θi and θj are parameters belonging to
the base model M . That is equivalent to the information matrix of equation 4.21.
2. Applied to an ARMA(p, q) time series model, the generalized L2 distance of equation





1/(1− θiθj) if both are AR or MA
−1/(1− θiθj) if one is AR, one is MA
(4.100)
where θ is the concatenation of the AR and MA roots θ = [r1, . . . , rp, s1, . . . , sq] (see
section 4.3). Figures 4.1 shows how this formula correctly predicts ARMA parameter
variance for n 1, when the parameters are maximum likelihood estimates derived
through the Whittle estimator.
3. Equation 4.100 may be integrated to give the ARMA(p, q) distance measure






















where the models are ARMA(p1, q1)[~r1 ~s1] and ARMA(p2, q2)[~r2 ~s2]. Note that the
two models may be of differing orders.
4. If two distance measures both reduce to the same quadratic form (∆θ)Tni(θ)(∆θ)
for ∆θ ≈ 0, then they will have nearly identical type II error rates over the entire
range of offsets (see Figure 4.5 and Table 4.3).
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Chapter 5
Discrete hidden Markov models
5.1 Preamble
In chapter 3, I developed a theory of distance measures for histograms. A histogram is
similar to a vector, but with the restriction that the bin proportions are in the range
[0, 1] and sum to one. In chapter 4, we looked at stationary invertible ARMA models. A
stationary invertible ARMA model comprises a pair of vectors (the AR and MA coefficients)
and two scalars (the long-term mean and innovation variance), with the restriction that
the AR roots and MA roots are all less than one in magnitude (see eqn 4.26). A discrete
hidden Markov model has two matrices, one for state transition probabilities and one for
symbol emission probabilities, both of which are row-stochastic, meaning that their rows
sum to one. The purpose of this chapter is to develop enough theory for discrete hidden
Markov models to write down a distance measure between two such models, given the
amount of data upon which the models are based.
5.2 Discrete hidden Markov model description
A discrete hidden Markov model (HMM) (section 2.5) has a finite set of states, which
are not observable, and a finite set of symbols, which are observable (see Figure 5.1).
Imagine a system which can exist in one of a finite number of states {ω1, . . . ωn}. The
states are not directly observable. When the system is in state ωi, it will emit one of






state i state j
v2 v1 v3 v3 v1 v3 v2 v1 v2
block 1 block 2 block 3
block frequencies depend on { aij },  { bjk }
vk symbol emitted in destination 











Figure 5.1: Description of variables and illustration of symbol blocks for a discrete HMM
observable. Furthermore, each symbol is observed unambiguously and without any additive
or multiplicative noise.
After emitting a symbol in state ωi, the system will move to another state ωj (possibly
the same as the initial state), with a probability that depends only on the system’s current
state (that’s the Markovian premise). We will denote the state transition matrix as A, with
[A]ij = aij = probability of going from state ωi to ωj. The symbol emission probabilities
are collected into the matrix B, with [B]jk = bjk = probability of emitting symbol vk while
in state ωj. Matrices A and B are row-stochastic, meaning that each individual row sums
to one. According to these definitions, if the system starts in state ωi, then the probability
of the system going from state ωi to ωj and then emitting symbol vk is aijbjk.
5.3 Ergodicity of the hidden Markov model
The output of such a system is an endless sequence of symbols {. . . , vj1 , . . . , vjM , . . .}, and
the best we can do is record a subsequence {vj1 , vj2 , . . . , vjM}, which may be very long.
In fact, I will always assume that M  1. We are going to work with statistics on an
observed subsequence {vj1 . . . vjM}, so we need to require that the sequence be ergodic, so
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that averages over a large enough subsequence eventually converge to the corresponding
ensemble averages.
So I will assume that the state transition matrix is primitive, i.e. that there is some
positive integer d such that [Ad ]ij > 0 for 1 ≤ i, j ≤ n, and that M  d. That means
that each state is reachable from every other state by a finite number of transitions [48].
5.4 The stationary distribution for an HMM
If an ensemble of HMMs (all based on the model {A,B}) has an initial state distribution
of ~π (i.e. the probability of starting off in state ωi is πi ), then the state distribution after p
transitions will be ~πAp (note here that ~π is a stochastic row vector with ~π~1T = ~π[1 . . . 1]T =
1 ). If A is primitive, then there is a unique stationary distribution ~a such that ~aA = ~a,




mj = [adj(I − A)T ]ii/
n∑
j=1
[adj(I − A)T ]jj (5.1)






⇒ ~a = 1
a12 + a21
[a21 a12] (5.2)
For example if we had a12 = 0.2 and a21 = 0.4, then we would get ~a = [2/3, 1/3]. Now,
a key observation about the minors of (In − A)T is that they are at most linear in the
off-diagonal terms of the transition matrix A. That is because minors are determinants,
so they do not involve the product of two elements in the same row or column. So, if
aij = [A]ij is an off-diagonal element of A, then
∂mk
∂aij
= [mk]aij=1 − [mk]aij=0 (5.3)










m1 + . . .+mn
)
− mk









We will use that formula in section 5.8 later below.
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5.5 Expected symbol block frequencies
What is the ensemble probability of the symbol sequence {vj1 . . . vjM}? Let ~pk be a row
vector whose i-th element is the probability of observing the sequence {vj1 . . . vjk} and
ending up in state ωi. Then, using the definitions of the transition matrix A and symbol
emission matrix B, we get
~pk = ~pk−1AD(~bjk) where
~bj = [b1j . . . bnj]
T , and D(~bj) = diag(~bj) (5.5)
Setting ~p0 to the stationary distribution ~a, and making use of its defining equation ~aA = ~a,
we get
p(j1 . . . jk) = prob({vj1 . . . vjk}) = ~aD(~bj1)AD(~bj2) . . . AD(~bjk)~1T (5.6)
where ~1T is the all-ones column vector of size n. Thus, for example, the ensemble proba-
bility of the string {vj} would be
p(j) = ~aD(~bj)~1
T (5.7)
and the ensemble probability of the string {vivj} would be
p(i j) = ~aD(~bi)AD(~bj)~1
T (5.8)






b1j, . . .
m∑
j=1
bnj) = In (5.9)
since the system emits a symbol upon every state transition. Consequently,
p(i# j) = ~aD(~bi)A
2D(~bj)~1
T , p(i# # j) = ~aD(~bi)A
3D(~bj)~1
T (5.10)
and so forth, where the hash character ( # ) stands for an arbitrary symbol. Now if A is a
primitive stochastic matrix, then its largest eigenvalue is one, and its remaining eigenvalues
(after the first) are all less than one in magnitude. In particular, the subdominant eigen-
value λ2 (the eigenvalue of A that is largest in magnitude, but not one) satisfies |λ2| < 1
and Ad converges to G1 = ~1
T~a for d→∞ [68]. Hence
p(i# . . .#j) ≈ ~aD(~bi)(~1T~a)D(~bj)~1T (d#, d→∞)
≈ [~aD(~bi)~1T ][~aD(~bj)~1T ] = p(i)p(j)
(5.11)
which shows that adjacent symbol blocks get less dependent as they grow in size. For
the purpose of this chapter, I will assume that the initial state vector ~p0 is the stationary
distribution ~a. That way, we can specify a hidden Markov model with just the two matrices
{A,B} and omit the initial state distribution.
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5.6 Variance of empirical symbol block frequencies
From equation 5.6, we have a formula for the expected stationary ensemble proportion of
a symbol block of size N , namely
p(j1, . . . , jN) = prob({vj1 , . . . , vjN}) = ~aD(~bj1)AD(~bj2) . . . AD(~bjN )~1T (5.12)
where we have assumed that the ensemble has reached its stationary distribution. We can
also measure the empirical covariance of that proportion by observing (or generating) a set
of symbol strings of length M  N , chopping each one into blocks of length N , finding the
empirical incidence of all the symbol blocks of size N , and then calculating the empirical
covariance
cov(u, v) = 〈p̂(u)p̂(v)〉 − 〈p̂(u)〉 〈p̂(v)〉 (5.13)
over the set of input strings (here, u and v are arbitrary symbol blocks of size N , and
p̂(u) and p̂(v) are their measured proportions in the input strings). We would like to be
able to predict these second-order statistics, since they will be needed for the convergence
argument in section 5.7 below, and also in section 5.9. In Appendix F, I give a derivation
for this covariance, and the result is:











[p(u#v) + p(v#u)] etc
(5.14)
In equation 5.14, δuv is one if u = v and zero otherwise, Tu is the count of symbol block u
in a symbol string of length M , p(u) is the expected ensemble proportion of symbol block
u, and the hash character ( # ) represents an arbitrary symbol block of size N . The first
term p(u)δuv− p(u)p(v) is what we would get if symbol blocks of size N were independent.
The remaining terms capture the effect of serial correlation of the emitted symbols.
Let’s show that these predictions are reasonable! The methodology is as follows: for
a given HMM {A,B}, generate Ntrial * Nbatch strings of length M , where M is large
enough so that all symbol blocks will have an expected count greater than 5 [24]. Chop up
each generated string into blocks of size N , and calculate the empirical block proportions
p̂(u). For each trial of Nbatch estimates, calculate the empirical covariances 〈p̂(u)p̂(v)〉 −
〈p̂(u)〉 〈p̂(v)〉. Finally, compute the spread (i.e. confidence intervals) on cov(u, v) over all
93
Table 5.1: Covariance of single symbols with λ2 = 0.44, showing agreement with predicted
values. The underlying HMM is defined in 5.15
symbols 106 * cov( p̂(i), p̂(j) )
95% confidence interval theoretical
1,1 [ 37.02, 37.57 ] 37.40
1,2 [ -26.66, -26.16 ] -26.62
1,3 [ -10.88, -10.53 ] -10.81
2,2 [ 34.91, 35.50 ] 35.30
2,3 [ -8.97, -8.64 ] -8.72
3,3 [ 19.32, 19.64 ] 19.50
Ntrial trials. Compare that to the theoretical result of equation 5.14, where the cutoff
value of k is defined by |λ2|kN < 0.001, with λ2 being the subdominant eigenvalue of the
transition matrix A.
For Tables 5.1, 5.2, and 5.3, the sequence length is M = 8192, and each trial has
Nbatch = 1024 sequences. For Tables 5.1 and 5.3, the number of trials is Ntrial = 128











(λ2 = 0.44) (5.15)
Note that if the subdominant eigenvalue λ2 is close to zero, then an ensemble of HMMs
with parameter set {A,B} will achieve stationarity quickly. Conversely, if λ2 approaches
one, then that same ensemble of HMMs will achieve stationarity slowly and the symbol
block frequency covariances could be very different than what we would get if the symbol
blocks were independent. For Table 5.2, the number of trials is Ntrial = 168 and the HMM











(λ2 = 0.70) (5.16)
What Tables 5.1, 5.2, and 5.3 are showing is that the theoretical predictions of equation
5.14 match empirical results, so our theory of symbol block frequency variance is looking
solid so far!
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Table 5.2: Variance of single symbols with λ2 = 0.70, showing agreement with predicted
values. The underlying HMM is defined in 5.16
symbol 106 * variance of p̂(i)
95% confidence interval theoretical
1 [ 51.77, 52.39 ] 51.90
2 [ 49.88, 50.54 ] 50.00
3 [ 19.39, 19.66 ] 19.50
Table 5.3: Variance of symbol pairs with λ2 = 0.44, showing agreement with theoretical
predictions. The underlying HMM is defined in 5.15
symbol pair ij 106 * variance of p̂(i j)
95% confidence interval theoretical
11 [ 44.48, 45.25 ] 44.57
12 [ 28.97, 29.41 ] 29.13
13 [ 19.55, 19.85 ] 19.89
21 [ 28.86, 29.25 ] 29.13
22 [ 33.07, 33.59 ] 33.25
23 [ 16.24, 16.46 ] 16.37
31 [ 19.69, 19.99 ] 19.89
32 [ 16.24, 16.48 ] 16.37
33 [ 9.28, 9.43 ] 9.38
95
5.7 Convergence of the theoretical symbol block co-
variance
From equation 5.14, our theoretical formula for symbol block covariance is
(N/M)cov(Tu, Tv) = [p(u)δuv − p(u)p(v)] + 2
M/N−1∑
k=1
[h2,k − p(u)p(v)] (5.17)
where h2,k = [p(u# . . .#v) + p(v# . . .#u)]/2 and # . . .# represents (k − 1) arbitrary
symbol blocks, each of length N . In this section, I will show that the convergence of
equation 5.17 is geometric, and will establish the conditions under which we may treat
symbol blocks as independent for the purposes of calculating a chi-square “goodness of fit”
statistic [24]. The first thing to note about equation 5.17 is that the summation is finite,
with bounded terms (they are all probabilities or products of probabilities), so it cannot
diverge. Now the transition matrix A is a primitive stochastic matrix, but not necessarily
symmetric. If it is diagonalizable, then its eigenvalues {λ1, λ2, . . . , λs} are semi-simple,
meaning that for each eigenvalue, the algebraic and geometric multiplicities are equal. In




λiGi where GiGj = δijGi,
s∑
i=1









in which case we get
Ak = G1 +
s∑
i=2
λkiGi = G1 +O(|λ2|k) NB λ1 = 1 (5.19)
where G1 = ~1
T~a (since λ1 = 1 is a simple eigenvalue when A is primitive). If A is not










λk−ji (A− λiI)jGi (5.20)
where mi is the index of eigenvalue λi, and the spectral projectors are still orthogonal and







for k  j (5.21)
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to get [100]
Ak = G1 +O(k
m2−1 |λ2|k) (5.22)
Either way, the convergence of Ak to G1 = ~1
T~a is geometric.
The next question is: given the second-order statistics of equation 5.17, what is the
correction (if any) that we need to apply to the standard chi-square goodness of fit statistic,
when calculated for observed symbol block frequencies in large input strings? If the input
string is of length M , and the symbol blocks of interest are of size N and independent,




)cov(Tu, Tv) = p(u)δuv − p(u)p(v) (5.23)















with the number of degrees of freedom being mN − 1, i.e. one less than the number of
symbol blocks of size N . Here, m is the number of distinct symbols in the HMM output.
We want to see what additional terms will arise in the chi-square statistic from using
equation 5.17 instead of 5.23. First, we’ll define a symbol block weighting as
W (u) = W ({vj1 , . . . vjN}) = D(~bj1)AD(~bj2) . . . AD(~bjN ) (5.25)
where u is the symbol block {vj1 , . . . vjN}. In words: [W (u)]ij is the ensemble probability of
starting in state ωi, making (N − 1) state changes, and ending in state ωj, having emitted
the symbols {vj1 , . . . vjN}. The symbol block weighting of an empty string is the identity
matrix: W (∅) = In. Then, from Equations 5.6 and 5.9, we have
p(u v) = ~aW (u)AW (v)~1T
p(u# v) = ~aW (u)A1+NW (v)~1T
p(u# # v) = ~aW (u)A1+2NW (v)~1T and so forth
(5.26)








[~aW (u)(A1+kN −G1)W (v)~1T + ~aW (v)(A1+kN −G1)W (u)~1T ]
(5.27)
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In the case where the transition matrix A is diagonalizable, with eigenvalues {λ1 . . . λs}
and corresponding spectral projectors {G1 . . . Gs}, we have
Ak = G1 +
s∑
j=2
λkjGj = G1 + (A−G1)k (5.28)




[h2,k − p(u)p(v)] ≈ ~a[W (u)ArW (v) +W (v)ArW (u)]~1T (5.29)
Clearly, the correction Euv to the multinomial covariance of equation 5.23 is second order
with respect to p(u). Furthermore, the correction matrix E has rows and columns that
sum to zero:∑
|u|=N
[~aW (u)AkW (v)~1T − p(u)p(v)] = ~aW (v)~1T − p(v) = p(v)− p(v) = 0
∑
|v|=N
[~aW (u)AkW (v)~1T − p(u)p(v)] = ~aW (u)~1T − p(u) = p(u)− p(u) = 0
(5.30)





≈ ~a[W (u)ArW (v) +W (v)ArW (u)]~1T ≈ 2εuv|λ2|p(u)p(v)
(5.31)
where the εuv are of order one and have mixed signs. Setting Σuv = p(u)δuv − p(u)p(v), we
have
(Σ + E)−1 ≈ Σ−1 − Σ−1EΣ−1 NB excludes one bin (5.32)









[1 + 2p(u)εu|λ2|] (5.33)
where the εu are of order one and have mixed signs. Supposing that
∑
u εup(u) ≈ 0, the






[2p(u)εu|λ2|]2 ≈ 4λ22/mN (5.34)
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Table 5.4: Comparison between chi-square goodness of fit statistic for symbol block fre-
quencies and a true chi-square distribution, for the HMM defined by 5.36
Block size degrees of freedom no. of sequences KS statistic
2 8 4096 1.20
3 26 4096 0.47
4 80 3584 0.84
where mN is the number of distinct symbol blocks of size N (recall that m is the number
of distinct symbols). That correction is typically small. For example, for {λ2 = 1/2,m =














( about 4% ) (5.35)
Thus, when 4λ22/m
N  1, we can use the standard chi-square statistic of equation 5.24 as a
test for goodness of fit between the theoretical and empirical symbol block frequencies. As












(λ2 = 0.50) (5.36)
with sequence length M = 32400 and symbol block sizes N = {2, 3, 4}. For each symbol
block size, I construct an empirical CDF for the standard chi-square statistic of equation
5.24, using equation 5.6 for the theoretical symbol block frequencies, and then calculate
the one-sample Kolmogorov-Smirnov [42] statistic between the empirical CDF and that
expected for a chi-square distribution of the appropriate number of degrees of freedom.
The results are in Table 5.4. The 95% confidence limit for the one-sample Kolmogorov-
Smirnov statistic is 1.36, so our conclusion is that for this HMM, even for relatively small
m and N , we are safe to use the standard chi-square statistic of equation 5.24 as a goodness
of fit measure between empirical and predicted symbol block frequencies. We will use this
result in section 5.9.
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5.8 Baum-Welch algorithm and covariance of the model
parameters
In this section, I will look at how to train a hidden Markov model, and how to estimate
the covariance of the resulting model parameters. Our starting point is a symbol sequence
{vj1 , . . . , vjM} where M  1, which we take as a sample of the model’s output. We’ll also
use the notation v(t) = vjt , meaning the symbol observed at time t where 1 ≤ t ≤M . The
Baum-Welch algorithm, which I described in section 2.5, assumes that the model size n is
known and that we have an initial model estimate {Â0, B̂0}. We can derive the algorithm
from equation 5.6 as follows. From equation 5.6, the ensemble probability of the observed
sequence is
p(j1 . . . jM) = prob({vj1 . . . vjM}) = ~aD(~bj1)AD(~bj2) . . . AD(~bjM )~1T (5.37)
We’ll consider all the elements of the transition matrix A and the emission matrix B as
independent, but impose the additional constraints A~1T = ~1T and B~1T = ~1T where ~1T is
the all-ones column vector of length n. Then the optimization target is
T = ~aD(~bj1)AD(
~bj2) . . . AD(
~bjM )~1
T − ~f(A− I)~1T − ~g(B − I)~1T (5.38)
where ~f = [f1 . . . fn] and ~g = [g1 . . . gn] are row vectors of Lagrange multipliers. Maximizing












γ(i, j, t) = gj (5.39)
where γ(i, j, t) = α(t − 1, i)aijbjkβ(t, j), the forward probability α(t − 1, i) is the ensem-
ble probability of being in state ωi at time t − 1, having generated the symbol sequence
{v(1), . . . , v(t − 1)}, and the backward probability β(t, j) is the ensemble probability of
starting in state ωj at time t, and generating the symbol sequence {v(t + 1), . . . , v(M)}.
Here, I have neglected the contribution of the stationary distribution ~a to derivatives of
the objective T , since that contribution is of order 1/M . The forward and backward
probabilities are
α(t− 1, i) = ~aD(~bv(1))AD(~bv(2)) . . . AD(~bv(t−1))~g(i)T




where ~g(j) is a row vector with one in position j and zero elsewhere. The right-hand sides
of equation 5.39 are functions of row index only, so consistency requires that






























γ(i, j, t) (5.42)
Although we cannot solve equation 5.42 directly for the model {Â, B̂}, we can use that






















where the γ(i, j, t) are evaluated with the model {Âs, B̂s}. That describes the Baum-Welch
algorithm, which has linear convergence, meaning that successive updates are approxi-
mately equal in size [62]. The Baum-Welch algorithm does give us an empirical hidden
Markov model for a fixed model size and symbol sequence {v(1) . . . v(M)}. However, it
does not give us the covariance of the model parameters. Let’s fix that!
We could apply equation 4.22 directly if we had a set of nearly-independent events, but
the symbol sequence output of an HMM does not give us that; the symbols all have serial
correlation. However, a reasonable argument is that for a primitive transition matrix A,







( entropy of N -symbol block) = function of model {A,B} (5.44)
If that is true, then we can approximate the observed sequence surprisal as





( entropy of N -symbol block when N  1)
(5.45)
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point slope = e(N)/N









discrete slope e(N+1)–e(N): 
closer to asymptotic value 
than point slope e(N)/N
NB symbol block size increases while holding 
HMM parameters { A, B } constant 
Figure 5.2: Finding the fastest-converging approximation to the asymptotic entropy per
symbol for a hidden Markov model
Taking N -symbol blocks as being approximately independent when N  1, we would then
get
(entropy per symbol) ≈ lim
N→∞
[ entropy of (N + 1)-symbol block −
entropy of N -symbol block ]
(5.46)
Figure 5.2 illustrates why equation 5.46 will converge more quickly to the asymptotic
entropy per symbol than equation 5.44. Under the assumptions mentioned so far, we can


















where the summation is over all possible symbol blocks of size N , p(u) is the ensemble
probability of the symbol block u, θi represents an independent parameter of the model
{A,B}, and θ0 represents the independent parameters of the model {Â, B̂} that makes
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the total surprisal L stationary. As I mentioned in section 2.5, the Baum-Welch algorithm














then by the argument of section 4.1, we would expect the model parameter covariance to
be
cov(θ̂) = Σ = (1/M)Q−1 (5.49)
Of course, in order to verify that prediction, we need to be able to calculate ∂p(u)/∂θi
when θi is either aij (an element of A) or bjk (an element of B). Taking the symbol string
u to be {vj1 . . . vjN}, we get









~aW ({vj1 . . . vjp−1})
∂A
∂aij






~aW ({vj1 . . . vjp−1})A
∂D(~bjp)
∂bjk
W ({vjp+1 . . . vjN})~1T
(5.50)
Equation 5.4 gives us ∂~a/∂aij. As for the other derivatives ∂A/∂aij and ∂D(~bl)/∂bjk, they
depend on which model parameters we consider to be independent. Not all the matrix
elements in an HMM parameter set {A,B} are independent, since both A and B are




1− (a12 + . . . a1n) a12 . . . a1n




an1 an2 . . . 1− (an1 + . . . an,n−1)

B =
b11 . . . b1,m−1 1− (b11 + . . . b1,m−1)... ... ...
bn1 . . . bn,m−1 1− (bn1 + . . . bn,m−1)

(5.51)





= δik(δjl − δkl) (5.52)
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Table 5.5: Agreement between predicted and actual parameter covariances for training
done via Baum-Welch where λ2 = 0.5. The underlying HMM is defined in equation 5.55
specific Mvar(a12) Mvar(a21) Mvar(b11) Mvar(b12) Mvar(b21) Mvar(b22)
N = 2 72.81 114.2 29.52 16.60 64.20 38.80
N = 3 50.40 75.45 22.04 12.44 47.23 29.13
N = 4 46.29 67.96 20.64 11.67 44.02 27.29
N = 5 45.33 66.12 20.32 11.49 43.26 26.86
N = 6 45.11 65.66 20.25 11.45 43.08 26.76
N = 7 45.05 65.56 20.23 11.44 43.04 26.73
N = 8 45.04 65.53 20.23 11.44 43.03 26.73
mean all trials 45 70 21 12 47 29
95% confidence ±3 ±5.5 ±1.5 ±0.9 ±3.8 ±2.4





= δpj(δkl − δml) (5.53)
We can check this theory as follows. For a given hidden Markov model {A,B}, generate
Ntrial * Nbatch strings of length M . For each string, run the Baum-Welch algorithm with





(θ̂ − θ0)(θ̂ − θ0)T (5.54)
where the summation is over all Baum-Welch runs that converged, Nc is the number of
Baum-Welch runs that converged, θ̂ is an estimated column vector of independent model
parameters, and θ0 represents the true values of the independent model parameters. Fi-
nally, calculate the spread of cov(θ̂) over Ntrial batches and compare with our theoretical
predictions.












(λ2 = 0.50) (5.55)
with M = 32400, Nbatch = 64, and Ntrial = 58. Note that in Table 5.5, the rows for
different N refer to equation 5.49 evaluated for those values of N . The table shows broad
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M var( θi )
M var( a12 )
M var( b11 )
M var( b12 )
M var( b21 ) M var( b22 )
Figure 5.3: Extrapolating the parameter covariance matrix, for the HMM defined in equa-
tion 5.56. The extrapolated values are on the left vertical axis, and correspond to the limit
N →∞
agreement with theory, although the empirical covariance does seem to have a bias away
from zero, much like what we observed in section 4.3 for ARMA model parameters.
Table 5.5 shows that for λ2 = 0.5, equation 5.48 for the independent HMM parameter
precision matrix converges pretty rapidly, and we can take the matrix value at N = 8 or
N = 9 as the final one. But what about when the convergence is slower? For example, the











(λ2 = 0.80) (5.56)
has λ2 = 0.8, and would require us to evaluate equation 5.48 for the independent parameter
precision matrix for N ≈ 18, which would involve the gradients of some 318 ≈ 4 x 108
symbol block probabilities - not a realistic calculation. By “realistic calculation”, I mean a
calculation that takes less than one day on a commercial laptop computer. One possibility,
however, is to evaluate equation 5.48 up to something reasonable, say N = 9, and then
extrapolate the covariance matrix out to a larger block size N .
Figure 5.3 and Table 5.6 show the results of that idea, applied to the hidden Markov
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Table 5.6: Agreement between predicted and actual parameter variances for training done
via Baum-Welch where λ2 = 0.8. The underlying HMM is defined in equation 5.56. The
predicted values are in the row marked ‘extrapolated’, and the actual values are in the last
row.
specific Mvar(a12) Mvar(a21) Mvar(b11) Mvar(b12) Mvar(b21) Mvar(b22)
N = 3 6.36 6.20 4.78 2.70 3.92 2.89
N = 4 3.65 3.56 3.81 2.18 3.09 2.38
N = 5 2.67 2.61 3.38 1.95 2.72 2.16
N = 6 2.24 2.18 3.16 1.83 2.54 2.05
N = 7 2.03 1.98 3.05 1.77 2.44 1.99
N = 8 1.91 1.87 2.99 1.74 2.38 1.96
extrapolated [1.71,1.77] [1.66,1.72] [2.86,2.90] [1.67, 1.71] [2.27,2.31] [1.88,1.92]
95% confidence [1.76,1.86] [1.68,1.79] [2.83,2.97] [1.68,1.78] [2.28,2.41] [1.86,1.97]
model of equation 5.56 that has λ2 = 0.8, with the experimental contextM = 32400, Nbatch =
64, and Ntrial = 174. In Figure 5.3, I extrapolated the values of M var (θi), regarded as
functions of λN2 , to get their final values for large N . Once again we have broad agreement
between the observed parameter covariance that we get from the Baum-Welch procedure,
and the prediction of equation 5.49.
Suppose now, however, that equation 5.48 is not converging at all, and we need an
estimate for parameter covariance. What else could we do? Well, we have equation 5.6 for
the likelihood of a model, conditioned on the observed symbol sequence:
p(j1 . . . jM) = prob({vj1 . . . vjM}) = ~aD(~bj1)AD(~bj2) . . . AD(~bjM )~1T (5.57)
and so as a “last resort” we could calculate p(j1 . . . jM) for values of the independent pa-















numerically. I won’t describe that procedure any further, it has been well covered by [122]
and [78].
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5.9 Model fitting via the chi-square goodness of fit
criterion
A hidden Markov model manifests itself not only in the overall output sequence probability
of equation 5.37, but also in the ensemble symbol block probabilities
p(u) = ~aD(~bj1)AD(
~bj2) . . . AD(
~bjN )~1
T where u = {vj1 . . . vjN} (5.59)











where p̂(u) is the observed proportion of symbol blocks u in the output string {vj1 . . . vjM},
θ represents the independent model parameters, and p(u, θ) is the theoretical symbol block
occurrence given by equation 5.59.
In order for the goodness-of-fit statistic of equation 5.60 to represent a true chi-square
variate, there are two conditions we need to satisfy. First, we need (M/N)p(u) > 5
for all those symbol blocks for which p(u) > 0. That helps ensure that the sampling
distribution of p̂(u) − p(u) is approximately normal [24]. Second, we need 4λ22/mN  1,
where λ2 is the sub-dominant eigenvalue of the transition matrix A, and m
N is the number
of symbol blocks of size N . That also helps ensure that the sampling distribution of
p̂(u)− p(u) is approximately normal (see section 5.7 above ). More practically, we require
that the number of block frequencies measured (mN) be much greater than the number of
independent model parameters. For a hidden Markov model with n states and m distinct
symbols, the number of independent parameters is n(n − 1) + n(m − 1) = n(n + m − 2),
so we would like
mN  n(n+m− 2) ideally mN > ( 10 )n(n+m− 2) (5.61)
Putting all that together: choose the largest possible symbol block size N , subject to
(M/N)p(u) > 5 where p(u) > 0.
Hidden Markov models have one notorious problem with respect to parameter esti-
mation. Because the states are unobserved, their labellings may be permuted without
changing the underlying model or its predictions. In order to avoid this issue, I require
that the states be ordered according to their self-transition values, i.e. I require that
a11 ≥ a22 ≥ . . . ≥ ann state identification (5.62)
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The algorithm that I use to minimize equation 5.60 is Matlab’s fmincon, with the interior
point method. At each step of the search, it uses either a Newton-Raphson step or a
conjugate gradient step. Convergence in this case is quadratic, and is much faster that the
Baum-Welch algorithm which has linear convergence (see section 5.8).
The goodness-of-fit objective of equation 5.60 is simple enough that we can make some
predictions about its use as a maximum likelihood estimator. In particular, it corresponds







p̂(u)[− log p(u, θ)] (5.63)
At the minimum where ∂L/∂~θ = 0, and assuming we have p(u, θ) ≈ p̂(u) for all symbol













(nb = M/N) (5.64)




p(u, θ)[− log p(u, θ)] (5.65)
we can expect the bias of the maximum likelihood estimates to be at most
〈θ̂ − θ〉 = 1
nb
( function of third derivatives of L′) (5.66)
and the correction to the parameter covariance to be at most
cov(θ̂) = I−1(θ) +
1
n2b
( function of third derivatives of L′) (5.67)
For further discussion of the higher-order properties of maximum likelihood estimators, see
[30]. Our first diagnostic is to look for any possible bias beyond that allowed by equation
5.66. Here, the methodology is to generate Ntrial * Nbatch output strings of length M .
For each one, compute the empirical symbol block proportions p̂(u) for all |u| = N . Then,
find the independent model parameters θ̂ that minimize equation 5.60 for the goodness of
fit. For each batch, compute the mean parameter set θ̂.
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Table 5.7: Lack of parameter bias for training done via chi-square goodness-of-fit for the
HMM defined in equation 5.68. There should be no bias beyond that allowed by equation
5.66.
parameter actual value 95% confidence interval
â12 0.20 [0.1994, 0.2004]
â21 0.30 [0.2988, 0.2999]
b̂11 0.67 [0.6701, 0.6708]
b̂12 0.20 [0.1994, 0.2000]
b̂21 0.20 [0.1985, 0.1995]
b̂22 0.57 [0.5700, 0.5708]
Table 5.7 shows the 95% confidence intervals for this diagnostic, withNtrial = 112, Nbatch =











(λ2 = 0.50) (5.68)
Note that three of the six independent parameters show no bias under maximum likelihood
estimation, and the remaining ones show a bias well within the limits of equation 5.66.
Our next diagnostic is to check equation 5.67 for the predicted parameter variance. Our
methodology here is to generate Ntrial * Nbatch output strings of length M . For each
one, compute the empirical symbol block proportions p̂(u) for all |u| = N . Then, find the
independent model parameters θ̂ that minimize equation 5.60 for the goodness of fit. For






(θ̂ − ~θ0)(θ̂ − ~θ0)T (5.69)
where ~θ0 represents the true values of the independent parameters. Finally, calculate the
spread of cov(θ̂) over all Ntrial trials.
Table 5.8 shows the results of that diagnostic applied to the two-state, three-symbol
hidden Markov model of equation 5.55, with M = 260000, N = {3, 4}, Nbatch = 64, and
Ntrial = 96. The table includes 95% confidence intervals for the empirical parameter
variances, the predictions of equation 5.67 for N = 3 and N = 4, and also the prediction
of equation 5.49 which would be applicable to the Baum-Welch estimation procedure.
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Table 5.8: Parameter variance for training done via chi-square goodness-of-fit for the HMM
defined by equation 5.55. Figures in square brackets are 95% confidence intervals. The
actual values match up with the theoretical values predicted by equation 5.67.
specific Mvar(a12) Mvar(a21) Mvar(b11) Mvar(b12) Mvar(b21) Mvar(b22)
N = 3, theory 208 337 79.7 44.8 188 110
N = 4, theory 115 179 46.8 26.4 107 63.5
N = 8, Baum/Welch 45.04 65.53 20.23 11.44 43.03 26.73
N = 3, experiment [199,210] [318,338] [77,82] [43,46] [182,193] [107,114]
N = 4, experiment [111,117] [175,183] [45,48] [25.5,27] [105,111] [62,66]
What Table 5.8 shows is that we are indeed getting parameter variances as predicted
by equation 5.67 for this estimator. Note also that in this case, the parameter variances
are substantially greater than what we would get with the Baum-Welch algorithm. That
is hardly a surprise. When we count up symbol blocks of size N , we are throwing away all
information about symbol correlations beyond that size. That suggests using the goodness-
of-fit method as an acceleration step, prior to starting the Baum-Welch algorithm.
5.10 Distance measures for hidden Markov models
Now that we know how to calculate the covariance of the independent model parameters of
a hidden Markov model, we need to construct a distance measure that uses that covariance.
In particular, if θ̂ is the independent parameter set obtained through maximum likelihood,
and θ is the true independent parameter set, then we seek a function that looks like













where θ̂ ≈ θ, p(u) is the ensemble symbol block probability under the true model θ, and M
is the size of the data that the maximum likelihood estimate θ̂ is based on. The existence
of the symbol block probability p(u) in that formula recalls the Hellinger and dot-product
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measures for histograms (equation 3.40), so we could make a “first stab” with

















both of which reduce to the required quadratic form at θ̂ ≈ θ. The corresponding versions




























where p1(u, θ̂1) and p2(u, θ̂2) are the ensemble probabilities of symbol block u under models
θ̂1 and θ̂2 respectively. Note that in both cases, the underlying hidden Markov models do
not appear directly. Thus, the measures are defined even when the two models involved
have differing numbers of states. However, they must have the same number of distinct
symbols.
Based on the analysis of section 5.8, we can say that for maximum-likelihood models
generated from the same underlying hidden Markov model, d2H and d
2
DP will approximate
a chi-square variate, with the number of degrees of freedom equal to the number of in-
dependent model parameters (i.e. n(n + m − 2) where n is the number of states, and m
the number of distinct symbols). We can check this with the following diagnostic: for
each of Ntrial trials, generate two strings of lengths M1 and M2 from the same underlying
hidden Markov model. Use the Baum-Welch algorithm to get maximum-likelihood esti-
mates θ̂1 and θ̂2. Calculate d
2
DP via equation 5.72, then compare the empirical cumulative
distribution to the CDF expected for a chi-square variate with degrees of freedom equal to
n(n+m− 2).
Figure 5.4 shows the results of that diagnostic procedure applied to the 2-state, 3-











(λ2 = 0.50) (5.73)
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Figure 5.4: Cumulative distribution of d2DP for same underlying HMM, defined in equation
5.73.
with M1 = M2 = 8192 and Ntrial = 1183. In this case, there are n(n + m − 2) = 6
independent parameters. The one-sample Kolmogorov-Smirnov statistic for this case is
0.69, well within the 95% confidence limit of 1.35.
Our next task is to estimate the distribution of d2H and d
2
DP in the case where the
underlying hidden Markov models are materially different. To that end, let θ1 be the
vector of independent parameters for model 1, and let θ2 be the independent parameters
for model 2. Note that θ1 and θ2 could have different lengths. Then, whether for d
2
H or for









with respect to variation over ∆θ1 and ∆θ2 where θ̂1 = θ1 + ∆θ1 and θ̂2 = θ2 + ∆θ2. I
assume here that the models θ̂1 and θ̂2 are maximum likelihood estimates, based on data
of sizes M1 and M2 respectively, and whose variance is given by equation 5.49. Expanding
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p1 and p2 around their values at θ1 and θ2 yields√



















∆θ2,j + . . .
(5.75)
We can ignore any cross terms involving ∆θ1,i∆θ2,j. Summing over the symbol blocks and













































As a first-order approximation, we will take
√
p1/p2 ≈ 1, in which case equation 5.76


















where |θ1| and |θ2| are the number of independent parameters in θ1 and θ2 respectively.
As for the approximate variance of TN in equation 5.74, that is expressible in terms of









































































Next, we will summarize those predictions for the dot-product measure d2DP of equation

























































































































Table 5.9: Representative model pairs for HMM distance measure d2DP














(Same as B1) 8192






















(Same as B1) 8192
I made that comparison for three representative cases, which are detailed in Table 5.9.
In the first case, the hidden Markov models are the same size, and slightly different in
their transition probabilities. In the second case, the models are of different size, but still
similar in their symbol block probabilities. In the third case, the models are the same size,
but very different in their symbol block probabilities. The comparison methodology is as
follows: for each of Ntrial trials, generate output strings of length M1 for model {A1, B1}
and of length M2 for model {A2, B2}. Run the Baum/Welch algorithm, starting with the











using Nmax = 9. Compute the mean and variance of the target T over all trials and
compare to the predictions of equation 5.80. Those predictions involved some simplifying
assumptions, so we are only looking for broad agreement, not exact agreement. Table
5.10 shows the results that I got for these three cases, along with predictions for the
correponding type II error rates. The table does indeed show broad agreement between
the predicted and actual spread of the hidden Markov model distance measure for the
three cases. However, we should not get too complacent about those type II error rates.
They depend very heavily on the data sizes M1 and M2. For example, if in Case 1 we
had M1 = M2 = 2048 instead of 8192, then var(θ̂1) and var(θ̂2) ( and hence var(T ) )
would quadruple by equation 5.80, and the resulting type II error rate would increase to
approximately 0.136.
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Table 5.10: Predicted and actual spread for HMM distance measure d2DP , for cases outlined
in Table 5.9
Case Ntrials 〈T 〉 var(T ) type II error
predicted actual predicted actual predicted
1 921 30.2 x 10−4 28.0 x 10−4 33 x 10−8 35 x 10−8 2.3 x 10−5
2 973 29.5 x 10−4 29.4 x 10−4 28 x 10−8 28 x 10−8 6.5 x 10−7
3 1024 212 x 10−4 212 x 10−4 238 x 10−8 242 x 10−8 2.6 x 10−41
5.11 Summary
1. For a stationary discrete hidden Markov model with primitive transition probability
matrixA and symbol emission probability matrixB, both of which are row-stochastic,
the ensemble probability of a symbol block {vj1 , . . . , vjN} is
p(j1 . . . jk) = ~aD(~bj1)AD(
~bj2) . . . AD(
~bjk)~1
T (5.84)
where ~a is the stationary distribution (section 5.4) and D(~bj) is a diagonal matrix
containing the j-th column of B (section 5.5).
2. If we take a long output string from a discrete hidden Markov model, say {vj1 , . . . , vjM}
where M  1, divide it into adjoining blocks of size N , and count the number of times
that each distinct block appears, then the resulting counts will have the covariance







[p(uv) + p(vu)], s2,2 =
1
2
[p(u#v) + p(v#u)] etc
(5.85)
where T (u) is the count for word u, p(u) is the ensemble probability for word u, and
# represents an arbitray word of length N .
3. The information matrix for a discrete hidden Markov model derived by maximum
likelihood estimation from an output string of length M , is














where p(u) is the ensemble probability of word u, and θi, θj are members of the
discrete HMM independent parameter set θ. That formula correctly predicts the
parameter variance for models estimated via the Baum-Welch algorithm (see section
5.8).
4. There are several distance measures that reduce to (∆θ)TMi(θ)(∆θ) for ∆θ ≈ 0,
where θ represents the independent parameter set of a discrete hidden Markov model

















Results and further research
directions
What follows is a summary of the results of this thesis that I consider to be contributions
to knowledge. Those marked with an asterisk contribute directly to the overall thesis
goal, as described in Chapter 1. Those without an asterisk support the overall thesis goal
indirectly.
1. For a cluster of parameter sets θ̂ derived by maximum likelihood estimation from
large datasets generated by an underlying model ~θ0: if we hold the mean of a distance
function f(θ̂, ~θ0) constant, then the minimum variance is achieved when f(θ̂, ~θ0) is a
function of |θ̂ − ~θ0| only (see section 3.3).
2. * For clusters C0 and C1 of maximum likelihood estimates, based on underlying
models ~θ0 and ~θ1 respectively, the type II error rate for an Lk distance measure
other than L2 may be lowest when the cluster separation ~θ1 − ~θ0 is in a particular
direction, but when averaged over all directions, the type II error rate is lowest for the
L2 distance based on the Fisher information matrix (see section 3.4 and Appendix
G).
3. * Similarly, for clusters C0 and C1 of maximum likelihood estimates, based on under-
lying models ~θ0 and ~θ1 respectively, the type II error rate for a weighted L2 distance
may be lowest when the cluster separation ~θ1 − ~θ0 is in one of the boosted direc-
tions, but when averaged over all directions, the type II error rate is lowest for the
unweighted L2 = |~z | where ~z = L4θ, LTL = ni(θ0), and n is the sample size (see
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section 3.5 and Appendix G). A boosted direction is one weighted more than the
average.
4. For histograms, the Cramer von Mises distance is an unevenly weighted L2 distance,
and the Earth Mover Distance is an unevenly weighted L1 distance. As such, their
directionally-averaged type II error will exceed that of an unweighted L2 distance
based on the information matrix (see Section 3.5).
5. When comparing a histogram to the true probability distribution p(x) via the Hellinger
metric, the optimum number of equally-sized bins is proportional to N1/3 (N being
the sample size) and to the membrane energy of
√
p(x) (see section 3.6).
6. * A generalized L2 distance measure between maximum likelihood models θ1 and θ2,








where the summation is over the independent (or nearly independent) events {vs}
contained in a sample (see section 4.1). By construction, this measure matches the
ideal L2 quadratic form when θ1 ≈ θ2.







1/(1− θiθj) if both are AR or MA
−1/(1− θiθj) if one is AR, one is MA
(6.2)
where ~θ is the concatenation of the autoregressive and moving average roots of the
ARMA(p, q) model. Note: the contributions to knowledge are the proofs in Appendix
D and Appendix E, not the formula itself.























for ARMA(p, q) models with ARMA root representations {[r11, . . . , r1,p1 ], [s11, . . . , s1,q1 ], n1}
and {[r21, . . . , r2,p2 ], [s21, . . . , s2,q2 ], n2}.
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9. For a discrete hidden Markov model with state transition probability matrix A and
symbol emission probability matrix B, the covariance of the counts Tu and Tv of two
symbol blocks u and v (of equal length N) in an output string of length M is







[p(u# . . .#v) + p(v# . . .#u)] (k − 1 arbitrary symbol blocks )
(6.4)
Here, p(u) is the probability of word u under the model {A,B}, and # represents an
arbitrary word of length N (see section 5.6 and Appendix F).









where p(u) is the expected occurrence rate of word u under a hidden Markov model
{A,B} and p̂(u) is its actual occurrence rate in an output string of length M , will be
close to a true chi-square variate on mN − 1 degrees of freedom when 4λ22/mN  1,
where λ2 is the subdominant eigenvalue of the transition probability matrix A,m is
the number of distinct output symbols, and N is the length of word u (see section
5.7).
11. * The information matrix for a hidden Markov model with state transition probability
















where θ collects together the independent components of A and B, M is the length
of the output string that the model is based on, and p(u) is the occurrence rate of a
word u under the model {A,B} (see section 5.8).
















where p1(u, θ̂1) and p2(u, θ̂2) are the occurrence probabilities of the word u (of length
N) under the two hidden Markov models θ̂1 and θ̂2. Equation 5.80 also gives an
approximation for the spread of d2DP when the hidden Markov models are materially
different.
13. In Appendix G, I develop approximations for the distribution functions of the central
Lk distance and the non-central Lk distance, as linear combinations of the distribution
functions for chi-square variates and for non-central chi-square variates respectively.
The approximation for the central Lk distribution predicts the T1 thresholds for
T1 = 0.05 to 0.3% accuracy for {m ≤ 3, k ≤ 4} where m is the number of dimensions
involved (see Appendix G, in particular equations G.40 and G.45 ).
My main question in this thesis was: how can the principles of information theory
and statistics guide us in formulating distance measures for probabilistic models obtained
through maximum likelihood estimation? We have seen that information theory and statis-
tics can definitely guide us. In particular, the L2 distance based on the information matrix
of equation 2.3 will have the lowest spatially-averaged type II error for the T1 threshold
that I have been using in this thesis ( T1 = 0.05 ). However, information theory does
not answer all questions, in particular questions about model or feature relevance. Those
require human judgment.
This work has suggested many directions for future research, and here are my favorites:
1. Equation G.45 needs a much better approximation to the non-central distribution
for d1 =
∑m
i=1 |zi − vi|k for a specific offset vector ~v, for ~z ∼ N(0, Im). That requires
a model for the variation of |zi − vi|k over the secondary angles, not just over the
principal angle from the all-ones axis. The goal is to develop an approximation for
the offset magnitude λ = v2[1 + h(m)ε2].
2. If we add a feature to a feature vector, or add a bin to a histogram, then we push out
both the same-cluster distance distribution and the different-cluster distribution (see
section 3.7, in particular Figure 3.11). If there is no corresponding increase in offset,
then the type II error will increase. There must be some minimum increase in the
offset to justify the inclusion of another feature or bin. The goal is to calculate that
minimum increase in offset, as a function of the cluster centres and sample sizes.
3. In chapter 4 on ARMA(p, q) time series models, I converted a GARCH(1,1) model
into an ARMA(1,1) model for the purposes of further analysis. Can we express the
likelihood of a dataset directly in terms of the parameters of a GARCH(p, q) model,
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Figure 6.1: Proposed algorithm for finding the smallest number of states for a hidden
Markov model
without doing a conversion? For further information on this problem, see Lumsdaine
[76].
4. In chapter 5 on hidden Markov models, I gave an expression for the information
matrix involving a limit for symbol block size (equation 6.6) and pointed out that in
certain situations, it is impractical to calculate. In particular, when the subdominant
eigenvalue of the transition probability matrix is close to one, then we would have
to calculate an exponentially large number of gradients. The goal is to estimate
that sum by doing a random sampling, or by estimating the spread of those gradient
values in some other way.
5. Chapter 5 on hidden Markov models does not address the issue of model size selection.
In particular, how do we know when the number of states n is “large enough”? A
reasonable starting point is: the number of states n is sufficient when the chi-square
goodness-of-fit statistic of equation 6.5 is below our required significance threshold
for any symbol block size. That suggests an algorithm for determining the number of
states, which is described in Figure 6.1. The research goal would be to test the efficacy
of the algorithm, and determine the circumstances under which it overestimates or
underestimates n.
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6. In section 3.3 I showed the importance of minimizing the variance of the distance
function f(θ̂11, θ̂12) when we constrain its mean (here, θ̂11 and θ̂12 are maximum-
likelihood estimates from a cluster based on model θ1). That theory would suggest
doing the following for a non-Gaussian cluster: (A) Find the transform (rotation and
scaling) that makes the covariance as close as possible to Im where m is the number








~φ)]−1(4θ̂) where Σ is the cluster covariance, and ~φ are the
spherical angles associated with 4θ̂. That allows a tighter T1 threshold, and possibly
a lower type II error when averaged over direction. For an example of this style of
algorithm, see [111].
7. Similarity between two-dimensional silhouettes comes into play when we are seg-
menting images into semantic objects. The goal here is to define a distance measure
between two closed two-dimensional curves, derived from electronic images. There
are several issues involved here: (A) Discovering an object boundary is in itself a
difficult algorithm. A boundary involves contiguous pixels that represent a change of
color or a change of texture. However, we also want object boundaries with minimum
curvature, so as to be as simple as possible. See Liu [75] for further discussion of
this issue. (B) Given an object silhouette, there is a fundamental problem of contour
representation. We would like a single, canonical definition of a closed curve in two
dimensions, but there is no obvious candidate. We could consider a contour as a
collection of contiguous line segments [58]. We could represent a contour as a shock
graph [101], or as a set of C1 splines. I favor representing a contour as a graph of
curvature vs. arc length, with primitive elements consisting of delta functions (for
sharp corners) and quadratic ranges (for everything else). (C) Given a silhouette rep-
resentation, we need to find the independent events, or nearly independent events,
whose total likelihood depends upon the parameters of the representation. An obvi-
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Appendix A
Logarithm of dot product
If ~p = {p1, . . . , pc} and ~q = {q1, . . . , qc} are two normalized histograms based on sample






qi = 1 (A.1)














We want to show that this does not satisfy the triangle inequality. We’ll position a third
normalized histogram ~t = {t1, . . . , tc} just off the great circle joining ~p and ~q in square root
space. In Figure A.1, the point marked T is the point on that great circle that is closest to
{
√
t1, . . . ,
√
tc}. At that point, we will construct a coordinate system with three directions:




q1, . . . ,
√
qc} at T , y is along the great
circle from T to {
√
t1, . . . ,
√
tc}, and z is along the normal from the origin O through T .








t1, . . . ,
√
tc}
in this coordinate system. Arcs are labelled with the angles they subtend. We want to
show that there are solutions of√
− log cos θp +
√
− log cos θq <
√
− log cos 2θ0 (A.3)
First, assume that the angles involved are small, i.e. θ0, φ 1. For small angles θ, we
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p = (    p1,  ...    pc  )
       (    t1,  ...      tc  )
q = (    q1,  ...    qc  )
( 1 - γ ) θ0
[ arcs are labelled with the 
angles they subtend ]
θp
φ θq
( 1 + γ ) θ0
( – sin (1+ γ )θ0,  0,  cos (1+ γ )θ0 ) 




Figure A.1: Angles involved in the log dot product distance measure
have






























From Figure A.1, we also see that
− log(cos θp) = − log(cosφ cos(1− γ)θ0)
























(1 + γ)2θ20 +
1
12
(1 + γ)4θ40 (A.6)
135
































































⇒ |a| < 1√
2








q1, . . . ,
√
qc}, there is a narrow band along the great
circle between them where the triangle inequality does not hold. Figure A.2 illustrates this
situation.
For example, if θ0 = 0.2, then the total band allowed at γ = 0 is approximately 0.06.
Take φ = 0.02 at γ = 0. Then
cos θp = cos θq = cosφ cos θ0 = 0.9799





− log(0.9211) is this true?
0.2850 < 0.2867 verified, yes it’s true!
(A.9)
which shows that indeed, there are sets of three histograms which do not satisfy the triangle
inequality for the log dot product distance measure.
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p = (    p1,  ...    pc  )






2 ( 1 – γ2 ) θ02
total width
max  width    2 θ02   at  γ = 0
Figure A.2: Region in which the log dot product does not satisfy the triangle inequality.
It is a band along the great circle joining ~p and ~q, of varying width.
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Appendix B
Covariance of sample moments
Here, our aim is to derive the statistics of sample moments, given the sample size and
the parent population characteristics. Let a sample of size n be {x1, . . . , xn}, and let the




xri , Sr =
N∑
i=1




















where i1 6= i2 . . . 6= ip and r1 ≥ r2 . . . ≥ rp. That is, the partitions {r1, r2, . . . rp} are in
descending order. Note that as defined here, the symmetric products mr1...rp allow repeated
terms. For example, if a sample is s = {x1, x2, x3}, then
m11 = x1x2 + x1x3 + x2x1 + x2x3 + x3x1 + x3x2
= 2(x1x2 + x1x3 + x2x3)
(B.2)
We would like a way of relating products of the form sr1 . . . srp to the corresponding
symmetric products mr1...rp . The fundamental rules for that are:
mr = sr




























⇒ m11s1 = 2m21 +m111
(B.4)
For each integer n, we may form the partitions {r1 . . . rp} of n, and use the preceding
rule to find the relations between the sr1 . . . srp terms and the mr1...rp symmetric products.
For example, for n = 3 we have
s3 = m3, s2s1 = m2s1 = m3 +m2m1
s31 = (m1s1)s1 = (m2 +m11)s1 = m3 + 3m21 +m111
(B.5)










1 0 0 0 0
1 1 0 0 0
1 0 1 0 0
1 2 1 1 0









Of course, those relations may be inverted to give the symmetric products in terms of
the sr1 . . . srp :  m3m21
m111
 =













1 0 0 0 0
−1 1 0 0 0
−1 0 1 0 0
2 −2 −1 1 0












The heart of these calculations is the question: if I have a term mr1...rp relating to
a sample, what is
∑
mr1...rp over all possible samples from the parent population? Take
m1 =
∑
s xi, for example, where
∑
























i 6=j xixj, if we choose a specific (Xi, Xj) pair, then














Note that this argument only depends on the number of indices of the symmetric product,















n(n− 1) . . . (n− p+ 1)
N(N − 1) . . . (N − p+ 1)
Mr1...rp (B.11)
Let’s give some examples of how to use these equations. For a sample of size n, the




























(m3 + 3m21 +m111)
(B.12)
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N(N − 1)(N − 2)




















(N − 1)(N − 2)
µ3
(B.13)





and there is a bias toward zero of magnitude (3/n)µ3 for n  1. Similarly, the ensemble









)2〉 = n− 1
n
µ2 (B.15)
where µ2 is the population variance and N  n. The ensemble variance of the sample
variance is then































(µ4 − µ22) if n 1 (B.17)
where µ4 is the fourth central moment of the parent population. For more information on
the statistics of the sample moments, see [108] and [106].
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Appendix C
Sampling the Cramer von Mises
distribution for unequal classes
The analysis of empirical distribution functions, and of distance measures based on them,
rests upon the theory of the Brownian bridge. In particular, if we transform the domain of
a sample’s empirical CDF by the corresponding theoretical CDF, then the result has the
same statistics as an ordered sample of the uniform U(0, 1) distribution [3]. Also, for large
sample size n, the resulting empirical CDF has the statistics of a Brownian random walk
between (0,0) and (1,1). The Brownian bridge is the difference between a Brownian walk
from (0,0) to (1,c), and the straight line joining (0,0) and (1,c) [42]. We can generate a














, zj ∼ N(0, 1), t ∈ [0, 1] (C.1)
From that definition, we get
cov(b(t), b(s)) = 〈b(t)b(s)〉 = min(s, t)− st, var(b(t)) = t(1− t) (C.2)
















































The relationship between b(t) and a sample’s empirical distribution is that the sequence
yj = {
√
n[Fn(xj)− F (xj)]}, where Fn(x) is the empirical CDF and F (x) is the theoretical
CDF, becomes statistically equivalent to b(t) where tj = F (xj) and n 1.









the {xj} are from the joint sample, and the subscripts remind us that F̂1(x) and F̂2(x) are
based on samples of sizes n1 and n2 respectively (i.e. not a joint sample). If there is an






[F̂1(xj)− F1(xj)− F̂2(xj) + F2(xj)] + [F1(xj)− F2(xj)]
]






Now b(xj) is asymptotically a Brownian bridge as n1, n2 →∞, but u(xj) is not random at






[b(t/T ) + u(t/T )]2 =
∫ 1
0
[b(t) + u(t)]2 dt (C.7)






























[F1(x)− F2(x)]2 dF (x) (C.9)
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However, we know that
〈b(s), b(t)〉 = min(s, t)− st (C.13)
is a Mercer kernel with expansion










































































As for the actual distribution of d2CM when the samples are from different distributions,






y2j where n = n1 + n2 (C.17)


















2 sin jπt) dt
(C.18)
See Durbin and Knott [43] for a fuller development. The znj are IID(aj/
√
λj, 1) and for
large sample sizes n1, n2 approach N(aj/
√
λj, 1). Separating F̂1(x)− F̂2(x) into its random

















2 sin jπt) dt (C.20)
Thus, d2CM is a weighted combination of non-central chi-square variables. We may sam-
ple this distribution by calculating the Fourier coefficients {aj} for a specific cumulative
distribution pair {F1, F2}, and by choosing different sample sets {x1 . . . xp} ∼ N(0, Ip). In
Figure C.1, I have done this for the same H0 and H1 distribution pairs that are illustrated
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Figure C.1: Prediction of type II error for Cramer von Mises measure on two neighboring
distribution classes
in Figure 3.13. The two empirical PDFs for the case of unequal, neighboring clusters (one
generated by calculating the Cramer von Mises measure for sample pairs, and one gener-
ated via equation C.19 with 40 terms) have a Kolmogorov-Smirnov statistic of 1.04, well
within the 95% confidence limit of 1.36. So this theory looks very solid.
I will give an abbreviated summary of how to sample the Anderson Darling distance
measure. The interested reader will find more in [43] and [4]. The Anderson Darling









where Fn1(x) and Gn2(x) are the empirical CDFs of the two samples, and Hn1+n2(x) is the
empirical CDF of the joint sample. Supposing F (x)−G(x) to be the actual difference in










































(x2 − 1)j (C.24)
In a manner similar to the one developed above for the Cramer von Mises measure, the



















P 1j (2H(x)− 1) dH(x)
(C.25)
Figure C.2 shows empirical and theoretical distributions for d2AD, for the same H0 and
H1 distribution pairs illustrated in Figure 3.13. The corresponding Kolmogorov-Smirnov
statistic is 1.21, well within the 95% confidence level of 1.36.
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Curvature of total sample surprisal
for an ARMA process - from
innovations
The purpose of this appendix is to derive the expected value of the Hessian second derivative
of the total sample surprisal (see equation 2.3), where the Hessian is with respect to the
roots of a stationary, invertible ARMA time series process (see section 2.4). This derivation
will look at the total surprisal of the series innovations, here assumed to be normally
distributed. In Appendix E, we will relax that assumption.
Our first step will be to establish preliminary results for upper and lower triangular
Toeplitz matrices. A Toeplitz matrix is one in which cells on a descending diagonal have





. . . . . . 0
. . . a3 a2 a1
 (n rows ) (D.1)
where ~a = [a1, a2, . . . an]. Furthermore, set ltt(~a) = ltt(~a, n) where n  1, meaning: n is
large enough for end effects to be negligible, but n is still finite. Then we also have




ltt−1([1 − r]) = ltt([1 r r2 . . .]) where |r| < 1
(D.2)
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Those last two results show that lower triangular Toeplitz matrices are closed under ad-
dition, multiplication, and inversion, and commute with each other. Clearly, the same
goes for upper triangular Toeplitz matrices. However, lower and upper triangular Toeplitz





= na1b1 + (n− 1)a2b2 + (n− 2)a3b3 + . . .
≈ n(~a •~b) if aj and bj decrease exponentially
(D.3)
Next, we’ll look at expressions of the form
〈~e(BT )jlttT (~a)ltt(~b)Bk~e 〉 (D.4)






. . . . . .
 , B[x1 x2 . . . xn]T = [0 x1 x2 . . . xn−1]T (D.5)




Aj,j+k (A is n by n), tr(A) = tr(A, 0) (D.6)
Thus, tr(A,+k) is the sum of elements along the k-th super-diagonal of A, while tr(A,−k)
is the sum of elements along the k-th subdiagonal of A. From the independence of the
elements of ~e, we get















Ai,i−k+l = v tr(A, l − k)
(D.7)
An ARMA(p, q) zero-mean process (see section 2.4) is a time series model with defining
equation
xj − a1xj−1 . . .− apxj−p = ej − b1ej−1 . . .− bqej−q (D.8)
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where ~x,~e,~a, and ~b are real, ei is independent of xi, and ei ∼ IID(0, v). Here I am
neglecting end effects of order O(1/n). If we were to take these into account, the first
max(p, q) values of ~x would have different defining equations. The index j in the defining
equation is a time marker for equal time increments. The ARMA model itself is the
triple {~a,~b, v}, and the usual task is to estimate the model given an observed sample
{x1, x2, . . . xn}, with the goal of predicting future values {xn+1, xn+2, . . .} with the minimum
possible variance. I only consider the case where n 1.
Let B represent the backshift operator again, this time meaning the operation of going
back one time period (i.e. Bxj = xj−1, Bej = ej−1). Then
(1− a1B − a2B2 . . .− apBp)xj = (1− b1B − b2B2 . . .− bqBq)ej (D.9)
If the process is stationary and invertible, then equation D.9 can be put in the form
(1− rpB) . . . (1− r1B)xj = (1− sqB) . . . (1− s1B)ej (D.10)
where the AR roots {rj} and MA roots {sj} are less than one in magnitude, and are
either real or occur in conjugate pairs. Now let ~x and ~e be column vectors representing
the observations and innovations respectively. The matrix equivalent of equation D.10 is
L(rp) . . . L(r1)~x = L(sq) . . . L(s1)~e (D.11)
where L(r) = ltt([1 − r]) and we are neglecting end effects of order 1/n where n is the
sample size. Assuming for the moment that the innovations are normally distributed, i.e.








(~e • ~e) (D.12)
and the total sample surprisal is





(~e • ~e) (D.13)
However, under the assumption of invertibility,
~e = L−1(s1) . . . L
−1(sq)L(rp) . . . L(r1)~x (D.14)
Note that all these matrix multipliers are lower triangular Toeplitz, so they all commute.
We want the curvature of Q = ~e • ~e with respect to {~r, ~s }. There are five cases of
∂2Q/∂θj∂θk: the two parameters θj and θk represent the same AR root, different AR
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roots, one AR root and one MA root, different MA roots, or the same MA root. Here, I’ll
work through two cases and state results for the other three cases.
The first case is when the parameters θj and θk represent different AR roots. Let
Li = L(ri), Lj = L(rj), and let O be the product L
−1(s1) . . . L
−1(sq)L(rp) . . . L(r1) with
L(ri) and L(rj) removed. Then
~e = OLjLi~x, Q = ~e











where B is the backshift operator in matrix form. Using those equations, we get
∂2Q
∂ri∂rj



























〉 = vtr(L−Tj L−Ti ,−2) + vtr(L−Ti L−1j ) + vtr(L−Tj L−1i ) + vtr(L−1i L−1j , 2) (D.18)
The first term is the sum over a subdiagonal of an upper triangular matrix, so that’s zero.





















where “to order 1/n” means that the calculated value and the true value differ by at most
O(1/n).
The second case is when the parameters θj and θk represent an AR root and an MA
root. Once again, let Li = L(ri). Since LiL
−1




















As for the previous case, let La = L(ra), Lc = L(sc), and letO be the product L
−1(s1) . . . L
−1(sq)•
L(rp) . . . L(r1) with L(ra) and L
−1(sc) removed. Then





Using the same arguments as in the first case, we get
∂2Q
∂ra∂sc












〉 = −nv[tr(L−Ta L−1c ) + tr(L−1a L−Tc )]
























1/(1− θjθk) if both are AR or MA




Curvature of total sample surprisal
for an ARMA process - from
periodogram
In this appendix, I will derive the expected value of the Hessian second derivative (see
equation 2.3) of the total sample surprisal of a zero-mean, stationary, invertible ARMA
time series process (see section 2.4), this time assuming only that the innovations are
IID(0, ve) and have a finite fourth moment. As mentioned in Appendix D in equation
D.10, the defining equation of the ARMA(p, q) process can be expressed as
(1− rpB) . . . (1− r1B)xj = (1− sqB) . . . (1− s1B)ej (E.1)
where B is the backshift operator that represents going back one time period (i.e. Bxj =
xj−1, Bej = ej−1), {x1, . . . , xn} are the observations, {e1, . . . , en} are the IID(0, ve) innova-
tions, and the AR roots {rj} and MA roots {sj} are less than one in magnitude, and are
either real or occur in conjugate pairs. We have assumed invertibility here, so there is also
a causal MA(∞) representation
xj =
(1− sqB) . . . (1− s1B)
(1− rpB) . . . (1− r1B)
ej = ej +m1ej−1 +m2ej−2 + . . . (E.2)




wkl where w = exp (−j 2π
n
), and k, l ∈ [0, 1, . . . n− 1] (E.3)
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and n is the sample size (here assumed even), the k-th Fourier transform variate for a
sample {x1, . . . xn} is
√
nvk = x1 + w
kx2 + . . .+ w
(n−1)kxn
= [e1 + w
ke2 + . . .][1 + w






where ~e = [e1 . . . en]
T and ~m = [1 m1 . . .mn−1]
T . So, for each discrete frequency index k,
we get
vk = [F~e ]k
√
n[F ~m]k ~m = [1 m1 . . .mn−1]
T (E.5)
The first part, [F~e ]k, is a random variate with the same total variance as the innovations.
However, by the central limit theorem, it is normally distributed to order 1/n as long as
the innovation distribution has a finite fourth moment. The second part,
√
n[F ~m]k, is not
random at all; it measures the frequency content of the MA(∞) representation.
The periodogram is fk = |vk|2, and is approximately uncorrelated. The correlation of
distinct periodogram variates fk and fl is





(k 6= l) (E.6)
where κ4 is the fourth cumulant of the innovations [114]. Hence, as far as the statistical
properties of the periodogram are concerned, we may replace [F~e ]k by zk
√
ve, where zk is
a complex N(0,1) variate (i.e. with 2 degrees of freedom). Note that since the observation











where PSDk = n|F ~m|2k is the squared magnitude of the transfer function at frequency
index k. The periodogram is
fk = |vk|2 = (vePSDk)|zk|2 (E.8)









so the overall probability of the sequence {v0, v1, . . . vn/2−1} is










and the total sample surprisal is









What we’ll do next is take the variation of that total surprisal with respect to the model
parameters, square it, take the expectation over all periodograms, and find the precision
matrix entries, as suggested by equation 4.14. For example, for the innovation variance ve,






























and thus the precision entry for ve is n/(2v
2
e).
As for the ARMA(p, q) model, let’s take the AR roots {r1, . . . rp} and {s1, . . . sq} as





















































where I have approximated the discrete sum by a continuous integral over the discrete
frequency ω = 2πk/n. For an ARMA(p, q) process, the squared magnitude of the transfer
function is
PSD(ω) =
g(sq, ω) . . . g(s1, ω)
g(rp, ω) . . . g(r1, ω)
(E.15)
where
g(a, ω) = (1− aejω)(1− ae−jω) = 1 + a2 − 2a cos(ω) (E.16)
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Note that
log g(a, ω) = −2(a cosω + 1
2
a2 cos 2ω +
1
3
a3 cos 3ω + . . .)
⇒ ∆ log g(a, ω) = −2(cosω + a cos 2ω + a2 cos 3ω + . . .)(∆a)
(E.17)













∆sj(cosω + sj cos 2ω + . . .) +
p∑
i=1



































1/(1− θiθj) if both are AR or MA
−1/(1− θiθj) if one is AR and one is MA
(E.19)
Note that our only assumptions on the innovations are that they are IID(0, ve) and that





log g(a, ω) dω =
∫ 2π
0







If two ARMA models with power spectral densities PSD1(ω) and PSD2(ω) are close to-
gether, so that PSD1(ω)/PSD2(ω) ≈ 1 for all ω, then we can use the approximation
x = elog x ≈ 1 + log x+ 1
2

















































1/(1− θiθj) if both are AR or MA
−1/(1− θiθj) if one is AR and one is MA
(E.26)
although the derivation is lengthy and I will leave it out.
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Appendix F
Covariance of symbol block counts
for a serially correlated symbol
sequence
The purpose of this appendix is to calculate the theoretical covariance between symbol
block counts in a sample string of length M  1, when the symbols are serially correlated.
For the purposes of this appendix, I will assume that the symbols are integers in the range
{1, 2, . . .m}. I assume that the ensemble probability of a symbol block {j1 j2 . . . jN},
where N is the symbol block size, is calculable; see for example Equation 5.6 for the case
of symbol sequences generated by a hidden Markov model. We will let p(j1 . . . jN) represent
the ensemble probability of the symbol sequence {j1 j2 . . . jN}. Also, the hash sign ( # )
will be a “wild card” representing an arbitrary symbol.
Consider a symbol sequence {j1 j2 . . . jk . . . jM} where the jk’s are individual symbols.
Suppose, for the moment, that symbol blocks of size N are not correlated, i.e. that
p(j1 . . . jM) = p(j1 . . . jN)p(jN+1 . . . j2N) . . . p(j(k−1)N+1 . . . jkN) (F.1)
where k = M/N (an integer). We will obtain results for finite N , and eventually take the
limit as N becomes very large. In this scenario, the overall sequence probability is




where u is a symbol block of size N , p(u) is its ensemble probability, and n(u) records how
many times the symbol block appears in the block sequence {u1, u2, . . . , uk} in which u1 =
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count of pair  ‘11’  in 
pair sequence
count of pair  ‘24’  in 
pair sequence
count of pair  ‘13’  in 
pair sequence
Figure F.1: Counting the occurrence of symbol pairs in a sequence
{j1 . . . jN}, u2 = {jN+1 . . . j2N}, and so forth. Under our assumptions so far, the {n(u)}
will have a multinomial distribution. In particular, in an ensemble of such sequences, the











(p(u)δuv − p(u)p(v)) (F.3)
where u and v are symbol blocks of size N , and δuv is one if u = v, and zero otherwise.
See section 3.1 for further details. We can now form linear combinations of the individual
block counts and determine their expectations and covariances. In particular, any non-
overlapping partition of the bins for symbol blocks of size N will also have a multinomial
distribution.
We will look first at the simplest possible case, namely N = 2, and then see what
happens as N increases indefinitely. We will take sequences of length M and divide them
up into non-overlapping but contiguous symbol pairs, and count the number of occurrences




R1 R0: bins with no  ‘1’  symbols
R1: bins with exactly one  
‘1’  symbol
R2: bins with exactly two  
‘1’  symbols
Figure F.2: Partition of symbol pair bins with respect to the symbol ‘1’
possible symbol pairs. Suppose that we are interested in the variance of the number of
‘1’ symbols that we see in output sequences. Figure F.2 illustrates how we can partition
the bins in this case. Let r̂2 be the proportion of pairs falling into R2, and let r̂1 be the
proportion of pairs falling into R1. Then their expectations are
r2 = p(11) = p11
r1 = p(12) + p(13) + p(14) + p(21) + p(31) + p(41)
= p(1#)− p(11) + p(#1)− p(11)
= 2[p(1)− p(11)] = 2(p1 − p11) where p1 = p(1)
(F.4)















R1: bins containing exactly one  ‘i’  symbol
R2: bins containing two  ‘i’  symbols
r1: expected proportion for R1
r2: expected proportion for R2
p1: expected proportion for symbol  ‘i’
p2: expected proportion for symbol pair  ‘ii’
Figure F.3: Partition of symbol pair bins with respect to the symbol i

















[1 2]cov(r̂1, r̂2)[1 2]
T
= (r1 + 4r2)− (r1 + 2r2)2
(F.6)




var(T̂1) = (p1 − p21)− (p11 − p21) (F.7)
Of course, there is nothing special about symbol ‘1’. Figure F.3 shows how we would
partition the symbol pair bins if we were interested in symbol i. In this case, R2 represents
the bin for symbol pair (ii), and R1 represents the bins for symbol pairs (∗i) and (i∗) that
contain exactly one i. In this case, we would have
r2 = p(ii) = pii
r1 = p(i#)− p(ii) + p(#i)− p(ii)
















* : symbol other than i
# : any symbol
R1: bins containing exactly one  ‘i’  symbol
R2: bins containing two  ‘i’  symbols
R3: bins containing three  ‘i’  symbols
p1: expected frequency of symbol  ‘i’





p2 =        [ expected frequency of symbol pair  ‘ii’  ]
            +       [ expected frequency of symbol triplet  ‘i#i’  ]
Figure F.4: Partition of symbol triplet bins with respect to a specific symbol i




















var(Ti) = (pi − p2i ) + (pii − p2i )
(F.9)
where pii = p(ii) and pi = p(i). The first term pi − p2i is a multinomial approximation.
The second term is due to correlation between symbols in a pair. If there were no such
correlation, then we would have pii = p
2
i and (1/M)var(Ti) = pi(1− pi).
Suppose now that N = 3. We will divide sequences of length M into blocks of three
symbols (triplets), and count the number of occurrences of each possible symbol block. For
a specific symbol i, R3 will represent the bin for triplet (iii), R2 will represent the triplet
bins with exactly 2 i symbols, and R1 will represent the triplet bins with exactly one i
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symbol ( see figure F.4 ). Their expectations, as proportions of triplets, are:
r3 = p(iii) = p3
r2 = p(ii∗) + p(∗ii) + p(i ∗ i) [∗: symbol other than i]
= 2p(ii) + p(i#i)− 3p(iii)
= 3(p2 − p3) where 3p2 = 2p(ii) + p(i#i)
r1 = p(i ∗ ∗) + p(∗ ∗ i) + p(∗i∗)
= 3p(i)− [4p(ii) + 2p(i#i)] + 3p(iii)
= 3p1 − 6p2 + 3p3 where p1 = p(i)
(F.10)
We are interested in the total count of i symbols in the sequence, Ti = (M/3)(r1+2r2+3r3).








var(Ti) = [3 2 1]
r3 − r23 −r3r2 −r1r3−r2r3 r2 − r22 −r1r2




= [3 2 1][diag(~r )− ~r ~rT ][3 2 1]T
(F.11)
where ~r = [r3 r2 r1]




var(Ti) = (9r3 + 4r2 + r1)− (3p1)2 (F.12)




var(Ti) = 3(p1 − p21) + 6(p2 − p21) (F.13)











where p(ii) is the expected proportion of symbol pairs (ii), and p(i#i) is the expected
proportion of triples of the form (i#i).
The case N = 4 is harder to visualize, being 4-dimensional. Blocks of four symbols will
be ‘quadruplets’. We will partition the bins so that R4 represents the quadruplet (iiii),
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R3 represents the quadruplets with exactly three i symbols, R2 represents the quadruplets
with exactly two i symbols, and R1 represents the quadruplets with exactly one i symbol.
Following the same kind of analysis as for N = 3, we get the corresponding expectations
r4 = p(iiii) = p4
r3 = 4(p3 − p4) where 4p3 = 2p(iii) + p(i#ii) + p(ii#i)
r2 = 6(p2 − 2p3 + p4) where 6p2 = 3p(ii) + 2p(i#i) + p(i##i)
r1 = 4(p1 − 3p2 + 3p3 − p4) where p1 = p(i)
(F.15)








var(Ti) = (p1 − p21) +
3
2





where p(i##i) is the expected frequency of symbol blocks of length 4 with symbol i in the
first and last positions.
From those last two cases with N = 3 and N = 4, we can set up the general case of
var(Ti) for arbitrary N , where Ti is the total count of i symbols in the sequence. The split
into non-overlapping regions is as follows:






















































































where p1 is the ensemble probability of symbol (i), p2 is the average ensemble probability





2rN + (N − 1)2rN−1 + . . .+ r1 − (Np1)2 (F.18)
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= N(N − 1)p2 +Np1 −N2p21
(F.19)
By “average ensemble probability”, I mean specifically:
N(N − 2)
2
p2 = (N − 1)p2,1 + (N − 2)p2,2 + . . .+ p2,N−1 (F.20)








(p2,1 − p21) +
N − 2
N










)var(Ti) = (p1 − p21) + 2
[
(p2,1 − p21) + (p2,2 − p21) + . . .
]
(F.22)
which is my final expression for var(Ti).
As for the assumption that only p1 and p2 survive, we can prove that as follows. The
coefficient of pJ in equation F.18 is






N − J + k
)(
N − J + k
N − J
)









































































However, (∂/∂p)[p(p−1)J−1]p=1 has the value 1 for J = 1, 2 and zero for all integers J > 2.
So, the only coefficients of pJ that survive in equation F.18 are those for p1 and p2.
What about the covariance between Ti and Tj, where Ti is the count of i symbols in a
sequence of length M , and Tj is the count of j symbols in that sequence? The calculations




)cov(Ti, Tj) = (δijpi − pipj) + 2
M−1∑
k=1




[p(ij) + p(ji)] , s2,2 =
1
2
[p(i#j) + p(j#i)] and so forth
(F.25)
Finally, note that the arguments leading to equations F.19 and F.25 remain valid if symbol
i is replaced by a symbol block u. In this way, we can calculate the covariance between




)cov(Tu, Tv) = (δuvp(u)− p(u)p(v)) + 2
(M/N)−1∑
k=1




[p(uv) + p(vu)] , s2,2 =
1
2
[p(u#v) + p(v#u)] and so forth
(F.26)
where # now stands for any symbol block with the same size as u and v. I give numerical
examples of the validity of this result in Section 5.6, and use it to estimate the magnitude
of the corrections to the chi-square goodness-of-fit statistic for the empirical symbol block
frequencies {p(u)} in Section 5.7.
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Appendix G
Positive definite quadratic forms in
normal variables
We are interested in positive definite quadratic forms in normal variables, i.e. z = (~x −
~v)TQ(~x − ~v) where ~x ∼ N(0, Im) and Q is positive definite. The subject is large - see for
example [82] - but here I am interested in just one proposition, namely that when we hold
the trace of Q constant at m, then the lowest type II error for offsets exceeding the type I
threshold, is achieved when Q = Im. In the context of cluster separation, ~v represents the
“offset vector”, namely the difference between cluster centres.
With reference to Figure G.1, λ0 is the value of z0 = ~x
TQ~x at which the cumulative
distribution function (cdf) reaches 1−T1, where T1 is the type I error threshold, here taken
to be 0.05. For a given offset vector ~v, T2 is the type II error, namely the value of the
cumulative distribution function for z1 = (~x − ~v)TQ(~x − ~v) at z1 = λ0. We want to see
what happens to the spatial average of T2 as ~v varies in direction.
First of all, rotate and scale Q so that it is diagonal, with diagonal entries {1+δ1, . . . , 1+







i xi ∼ N(0, 1),
m∑
i=1
δi = 0 (G.1)
We will examine the case where the eigenvalue perturbations are small, i.e. |δi|  1.
Clearly, the mean of z0 is m and its variance is 2(m+ s) where s =
∑
δ2i . Relative to the
probability distribution function (pdf) of a standard chi-square(m) variate, the pdf of z0












function z0 = x T Q x
z1 = ( x – v )T Q ( x – v )
x ~ N( 0, Im )
value of quadratic form
z0 (central) 
z1 (non-central) 
Figure G.1: Terminology for central and non-central quadratic forms
q0(z|m) is the cdf for a standard chi-square(m) variate, whereas qs(z|m) represents the cdf
for z0 when s > 0.
We can estimate the increase in λ0 as follows. The case m = 2 has a known pdf (see
Bausch [8] for its derivation). For z0 = (1 + δ)x
2



















where I0 is a modified Bessel function of the first kind. To first order in δ
2, that is










(1 + δ2)z) (G.3)
which suggests the approximation
ps(z|m) = czm/2−1(1 + bz2) exp (−az) (G.4)
where a, b, and c are all linear functions of s =
∑
δ2i , and the formula is meant to be valid















q0(z|m) for  Σxi2
qs(z|m) for  Σ(1+δi)xi2
Figure G.2: Finding the increase in λ0 when s > 0





zps(z|m)dz = m, and∫ ∞
0
z2ps(z|m)dz = m2 + 2(m+ s)
(G.5)



























In order to estimate the increase in λ0 due to a non-zero s, we need ∂ps(z|m)/∂s, and














































That last expression is actually a special case of a very useful formula. The non-central











































q0(z|m+ 2, λ) +
1
4
q0(z|m+ 4, λ) = g(z|m,λ) (G.13)














q0(z|m+ 4) = g(z|m, 0) (G.14)
With that derivative, we can now estimate the increase in λ0 due to a non-zero s. In
particular, with reference to Figure G.2, we have






Note that g(λ0|m, 0) is always negative when λ0 is the 95% threshold of q0(z|m). Table G.1
shows representative values of the ratio −g(λ0|m, 0)/p0(λ0|m). The important observation
here is that ∆λ is always positive when s =
∑
δ2i is greater than zero.
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Table G.2: Approximate agreement of exact and estimated values for ∆λ
m δ1 δ2 δ3 s λ0 Actual ∆λ Expected ∆λ
2 0.0 0.0 n/a 0.0 5.9915 0.0 0.0
2 0.1 -0.1 n/a 0.02 6.0065 0.0150 0.0150
2 0.2 -0.2 n/a 0.08 6.0530 0.0615 0.0602
2 0.3 -0.3 n/a 0.18 6.1349 0.1434 0.1354
3 0.0 0.0 0.0 0.0 7.8147 0.0 0.0
3 -0.0577 0.1154 -0.0577 0.02 7.8291 0.0144 0.0146
3 -0.1 0.0 0.1 0.02 7.8294 0.0147 0.0146
3 -0.1154 0.2308 -0.1154 0.08 7.8711 0.0564 0.0586
3 -0.2 0.0 0.2 0.08 7.8740 0.0593 0.0586
I checked the approximation of equation G.15 against exact values of the cdf that I
calculated using the Imhof method [61], as implemented in the R package CompQuadForm.
In Table G.2, the column ‘Expected’ shows the result of equation G.15, while the column
for ∆λ shows the exact values. Table G.2 shows that the approximation of equation G.15
is good to 5% , even at |δi| ≈ 0.3; recall that we started with the assumption that |δi|  1.
The important point here is that ∆λ is always positive.
Next, we will look at the cumulative distribution function for z1 =
∑
(1 + δi)(xi +
v cos θi)
2 where the {cos θi} are direction cosines for the offset vector ~v, and v is its mag-
nitude. With λ = v2, the pdf for z1 when s = 0 is just the non-central chi-square density
p0(z|m,λ). Equation G.10 expresses p0(z|m,λ) as an affine linear combination of chi-square








Figure G.3: Gradient of qs(z|m,λ) with respect to s when z = λ0. It is always positive.

























Figure G.3 shows that in our region of interest (λ > λ0), g(λ0|m,λ) is always positive.
Now we can say for sure that, for a constant offset λ, the type II error will increase when
s =
∑
δ2i becomes non-zero ( see Figure G.4 ). The total change in T2 at λ0 has two parts
to it: the increase in q0(z|m,λ) due to a non-zero s, and the increase in q0(z|m,λ) due to
∆λ. The total is





























Figure G.4: Finding the increase in type II error when s > 0, for fixed offset λ
and we have now shown that both terms ( ∆q1 and ∆q2 ) are positive in the region of
interest.
That is not the whole story, though; what we are really after is the mean value of T2,





(1 + δi)(xi + v cos θi)






















δi = 0 (G.21)
where the averaging 〈•〉d is over the probability simplex that the {cos2θi} live on. Since∑
δicos
2θi is a linear function of the {cos2θi}, its extreme values occur at vertices of the









2θi) = (δi)min (G.22)
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So, as we vary the direction cosines, the effective offset λ goes from v2[1 + (δi)min] to
v2[1 + (δi)max], with mean value v
2. Our assumption is that |δi|  1, so λ undergoes
a small jitter about its mean value v2. We know from Figure G.3 that g(λ0|m,λ) =
∂2q0(λ0|m,λ)/∂λ2 is positive in the region of interest λ > λ0 and well beyond. Assuming
that ∂2qs(λ0|m,λ)/∂λ2 ≈ ∂2q0(λ0|m,λ)/∂λ2, we can conclude by Jensen’s inequality [28]
that
〈qs(λ0 + ∆λ|m,λ)〉d ≥ qs(λ0 + ∆λ|m, 〈λ〉d) (G.23)
where the averaging is over the squares of the direction cosines {cos2θi}. But we already
know from equation G.19 that
qs(λ0 + ∆λ|m, 〈λ〉d) > q0(λ0|m, 〈λ〉d) (G.24)
and equations G.23 and G.24 taken together imply that
〈qs(λ0 + ∆λ|m,λ)〉d > q0(λ0|m, v2) (G.25)
which is what we intended to show all along, namely that for non-zero {δi}, the type II
error increases when averaged over all directions. Put another way: for positive definite
matrices Q whose trace equals their rank, a type I error of 0.05, and offsets λ greater than
the type I error threshold λ0, the directional average of the type II error is minimized at
Q = Im.
As an example of the foregoing theory, consider the m = 2 case, where
~x ∼ N(0, I2), z0 = (1 + δ)x21 + (1− δ)x22, and
z1 = (1 + δ)(x1 − v cos θ)2 + (1− δ)(x2 − v sin θ)2
(G.26)
Figure G.5 shows the corresponding clusters and defines the offset vector ~v and offset
angle θ. A positive value of δ means that the distance measures z0 and z1 favor the x1
direction over the x2 direction, i.e. the x1 direction gets boosted.
Figure G.6 shows how the type II error varies with the angle between the offset vector ~v
and the favored axis x1, for v
2 = 6. That value of v2 is approximately the type I threshold
for a chi-square(2) variable at 1−T1 = 0.95. I calculated these type II error rates using the
Imhof method [61], as implemented in the R package CompQuadForm. Note in particular
that, as we would expect, the type II error decreases when the offset vector ~v lies along
the boosted direction.
Figure G.7 shows that, when averaged over all directions, the type II error has a net
increase with respect to its value when δ = 0. Although equation G.25 was based on the









z  =  ( 1 + δ )( ∆x1 )2 + ( 1 – δ )( ∆x2 )2






















Figure G.6: Variation of type II error with angle between offset vector and boosted axis,
for m = 2 and v2 = 6
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Amount of boost δ
z  =  ( 1 + δ )( ∆x1 )2 + ( 1 – δ )( ∆x2 )2
m = 2, offset v2 = 6
Figure G.7: Variation of type II error with amount of boost δ, for m = 2 and v2 = 6. The
type II error is averaged over direction and is smallest at δ = 0.
Next, we will apply a similar style of analysis to the case of Lk distance measures. In
particular, our goal is to show that when






|zi − vi|k, (G.27)
for an offset vector ~v, then the directionally averaged type II error for offsets |~v |2 greater
than the type I threshold is minimized at k = 2 (see Figure G.8). In the context of cluster
separation, the offset vector ~v represents the difference between cluster centres.
























v = offset vector
z ~ N( 0, Im )
value of d0 or d1  
d0  =  Σ  | zi | k
i = 1
m
d1  =  Σ  | zi – vi | k
i = 1
m
Figure G.8: Terminology for central and non-central Lk distance measures








If zi ∼ N(0, 1), then |zi| is a half-normal variate. We can also view |zi| as
√
x1 where x1 is
a chi-square(1) variate. Thus
〈|zi|k〉 = 〈xk/21 〉 = 2k/2
Γ(1/2 + k/2)
Γ(1/2)




and the corresponding variance is










If we now consider d0 =
∑m
i=1 |zi|k, where the {zi} are independent N(0, 1) variates, then
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its first two moments are
〈d0〉 = m〈|zi|k〉 = 2k/2m
Γ(1/2 + k/2)
Γ(1/2)










Next, we need an approximation for the pdf of d0. We will view d
2/k
0 as a “warped” chi-
square(m) variate. Setting zi =
√
u cos θi, where u is a true chi-square(m) variate and



















Let x represent d
2/k
0 . The dimensional factor x
m/2−1 in p0(x|m) of equation G.28 remains












where the averaging is over all directions. Since the {zi} are interchangeable, the all-ones
axis (1, 1, . . . 1)(m ones) is a symmetry axis, and we will approximate the spatial average





≈ a1(1 + ε cos 4θ) θ ∈ [0, π/4] (G.36)
where θ is the angle between ~z and the all-ones axis. That covers the positive orthant
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] (G.37)
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That is a linear combination of chi-square variables; normalizing it yields
p(x) = a1[(1− a4 − a6)p0(a1x|m) + a4p0(a1x|m+ 4) + a6p0(a1x|m+ 8)] (G.39)
with corresponding cumulative distribution function





























[(1− a4 − a6)F (m, k) + a4F (m+ 4, k) + a6F (m+ 8, k)] = 〈d20〉
(G.41)
where F (m, p) = Γ(m/2 + p)/Γ(m/2), and 〈d0〉 and 〈d20〉 are given by equation G.33.
Given m and k, we can solve equation G.41 for a1 and ε, and then calculate the value
of d95 that satisfies q(d
2/k
95 ) = 1 − T1 where T1 is our desired type I error of 0.05. Table
G.3 shows a comparison between experimental values d95 and those calculated from the
approximation of equation G.40.
In Table G.3, the experimental values of d95 are derived by estimating the cdf’s of 100
sets of 64000 randomly generated values of
∑m
i=1 |zi|k where all the {zi} are N(0, 1). Table
G.3 shows that this two-parameter approximation to the pdf of d0 =
∑m
i=1 |zi|k predicts
the 95% thresholds to better than 0.3% accuracy for the range {m ≤ 3, k ≤ 4}.
The next step is to see what the approximation of equation G.40 says about the direc-
tional average of the type II error, given a specific offset vector ~v = [v1 . . . vm]. For that,




i=1 |zi − vi|k]2/k. In the
spirit of equation G.16, we will approximate that cdf as
q(x, v2) = (1− a4 − a6)q0(a1x|m,λ) + a4q0(a1x|m+ 4, λ) + a6q0(a1x|m+ 8, λ) (G.42)
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Table G.3: Close agreement between empirical d95 values and the predictions of equation
G.40
m k a1 ε d95 calculated 95% confidence
2 1 0.671 -0.312 3.163 3.170±0.002
2 3 1.133 0.119 12.483 12.48±0.02
2 4 1.208 0.194 26.98 26.94±0.06
3 1 0.488 -0.330 4.279 4.283±0.002
3 3 1.240 0.144 16.49 16.47±0.02
3 4 1.420 0.290 37.08 36.99±0.08
where q0(u|m,λ) is the cumulative distribution function of the non-central chi-square dis-
tribution (see equation G.12), and λ is a suitable non-centrality parameter. We can choose









≈ u[a1(1 + ε cos 4θ)]−1
⇒ a1x ≈ u/(1 + ε cos 4θ)
(G.43)
where u is a true chi-square(m) variate. So, an offset of v2 in u-space translates into an
offset of v2/(1 + ε cos 4θ) in a1x-space. Averaged over θ ∈ [0, π/4], that gives
〈λ〉d ≈ v2(1 + ε2/2) (directional average) (G.44)
So, our approximation for the directional average of q(x, v2) is:
〈q(x, v2)〉d = (1− a4 − a6)q0(a1x|m,λ) + a4q0(a1x|m+ 4, λ) + a6q0(a1x|m+ 8, λ)
where λ = v2(1 + ε2/2)
(G.45)
The specific value of 〈q(x, v2)〉d that interests us is that for x = d2/k95 where d95 is the value
of d0 =
∑m
i=1 |zi|k that solves q(d
2/k
0 ) = 1− T1 = 0.95. Table G.4 compares calculated and
empirical values of T2 = 〈q(d2/k95 , v2)〉d for representative values of m, k, and offset square
magnitude.
In Table G.4, the experimental values of d95 are calculated by estimating the cdfs of
100 sets of 64000 randomly generated values of d0 =
∑m
i=1 |zi|k where all the {zi} are
N(0, 1). The T2 values are calculated by estimating the cdfs of 400 sets of 64000 randomly
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Table G.4: Comparison of empirical T2 values and the predictions of equation G.45. They
agree to within 10%. For fixed m and offset v2, the Lk distance has the lowest type II
error.
m k v2 T2 calculated 95% confidence
2 1 6.0 0.439 0.445±0.004
2 2 6.0 0.416 0.416±0.002
2 3 6.0 0.420 0.419±0.002
2 4 6.0 0.424 0.424±0.002
2 1 8.4 0.278 0.291±0.004
2 2 8.4 0.260 0.261±0.002
2 3 8.4 0.263 0.264±0.002
2 4 8.4 0.266 0.266±0.002
3 1 8.0 0.390 0.390±0.004
3 2 8.0 0.346 0.347±0.002
3 3 8.0 0.354 0.355±0.002
3 4 8.0 0.370 0.364±0.002
3 1 11.0 0.229 0.232±0.003
3 2 11.0 0.196 0.198±0.002
3 3 11.0 0.202 0.204±0.001
3 4 11.0 0.214 0.211±0.002
4 1 9.5 0.370 0.355±0.004
4 2 9.5 0.309 0.311±0.002
4 3 9.5 0.323 0.320±0.002
4 4 9.5 0.367 0.334±0.002
4 1 13.3 0.196 0.194±0.004
4 2 13.3 0.154 0.155±0.001
4 3 13.3 0.163 0.164±0.001
















Type of Lk distance
1.0 2.0 3.0 4.0






m = 2, v2 = 6.0
m = 3, v2 = 8.0
m = 4, v2 = 9.5
m = 2, v2 = 8.4
m = 3, v2 = 11.0
m = 4, v2 = 13.3
Figure G.9: Empirical type II error rates for Lk distance measures, for representative
values of m, k, and offset v2. The type II errors are averaged over direction. The error bars
represent the 95% confidence limits.
generated values of d1 =
∑m
i=1 |zi−vi|k, where for each set the direction of ~v is chosen from a
uniform distribution over all directions. What Table G.4 shows is that our two-parameter
approximation of the pdf of d1 =
∑m
i=1 |xi − vi|k predicts the directionally-averaged T2
values to better than 10% accuracy over the range depicted. Note that equation G.45 for
the non-central cumulative distribution of d1 is a rougher approximation than equation
G.40 for the central cumulative distribution of d0.
Figure G.9 presents the empirical results of Table G.4 in chart form. The important
observation here is that the L2 distance always has the lowest directionally-averaged type
II error. The foregoing development does not constitute a proof, but is a demonstration
that under a simple model of the relevant probability distributions, and also empirically,
the directionally-averaged type II error for cluster separation with the Lk distance measure
is minimized with k = 2.
183
