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Abstract
In this paper, we give a semi-algorithm to sample uniformly at random from the Fibonacci
language L =  + La + Lbb. It needs a uniform bit generator and the average complexity is
linear. We show that we can transform this semi-algorithm to a true algorithm still with a linear




Dans cet article, nous donnons un semi-algorithme qui permet d’engendrer de fa8con al9eatoire
et rigoureusement uniforme un mot du langage de Fibonacci, L =  + La + Lbb. Il utilise un
g9en9erateur uniforme de bits et la complexit9e moyenne en temps et en espace est lin9eaire. Nous
montrons comment transformer ce semi-algorithme en algorithme  a terminaison assur9ee, tout en
gardant une complexit9e lin9eaire en moyenne. En<n, on donne une famille de langages rationnels
pour lesquels notre m9ethode s’applique. c© 2002 Published by Elsevier Science B.V.
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0. Introduction
Les nombres de Fibonacci 0,1,1,2,3,5,8,13,. . . , (cf. Section 2) 9enum erent de nom-
breux objets combinatoires, allant des couplages de n points align9es jusqu’a certaines
familles de polyominos [2]. Parmi ces objets, le langage de Fibonacci est un des ex-
emples les plus 9el9ementaires. Il est form9e des mots sur l’alphabet  a 2 lettres X= {a; b}
obtenus en concat9enant de toutes les fa8cons possibles les facteurs a et bb (facteurs
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constitutifs que nous appelerons motifs dans la suite). C’est un langage rationnel
d’9equation (cf. Section 2) L= + La+ Lbb.
La g9en9eration al9eatoire uniforme de mots d’un langage rationnel, uniforme par rap-
port  a la longueur des mots engendr9es, est un probl eme que l’on sait r9esoudre par une
m9ethode r9ecursive, en consid9erant ces langages comme cas particuliers de langages
alg9ebriques [6] ou de structures d9ecomposables [5]. Cependant, la mise en Luvre de
cette m9ethode conduit  a manipuler des nombres exponentiels en la longueur du mot
que l’on souhaite engendrer, et donc cela ne facilite pas la g9en9eration des mots de
tr es grande taille. Signalons toutefois que des progr es sensibles ont permis r9ecemment
(voir [3,4]), en utilisant l’arithm9etique Mottante, d’atteindre un complexit9e bit  a bit
quasilin9eaire (O(n1+)), apr es un pr9ecalcul en O(n2+) (r9eduit  a O(n1+) dans le cas
alg9ebrique).
Dans cet article, nous proposons a contrario une m9ethode  a la fois l9eg ere, paresseuse,
mais juste, pr9ecise et eNcace.
L9eg ere car elle ne n9ecessite ni pr9ecalcul, ni aucune op9eration arithm9etique sur des
grands nombres. Paresseuse car aucun calcul n’est eOectu9e avant sa stricte n9ecessit9e.
Juste, car la g9en9eration se fait sans biais, et fournit un 9echantillon avec une probabilit9e
rigoureusement uniforme. Pr9ecise car cette m9ethode ne met en jeu que des calculs bits
 a bits, sans utiliser d’arithm9etique Mottante. ENcace car la complexit9e moyenne en bits
tir9es est de l’ordre de O(n), et elle permet r9eellement selon l’algorithme 1 ci-dessous,
d’engendrer en quelques secondes un mot de plusieurs millions de lettres du langage
de Fibonacci.
Le principe de la m9ethode est double:
• d’une part elle est fond9ee sur l’utilisation d’un semi-algorithme  a rejet [1,9,10],
qui construit le mot  a partir du mot vide en concat9enant les motifs les uns
apr es les autres, motifs choisis avec les probabilit9es appropri9ees, en gardant la
possibilit9e de rejeter le mot et de recommencer lorsque celui-ci n’est pas
correct;
• d’autre part, pour d9ecider quel motif choisir entre “a” et “bb” pour le concat9ener
au mot courant en cours de construction, on eOectue un tirage paresseux : il con-
siste  a tirer juste le nombre de bits n9ecessaires du d9eveloppement binaire d’un
r9eel al9eatoire pour pouvoir d9ecider du choix. Les mots engendr9es le sont de fa8con
rigoureusement uniforme sous l’hypoth ese que l’on sache 9egalement tirer des bits
de fa8con uniforme, comme pr9esent9e dans le tr es bel article fondateur de Knuth et
Yao, [7].
La premi ere section d9ecrit la m9ethode paresseuse du tirage  a pile ou face. La
deuxi eme montre comment appliquer cette m9ethode  a la construction d’un mot de
Fibonacci. Puis la troisi eme section pr9esente la complexit9e moyenne en nombre de
bits al9eatoires pour engendrer un mot de longueur n. Nous montrons 9egalement com-
ment on peut transformer notre semi-algorithme en algorithme, tout en gardant une
complexit9e lin9eaire. Dans la derni ere section, nous discutons les extensions possi-
bles de notre algorithme  a une famille de langages rationnels, les etoiles de
motifs.
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1. Tirage paresseux
L’objectif est de tirer dans un espace d’9epreuves E  a deux 9el9ements mutuelle-
ment exclusifs A et B, l’9ev9enement A avec la probabilit9e donn9ee p. Dans le cadre
de l’arithm9etique Mottante, la fa8con usuelle de proc9eder est de tirer selon la loi con-
tinue et uniforme un nombre r9eel r entre 0 et 1, et de choisir A si 06r6p, et B si
p¡r61. Ce cas sort du cadre que l’on s’est <x9e.
Un autre approche, utilisant un Mot de bits uniformes, consisterait  a tirer un nombre
r9eel r bit par bit,  a le comparer, apr es chaque bit tir9e,  a la probabilit9e cible p suppos9ee
parfaitement connue, et s’arreˆter d es que l’on serait assur9e que r diO ere (en plus grand
ou plus petit) de p. Mais cela ne pourrait convenir que si p a une 9ecriture binaire
<nie, ce qui n’est 9evidemment pas le cas dans le tirage des mots de Fibonacci, o9u la
probabilit9e fait intervenir (cf. Section 2) le nombre d’or =(1 +
√
5)=2.
Nous pr9esentons ici une m9ethode qui suppose que la probabilit9e cible p est donn9ee
comme racine simple d’un polynoˆme P de degr9e d  a coeNcients entiers, suppos9e, pour
simpli<er, monotone dans l’intervalle [0; 1].
1.1. Methode
On tire le nombre r bit par bit. Le tirage est paresseux car on s’arreˆte de tirer d es
que l’on peut d9eterminer si, quelle que soit la suite des bits tir9es ult9erieurement, la
valeur globale du nombre r construit sera d9e<nitivement inf9erieure ou sup9erieure  a la
probabilit9e cible p, rendant donc superMu de continuer. Un tel bit ri sera dit bit decisif,
et on montrera que le nombre moyen de bits utiles, c’est- a-dire le nombre de bits tir9es
jusqu’au bit d9ecisif est exactement 2.
La comparaison du nombre tir9e r avec la probabilit9e cible p se fera en 9evaluant le
signe du polynoˆme d9e<nissant la probabilit9e, pour la valeur de la s9equence tir9ee. Ce
calcul se fait en binaire avec une complexit9e (9evalu9ee en multiplications bit  a bit) <nie.
1.2. Bit decisif
Soit r un nombre r9eel r compris entre 0 et 1; on note ri le i eme bit de l’9ecriture
binaire de sa partie fractionnaire. Inversement, 9etant donn9e un mot w (possiblement
in<ni) sur l’alphabet {0; 1}, on note wi la i eme lettre de w et val(w) le nombre qui




Avec ces notations nous pouvons pr9eciser la notion de bit d9ecisif.
D
enition 1. Soient deux nombres p et r dans [0,1]. On dira que le bit ri du d9eveloppe-
ment de r est d9ecisif si i est le rang du premier bit qui diO ere dans les d9eveloppements
de p et de r.
Plus pr9ecisement, le bit d9ecisif v9eri<e,
1. 16j¡i⇒ rj =pj,
2. (ri =1 ∧ pi =0) ∨ (ri =0 ∧ pi =1).
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Ainsi la connaissance des i premiers bits permet de d9ecider, quelle que soit la contin-
uation du d9eveloppement de r, si r¿p ou si r6p.
Le nombre p 9etant donn9e, la probabilit9e que le bit ri soit 9egal  a pi est 12 , tout
comme la probabilit9e qu’il en diO ere. La probabilit9e que le bit d9ecisif soit le bit de
rang i est donc 1=(2i−1) ∗ 12 = 1=2i. D’o u la propri9et9e,
Propri
et
e 2. Si p est donne, et si r est tire uniformement bit par bit, le rang moyen




Pla8cons nous maintenant dans le cadre sp9eci<que de l’article, c’est- a-dire le d9evelop-
pement binaire de la probabilit9e cible p est inconnu, mais p est d9etermin9e uniquement
comme racine d’un polynoˆme P donn9e, racine suppos9ee unique dans l’intervalle [0; 1].
Les propri9et9es suivantes montrent qu’il est toujours possible de d9eterminer eNcace-
ment le bit d9ecisif de r.
1.3. Complexite bit <a bit
Une cons9equence directe de la d9e<nition du bit d9ecisif conduit  a la propri9et9e suivante,
o9u il est int9eressant de noter que, dans les deux cas, la valeur de la meˆme chaVˆne de
bits est compar9ee  a p.
Propri
et
e 3. Sous les meˆmes hypoth<eses que la Propriete 2, on a,
1. ri =1⇒ (pi =0⇔ (val(r1r2 : : : ri−11)¿p),
2. ri =0⇒ (pi =1⇔ (val(r1r2 : : : ri−11)6p).
Preuve. Pour le point 1 c’est 9evident car pr9ecis9ement (ri =1 ∧ pi =0) ⇔ val(r1r2 : : :
ri)¿p.
De meˆme pour le point 2 c’est vrai a fortiori car (val(r1r2 : : : ri−11)6p)⇔
pi =1.
Apr es chaque tirage d’un bit ri, il convient de v9eri<er s’il est d9ecisif. Pour cela il
suNt, d’apr es la Propri9et9e 3, et sous les hypoth eses choisies pour le polynoˆme P dont
p est racine ( a savoir p racine simple unique dans l’intervalle [0,1]), de calculer le
signe de P(val(r1 : : : ri−11)).
La complexit9e en op9eration bit  a bit de l’9evaluation du signe de ce polynoˆme d9epend
polynomialement du rang i du bit test9e, ce qui donne une complexit9e moyenne constante
pour cette 9evaluation, en raison de la d9ecroissance exponentielle de la probabilit9e du
nombre de bits tir9es.
Cependant on peut ais9ement donner une majoration plus pr9ecise de cette complexit9e.
Appelons d le degr9e du polynoˆme P, et l, la longueur maximale des chaVˆnes de bits
codant les coeNcients de P. On a la proposition suivante,
Propri
et
e 4. A l’etape i le nombre d’executions d’operations binaires est majore par
i2d((d − 1)=2) + id(l + d) + d(l + (d + 1)=2). Le couˆt moyen est donc majore par
6d2 − 2d+ 4dl.
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Preuve. Selon le sch9ema de Horner, le polynoˆme P peut s’9ecrire,
P(x)= ((adx + ad−1)x + ad−2)x + · · ·+ a0.
Or une multiplication de nombres binaires a pour complexit9e bit  a bit le produit des
longueurs, et le r9esultat a pour longueur la somme des longueurs. Pour une somme, la
complexit9e et la longueur du r9esultat sont toutes deux major9ees par la longueur du plus
long terme augment9ee de 1. D’o u la premi ere expression de la complexit9e, en 9evaluant
ces quantit9es dans l’ordre du sch9ema de Horner.





Il est clair que le proc9ed9e s’9etend au cas o u la probabilit9e cible p est racine mul-
tiple (on prend la d9eriv9ee ad9equate), ou 9egalement au cas o u l’intervalle d’unicit9e de
racine et de monotonie du polynoˆme, d9etermin9e par deux rationnels  et , ¡, est
strictement inclus dans [0,1]. De meˆme, la technique du r9esultant de deux polynoˆmes
permet de traiter le cas o u l’on a plus de deux 9ev9enements mutuellement exclusifs
 a tirer. Il suNt d’exprimer la seconde (voire la troisi eme . . . ) probabilit9e cible sous
forme polynomiale en fonction de la premi ere, (voire de la pr9ec9edente) ce qui con-





eatoire du langage de Fibonacci
Il est bien connu que les nombres de Fibonacci [11] sont d9e<nis par les conditions
initiales et la r9ecurrence lin9eaire suivantes,
f0 = 0; f1 = 1, et pour n¿ 2; fn=fn−1 + fn−2.
Ils s’expriment en fonction du nombre d’or =(1 +
√
5)=2 et de l’oppos9e de son
inverse,
ˆ=−1==(1−√5)=2, et l’on a, fn=(
√
5=5)(n − ˆn).
Le langage de Fibonacci L, d9e<ni dans l’introduction, est un langage rationel sur
l’alphabet {a; b}, de grammaire,
L= + La+ Lbb: (1)
On obtient ainsi un ensemble in<ni dont les premiers mots, rang9es par longueur crois-
sante, sont,
L= {; a; aa; bb; aaa; abb; bba; : : :}:
On note Ln l’ensemble des mots de Fibonacci de longueur n et Ln leur nombre. Ce
dernier est clairement le nombre de Fibonacci fn+1.
Pour tirer un mot de Fibonacci de fa8con 9equiprobable parmi l’ensemble des mots
de longueur n, on construit le mot, motif par motif, en choisissant de concat9ener au
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mot courant le motif a avec la probabilit9e p et le motif bb avec la probabilit9e q. On
doit avoir d’une part q=p2 pour respecter l’uniformit9e selon la longueur, et d’autre
part p+q=1 car ce sont les deux seuls motifs possibles. D’o u l’9equation polynoˆmiale
1− p− p2 = 0 dont p=−1 est racine dans l’intervalle [0; 1].
Par ce proc9ed9e, chaque mot de L de longueur n est engendr9e avec la probabilit9e
−n. Si la longueur du mot obtenu est n + 1 (le mot appartient alors  a Ln−1:bb), on
le rejette et on recommence le proc9ed9e. Ceci est illustr9e par l’algorithme 1. Dans la
suite, on appellera essai, le tirage par cet algorithme d’un mot de Ln ∪Ln−1:bb, (ce
qui revient  a supprimer les lignes 5–7 de l’algorithme 1).
Algorithme 1. Tirage uniforme d’un mot de Fibonacci de longueur n (semi-
algorithme)
Entr
ee un entier n
Sortie un mot de Fibonacci al9eatoire et uniforme de longueur n
1: w← 
2: tant que |w|¡n faire
3: l ← Motif al9eatoire
4: w←wl
5: si |w|= n+ 1 alors
6: w← 
7: n si
8: n tant que
A chaque 9etape de la construction du mot on eOectue un tirage paresseux a<n de
choisir entre les deux motifs, et ceci sans connaVˆtre le d9eveloppement binaire de −1,
comme expliqu9e dans la Section 1.
L’algorithme 2 met en oeuvre ce proc9ed9e. Pour comparer la valeur de la suite binaire
courante construite par l’algorithme avec −1, il suNt d’9evaluer le signe du polynoˆme
P(t)= 1 − t − t2. Ce polynoˆme, d9ecroissant sur [0; 1], v9eri<e bien les hypoth eses de
validit9e de la m9ethode expos9ee Section 1.
3. Complexit
e
On 9evalue la complexit9e de l’algorithme 1, en nombre d’appels  a la fonction
Motif al9eatoire (algorithme 2) n9ecessaires  a l’obtention d’un mot de Fibonacci de
longueur n (i.e.  a la terminaison de l’algorithme 1).







1− x − x2 =
1
(1− x)(1− ˆx) :
J.G. Penaud, O. Roques /Discrete Mathematics 256 (2002) 791–800 797
Algorithme 2. Motif al9eatoire
Entr
ee P(t)= 1− t − t2
Sortie le motif a avec probabilit9e −1 ou le motif bb avec probabilit9e 1− −1
1: r← 
2: tant que on n’a atteint le bit d9ecisif faire
3: z ← un bit al9eatoire uniforme
4: si z=1 alors
5: si p(val(r1))¡0 alors
6: z est d9ecisif; retourner bb
7: n si
8: sinon {z=0}
9: si p(val(r1))¡0 alors




14: n tant que
o u ˆ est le poˆle de plus petit module de L(x). On en d9eduit imm9ediatement le com-




La complexit9e moyenne de l’algorithme 1 s’exprime comme le produit du nombre
moyen d’appels  a la fonction Motif al9eatoire() lors de la g9en9eration d’un mot, par le
nombre moyen d’essais n9ecessaires  a l’obtention d’un mot de Fibonacci de longueur n.
Il est clair que le nombre d’appels de la fonction Motif al9eatoire, 9egal au nombre de
motifs qui ont servi  a construire le mot, est compris entre n=2 et n, donc sa moyenne
9egalement. Pour avoir une valeur plus pr9ecise, nous d9e<nissons une variable al9eatoire
X qui compte le nombre de motifs a et de motifs bb lors d’un essai de l’Algorithme
1. La moyenne de X , not9ee E(X ) s’exprime comme la somme du nombre moyen de
motifs a et de motifs bb dans les mots de L de longueur n et du nombre moyen de
motifs a et de motifs bb dans les mots de Lbb de longueur n+ 1.
Soit An=
∑
f∈Ln |f|a + |f|bb, le nombre total de motifs a et de motifs bb dans les











(|f|a + 1) + |f|bb +
∑
f∈Ln−2
|f|a + (|f|bb + 1)
= An−1 + An−2 + Ln−1 + Ln−2:
Les valeurs initiales sont A0 = 0; A1 = 1; A2 = 3; A3 = 7, et puisque Ln=Ln−1 + Ln−2,
on obtient pour n¿4, l’expression,
An=2An−1 + An−2 − 2An−3 − An−4:
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On en d9eduit alors (voir [11])
An= [xn]
x + x2










On calcule maintenant le nombre moyen d’essais n9ecessaires  a l’obtention d’un mot
de Fibonacci. Soit Y la variable al9eatoire qui compte le nombre moyen d’essais pour
obtenir un mot correct. Y suit une loi g9eom9etrique avec comme probabilit9e de succ es




En multipliant (2) par (3) on obtient le nombre moyen de tirages de motifs a ou de
motifs bb, ce qui fait l’objet de la proposition suivante.
Proposition 5. La complexite moyenne Cn de l’algorithme 1 en nombre d’appels de
la fonction Motif aleatoire est,
Cn∼ n:
D’apr es la Propri9et9e 2, il faut en moyenne 2 bits pour tirer un motif al9eatoire. Ainsi,
la complexit9e moyenne de l’algorithme 1 en nombre de bits al9eatoires est asymp-
totiquement 9egale  a 2n. Si l’on compte les op9erations binaires, cette complexit9e est
major9ee par 2kn o u k est la constante calcul9ee dans la Section 1 (Propri9et9e 4), soit
k =6d2 − 2d+ 4dl avec d=2 et l=1 ce qui donne une majoration de 28 op9erations
bit  a bit par appel.
4. Algorithme +a terminaison assur
ee
La complexit9e dans le pire des cas de l’algorithme 1 est in<nie. Ceci est une
caract9eristique des algorithmes  a rejet, et peut ne pas convenir  a certaines applica-
tions qui requi erent une r9eponse suˆre. N9eammoins, puisque l’on connait un algorithme
dont le pire des cas est O(n2) [3], on peut d9ecider de lancer l’algorithme quadra-
tique si le semi-algorithme (algorithme 1) n’est pas termin9e au bout de T essais
(algorithme 3).
Soit K(n)=O(n2) la complexit9e moyenne d’un algorithme fond9e sur la m9ethode
r9ecursive (par exemple l’algorithme propos9e dans [3]) pour engendrer un mot de
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i Prob(Y= i) + Prob(Y¿T )(K(n) + TE(X ))
= E(X )
1− (T + 1)qT + TqT+1
1− q + q
T (K(n) + TE(X )):
o u q=−2. En prenant par exemple T = n, la complexit9e de l’algorithme 3 est O(n).
Algorithme 3. Tirage uniforme d’un mot de Fibonacci de longueur n (algorithme)
Entr
ee un entier n, un entier T
Sortie un mot de Fibonacci al9eatoire et uniforme de longueur n
1: w← 
2: i← 0
3: tant que i¡T et |w|¡n faire
4: l ← Motif al9eatoire
5: w←wl
6: si |w|= n+ 1 alors
7: w← 
8: n si
9: n tant que
10: si ‖w‖= n+ 1 alors
11: Lancer un autre algorithme (qui termine).
12: n si
5. Extensions
L’algorithme 1 peut ais9ement s’9etendre aux langages rationnels du type etoile de
motifs, (voir (Fig. 1), langages qui apparaissent souvent lors de la g9en9eration al9eatoire
de chemins du plan  a l’aide d’algorithmes  a rejet (cf. [9] ou [8]). Ils s’9ecrivent,
L=(m1 + m2 + · · ·+ mk)?;
o u m1; : : : ; mk sont des motifs de longueur quelconque. Dans ce cas, chaque motif de






Cette racine est l’unique racine positive d’apr es la loi des signes de Descartes (voir
par exemple [12, pp. 89–93]).
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Fig. 1. Une 9etoile  a quatre motifs.
Le nombre de rejets reste en O(1) et le nombre moyen de motifs  a choisir pour
construire un mot de longueur n diminue bien 9evidemment lorsque la longueur des
motifs est grande. Pour choisir un motif avec une probabilit9e donn9ee, on tire d’abord
la longueur l du motif par la m9ethode 9etendue du tirage paresseux (cf. Section 1). Puis
on choisit parmi les motifs de meˆme longueur l,  a nouveau par un tirage bit  a bit.
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