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This work constitutes an effort to examine a new, low-cost orbit determination method for
Earth-orbiting satellites which transmit an always-on telemetry signal. Currently, orbit de-
termination for many commercial satellites is performed using two-way ranging via 10–15 m
high-gain antennas. The cost of orbit determination is driven largely by the capital equip-
ment costs of purchasing the necessary earth stations or leasing time on existing stations.
For a typical orbit-raising campaign, the cost to lease earth station time may exceed $100000.
The new orbit determination method employs only low-cost, low-gain antennas and general
purpose computing equipment. The cost to purchase an entire network of low-cost ground
stations, which could be employed to perform orbit determination for many orbit raising
campaigns, should be commensurate with the cost of leasing earth station time for a single
orbit raising campaign.
The concept of operations of the new, low-cost method includes several ground stations,
probably not less than 10 and not more than 20, each equipped with a low-gain antenna for
receiving the Ku band spacecraft telemetry signal, down-conversion equipment, digitization
equipment, and a general-purpose computer. Each ground station would observe a space-
craft’s normal telemetry signal at intervals and derive one or more signal observables to be
used in an orbit determination filter or other orbit estimation algorithm. This operational
concept differs from the currently-employed concepts in that it does not entail the enormous
capital equipment costs that accompany typical two-way ranging techniques. A potential
drawback of this method is that since it employs only low-gain antennas, the signal-to-noise
ratio is necessarily lower, and the downlink telemetry bit rate is concomitantly lower.
This dissertation provides a signal model for the specific signal used for testing, as well
as coarse and fine signal detection algorithms. These algorithms are tested on data gathered
from an on-orbit satellite signal. The fine acquisition algorithm provides a method of deriving
signal observables usable by an orbit determination algorithm. Finally, an analysis of orbit-
determination performance using only the most simple observable that can be derived from
the signal detection algorithm is presented.
For a modest number of ground stations, as few as six, real-time orbit-determination
accuracy on the order of a kilometer can be expected. Even in the worst cases, simulated
position estimation errors climb to only a few kilometers RMS. When more ground stations
are employed, the simulated orbit determination accuracy reaches a few tens of meters. This
method, or a derivative of it, holds great potential for providing medium-precision orbit
determination for a small fraction of the cost of traditional two-way ranging techniques.
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CHAPTER 1
INTRODUCTION
The traditional method of performing orbit determination for commercial communication
satellites during orbit raising—the period of time from the moment the satellite is decoupled
from the launch vehicle to the time that it reaches its final orbital slot—is to use two-way
ranging. A large (10–15 m) parabolic antenna is trained on the satellite, a signal is sent to
the satellite, and the satellite sends a reply. Based on either the known delay on the satellite
or a carrier phase ambiguity resolution procedure, a two-way range can be calculated. This
method of orbit determination is expensive, because it employs a network of high-value Earth
stations, and ranging time must be leased on the equipment for the duration of the orbit
determination. For a typical orbit raising campaign, which might last 6 to 8 days, the cost
may run into the hundreds of thousands of dollars [1]. However, there are certain proposed
orbit raising campaigns that would take much longer [2] and cost commensurately more. To
enable the business case for these proposed missions, a lower-cost method of providing orbit
estimates must be employed.
This dissertation provides the initial proof-of-concept of a low-cost orbit determination
method specifically applicable to commercial communication satellites during orbit raising,
but more generally applicable to any satellite during any phase of its life. The concept
uses a modestly-sized network of passive, low-cost Earth stations. There would be perhaps
10–20 of these stations around the globe, each consisting of on the order of $5000–$10000
worth of equipment and requiring power, an internet connection, and a clear view of the
sky. The low-cost Earth stations passively detect the always-on spacecraft telemetry signal.
Depending on the details of the actual implementation, the telemetry signal would need
to be modified to various extents. In the most extreme case, the telemetry signal would
broadcast not telemetry bits, but a pseudo-random noise code unique to each satellite. This
would be necessary in a situation in which only very-low-gain antennas were observing the
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satellite. In a less extreme case, one or more medium-gain antennas, such as standard 30-cm
Ku band satellite television antennas, would observe the satellite in addition to any other
low-gain antennas. These medium gain antennas would have sufficient gain to read low-rate
telemetry data. They would subsequently distribute the known bits to the other ground
stations which would post-process recorded RF samples using the known bit stream. In all
cases, however, the bit rate would need to be reduced, which could be accomplished readily
for most satellite architectures through a simple software change.
From the signal detection, spacecraft carrier Doppler shift would be measured, and each
measurement from each Earth station would be sent to a central filter for processing in real
time.
The value of this work is in bringing domain knowledge from one area to bear on another.
The communication spacecraft community is by nature very conservative and risk-averse.
This is entirely understandable, as each satellite costs on the order of a quarter billion
dollars and must function without fail for 15 to 20 years. As a result, technology is slow to
infuse into flight systems. It must be proven. It must have a track record. And it must have
a viable business purpose. For an initial cost of roughly one hundred thousand dollars, this
new orbit-determination method could potentially save on the order of one million dollars per
spacecraft for extended orbit raising campaigns, and if employed on the higher-volume,lower-
cost standard orbit raising campaigns, up to about the cost of the system per spacecraft could
be saved in orbit-determination costs. The work embodied in this dissertation is the first
step in proving the feasibility of this new approach.
The key element of this proof is an experiment carried out on 11–13 March 2014 in
Gilbert, Arizona on the Echostar Satellite Services campus. During the experiment, an
actual on-orbit satellite telemetry signal was digitally sampled and recorded on two different
receiving paths. On one path, the high-SNR path, a 13-m antenna was used to receive the
signal. The resulting carrier power-to-noise power-density ratio (C/N0) was on the order
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of 75 dB-Hz. On the other path, the low-SNR path, a small antenna was used (either a
15-cm standard gain horn, or an omnidirectional antenna, depending on the particular data
collection run) to receive the telemetry signal. The C/N0 for the low-SNR path was about
32 dB-Hz for the SGH and about 11 dB-Hz for the omnidirectional antenna. Acquisition
results from the high-SNR path were used as “truth” against which to compare acquisition
results from the low-SNR path. There was some question as to whether it was possible to
recover the signal from well below the noise floor. The signal is not designed to be received
or processed in this way, it is not normally done this way, and its users are not accustomed
to such a concept. The experiment proved that it is possible to detect the telemetry signal
on small, inexpensive ground stations.
The experiment provided several successful signal detections. Based on the measurement
noise variance anticipated from the signal detections, orbit determination analyses show that
sub-kilometer orbit knowledge should be attainable with as few as ten ground stations, and
sub-100-meter orbit knowledge should be reachable with 20.
The ensuing chapters present the signal-modeling work, the acquisition algorithms, results
of acquisitions on real data, and results of orbit determination simulations using simulated
observables such as would be obtainable using low-gain antennas. The results contained in
this work establish that it is feasible to detect the telemetry signal using low-cost ground
stations, that it is possible to measure at least carrier Doppler shift to sufficient precision to
be useful in orbit determination, and that orbits derived from these measurements would be
of high enough precision to be useful.
The following is an overview of the remainder of this dissertation.
Chapter 2 provides an in-depth development of a mathematical model of the telemetry
signal. The signal model is the foundation on which the entire low-cost orbit determination
method is built. All later chapters use this model.
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Chapter 3 describes the coarse acquisition method and its application to real data from
an on-orbit satellite. The results of this chapter are the key to the proof of the low-cost orbit
determination concept. This chapter demonstrates signal acquisition for real satellite signals
recorded using representative equipment. The most significant technical risk at the outset
of this work was whether the signal would be detectable at all. This chapter presents proof
that the signal is detectable, even at very low carrier power to noise power density ratios
(hereinafter referred to as simply “carrier-to-noise ratio” or abbreviated C/N0).
Chapter 4 describes the fine acquisition algorithm and the signal observables. The fine
acquisition algorithm takes the results from the coarse acquisition and optimizes the signal
parameters to recover the most signal power. A portion of the signal parameter vector
describes the carrier Doppler shift over the detection interval. The Doppler shift at the
center of the fine acquisition interval is used as a signal observable to be handed to the orbit
determination filter. The chapter concludes with an analysis of the observable and its quality
for the different acquisition scenarios described in Chapter 3.
Chapter 5 presents a simplified orbit determination analysis for the proposed system. The
orbit-determination analysis uses simulated orbits and measurements with realistic levels of
process noise and measurement noise. The orbit and measurement models are simple but
adequate for the purpose at hand—that is, to demonstrate rough order-of-magnitude per-
formance and to identify trends. Several Earth-station locations and different combinations
of locations are studied. Two levels of measurement noise are studied, each corresponding
roughly to a level of noise expected from the low-gain antenna systems that have been used
to generate the results of the acquisition experiments presented in Chapter 3. The results of
the analysis are presented in a table and several figures.
Finally, Chapter 6 presents a summary of the dissertation, including a discussion of the
main contributions of the dissertation. This chapter also presents some ideas regarding
possible ways to proceed in order to apply the work in this dissertation to an operational
4
orbit determination system.
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CHAPTER 2
SIGNAL DESCRIPTION
The goal of the work in this dissertation is to provide foundational elements of the low-
cost orbit determination method described in the introduction. The orbit determination
method uses passive measurements of signal observables of the always-on satellite downlink
telemetry signal used on communication satellites, though any always-on signal could be
employed. Signal detection and the consequent signal measurements are the most difficult
aspect of the low-cost orbit determination concept.
A signal model is the foundation of the signal detection algorithm. This chapter sets forth
a signal model applicable to the particular class of satellite telemetry signal investigated for
the low-cost orbit determination concept.The general structure of the detection algorithm
could be adapted for most continuously broadcast signals, though a different signal model
would need to be developed.
2.1 Signal Model
The class of telemetry signal under investigation is broadcast at a minimum power level of
roughly 10 dB-W effective isotropic radiated power (EIRP) in the Ku band, but the broadcast
power level varies by satellite. The satellite used as a test case broadcast at roughly 20 dB-
W EIRP. By the time the signal arrives at the ground, the received carrier-to-noise ratio
for an omnidirectional ground station antenna has fallen to a worst-case estimated 0.17 dB-
Hz. A link budget for a worst-case satellite and two budgets for the test-case satellite with
different receiving antennas are presented in Table 2.1. The link budgets presented in the
table contain a number of lines, each of which provides the assumed gain, loss, or parameter
value for each of the three columns. For instance, the first line of the table shows that the
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EIRP for the worst-case scenario is 10 dB-W and for the other two scenarios is 20 dB-W.
The differences between the columns which result in different C/N0 are mainly the EIRP
and the receiving antenna gain—one of the test-case columns assumes an omnidirectional
antenna and the other assumes a standard gain horn (SGH). The worst-case range is also
considered in the first column. The last line of the table shows the C/N0 for each scenario.
It is this parameter that describes how far buried in the noise the signals are, and thus how
difficult they are to detect, acquire, and track. For comparison, GPS signals, which are
also well below the noise floor, are considered weak at C/N0 of about 35 dB-Hz and are
typically acquired and tracked at C/N0 of 40–50 dB-Hz[3]. Extracting useful information
from the telemetry signal buried well below the noise floor is a challenging problem. It is
not impossible, however, as will be demonstrated in the coming chapters.
Table 2.1 – Link budgets for the test satellite and for a “worst-case” satellite.
Quantity Units Worst Case Test Sat., Omni Test Sat., SGH
Transmitter EIRP dB-W 10 20 20
Range km 41679 38069.83 38069.83
Path Loss dB 163.39 162.604 162.604
Multipath Loss dB 3 3 3
Atmospheric Loss, Rain dB 3.1 3.1 3.1
Atmospheric Loss, Clear dB 1.5 1.5 1.5
Power Density at Rcvr dB-W/m2 -160.990 -150.204 -150.204
Frequency GHz 12.6985 12.6985 12.6985
Wavelength m 0.024 0.024 0.024
Receiving Antenna Gain dB 3 3 24
Rcx Antenna Eff. Area dB-m2 -40.531 -40.531 -19.531
Receiver Internal Losses dB 1 1 1
Received Signal Power dB-W -202.521 -191.734 -170.734
Ext. Eff. Noise Temp. K 90 90 90
LNA Eff. Noise Temp. K 300 300 300
C/N0 dB-Hz 0.169 10.956 31.956
The telemetry signal [4] consists of Manchester-encoded data that has been binary phase
shift keyed (BPSK) onto a 48 kHz sinusoidal subcarrier signal. The data is arranged into
telemetry frames of 2048 bits at a rate of 4800 bits per second—ten subcarrier cycles elapse
per data bit. The bits are Manchester encoded, i.e. the bit stream is modulated by a
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Time, Bit periods
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
Modulated Subcarrier
Manchester Chips
Data Bits
Figure 2.1 – An example string of data bits is represented by the upper trace
(yellow). The bits shown are [-1, 1, -1, -1, 1]. The second trace (red) shows the
relationship of the Manchester chips to the data bit values. Each bit is represented by
two opposite-polarity chips whose order ([1, -1] or [-1, 1]) is determined by the value
of the bit. The bottom trace (blue) shows the sinusoidal subcarrier wave modulated
with the Manchester chips. Note that the subcarrier shown has a frequency of four
times the bit rate, whereas the actual carrier has a frquency of ten times the bit
rate. This lower-rate subcarrier more clearly illustrates the relationships than the
full-rate subcarrier.
square wave with period equal to the bit period so that each bit is represented by two chips.
There is a guaranteed chip transition at the center of each bit, because the square wave
changes value at the midpoint of each bit. For instance, a ‘1’ bit is represented with the
two chips ‘1’ and ‘-1’ while a ‘-1’ bit is represented with the two chips ‘-1’ and ‘1’. The
BPSK modulation causes a 180° subcarrier phase shift to occur each time the product of
the Manchester chip and the data bit changes sign. The relationship of the data bits, the
Manchester chips, and the subcarrier is shown in Figure 2.1. The subcarrier phase modulates
the RF carrier signal. The phase modulation causes the carrier phase to be modified by a
number of radians proportional to the subcarrier’s instantaneous amplitude. The carrier and
subcarrier are generated by different clocks, referred to as spacecraft clock A and spacecraft
clock B, respectively. The chip transitions are phase coherent with the subcarrier, occurring
at zero-crossings of the subcarrier. This description motivates a simple model of the signal
at the output of the RF front end:
(2.1)y = A exp (j [ωAtA + φA + APMB(tB − tB0) sin (ωB(tB − tB0))− ωmixt]) + n
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where A is the amplitude of the signal at the output of the RF front end (i.e. after mix-
ing to the intermediate frequency), j is the imaginary unit value
√−1, ωA is the nominal
carrier frequency in rad/s, ωB is the nominal subcarrier frequency in rad/s, tA is the time
of transmission in seconds according to the erroneous spacecraft clock A, tB is the time of
transmission in s according to the erroneous spacecraft clock B, φA is the arbitrary initial
phase of the signal, tB0 is a time offset that serves to time-align the subcarrier and its code
payload with the RF carrier, APM is the amplitude of the phase modulation of the RF carrier,
B(tB − tB0) is the value of the Manchester chip multiplied by the data bit at time tB − tB0
(both the Manchester chips and the data bits are represented as values of either +1 or -1, so
this quantity takes on values of ± 1), ωmix is the nominal mixing frequency off the RF front
end in rad/s, t is the time in seconds according to the erroneous mixing (or receiver) clock,
and n = nI + jnQ is zero-mean, white, Gaussian complex-valued measurement noise.
In the preceding description, the RF carrier is modulated by only one subcarrier signal.
However, the telemetry signal can actually be modulated by as many as three completely
independent subcarriers with their own, independent data streams. This modulation is
sometimes referred to as “multi-tone angle modulation” [5]. The concept of operations of
the low-cost orbit determination scheme would preclude the use of either of the other two
additional subcarrier signals due to the added complexity of acquiring the additional signal.
During the proof-of-concept experiment, described in detail in Chapter 3, one additional
subcarrier signal was being broadcast by the satellite. In order to model multiple subcarriers
it is necessary to modify Eq. (2.1)
y = A exp
(
j
[
ωAtA + φA + APM,S
S∑
s=1
{Bs(tB − tBs0) sin (ωBs(tB − tBs0))} − ωmixt
])
+ n
(2.2)
The subscript s identifies the subcarrier by number. The positive integer S is the total num-
ber of subcarriers in operation. Each of the subcarriers has its own subcarrier frequency ωBs,
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its own bit stream Bs, and its own code start time tBs0. It is possible that for some systems,
all tBs0 might be equal because the subcarriers are all generated by the same clock and the
data bits are synchronized. However, in the case of the particular satellite investigated, the
start times of the bits were only guaranteed to start at a particular subcarrier phase, with
no guarantee about the bit phase between subcarriers. The phase modulation amplitude
depends on the number of subcarriers operating by APM,S = 1/
√
S. In the remainder of the
discussion of the signal model, only one subcarrier will be discussed.
The signal model in Eq. (2.1) is an intuitive description of the signal at the output of
the front end, but it must be reworked before being useful for acquiring the signal in digital
samples. A first step is to rewrite the model in terms of the receiver clock time. The following
relationships among the various clock times are necessary.
tA = TAB + δtA (2.3)
TAB = T − ρ
c
(2.4)
tB = TAB + δtB (2.5)
T = t− δtR (2.6)
These equations relate the erroneous spacecraft clock times, denoted by tA and tB, to the
erroneous receiver clock time, denoted by t, through the true time of transmission denoted
TAB and reception denoted T and the respective time-dependent clock errors for each of the
three clocks, δtA, δtB, δtR. The variable ρ represents the true range between the spacecraft
and receiver at the time of signal transmission, and c is the speed of light in vacuum. These
equations can be combined to form two useful relationships.
tA = t− δtR − ρ
c
+ δtA and (2.7)
tB = t− δtR − ρ
c
+ δtB (2.8)
That is, the erroneous spacecraft clock times at the instant of transmission can be related
to the erroneous receiver clock time at the instant of reception. It is also convenient to
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define the intermediate frequency as ωIF = ωA − ωmix so that terms in the exponential that
multiply the receiver clock time can be collected.
(2.9)y = A exp
(
j
[
ωIF t+
(
ωA(−δtR − ρ
c
+ δtA) + φA
)
+ APMB(t− δtR − ρ
c
+ δtB − tB0) sin
(
ωB(t− δtR − ρ
c
+ δtB − tB0)
)])
+ n
The model is now written in terms of quantities that can be measured or modeled, but this
is still not convenient for signal detection. One can use a polynomial to approximate the
expression in the square brackets. A quadratic might suffice in certain situations, i.e.,
(2.10)ωA(−δtR − ρ
c
+ δtA) + φA ≈ αAk
2
(t− tk)2 + ωDAk(t− tk) + φAk
The epoch time, tk, defines the beginning of the period of applicability of the polynomial
fit, and αAk, ωDAk, and φAk are the quadratic, linear, and constant polynomial coefficients,
respectively. The subscript k indicates that these quantities apply at the epoch time tk,
which would typically be the time of the first sample used in a signal detection. Another
polynomial can be used to approximate the terms related to spacecraft clock B error. For
example, a quadratic model would take the form:
(2.11)ωB(−δtR − ρ
c
+ δtB − tB0) ≈ αB0
2
(t− τB0)2 + ωDB0(t− τB0)− ωBτB0
In this polynomial approximation, τB0 is the erroneous receiver clock time at which the phase
of the subcarrier goes to zero, which is the same as the reception time of the subcarrier and
bit stream features that were transmitted at erroneous transmitter clock time tB0. Specifying
τB0 amounts to specifying the unknown initial subcarrier phase. The other new quantities,
αB0 and ωDB0, are the quadratic and linear polynomial coefficients. It is conceivable that
some advantage could be gained by modeling separately the ρ/c term which is common to
both of these polynomial approximations, Eqs. (2.10) and (2.11). However, experience with
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signal detection shows that it is easier to treat the carrier and the subcarrier independently.
This allows the carrier and subcarrier to be acquired independently. Now, the ith signal
sample can be written
(2.12)
yi = A exp
(
j
[
ωIF ti +
[αAk
2
(ti − tk)2 + ωDAk(ti − tk) + φAk
]
+ APMB
(
αB0
2ωB
(ti − τB0)2 +
(
1 +
ωDB0
ωB
)
(ti − τB0)
)
sin
(αB0
2
(ti − τB0)2 + (ωB + ωDB0)(ti − τB0)
)])
+ ni
The seven unknowns in this form of the model are A, αAk, ωDAk, φAk, αB0, ωDB0, and τB0.
Using these polynomial approximations will simplify the process of signal acquisition.
At this point it is also convenient to define some shorter names for the quantities of
interest. Define
αi = ωIF ti +
αAk
2
(ti − tk)2 + ωDAk(ti − tk) (2.13)
and
(2.14)βi = APMB
(
αB0
2ωB
(ti − τB0)2 +
(
1 +
ωDB0
ωB
)
(ti − τB0)
)
sin
(αB0
2
(ti − τB0)2
+ (ωB + ωDB0)(ti − τB0)
)
This significantly shortens the representation of the model
(2.15)yi = A exp (j (φAk + αi + βi)) + ni
In Eq. (2.15), six of the unknown quantities enter the model non-linearly. However, it is
possible to re-write the model such that only five of the unknowns enter non-linearly. The
following definitions achieve this.
(2.16a)X = A cos(φAk)
(2.16b)Y = −A sin(φAk)
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Next, these definitions can be substituted into Eq. (2.15) to yield:
(2.17)yi = (X − jY ) exp (j (αi + βi)) + ni
The unknowns in this form of the signal model are X, Y , αAk, ωDAk, αB0, ωDB0, and τB0.
There are seven unknowns, but two of them, X and Y , enter the model linearly. These signal
model parameters will be used in the remainder of this dissertation.
Before moving on, it is worthwhile to review the meanings of the seven unknowns. The
initial carrier Doppler shift is modeled by ωDAk, and its rate of change by αAk. These
quantities are expressed in units of rad/s and rad/s2. The carrier Doppler shift is due to
satellite and receiver clock errors and relative motion of satellite and receiver. The satellite
clock errors should dominate this term for satellites in geostationary orbits—in the worst
case scenario, the two terms will be of roughly equal magnitude—but in the low-altitude
portion of GTO orbits, the effects of relative motion will dominate.1 The initial subcarrier
Doppler is modeled by ωDB0, and its rate of change by αB0. The receiver clock time at which
the code starts is modeled by τB0. The two remaining parameters, X and Y , model the
signal amplitude and initial carrier phase via the relations in Eqs. (2.16a) and (2.16b). Note
that the signal parameters X and Y may be re-optimized for each coherent accumulation
interval2 m, of M intervals, resulting in 2M parameters Xm and Ym. As a result, there may
be 2M + 5 signal parameters. A 2M + 5 dimensional parameter space may seem daunting,
but the search space can be effectively cut down to five dimensions, as will be shown in the
next section.
1Relative motion may produce frequency shifts of up to roughly 600 kHz in the low-altitude portion of
GTO orbits and up to 30 kHz for a geostationary satellite which swings across its entire half-degree orbital
slot. A clock accurate to 1 part-per-million would produce frequency errors of 18 kHz at the top of the Ku
band.
2Coherent accumulation is described in Sec. 3.1
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2.2 Estimation of Linear Parameters
The subject of this section is an aspect of signal processing, but is included in this chapter
on the signal model. The reason for this is that the particular form of the signal model
necessitates special considerations during signal processing. Specifically, the signal model
allows for phase and amplitude discontinuities at the boundaries of coherent accumulation
intervals. These discontinuities are accounted for by the 2M independent parameters Xm
and Ym for m = 1 . . .M .
These Xm and Ym parameters enter the signal model linearly and may be estimated in
a linear estimation step prior to the much more difficult nonlinear estimation of the other
five signal parameters. This effectively reduces the signal model parameter search space to
a five-dimensional space from 2M + 5 dimensions. As such, it is appropriate to discuss this
aspect of estimation in connection with the description of signal model.
The discussion of this linear estimation process can begin by considering a single coher-
ent accumulation interval. The two linear parameters for this interval may be optimally
estimated, in the minimum mean squared error sense, separately from the remaining five
model parameters. The process begins by referring back to Eq. (2.17), and recognizing that
the signal sample can be represented as the sum of a real and an imaginary part.
(2.18)yi = (Xm − jYm) [cos(αi + βi) + j sin(αi + βi)] + nIi + jnQi
In the preceding equation, the complex-valued noise term ni has been replaced by its real
and imaginary components, nIi and nQi. By defining ai = cos(αi + βi) and bi = sin(αi + βi)
and after some minor algebra,
(2.19)
yi = (aiXm + biYm + nIi) + j (biXm − aiYm + nQi)
= (yIi + nIi) + j(yQi + nQi)
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The second line of this equation uses the definition of the in-phase and quadrature compo-
nents of the signal sample as yIi = aiXm + biYm and yQi = biXm − aiYm. Consider some
unspecified coherent accumulation interval over which carrier phase is assumed to be contin-
uous with samples numbered 1 through N inside that interval. The in-phase and quadrature
measurement vectors are
yI =
[
yI1, yI2, . . . , yIi, . . . , yIN
]T
(2.20)
yQ =
[
yQ1, yQ2, . . . , yQi, . . . , yQN
]T
(2.21)
Each element of yI or yQ corresponds to a single measurement sample received at time
ti in the interval under consideration. In the general case, of the m
th out of M coherent
integration intervals, tm < ti ≤ tm+1 for each i in N(m − 1) + 1 < i ≤ N(m − 1) + N
and where tm is the time of the last sample in coherent accumulation interval m − 1 and
tm+1 is the time of the last sample in coherent accumulation interval m. That is, the m
and i subscripts count different quantities—m subscripts refer to the coherent accumulation
interval number and i subscripts refer to the raw sample count. The importance of coherent
accumulation intervals will be described in Chapter 3. If all ai, bi, nIi, and nQi are stacked
into vectors as were the in-phase and quadrature measurements, all copies of Eq. (2.19) for
all tm < ti ≤ tm+1 can now be written in two vector equations as
(2.22a)yI = aXm + bYm + nI
(2.22b)yQ = bXm − aYm + nQ
In matrix form, these two equations are yI
yQ
 =
a b
b −a

Xm
Ym
+
 nI
nQ
 (2.23)
The optimal least-squares Xm and Ym can be found from standard least-squares theory. That
is, the unweighted sum of the squared errors in Eq. (2.23) will be minimized, i.e.,
(2.24)J(Xm, Ym) =
1
2
(
nTI nI + n
T
QnQ
)
,
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after determining nI and nQ as functions of Xm and Ym by solving for them using Eq. (2.23).
Start by multiplying both sides of Eq. (2.23) by the transpose of the two-by-two block matrix
on the right-hand side of Eq. (2.23).aTyI + bTyQ
bTyI − aTyQ
 =
 (aTa+ bTb) (aTb− bTa)
(bTa− aTb) (bTb+ aTa)

Xm
Ym
+
aTnI + bTnQ
bTnI − aTnQ
 (2.25)
Following the vector inner products, each entry of Eq. (2.25) is scalar. Recalling that ai and
bi represent cosine and sine, the diagonal entries of the 2× 2 matrix on the right-hand side
of the equation are each N and the off-diagonal entries are zero. Taking the expected value
of the equation affects only the last term, as it is the only random term. Since the expected
value of the sum is the sum of the expected values, and since E[nIi] = 0 and E[nQi] = 0, the
result of taking the expected value of Eq. (2.25) isaTyI + bTyQ
bTyI − aTyQ
 =
N 0
0 N

Xm
Ym
 (2.26)
Or, after inverting the 2×2 matrix on the right-hand side of Eq. (2.26),
(2.27a)Xˆm =
1
N
(
aTyI + b
TyQ
)
(2.27b)Yˆm =
1
N
(
bTyI − aTyQ
)
The optimal values of Xm and Ym, Xˆm and Yˆm, minimize J(Xm, Ym) in Eq. (2.24). That is,
the final minimized cost is
(2.28)J(Xˆm, Yˆm) =
1
2
(
yTI yI + y
T
QyQ
)− 1
2N
(
(aTyI + b
TyQ)
2 + (bTyI − aTyQ)2
)
Note that Xˆm and Yˆm constitute accumulations for standard in-phase and quadrature base-
band mixing, also known as matched filtering. The optimal values of the two parameters
Xm and Ym are determined by the values of the samples and the vectors a and b, which in
turn depend on the five remaining signal parameters.
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These parameters Xˆm and Yˆm need not be considered explicitly in a signal detection grid
search. However, they must be computed in order to calculate the residuals necessary for a
nonlinear optimization routine to optimize the other signal parameters. Xm and Ym must
be optimized for each coherent accumulation interval. This amounts to allowing the carrier
amplitude and phase to have discontinuities at coherent accumulation interval boundaries.
The carrier Doppler shift will remain constant (or ramp according to the carrier Doppler
rate), but phase is allowed to have jumps. This is non-physical, but allows the modeled
carrier phase over each interval to match the true carrier phase more closely than if model
carrier phase were forced to be continuous over all intervals. This situation is illustrated in
Figure 2.2. In the figure, the solid blue line represents a true carrier phase error history, the
dash-dotted red line is a quadratic fit, and the dashed green curve with discontinuities is a
quadratic fit with five separate phase biases which apply over the five separate segments.
The fit of the curve with discontinuities is better than that without.
Following the linear estimation step described in this section, there are five signal model
parameters which must be optimized in a non-linear estimation procedure. The next section
describes the global grid search which results in a rough guess at the optimal values of the
five remaining signal parameters.
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Figure 2.2 – An example Clock A phase error history (solid blue line) with arbitrary
units is not well-modeled by a quadratic (red dash-dotted line). In order to fit the
random walk of the phase error better, the quadratic is broken into many pieces
with their own vertical offsets (green dashed line segments).
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CHAPTER 3
COARSE ACQUISITION
The most challenging aspect of the low-cost orbit determination concept is signal detection
and acquisition. Once the signal is detected and its observables measured using acquisition-
type calculations, it is relatively straightforward to feed the observables to a filter or batch
algorithm tailored for orbit determination. The process of acquiring the satellite telemetry
signal has been divided into two phases, coarse and fine acquisition. This chapter delineates
the coarse acquisition method that has been developed and the results of applying the method
to data gathered in the field from an on-orbit satellite. During coarse acquisition, a rough
estimate of the signal parameters is found. Fine acquisition is covered in Chapter 4. During
fine acquisition, the signal parameters from the coarse acquisition are optimized.
The signal detector employed in this work is a coherent detector with post-detection
non-coherent accumulation [3] [6], as opposed to purely coherent or purely non-coherent
techniques [7]. Coherent detection relies on being able to construct a replica signal. If
the signal contains unknown data bits or error correction symbols, constructing a replica
complete with these unknown bits may be prohibitively difficult. This means that no (or
very few) unknown data bits can be transmitted during the duration of the signal detection.
However, The advantage of coherent detection is that it allows detection of the signal at
very low C/N0, below that at which it is possible to accurately decode the data bits. These
considerations may be important for systems engineering trades of an orbit determination
system based on this signal detection scheme.
The coarse acquisition phase of the signal detection consists of running the detector at
each point in a grid over signal parameter space. At each point in parameter space, one or
more coherent accumulations are computed followed by a non-coherent accumulation. The
process of computing these accumulations is described in the next sections of this chap-
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ter. Simply put, an accumulation can be through of as the summation of the samplewise
multiplication of the sampled incoming signal with a receiver-generated replica signal. The
number and duration of these accumulations is determined by the system engineer based
on C/N0 and the desired Doppler accuracy. The resulting accumulations are normalized
and compared to a detection threshold. The normalized accumulation is referred to as the
detection test statistic. A detection test statistic above the threshold is statistically unlikely
to result from accumulating only noise. In this case, a signal is declared to have been de-
tected at the point in parameter space that produced the accumulation. It is likely that
any reasonable search grid will contain a region, rather than a single point, that produces
positive signal detections due to correlations between neighboring points. If the search grid
has been chosen appropriately, the set of parameters that produced the highest accumula-
tion in the region will be nearest the global maximum, and it is that maximum that the fine
acquisition procedure will find. The remainder of this chapter provides the details of the
coarse acquisition algorithm and discusses the results of applying it to data gathered from a
spacecraft currently on-orbit.
3.1 Calculating Accumulations
The coherent accumulations are computed by mixing the signal samples with samples of a
signal replica and summing the results into in-phase and quadrature coherent accumulations.
The mth in-phase and quadrature coherent accumulations are
Im(Sˆk) =
mN∑
i=(m−1)N+1
aˆ(Sˆk, i)yIi + bˆ(Sˆk, i)yQi (3.1)
Qm(Sˆk) =
mN∑
i=(m−1)N+1
bˆ(Sˆk, i)yIi − aˆ(Sˆk, i)yQi (3.2)
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In the two preceding equations, Im(Sˆk) and Qm(Sˆk) are the m
th in-phase and quadrature
coherent accumulations given signal model parameter set Sˆk = {αˆAk, ωˆDAk, αˆB0, ωˆDB0, τˆB0}
which applies over the entire non-coherent accumulation interval. Each coherent accumu-
lation involves a summation over N samples, indexed with i, which have been mixed with
replica signal samples aˆ(Sˆk, i) and bˆ(Sˆk, i). These are the same ai and bi that appeared
earlier, but the circumflex (ˆ) has been added to denote that these are estimates, and the
dependence of the estimates on the signal model parameter estimates has been made explicit.
Non-coherent accumulations are the sum of the squares of M coherent accumulations.
P (Sˆk) =
M∑
m=1
Im(Sˆk)
2 +Qm(Sˆk)
2 (3.3)
Non-coherent accumulations are referred to as “non-coherent” because carrier phase infor-
mation is destroyed by the squaring operation prior to the final sum in Eq. (3.3). As a
result, carrier phase need not be continuous at the boundaries of coherent accumulation in-
tervals. This situation is illustrated in Figure 2.2. Allowing occasional phase discontinuities
allows the total accumulation time to be lengthened beyond what would be possible without
discontinuities.
The key to coarse acquisition will be to seek the Sˆk that maximizes P (Sˆk). Maximizing
P (Sˆk) is equivalent to minimizing the sum of the squared fit errors of the signal model,
Eq. (2.22). After optimizing Xm and Ym, the sum of the squared errors in the signal model
over the mth coherent accumulation interval is
(3.4)J =
1
2
N∑
i=1
(
y2Ii + y
2
Qi
)− 1
2N
(
Im(Sˆk)
2 +Qm(Sˆk)
2
)
.
Given that the first term is independent of Sˆk, maximization of P (Sˆk) amounts to minimiza-
tion of the sums of the squared errors over the M coherent accumulation intervals.
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3.2 Discrete Fourier Transform-Based Accumulations
This section describes an algorithmic change that can be employed to speed the signal
detection calculations. It may be much more efficient to compute the accumulations in the
frequency domain than it is to compute them directly in the time domain, as in Eqs. (3.1)
and (3.2). This is true if one must calculate many accumulations for many different offsets of
the subcarrier with respect to the carrier, i.e., many different values of τB0. These offsets are
buried in a and b above. As it turns out, for the experiment described below, the transmission
time of the code (that is, the data-laden subcarrier) was uncertain and necessitated searching
values of τB0 which varied up to a few seconds. In this case, it was several thousand times
cheaper to calculate the accumulations in the frequency domain than in the time domain.
This is important, because even the more-efficient frequency-domain calculations took several
seconds to several minutes to complete. Section 3.6.4 discusses the computational burden of
the acquisition algorithms.
The FFT-based algorithm is adapted from FFT-based acquisition algorithms employed in
GPS processing [8]. The speed gains are due to the remarkable efficiency of the fast Fourier
transform (FFT) algorithm employed to transform between the time and frequency domains
for purposes of calculating the cross-correlation between two signals at many different offsets.
The process of calculating a discrete Fourier transform-based detection statistic involves
several steps. The first step is to wipe off the carrier. The next step is to calculate the discrete
Fourier transform (DFT) of the base-band mixed data samples and optionally filter them in
the frequency domain. This leaves only the relatively low-bandwidth subcarrier. The final
few steps are to generate the subcarrier and data bits replica using the candidate Sˆk, take
its DFT, calculate its complex conjugate, then multiply that together with the base-band
mixed and DFTed samples, element-by-element. This sub-carrier replica functions much like
a PRN code in standard GPS signal acquisition, except that it is complex-valued and can
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take on values other than +1 and -1. Taking the inverse DFT of the result produces the
correlations, or accumulations, at all code offsets considered.
Reviewing Eq. (2.17), it can be readily observed that baseband mixing to wipe off the
carrier can be accomplished by multiplying each complex sample by the negative complex
exponential of the estimated carrier phase. The result is the baseband mixed sample.
(3.5)yBB(Sˆk, i) = yi exp
(
−jαi(Sˆk)
)
Figure 3.1 shows four views of the real and imaginary parts of the baseband mixed signal
versus time for an on-orbit satellite. The ith circle in the figure corresponds to yBB(Sˆk, i) for
the data set and parameter set used to generate the figure. The lower left panel of Fig. 3.1
clearly shows how the phase modulation of the carrier due to the subcarrier causes the phase
of the carrier to vary from the nominal, unmodulated phase by about ±1 radian. In this
example, there are two subcarriers active, so the sinusoidal variation with regular 180° phase
shifts is obscured by the addition of another sinusoid at a different frequency.
Define the vector of base-band mixed measurements
yBB(Sˆk) =
[
yBB(Sˆk, 1), yBB(Sˆk, 2), . . . , yBB(Sˆk, i), . . . , yBB(Sˆk, Nbatch)
]T
(3.6)
The indices 1 . . . Nbatch as given are for the first coherent accumulation interval in the first
non-coherent accumulation. The indices must be adjusted for other intervals. Nbatch must
be chosen to be as large as necessary to contain the N samples over which accumulation is
to be performed and an additional amount of samples that span the time over which the
code start time is to be searched. Each coherent accumulation advances the FFT data batch
indices by N samples. For instance, the second coherent accumulation would use samples
N + 1 . . . N + Nbatch and the third would use samples 2N + 1 . . . 2N + Nbatch and so on. In
order to fully exploit the computational efficiency of the FFT algorithm, Nbatch should be
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Figure 3.1 – The figures show the relationships of the real and imaginary parts of
the baseband-mixed samples and time. Each sample is shown as a colored circle,
with color representing the value of the imaginary part of the sample. The black
‘x’ in the lower left figure represents the average value of the samples. The samples
are from an on-orbit satellite and were captured using the 13-m parabolic antenna.
The remaining phase modulation of the signal after baseband mixing manifests as
oscillations through a short arc along the surface of a cylinder in real(y), imag(y), t
space.
chosen to be a power of two. The discrete Fourier transform of yBB(Sˆk) is YBB(Sˆk).
YBB(Sˆk) = FFT
(
yBB(Sˆk)
)
(3.7)
After baseband mixing, it can be advantageous to filter and downsample the signal to the
relatively low sample rate necessary to adequately sample the subcarrier signal. Applying
a frequency domain filter, H(f), is a matter of multiplying two vectors together, element-
by-element, YBB(Sˆk, f)H(f), at the frequencies f for which the FFT in YBB(Sˆk, f) has
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been computed. Care must be taken in this step to match the correct elements of YBB(Sˆk)
with H(f). Most implementations of the discrete Fourier transform return the frequency
components in a wrapped order. That is, from zero to increasingly high frequency, then
most negative frequency to increasingly less negative. The base-band mixed signal must be
filtered in such a way as to preserve all the signal power and reject as much noise power as
possible. The present work uses a root raised cosine filter
H(f) =

1 |f | < 1−β
2T√
1
2
(
1 + cos
[
piT
β
(|f | − 1−β
2T
)]) |f | ≥ 1−β
2T
and |f | ≤ 1+β
2T
0 |f | > 1+β
2T
(3.8)
with parameters β = 0.3 and T = (1 − β)/(2 · 96000). The standard parameter name “β”
unfortunately duplicates the name given to the subcarrier replica phase, but it appears as
a filter parameter only this once. The parameters chosen produce a filter that does not
significantly attenuate the telemetry signal, whose frequency response falls off fairly rapidly
outside of the pass band, and whose time-domain side lobes are relatively short-lived. A plot
of the power spectra of the filter and simulated telemetry signal are shown in Figure 3.2. As
can be seen from the figure, most of the power of the telemetry signal is located inside the
pass band of the filter.
After application of the frequency-domain filter, many high-frequency FFT bins contain
no power. The excess high-frequency bins, those bins associated with frequencies above the
cutoff frequency (1+β)/(2T ), can be deleted. Call the resulting vector Y˜BB(Sˆk). This vector
is a different length from YBB(Sˆk). The inverse FFT of Y˜BB(Sˆk), say y˜BB(Sˆk), is effectively
a filtered and downsampled version of yBB(Sˆk) covering the same time span.
The choice of cutoff frequency affects the final performance of the FFT-based grid search
algorithm. In order to keep the FFT and IFFT as efficient as possible, the number of
remaining frequency bins should be chosen to be a power of two. If the cutoff frequency of
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Figure 3.2 – The power transfer of the filter (red, thick) is plotted along with the
normalized power spectrum of the telemetry signal (blue). The pass band of the
filter has unity gain and passes the majority of the signal power.
the filter is f0 = (1 + β)/(2T ), then the number of frequency bins inside, or partially inside,
the range 0 to f0 is N∆f = ceil (f0/∆f), where the function “ceil” rounds its argument
to the next larger integer, and the frequency bin width in YBB(Sˆk) is ∆f = fsamp/Nbatch.
The power of two we want is then p = ceil(log(2N∆f )/log(2)). The factor of 2 inside the
logarithm is included because both positive and negative frequencies must be accounted
for. The new effective sample rate is fsub = 2
p∆f . The new sample rate will be a power-
of-two fraction of the original sample rate and the number of samples in y˜BB(Sˆk) will be
Nsub = Nbatchfsub/fsamp.
This optional filtering step is the final operation to be performed on the base-band-mixed
signal alone. The remainder of the operations prior to computing the actual accumulations
are applied to a subcarrier and data bits replica signal. The subcarrier replica must be
generated at the same sample rate fsub as y˜BB(Sˆk). However, it will not be the same length.
The subcarrier replica will consist of as many samples as are required to span the target
coherent accumulation interval at the sample rate fsub. The number of subcarrier samples
will be Ncode = round (Nfsub/fsamp), where the function “round” rounds its argument to the
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nearest integer. The rounding step is necessary because the product of N and fsub/fsamp
need not be a whole number (e.g. for N = 1050 and fsub/fsamp = 1/4). If it is not a whole
number, the subcarrier replica length will vary slightly from the desired length.
The lth subcarrier replica sample is xcode(Sˆk, l) = exp
(
jβl(Sˆk)
)
, for l = 1...Ncode, or sim-
ply the vector of all Ncode samples xcode(Sˆk) =
[
xcode(Sˆk, 1), xcode(Sˆk, 2), ..., xcode(Sˆk, Ncode)
]T
.
The subscripts have changed from i to l, because if the baseband mixed signal was filtered
and downsampled, these samples are no longer associated with the same sample times as
those which applied to the signal samples and the carrier replica samples.
The subcarrier replica must be zero-padded to contain the same number of samples as
frequency bins in Y˜BB(Sˆk). The zero padding causes the FFT of the subcarrier vector to have
the same frequency resolution as Y˜BB(Sˆk). The zero-padded subcarrier vector is constructed
as x(Sˆk) =
[
xcode(Sˆk)
T 0 . . . 0
]T
with Nsub−Ncode zeros. The FFT of this padded subcarrier
vector is X(Sˆk) = FFT(x(Sˆk)).
The final step in calculating the accumulations at multiple code offsets is to take the
inverse FFT of the complex conjugate of the padded subcarrier FFT multiplied by the FFT
of the filtered data. Let
Z(Sˆk) =

Y˜BB(Sˆk, 1)X(Sˆk, 1)
∗
Y˜BB(Sˆk, 2)X(Sˆk, 2)
∗
...
Y˜BB(Sˆk, i)X(Sˆk, i)
∗
...
Y˜BB(Sˆk, Nsub)X(Sˆk, Nsub)
∗

(3.9)
where the star, ‘*’, denotes the complex conjugate. The complex conjugate is taken in order
to mix off the subcarrier and leave only a DC value. This is equivalent to multiplying by the
negative complex exponential of subcarrier phase. The accumulations in the time domain
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are simply
z(Sˆk) = IFFT
(
Z(Sˆk)
)
(3.10)
The vector z(Sˆk) consists of the accumulations at all code offsets from 0 to Nsub − 1. Thus,
the output of the IFFT operation in Eq. 3.10 computes accumulations for a range of τB0
signal parameter values all at once, thereby facilitating a rapid signal acquisition search for
the value of this unknown quantity. Each code offset will consist of a delay of 1/fsub seconds
from the initial value specified in Sˆk. The algorithm will compute Nsub code offsets; however
the last Ncode−1 offsets will be meaningless due to the violation of the periodicity assumption
of the FFT. Only the first Nsub −Ncode + 1 code offsets will be meaningful.
Additionally, the non-causal nature of the frequency-domain filter will introduce some
dependency of each time-domain sample on several surrounding samples—both before and
after a given sample—due to the corresponding time-domain impulse response function of
the H(f) filter. For the filter described above, samples within about 5 × 10−5 s on either
side of the current sample contribute significantly to the filtered value. So, the first and last
several code offsets must also be discarded, because the value of the filtered data vector at
those samples is based partially on values from the other end of the unfiltered sample vector.
Figure 3.3 illustrates the various ranges of valid code offset.
If no filter were applied, accumulations computed in this way would have exactly the
same value as those computed by brute force via Eqs. (3.1) and (3.2). If a filter is applied,
the two methods yield only approximately the same results. That is,
zm(Sˆk, l) ≈ Im(S˜k) + jQm(S˜k) (3.11)
where the l subscript in the argument of zm(Sˆk, l) is the one that corresponds to the same
value of τB0 used in Eqs. (3.1) and (3.2), τB0 = (l − 1)/fsub + tk, and the circumflex over
the parameter set on the right-hand side of the equation has been replaced by a tilde to
indicate that the value of τB0 in S˜k may not be the same as in Sˆk. These accumulations take
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Figure 3.3 – This figure illustrates time domain relationships between the data
interval, the code replica and its offsets, and the time-domain impulse response
of the filter applied in the frequency domain. Double arrow a shows the data
interval of Nsub samples. Double arrow b shows the length of the subcarrier replica
Ncode samples. Double arrows c and d show the range of valid code offsets for the
unfiltered and the filtered data, respectively. Trace A is a cartoon representation of
the subcarrier replica padded with trailing zeros. Note that the number of subcarrier
cycles per Manchester chip has been reduced to one for illustrative purposes. Trace
B is the same subcarrier replica padded with trailing zeros, but at a code delay of
Nsub − Ncode samples. Traces C and D show the magnitude of the filter impulse
response, both at a delay of 0 samples and at the first useable delay – the one at
which the total energy under the impulse response is negligible. Traces E and F
show the zero-padded subcarrier replica shifted to the first and last useable code
delays when the filter has been applied to the data.
thousands of times less computation time for coherent accumulations in the tens of seconds
and searched over approximately 2 seconds of code start time offset, τB0.
In order to compute non-coherent accumulations from these FFT-based coherent accu-
mulations, one need only sum the squares of the magnitudes of zm(Sˆk, l) over all coherent
intervals, m, and for each code offset, l. Explicitly,
(3.12)P (Sˆk, l) =
M∑
m=1
‖zm(Sˆk, l)‖2
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3.3 Hypothesis Test
This section is largely a review of standard signal detection theory, but with notation con-
sistent with the foregoing content of the dissertation. It is the hypothesis test that provides
a formalism for determining whether or not a signal has been detected. In order to establish
whether the non-coherent accumulation of Eq. (3.3) or (3.12) represents the accumulation
of only noise or of signal and noise, the value P (Sˆk) (or P (Sˆk, l), a distinction which will be
dropped from here forward) must be compared to a threshold γF . After the comparison, we
either accept hypothesis H0, that the signal is not present, or H1, that the signal is present.
Under H0, with probability of false alarm αF , P (Sˆk) ≤ γF . Under H1, with probability of
detection αD, P (Sˆk) > γF .
The threshold γF can be derived by assuming that under the null hypothesis, H0, each
Im(Sˆk) and Qm(Sˆk) for 1 ≤ m ≤ M is drawn from a normal distribution with zero mean
and unity variance. The condition on variance can be enforced via normalization by simply
dividing the accumulations by their standard deviation such that the resulting normalized
accumulations have unity variance. In this case, P (Sˆk) will be the sum of the squares of 2M
values drawn from a normal distribution with zero mean and unity variance, that is P (Sˆk)
will be drawn from a χ2 distribution with 2M degrees of freedom [6].
p(γ|H0) = 1
2M(M − 1)!γ
M−1e−γ/2; γ ≥ 0 (3.13)
Generally, αF , the probability of false alarm, is chosen to equal a desired value, and γF is
determined in order to achieve this value. This value applies not to any individual instance
of the signal detection statistic, but to the entire batch of, say, Ns statistically independent
detection statistics calculated in a grid search. This is because the χ2 distribution has support
over the entire positive real axis, so if enough accumulations of pure noise are performed,
eventually any given detection statistic can be attained. The threshold value, γF , is chosen
such that it is unlikely that for the number of independent accumulations performed, the
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statistic will exceed the threshold if no signal is present. This is achieved by choosing γF to
satisfy
(1− αF )1/Ns =
∫ γF
0
p(γ|H0)dγ (3.14)
This calculation can be carried out in MATLAB, for instance, with the chi2inv function.
Under H1, Im(Sˆk) and Qm(Sˆk) will be drawn from a normal distribution with a non-
zero mean, but with the same variance as under H0. In this case, the resulting distribution
of P (Sˆk) will be a non-central χ
2 distribution. This distribution will have 2M degrees of
freedom and non-centrality parameter 2Mβ.
p(γ|H1) = 1
2
(
γ
2Mβ
) 1
2
(M−1)
e−
1
2
(γ+2Mβ)IM−1
(√
2Mβγ
)
; γ ≥ 0 (3.15)
Above, β = (C/N0)N/fsamp is the two-sided pre-detection carrier power-to-noise power
ratio and IM−1(
√
2Mβγ) is a modified Bessel function of the first kind [6]. The name β
unfortunately duplicates earlier nomenclature, however the current β only appears within
this section. With the threshold value chosen based on the desired probability of false alarm,
the probability of detection, αD, is determined from
αD = 1−
∫ γF
0
p(γ|H1)dγ (3.16)
That is, the γF that corresponds to the chosen probability of false alarm, the actual C/N0, the
coherent integration time, and the number of coherent integrations determine the probability
of detection. For each point in the signal parameter space grid search, if the signal is present
with those parameters, it will be detected with probability αD. If no signal is present, of all
Ns statistically independent points in the grid search, one of them may exceed the detection
threshold γF and result in a false alarm with probability αF .
This is, in effect, an ad hoc M-ary hypothesis test [9, 10] with one hypothesis for each
point in the parameter space grid and one hypothesis that no signal is present. In practice,
if a signal is present in the samples, there will be a volume in the signal parameter space
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which produces detection test statistics which exceed the threshold level. For this ad hoc
test, the point which produces the highest P (Sˆk) which exceeds the threshold γF should be
chosen as the true hypothesis. If no point produces a P (Sˆk) which exceeds γF , then the null
hypothesis should be accepted.
Since the probability of detection depends on parameters chosen by the system engineer,
it can be adjusted. In order to increase the probability of detection, the separation of the
two distributions must be increased. The means of the two distributions provide part of the
picture with regard to their overlap. In general the farther apart their means, the less overlap
they will share. In order to increase the mean of the signal-present PDF, the non-centrality
parameter 2Mβ must be increased. There are two ways of increasing the non-centrality
parameter for a given signal and sampling rate. Either the number of samples N in each
coherent accumulation can be increased, or the number of coherent accumulationsM per non-
coherent accumulation can be increased. Increasing N is desirable, because it raises the mean
of only the non-central χ2 signal-present distribution. Increasing M increases the means of
both the χ2 no-signal distribution and the non-central χ2 signal-present distribution. The
length of the coherent accumulations is limited by the stability of both the carrier-generating
spacecraft clock and the receiver clock. As the coherent accumulation interval increases,
random walk-type processes, e.g. flicker phase noise, become more important, as these
processes do not average out [11]. These random processes are not modeled well by the
quadratic carrier phase approximation in Eq. (2.10). This poor modeling results in effective
power loss, which translates into a lower β value in the above analysis, thereby reducing the
detection power instead of increasing it.
Each detection statistic calculated uses a unique set of signal parameters Sˆk. In order to
be certain that the signal is detected if it is present, the detection statistic must be calculated
using a set of signal parameters that is sufficiently close to the true or optimal values. In
practice, this means calculating detection statistics over a multi-dimensional grid of signal
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parameter values. The choice of grid is the topic of the next section.
3.4 Grid Search
When performing a signal detection, the signal parameter space must be explored. The
method used in this work is a three-dimensional grid search: the dimensions searched are
carrier Doppler shift ωDAk, subcarrier Doppler shift ωDB0, and code start time τB0. As was
discussed in Section 3.2, the code start time dimension is searched over the grid set by the
FFT-based grid search algorithm. The two parameters not explicitly considered during the
grid search, the two Doppler rates, are optimized during the fine acquisition phase described
in Chapter 4. These parameters are not searched during the coarse acquisition, because over
short intervals the rate of change of Doppler shift is small and making the approximation
that the Doppler is constant results in only a small power loss. For instance, over a 10-
second accumulation, a carrier Doppler rate of 5 × 10−3 Hz/s results in an accumulated
phase error of only 0.1 cycles and 93.5% of the power is recovered. The values of the
Doppler rates encountered during the proof of concept experiment are significantly smaller
than 5× 10−3 Hz/s. In a situation in which higher rates are expected, an a priori estimate
of Doppler rate could be used to reduce power loss but keep the search space tractable.
The grid spacing in each of the Doppler dimensions must be sufficiently tight not to
miss any important features, but simultaneously as loose as possible in order to reduce
computational demand. This section of the report deals with the choice of grid for these two
search dimensions. Both the absolute range of the grid, and the spacing within that range,
must be determined for each dimension.
In order to determine the grid used for carrier Doppler, we need to consider the accuracy
of spacecraft clock A and its frequency stability. The former affects the range of the grid,
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and the latter affects the grid spacing through the choice of coherent accumulation interval.
The coherent accumulation interval should be chosen such that the clock rate drift over
the interval causes less than about one quarter of a cycle of phase error. A worst-case
short coherent accumulation interval can be chosen based on the clock stability specification
levied on the spacecraft oscillators. The specified Allen deviation times the nominal carrier
frequency is less than 3 Hz for gate times from 0.1 to 1 seconds. In order to accumulate no
more than about 0.25 cycles of phase error on average, the accumulation interval must be no
longer than 0.25 cycles/3 Hz = 0.0833 s. In practice, much longer accumulations can be used,
because the oscillators perform better than specified. For instance, for a data set gathered in
the factory at SSL, the clock stability was sufficient to integrate for about 0.4 seconds before
starting to lose power. For other data sets taken from an on-orbit satellite, the coherent
accumulation interval could be as long as about 0.25 seconds.
The length of the coherent accumulation interval affects the required grid spacing. The
longer the coherent accumulation, the tighter the required grid spacing, because accumu-
lations will be more sensitive to errors in carrier frequency. In order to retain significant
power, the grid spacing should be set such that the accumulated phase error over a coherent
accumulation interval due to mismatch between the grid frequency and the true average
frequency does not exceed about 0.25 cycles. If the grid spacing is, say, Sp Hz, then the
maximum carrier frequency error is Sp/2 Hz. Sp must be set to satisfy
Sp
2
Tcoh ≤ 1/4 cycles,
or Sp ≤ 12Tcoh Hz. For instance, for 0.125-s accumulations, the carrier Doppler grid spacing
must be no greater than 4 Hz and for 0.25-s accumulations, the spacing must be no greater
than 2 Hz.
The absolute range of the carrier Doppler grid is determined by the accuracy of spacecraft
clock A. The specified accuracy is ±1 PPM, which translates to ±12.6985 kHz for a nominal
carrier frequency of 12.6985 GHz—the carrier frequency of the test satellite. This range
is enormous when gridded at 4 Hz intervals and even larger when gridded at the finer
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resolutions required for longer coherent accumulations. However, if an estimate of the carrier
Doppler shift is available, it can be used to narrow the search space. In the proof-of-concept
experiment, such an estimate was available from samples taken simultaneously using a very
high-gain antenna which resulted in a high signal power-to-noise power ratio (SNR). During
operation of a deployed orbit-determination system, such an estimate would be provided
as part of the handoff from the traditional orbit determination system in which a high-
gain antenna is employed to perform satellite ranging. After handoff, the proposed low-cost
orbit determination system would measure the spacecraft clock frequency error as part of
its estimation process. Each measurement performed by the network of ground stations
would be informed by the past history of measurements. The spacecraft clock frequency
error estimate and its variance would be propagated forward in time along with an estimate
of the expected Doppler shift due to satellite motion. This information would limit the
Doppler frequency search range for each measurement to a range much smaller than the
bounds implied by the spacecraft clock’s specification for maximum frequency error.
As for carrier Doppler, the grid spacing for subcarrier Doppler must be calculated based
on a maximum tolerable phase error over the coherent interval. For the subcarrier, the
coherent interval is the entire non-coherent accumulation interval. In general, if there are
M coherent accumulations each of Tcoh s duration, then the subcarrier Doppler grid spacing
should be set equal to or less than 1
2MTcoh
Hz. For instance, if Tcoh = 0.125 s and M = 80,
then the subcarrier Doppler grid spacing should be less than or equal to 0.05 Hz. Or, if
Tcoh = 0.125 s and M = 12, then the subcarrier Doppler grid spacing should be less than or
equal to 0.33 Hz .
Again like carrier Doppler, the range of the subcarrier Doppler grid is set by the accuracy
of the spacecraft clocks. In this case, it is spacecraft clock B which is important. Its accuracy
is specified to be within ±50 PPM. For a nominal subcarrier frequency of 48 kHz, this means
there could be as much as 2.4 Hz of subcarrier Doppler. This range may be reduced if
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an estimate of subcarrier Doppler is available. For the proof-of-concept experiment, this
estimate came from the high-SNR signal path. For a deployed orbit determination system,
the dynamical model of the spacecraft could include a model of the subcarrier clock error
dynamics which would provide this estimate. The dynamic model presented in Chapter 5
does not currently include such an estimate.
With the grid spacing and grid range determined, the grid search consists of computing
the detection test statistic at each grid point. The detection test statistic is computed as
described in the preceding sections, with Sˆk set for each grid point. During the proof-of-
concept experiment, the extent of the grid search was minimal due to the exceptionally clean
estimates of carrier- and code-Doppler-shift available from the high-SNR signal path.
3.5 Proof-of-Concept Experiment
On 11–13 March 2014, at the Echostar Satellite Services facility in Gilbert, Arizona, the
feasibility of the low-cost orbit determination concept was evaluated in a proof-of-concept
experiment. The experiment consisted of a data gathering phase and an analysis phase.
Data gathering and preliminary analysis occurred on site. The final analysis was conducted
after the field campaign ended. Prior to the end of the field campaign, it was demonstrated
that the RF and digitization equipment was functioning as expected and that the spacecraft
telemetry signal had been positively detected on the low-SNR signal path using a standard
gain horn (SGH) antenna. Acquisition of the signal in samples from an omnidirectional
antenna was also demonstrated after returning from the field.
The remainder of this section describes the experimental setup and procedures. The next
sections will present some results of the analysis of the data from the experiment.
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3.5.1 Experimental Setup
The hardware for the experiment was configured as shown in Figure 3.4. In the block
diagram, there are two signal paths, the high-SNR and the low-SNR paths. The high-SNR
path was recorded in order to provide a “truth” against which to compare the results from
the low-SNR path. The high-SNR path starts at the 13-m antenna and goes through the
high-power amplifier (HPA) building, where down conversion to a 70 MHz intermediate
frequency (IF) occurs. The down converter was supplied with a 10-MHz reference signal.
The 70-MHz signal then passed out of the building and was carried to the experimental
setup in a coaxial cable. The signal was band-pass filtered prior to being digitized on the
first channel of the dual-channel universal software radio peripheral (USRP). The 70-MHz
signal was also split out to a Cortex modem, not shown in the block diagram, in order to
record the data bits as transmitted by the satellite.
The low-SNR path starts at either the 15-cm standard gain horn (SGH), shown in the
block diagram and in Fig. 3.5, or at an omnidirectional antenna shown in Fig. 3.6 which
replaced the SGH in some data collection runs. The signal from that antenna is amplified
with a low-noise amplifier, then mixed down to positive 70 MHz IF using a mixing signal
generated by a direct digital synthesis frequency synthesizer which was provided with the
same 10-MHz reference signal used in the down conversion of the high-SNR signal path. After
mixing, the signal passed through a 1 GHz low-pass filter (LPF) to kill any local oscillator
(LO) power leaking through the mixer. Finally, the signal was passed into the second channel
of the USRP. The USRP also was supplied with the same 10-MHz reference signal used in
both mixing chains. This allowed the USRP to mix both channels to exactly 0 Hz according
to the 10-MHz reference. The USRP complex-sampled both channels simultaneously at 500
kilosamples per second. The digital samples were recorded by a computer connected to the
dual-channel USRP via gigabit ethernet.
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Figure 3.4 – Block diagram of experimental hardware.
The two antennas were pointed at the test satellite located at approximately -77°E lon-
gitude. The azimuth and elevation of the satellite from the earth station was calculated to
be 128.4° azimuth by 35.8° elevation. The 13-meter parabolic antenna pointing was handled
by Echostar. The 15-cm SGH was mounted to a tripod and pointed manually. The manual
pointing procedure was ad hoc, but worked well. Elevation was measured using an analog
inclinometer, Figure 3.7. Azimuth was measured using trigonometry and marks scratched
on the ground with a rock relative to the North-South line established by the edge of the
concrete antenna pad on which the experimental apparatus was positioned. A sketch of the
geometry involved (not to scale) as well as an aerial view of the site is shown in Figure 3.8.
In the figure, the experimental apparatus was located on the vacant antenna pad located
immediately to the left of the overlaid triangle. The 13-m antenna used is the one furthest
to the left.
3.5.2 Experimental Procedures
Prior to recording any data, the signals on the low- and high-SNR paths were verified to be
present and reaching the USRP. This was accomplished by connecting the signal to a signal
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Figure 3.5 – Photo of experiment hardware. The SGH is the pyramidal antenna
on a tripod in the foreground. The actual 13-m antenna used for the experiment is
in the background. This 13-m antenna is typical of those used for tone ranging and
other two-way ranging techniques.
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Figure 3.6 – Photo of experiment hardware. The omni-directional antenna used is
sitting atop a tripod in the foreground of the image. In the background, is another
13-m antenna at the satellite uplink facility in Gilbert, AZ.
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Figure 3.7 – Setting the elevation of the SGH antenna.
Figure 3.8 – Geometry used to align the antenna in azimuth (overlaid red triangle,
not to scale), and an aerial view of the experiment site. The experimental apparatus
was located on a table and equipment cart set up on the vacant antenna pad to the
left of the apex of the overlaid triangle. The 13-m antenna due west of (i.e. to the
left of) the vacant pad was the one used during the experiment.
41
analyzer rather than to the USRP. The signal was verified visually on the signal analyzer
screen. For the high-SNR path, this was trivial. The entire signal sat well above the noise
floor, Figure 3.9. C/N0 was measured at 74.7 dB-Hz for the 13-m antenna. For the low-SNR
path, checking the signal analyzer for evidence of the signal was possible for the SGH data
but not for the omnidirectional antenna’s data. The SGH provided just enough gain to raise
the carrier peak above the noise floor. All of the power in the side bands was invisible below
the noise floor, Figure 3.10. C/N0 for the SGH was measured at 30.4 dB-Hz, which is not
far from the 32 dB-Hz predicted from the link budget in Table 2.1. The carrier visible above
the noise floor was at the same frequency as that visible on the high-SNR path1. The link
budget predicts that the signal from the omni will be 21 dB down from the signal from
the SGH. Since the signal fromthe SGH is only 13 dB up from the noise floor, it is clear
that the signal from the omni is completely buried under the noise. But, since the only
change between recording samples from the SGH and recording samples from the omni was
the antenna itself, the experiment proceeded on the assumption that signal from the omni
was reaching the USRP. C/N0 is estimated to be about 11 dB-Hz for the omnidirectional
antenna.
One batch of data was gathered on 11 March and five on 12 March. Each batch consisted
of a set of samples recorded from the low-SNR path, a set of samples recorded from the high-
SNR path, and a record of the data stream content recorded from the Cortex modem. The
batch of data gathered on the 11th used the SGH on the low-SNR path. Of the five batches
recorded on 12 March, two of them used the SGH on the low-SNR path, and for the other
three the SGH antenna was replaced by an omnidirectional antenna of the type used as the
+Z omni for SSL spacecraft.
Each data collection run began by starting the Cortex modem recording the data stream.
Five seconds after starting the Cortex, as measured by a digital stopwatch, the USRP was
1The two screen shots shown in Figures 3.9 and 3.10 were taken at different times, so the frequencies
shown do not match.
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Figure 3.9 – Signal analyzer screen shot of high-SNR signal.
Figure 3.10 – Signal analyzer screen shot of low-SNR signal from SGH.
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started. The Cortex recorded data for approximately 45 seconds or, for the runs using the
omni antenna, 90 seconds. The USRP recorded until stopped manually. The USRP was
typically stopped shortly before the Cortex finished recording.
3.6 Acquisition Results
The data gathered during the proof-of-concept experiment have been analyzed. One or more
positive signal detections have been attained for each of the data sets investigated. The first
step in each analysis is to establish the “truth” signal parameters from inspection of the
high-SNR data. Next, the acquisition calculations are performed on the low-SNR data using
Doppler frequency and rate estimates from the high-SNR data as a starting point. The
results of each of these steps are discussed below.
3.6.1 Establishing the Truth
Using the high-SNR signal to establish the “true” carrier and subcarrier frequency history
is fairly straightforward. For a given data set, the carrier frequency was found by picking
the peak off of an FFT of 1-second batches of data. A polynomial fit through the peak
frequencies was used as an initial guess for an interval-by-interval optimization of carrier
frequency. The optimization was a Gauss-Newton optimization, similar to the one described
in Section 4.1. Though, in this case, the optimization was for a single parameter, carrier
Doppler frequency, one interval at a time. Interval duration was set to one 1/32 of a second.
After finding the carrier frequency, the carrier was mixed off in order to simplify the search
for subcarrier Doppler. Finding the second harmonic peak from the FFT of the baseband
mixed samples gave a reasonable initial estimate of subcarrier Doppler. A 2-dimensional grid
search was then carried out in which subcarrier Doppler and code start time were searched.
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Following the grid search, the three subcarrier parameters were optimized in a procedure
almost identical to the one in Section 4.1, except that this optimization was concerned only
with the three subcarrier parameters.
There were some unexpected results. It was discovered that the signal frequency was
undergoing step changes at intervals of whole seconds. Figure 3.11 shows carrier Doppler
versus time for one batch of data. The frequency steps are clearly visible.
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Figure 3.11 – Optimized carrier Doppler frequency (solid blue) is plotted over a
50-second interval. Also shown are the FFT-based frequency estimates (black ‘o’
markers) and the 10th-order polynomial fit (dashed red) to the FFT-based estimates
which was used as an initial guess for the optimization.
The origin of the frequency step changes is not known with certainty. They could originate
either in the signal as transmitted by the satellite or in the mixing signal generated on the
ground. No known source of such step changes in frequency exists on the satellite. The most
probable cause of the step changes is one pulse-per-second (1 PPS) GPS discipline of the
10 MHz reference signal used in all the ground equipment. The GPS discipline is achieved
by dithering the oscillator frequency around the nominal according to a feedback law derived
from the timing of the 1 PPS signal. If the frequency jitter were a mere one part per billion,
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or 0.01 Hz, this would result in changes of up to 12.6985 Hz when the nominally 10 MHz
signal was multiplied up to 12.6985 GHz. The largest observed steps are between 10 and
20 Hz, which is consistent with a frequency jitter of about one part per billion due to 1 PPS
GPS discipline.
The fact that the period of the steps and the amplitude of the steps is consistent with 1
PPS GPS discipline does not prove that that is the source; it merely points to a probable
cause. An experiment would need to be carried out to determine with certainty the origin
of the step changes in frequency. One simple experiment that could be performed would be
to observe the signal on a signal analyzer with the 10 MHz reference successively active and
inactive. If the carrier peak jumps left and right while the reference is active but not while
it is inactive, this would be a strong indication that the 10 MHz reference was the culprit.
Alternatively, a GPS receiver could be provided with the 10 MHz reference signal. If step
changes in the receiver’s clock rate estimate appear at regular 1-second intervals or multiples
thereof, this is proof that the 10 MHz reference is the culprit.
In either case, if the step changes in frequency originate on the satellite or on the ground,
there are some interesting lessons to be learned. If the spacecraft clock is experiencing step
changes in oscillation frequency, then the signal processing algorithms must be designed to
accommodate this behavior. It would be necessary to employ sufficiently short coherent in-
tervals to prevent unacceptably large carrier phase errors from accumulating during coherent
intervals. It would also be necessary to tie the samples at all ground stations to an absolute
time reference so that samples containing the same features would be compared. Comparing
one interval containing a step change to another not containing that same change would
cause very large estimated Doppler frequency differences between the two sites that would
be attributed to changes in orbital motion rather than changes in the spacecraft clock. This
situation would cause failure of orbit determination and must be avoided.
On the other hand, if the changes in frequency originated on the ground, this points out
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an important design consideration of any future low-cost ground station. That is, the GPS
synchronization of the ground stations can be done incorrectly for the purposes at hand. The
standard method of disciplining an oscillator using a 1 PPS GPS signal is to wrap a feedback
control loop around a voltage-controlled oscillator. If this feedback loop is digital, then the
system will experience some step changes in frequency. It would be far better to allow the
oscillator to free run during data collection and use simultaneously-collected GPS samples
to perform the time alignment of the samples in post-processing. Allowing the oscillator to
free run prevents the introduction of undesirable step changes in frequency.
In fact, this exact problem was encountered using downlink carrier phase to perform orbit
determination for the Iridium satellite constellation. That orbit determination system also
relied on multiple ground stations simultaneously observing a satellite in order to perform
orbit determination. Initial work in simulation was successful [12], but when on-orbit data
were used the orbit determination filter diverged wildly in some situations. It was later
discovered that the ground stations had very poorly-disciplined clocks [13], and the orbit
determination filter needed to explicitly estimate the behavior of the receiver clocks. When
two different clocks had large, unmodeled errors, the filter attributed the difference to orbital
motion of the satellite, causing divergence. A similar situation can be avoided in this case
by explicitly addressing problems of spacecraft and receiver clock errors prior to deployment
of the orbit determination system.
The frequency step magnitudes can be estimated and removed from the data, proceeding
under the assumption that the frequency steps originate in the ground equipment. This
provides a somewhat more realistic signal detection environment. Estimating and removing
the frequency steps is a matter of simultaneously estimating coefficients of a polynomial fit
through the frequency history and a series of bias-like step sizes. That is, approximate the
frequency history by
fD(t) ≈
n∑
i=0
cit
i +
m∑
j=1
H(t− tj)bj (3.17)
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where the ci are the coefficients of a polynomial of order n, H(t−tj) is the Heaviside function
with input argument tailored to yield the 0-to-1 transition at time t = tj, and the m biases
bj are the unknown magnitudes of steps that apply at the known times tj. That is, the
Doppler frequency at time t is the value of a polynomial plus all the biases that apply prior
to time t.
When estimating the ci and bj, an appropriate order of polynomial for the data set must
be chosen. Too low an order of polynomial results in under-fitting the data (actual variation
in carrier Doppler frequency will not be well modeled), while too high an order polynomial
results in over-fitting the data (the algorithm will fit the noise, and it may model the steps
partly using the bj terms and partly using extra wiggles of the high-order polynomial). In
general, shorter spans with fewer steps are better fit. An example of a reasonably good fit
is shown in Figure 3.12 using a fifth order polynomial and 7 bj values to model the 7 steps
shown in the figure.
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Figure 3.12 – The original carrier Doppler frequency (red dash-dotted) is shown
along with the optimized Eq. (3.17) approximation (magenta dotted). The result of
subtracting out the estimated biases from the raw data is shown in solid blue along
with the polynomial fit with the biases subtracted out.
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It is important to note that the result of estimating and removing these frequency biases is
not the true frequency history as transmitted by the satellite. The result is merely somewhat
more akin to what one would expect to see if neither the spacecraft nor the ground equipment
underwent step changes in clock frequency.
Since both the high-SNR and low-SNR channels were sampled and mixed by equipment
phase locked to the same 10-MHz reference, both channels should have identical mixing
frequencies and sample rates. There is certainly a small amount of inter-channel delay,
but this should be small compared to the sample interval, and can be ignored. Because of
these facts, easily-acquired knowledge of the signal characteristics derived from the high-SNR
channel can be transferred with very high confidence to the low-SNR channel. Of course, an
operational system would not have this luxury. It is also hoped, however, that this would
not be necessary because an operational system would be designed not to undergo these step
changes in frequency.
For the acquisitions presented in the next section, the step changes in frequency were
removed. This was accomplished by rotating the samples subsequent to each step change
in frequency by the opposite of the integral of the estimated amplitude of the step. The
high-SNR channel was used to calculate the optimal signal parameters Sˆk, and these were
used as a starting point for finding and optimizing the signal parameters for the low-SNR
channel.
3.6.2 Results of Acquisition Using the SGH
Three data sets captured during the proof-of-concept experiment used the standard gain
horn (SGH) antenna. The estimated C/N0 from the link budget is about 32.0 dB-Hz. The
C/N0 as measured by the signal analyzer and accounting for modulation suppression of the
carrier was between about 30 and 32.5 dB-Hz, depending on the data set. Signal acquisition
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in this regime is not trivial, but is not very challenging. Results for this regime are included
here because they are very clear and are of high quality. The goal, after all, is to provide
measurements to an orbit determination algorithm. The quality of these measurements is
discussed in more detail in Chapter 4.
A signal is present in the samples from the SGH, a conclusions that follows from the fact
that the spectrum contains a clear peak at the same frequency as observed in the spectrum
of the samples from the high-gain antenna over the entire duration of all data batches.
Figures 3.9 and 3.10 and also see Figure 3.13 show evidence.
However, it remains to be proven that the signal producing that peak is actually the
signal sought. It is possible that other signals are present in the data. The spectrum
allocation for spacecraft telemetry signals includes a great deal of frequency reuse [14, 15].
This reuse is possible because highly directional antennas are typically used to receive the
telemetry signals. Using a low-gain antenna such as an omnidirectional antenna or even an
SGH, significantly reduces directional selectivity, making it probable that other signals with
similar carrier frequencies are present in the digital samples.
The carrier frequency of the other signals is important. Despite the fact that they would
presumably carry very different data, the class of telemetry signal under investigation has
a peculiar feature. The phase modulation of the carrier is small enough that it is possible
to recover the majority of the carrier power without matching the subcarrier at all. As a
consequence, it would be possible to latch onto entirely the wrong signal, simply by matching
its carrier frequency.
The remainder of this section seeks to do three things:
 to demonstrate that a signal was detected and quantify the level of certainty that a
signal is present
 to demonstrate that the signal acquired was the signal that was sought
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(a) High-SNR from 13-m parabolic antenna.
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(b) Low-SNR from SGH antenna.
Figure 3.13 – The two figures show the discrete Fourier transform (DFT) power
spectra of samples recorded from the high-and low-SNR signal paths. A clear carrier
peak is visible in the low-SNR spectrum at the same 3.5 kHz Doppler shift as in the
high-SNR spectrum.
 and to show why it is possible to latch onto the wrong signal.
For the first topic—demonstrating signal detection—the hypothesis test described in
Section 3.3 is the primary tool. Figure 3.14 shows one detection test for each of the three
SGH data sets. Each of the figures displays two probability density functions (PDFs) as well
as a histogram of accumulations calculated using the on-orbit data. The PDF on the left
shows the theoretical probability density of accumulations computed on noise only, referred
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(a) Data set 1.
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Figure 3.14 – The figures show the noise-only PDF (blue dashed, at left), the
signal-and-noise PDF (red dashed, at right), the histogram of actual computed ac-
cumulations (solid yellow, and likely to be mostly signal-not-present accumulations
due to incorrect guess of Sˆk for most of them), the detection threshold (vertical
solid purple), and the highest accumulations after the grid search (vertical dashed
green). In each detection, Tcoh = 0.125 s and M = 12 coherent accumulations
per non-coherent accumulation. All three data sets were recorded with the SGH
antenna.
52
to as p(x|H0) in Section 3.3. Accumulations that are computed with signal parameters that
are statistically independent of the true parameters do appear to come from a distribution
that closely matches p(x|H0). The histograms, shown in solid yellow, all have a large peak
that falls under the theoretical p(x|H0). They fall under p(x|H0) because the histograms
are normalized to the total area under the curve, and a large number of accumulations are
drawn from distributions that are not p(x|H0). This is discussed more later in this section,
and the next section will feature a similar figure, but with histograms that are easier to see.
The PDF on the right is the theoretical probability density of accumulations of signal
and noise. That is, if the signal replica matched the signal exactly, except for the presence
of additive, white, Gaussian measurement noise, the resulting accumulation would be drawn
from the PDF on the right.
In practice, the model does not match the actual signal perfectly due to unmodeled
carrier and subcarrier phase noise processes, and accumulations tend to be smaller than
predicted. The vertical lines in Figure 3.14a–c show the detection threshold (solid purple)
and the highest accumulation from the grid search (dashed green). The detection threshold
γF is set such that probability of false alarm αF is 1.0× 10−5 according to Section 3.3 using
NS = 1.38×106 statistically independent detection test statistics. The highest accumulations
in each subfigure of Figure 3.14 are far to the right of the detection threshold. This indicates
three positive detection tests. That is, in each case, we can declare with confidence that
we have found a signal. In fact, if the detection threshold were set to the accumulation
value shown in Figure 3.14(a), the probability of any one sample from p(x|H0) reaching or
exceeding that level is about 8 × 10−443, which is effectively statistically certain never to
occur. In other words, in order to attain the accumulations shown in Figure 3.14, there must
be signal present. The relatively low maximum accumulation of Fig. 3.14(a) with respect to
the signal-present PDF may be due to a poor choice of Sˆk, especially τB0 may be incorrect by
an integer multiple of minor frames, or what is more likely is that the signal-present PDF is
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too high. The mean of the signal-present PDF is calculated a priori from the C/N0 expected
from the link budget.
It may be certain that a signal has been found, but it still must be demonstrated that
the signal found was the signal sought. There are two signs that will make this certain.
If the signal that the detection algorithm found was indeed the signal that it was looking
for, then correctly mixing off the subcarrier should have produced a higher accumulation
than incorrectly mixing off the subcarrier. Moreover, the minor frames transmitted by the
satellite are largely the same from one minor frame to the next (more than 50% of the bits are
identical), at least over a span of a few minor frames, so there should be a strong periodicity
in the correlation of the signal replica with the true signal. Figure 3.15 demonstrates both of
these signs for both the high-SNR and low-SNR signal paths. Not only does the accumulation
value increase when the subcarrier is mixed correctly (i.e., at the right code offset), but the
expected periodicity (at a separation of exactly one telemetry frame) appears. This indicates
strongly that the correct signal has been found.
A skeptic might say that these periodic increases could result from correlating the signal
with any periodic string of bits. In order to satisfy this skeptic, correlations of the signal
with other, incorrect bit streams have been calculated. Figure 3.16 shows some typical
results for the low-SNR samples taken from the SGH. Figure 3.16(a) shows correlations of
the samples from the SGH with a replica signal generated using the data stream from the
Cortex modem—the correct data stream—as the code offset is varied. All other parameters
are the optimal parameters. The mean value of the wide, horizontal band is effectively due
to correlation of the carrier only, and its width is proportional to how many of the bits in the
data stream correlate. The high, narrow peaks occur when the code replica is closely aligned
with the actual received code, plus or minus an integer number of minor frames. The strong
anti-correlations occur half of a subcarrier cycle on either side of the peaks, so that most of
the subcarrier is anti-correlated. A detail of this behavior is shown in Figure 3.17.
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Figure 3.15 – Accumulations on the vertical axis are shown versus code delay on
the horizontal axis for both the high- and low-SNR paths. The low-SNR path used
the SGH antenna. A strong periodicity with period of exactly one minor frame is
visible. There is also a periodicity due to individual subcarrier cycles which is too
fine to be seen on this scale.
The results of computing the same correlations but against three different incorrect data
streams are shown in Figures 3.16(b) to 3.16(d). These figures feature the wide band due
to the carrier power, as in Figure 3.16(a), but they conspicuously lack the strong peaks at
minor frame intervals. The varying widths of the bands are due to differing numbers of bits
matching for the different bit streams. It is interesting to note that the actual bit stream
contained 199.5% as many ‘0’ bits as ‘1’ bits (121403 ‘0’s v. 60869 ‘1’s in the entire 38-second
data batch) and the variation in accumulation was correlated with the number of bits that
matched. The variation is greater for the all-zeros stream than it is for the all-ones stream.
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Figure 3.16 – Correlation versus code delay in minor frame periods for samples
from the SGH. All of these correlations were calculated using the correct carrier
and subcarrier parameters but the data streams differed. In (a), the correct data
stream was used. In (b), the data stream contained all ‘0’ bits. In (c), the data
steam contained all ‘1’ bits. And in (d), the data stream was a repeated string of
2048 random bits.
Correlations were also computed for many other incorrect bit streams in addition to those
shown in the figures. Some of the bit streams were periodic with period equal to one minor
frame, and some had no periodicity imposed. They all resulted in correlations similar to
those shown in Figure 3.16(d). After seeing the results shown in these figures, it is hoped
that the hypothetical skeptic would be convinced that the true signal was in fact found in
the samples from the SGH.
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Figure 3.17 – These are two detail views of Figure 3.16(a) centered on the first large
correlation peak. The high-frequency variation visible in the lower panel occurs at
the subcarrier frequency. That is, there is a periodicity due to individual subcarrier
cycles. The longer-period variations have a period equal to the Manchester chip
width, i.e., 5 subcarrier cycles.
The last topic of this section is to show why, if other signals are present, it would be
possible to find the wrong signal. Some of the answer to this question has already been
discussed tangentially. When discussing Figure 3.14, it was mentioned that there are many
accumulations that are drawn from a distribution that is neither p(x|H0) nor p(x|H1). It
was also mentioned when discussing Figure 3.16 that the mean value of the accumulations
is independent of the bit stream the signal is mixed against. By referring to one more
figure, these two facts can be brought together. Figure 3.18 shows accumulation value on
the vertical axis (and in color) versus a two-dimensional cross section of the signal parameter
space. It shows code offset on one horizontal axis and carrier Doppler frequency on the other.
The other signal parameters are held constant. Accumulations drawn from the p(x|H0)
distribution are the dark blue floor of the figure. The one accumulation drawn from p(x|H1)
is the highest point on the peak near the left side of the figure. All the other accumulations,
those that make up the ridge in the figure, are drawn from neither distribution. These are
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Figure 3.18 – The figure shows non-coherent accumulation value on the vertical
axis versus both carrier Doppler shift and code delay on the two horizontal axes.
a by-product of the phase modulation of the telemetry signal. Referring to Figure 3.1, it
is clear that simply correctly mixing off the carrier produces an accumulation that is much
closer to the value that would be attained by also correctly mixing the subcarrier than it
is to zero. This corresponds to the average value of the top of the ridge in Figure 3.18. In
fact, Figures 3.15 and 3.16(a) are essentially slices along the peak of the ridge in Figure 3.18,
but for a different data set. One can imagine that a figure similar to Figure 3.18 could be
constructed for correlations against an arbitrary and incorrect bit stream, such as the one
used to construct Figure 3.16(d). The result would be a ridge with the same height as in
Figure 3.18 but without the fins that result from correlating against the correct bit stream
at the correct code delay. Achieving an accumulation higher than the floor of the figure
indicates that a signal is present. The presence of the fins at minor frame intervals indicates
that the signal is present.
The results in this section all use 12 coherent sums each computed over one eighth of
a second, or 1.5 seconds of samples total. The signal can be detected using many more
58
combinations of number and duration of coherent sums, and several have been tried with
positive results. It is also possible to reliably detect the signal with less than 1.5 s of data
at the C/N0 observed, but as the coherent interval decreases and the number of coherent
intervals decreases, the corresponding estimates of the carrier Doppler observable are of
poorer quality. The quality of the Doppler measurements will be discussed in the next
chapter. The next section presents results of the acquisition calculations using data from an
omnidirectional antenna.
3.6.3 Results of Acquisition Using the Omni
Three data sets captured during the proof-of-concept experiment used the omnidirectional
antenna. The estimated C/N0 for these data sets was 11.0 dB-Hz from the link budget in
Table 2.1. No estimate could be made from the signal analyzer, as the entire signal was
buried under the noise floor. The signal from the omnidirectional antenna was significantly
weaker than from the SGH. Acquisition at this level of C/N0 is quite challenging.
Nonetheless, the signal can be acquired in the digital samples. After acquisition, the
C/N0 was determined based on the estimated signal amplitude to be between 11 and 12 dB-
Hz, depending on the data set. Note that in the detection tests shown below, the estimated
abrupt frequency increments shown in Figs. 3.7 and 3.8 of Section 3.6.1 were mixed out prior
to acquisition. Figure 3.19 depicts one detection test for each of the three data sets captured
using the omnidirectional antenna. The three omnidirectional antenna detection tests each
used 30 seconds of data in 240 coherent integrations each of one-eighth of a second duration.
In each of these three detection tests, the detection threshold was exceeded, but not by
nearly as large a margin as with data from the SGH. These are positive detections, but they
are not nearly as strong. Notice that the range of the horizontal axis of Figure 3.19 is small
enough that the forms of the two PDFs and the histogram of the calculated accumulations
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(a) Data set 4.
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Figure 3.19 – The figures show the noise-only PDF (blue dashed, at left), the
signal-and-noise PDF (red dashed, at right) for a signal with C/N0 as estimated
from the link budget, the histogram of accumulations (solid yellow), the detection
threshold (vertical solid purple), and the highest accumulations after the grid search
(vertical dashed green). In each detection, Tcoh = 0.125 s and M = 240 coherent
accumulations per non-coherent accumulation. All three data sets were recorded
with the omnidirectional antenna. The histogram of computed accumulations looks
so odd because it is being strongly affected by the presence of the signal. Accumu-
lations with incorrect τB0 straddle the detection threshold.
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are clearly discernible, as opposed to those from the SGH detections in Figure 3.14.
At these levels of C/N0, the increase in accumulation due to correct alignment of the
subcarrier is less than the variation in accumulation due to measurement noise. As a result,
the code start time measurement is not reliable at this C/N0. This is illustrated in Fig-
ure 3.20. In the figure, the red ellipses in the lower panel highlight correlation peaks that are
probably due to alignment of the subcarrier. However, there is another peak, likely a noise-
induced peak, that is larger than either of these two peaks. Other data sets collected using
the omni-directional antenna exhibit similar behavior—that is, either no discernable peaks
due to subcarrier alignment, or peaks that are smaller than variation due to measurement
noise.
In the accumulations computed from data captured using the omnidirectional antenna
and shown in Figure 3.19, there is very little evidence that the signal found was actually the
signal sought. In fact, the only evidence is that the carrier Doppler shift agrees well with
the carrier Doppler shift measured from the 13-m antenna. This does give an indication of
success, but it is not an unambiguous indication. It is possible that another satellite’s signal,
which arrived at the antenna with the same observed carrier frequency, could be mistaken
for the signal from the test satellite. This could happen because the subcarrier contributes
so little to the overall power of the detection. In order to underscore this fact, a detection
test was run using entirely the wrong string of bits. The bits used were a repeated string
of 2048 random bits (the length of one telemetry frame). The signal was detected, albeit
at a slightly lower level than when using the correct code. The highest accumulation found
during the grid search using the incorrect code was 802.30. For the same data set using the
correct code, the highest accumulation was 813.57 (prior to the optimization step described in
Chapter 4)—this detection is shown in Figure 3.19(a) as the right-most end of the blue curve.
The detection threshold for this data set was 729.09. Using the omnidirectional antenna,
the signal was detected, but at such a low SNR that it was impossible to distinguish the
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Figure 3.20 – Accumulations on the vertical axis are shown versus code delay on
the horizontal axis for both the high- and low-SNR paths. The low-SNR path used
the omnidirectional antenna. The high-SNR accumulations clearly show the correct
alignment of the subcarrier, while the low-SNR accumulations do not. Two red
ellipses are superimposed on the figure where peaks occur at the correct code delay.
subcarrier and its data content. Effectively, only the carrier was being detected.
Possible methods of detecting subcarrier alignment include increasing the coherent accu-
mulation interval or increasing the non-coherent interval. Unfortunately, both of these meth-
ods involve using a longer time span of data. Since, in the current model, the subcarrier is
modeled as continuous and coherent with only a quadratic phase variation (linear frequency
variation), longer accumulations are more affected by phase noise of the subcarrier-generating
spacecraft clock. That is, over too long an interval, small variations in the subcarrier phase
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tend to wash out the accumulated power rather than add to it. This appears to be the case
for the collected data. Using higher-quality frequency sources might mitigate this effect,
allowing for longer coherent integrations.
Despite the fact that the subcarrier was not detected using the omni-directional antenna,
the measured carrier Doppler shift was of reasonable quality. This may or may not be
acceptable during operation. A tradeoff between measurement quality and system complexity
is clearly evident. A standard gain horn antenna, which must be pointed to within a few
degrees of the target bearing produces much better measurements than an omni-directional
antenna, which needn’t be pointed in any special direction.
3.6.4 Computational Burden
After having addressed the question of whether or not it is possible to find the signal, it is
now necessary to consider the computational practicality of finding the signal. In the above
analysis, the search for the low-SNR signal was always heavily aided by prior results from
simultaneously recorded high-SNR samples. Table 3.1 displays information relevant to the
computational time required by the signal acquisition calculations for the low-SNR signal
with reduced search space due to aiding in carrier and subcarrier Doppler from the high-
gain antenna. The times listed in the table were calculated running the signal acquisition
software in MATLAB under Windows 7 on all four cores of an Intel Core i7 processor running
at 2.9 GHz. The times listed reflect the time necessary to process the low-SNR samples with
aiding from the high-SNR signal. The aiding provided collapsed the carrier and subcarrier
Doppler dimensions. However, due to the recording start time uncertainty on the two signal
chains, there was no aiding in the code delay dimension provided by the high-SNR signal to
the low-SNR signal.
In order to perform a signal acquisition without aiding, it would be necessary to search
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Table 3.1 – Summary of computational burden of signal search.
SGH
Coherent accumulation length, samples 62500
Number of coherent accumulations 4
Number of code offsets 262144
Time to compute coarse acquisition, s 0.313±0.035
Time to compute fine acquisition, s 4.344±0.077
Omni
Coherent accumulation length, samples 500000
Number of coherent accumulations 50
Number of code offsets 1048576
Time to compute coarse acquisition, s 22.6±2.1
Time to compute fine acquisition, s 453.8±1.3
the entirety of both Doppler dimensions and to search over the entire range of possible code
delays. The range of carrier Doppler shifts that might be encountered is affected by both
motion-induced Doppler shift and carrier oscillator frequency error. While the Doppler shift
due to relative motion should be well-known at the time of signal acquisition, the carrier
clock’s frequency error may not be known. A discussion of Doppler grid spacing may be
found in Section 3.4. In short, the carrier clock is specified to have maximum frequency
error of no more than 1.0 part-per-million. Operating in Ku band at 12.6985 GHz, as in the
proof-of-concept experiment, that equates to ±12.6985 kHz of carrier frequency uncertainty.
This entire range must be searched during an unaided signal acquisition. Assuming coherent
accumulations of 1.0 s duration, as for the detections calculated using the omni antenna, the
carrier Doppler grid spacing must be no more than 0.5 Hz, resulting in 50794 carrier Doppler
grid points.
Likewise, the subcarrier-generating clock is specified to have frequency error of no more
than 50 parts-per-million. The subcarrier frequency is 48 kHz. The range of possible subcar-
rier frequency errors is only ±2.4 Hz. However, since the subcarrier is modeled as coherent
over the entire detection interval, the tolerable frequency error is very small. Assuming that
a detection interval is 50 s long, as used for detecting the signal from the omni antenna, the
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subcarrier Doppler grid spacing must be no more than 0.01 Hz, resulting in 480 subcarrier
Doppler grid points.
If the time uncertainty were the same as assumed during the detections calculated using
data from the omni, 2.1 s, then the total time to compute an acquisition would be the time in
Table 3.1, 22.6 s, multiplied by the product of the numbers of carrier and subcarrier Doppler
grid points, or a total of a staggering 17.46 years. Under the signal detection parameters
used for the SGH data, the search time is reduced to a much more reasonable 2.8 hours. But
even 2.8 hours is not practical.
There are many ways to speed the grid search. Perhaps the most practical way would
be to aid the initial signal acquisition with signal parameters measured using a high-gain
antenna and an estimate of the current orbital parameters. This would allow the system
to determine the spacecraft clock frequency error and the relative-motion-induced Doppler
shift. This information could be propagated to the other ground stations to reduce their
search space. Such a system would result in acquisition times of only a few times those
shown in the table.
Another method of making this search practical would be to modify future spacecraft
hardware such that the subcarrier clock is slaved to the carrier clock, or such that the subcar-
rier and carrier are generated phase coherently from a single frequency source. This would
eliminate the subcarrier Doppler search dimension entirely. Failing this, it would be possible
to include a small electronic device on the spacecraft that measured the frequency drift be-
tween the carrier and subcarrier and reported this number as part of the telemetry message.
Once initial acquisition was complete, probably using a higher-gain antenna, the relative
drift information could be passed along to the ground stations to reduce their subcarrier
Doppler search spaces.
Timing uncertainty must also be considered. During the proof of concept experiment, the
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timing uncertainty was due to the difference in the start times of the recordings of the two
data streams—there was no way to put absolute time tags on the samples. In an operational
system, the timing uncertainty would be due to uncertainty in the position of the satellite
and due to spacecraft and receiver clock error. If orbit information were provided to all
of the ground stations in the system, they could use this information to reduce the timing
uncertainty due to spacecraft position uncertainty. If a pseudo random number (PRN)
sequence were transmitted in place of a telemetry message, then the timing uncertainty due
to spacecraft clock error could be limited to modulo the duration of the PRN sequence. This
alone could provide an enormous signal search time saving. The receiver clocks could be
aided by a high-quality frequency source, like GPS, to provide absolute time tags for the
samples. All these things in combination would reduce the timing uncertainty to a matter
of milliseconds.
Table 3.2 shows the projected search times for reasonable levels of residual uncertainty
for an aided signal detection. The projected search time when searching for the signal in
samples from a SGH is entirely acceptable, a total of just over 7 s. The total time using an
omni antenna is still too high to be practical without better aiding.
Speed increase could also be realized by a switch from MATLAB to a lower-level lan-
guage, like C or C++. Some anecdotes suggest that speed increases of 10–100 times can
be expected2. This alone would not yield enough improvement to make acquisitions using
an omni antenna practical, except in heavily-aided scenarios, but it might allow unaided or
minimally-aided acquisitions using a slightly higher-gain antenna, such as an SGH or a small
parabolic reflector like those used for satellite TV reception.
It is computationally practical to acquire the signal from an SGH. Though it is possible
to acquire the signal from an omni antenna, it is not practical without significant aiding.
2E.g. this thread http://stackoverflow.com/a/24643248 and the linked answer specifically suggest that
an average speed increase of 50 times when moving from MATLAB to C++ is reasonable.
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Table 3.2 – Projected search time for aided acquisitions.
Assumed Uncertainty
Spacecraft position uncertainty, m 2000
Spacecraft velocity uncertainty, cm/s 30
Carrier clock frequency error uncertainty, Hz 2
Subcarrier clock frequency error uncertainty, Hz 0.5
Subcarrier clock error uncertainty, s 0.01
Receiver clock error uncertainty, s 1× 10−9
SGH
Number of carrier Doppler grid points 7
Number of subcarrier Doppler grid points 3
Number of code offsets 16384
Coherent accumulation length, samples 62500
Number of coherent accumulations 4
Time to compute coarse acquisition, s 2.823
Time to compute fine acquisition, s 4.237
Omni
Number of carrier Doppler grid points 59
Number of subcarrier Doppler grid points 100
Number of code offsets 8192
Coherent accumulation length, samples 500000
Number of coherent accumulations 50
Time to compute coarse acquisition, s 71330
Time to compute fine acquisition, s 466.5
The next chapter discusses fine acquisition and the quality of the Doppler measurements
that can be obtained from acquisitions calculated from both an SGH and an omni antenna.
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CHAPTER 4
FINE ACQUISITION AND EXTRACTION OF OBSERVABLES
Coarse acquisition provides only a rough idea of the signal parameters—they are accurate to
within one half the grid spacing used in the grid search. In order to find more accurate signal
parameters, the parameter vector which results from a coarse acquisition can be used as the
starting point for a non-linear optimization that finds the signal parameters which minimize
the squared-error in the signal model as in Eq. (3.4), or equivalently, which maximizes the
detection statistic (the properly normalized non-coherent accumulation) in either Eq. (3.3)
or (3.12). Any suitable non-linear optimization technique could be used. The technique
described below is a modified Gauss-Newton optimization[16]. The method is different from
a standard Gauss-Newton optimization in that only a subset of the parameters are explicitly
optimized.
Following the Gauss-Newton optimization, the fine acquisition is complete, and signal
observables may be calculated. In this case, we will consider the Doppler shift observable in
detail, after fine acquisition is dealt with.
4.1 Gauss-Newton Optimization
The fine acquisition algorithm consists of a Gauss-Newton optimization routine which min-
imizes an objective function with respect to the signal parameter vector. The following
algorithm description is largely a standard Gauss-Newton algorithm, as described in Ref-
erence [16], but with notation adapted to the current problem. In this case, the objective
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function, f , is half the sum of the squares of the residuals for the entire non-coherent interval.
(4.1)
f(x) =
1
2
M∑
m=1
(ym − yˆm)† (ym − yˆm)
=
1
2
M∑
m=1
r¯†mr¯m
=
1
2
M∑
m=1
(
rTImrIm + r
T
QmrQm
)
Above, the parameters to be optimized are x=[αAk, ωDAk, αB0, ωDB0, τB0, X1, Y1, . . . , XM ,
YM ]
T, ym is the vector of complex-valued signal samples to be used in the m
th coherent
integration, yˆm is the vector of complex-valued replica signal samples in the m
th coherent
integration based on the parameters x, the dagger superscript (†) is the complex conjugate
transpose, r¯m = ym − yˆm is the complex-valued vector of residuals for the mth coherent
integration, and its real-valued components in the real and imaginary directions are rIm and
rQm, respectively. The vectors of all the real and imaginary residuals for all coherent integra-
tion intervals are rI = [r
T
I1, r
T
I2, . . . , r
T
Im, . . . , r
T
IM ]
T and rQ = [r
T
Q1, r
T
Q2, . . . , r
T
Qm, . . . , r
T
QM ]
T,
and these two vectors can be stacked into one r = [rTI , r
T
Q]
T. That is, the unsubscripted r
is the real-valued vector of residuals in the real direction for all M intervals stacked on the
real-valued vector of residuals in the imaginary direction for all M intervals.
The Gauss-Newton method relies on having approximations of the first and second deriva-
tives of f with respect to the parameter vector components [x]i = xi [16]. The derivatives
can be expressed in terms of the 2p× n Jacobian matrix of the residuals with respect to the
parameters, J(x). If JI and JQ are the matrices whose (i, j) elements are
[JI(x)]i,j =
∂rI,j
∂xi
(4.2)
and
[JQ(x)]i,j =
∂rQ,j
∂xi
(4.3)
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respectively, where rI,j is the j
th element of rI and rQ,j is the j
th element of rQ, then
J(x) =
 JI(x)
JQ(x)
 (4.4)
The required derivatives can be written
(4.5)∇f(x) = J(x)Tr
and
(4.6)∇2f(x) ≈ J(x)TJ(x)
At this point, a series of linear least squares problems is solved, each one successively moving
closer to the optimal solution to the non-linear problem. The linear problems to solve are
min
p
‖Jkp+ fk‖2 (4.7)
and the solutions are
pk = −(JTk Jk)−1JTk rk (4.8)
xk+1 = xk + κpk (4.9)
for some scalar step length 0 < κ ≤ 1 that satisfies the Wolfe condition for sufficient objective
function decrease, f(xk + κpk) ≤ f(xk) + c1κ∇fTk pk. If the problem were linear, κ would
always be 1. Nonlinearities may force the algorithm to take shorter steps to ensure that the
step results in a sufficient cost decrease. The subscript k refers to the kth iteration of the
Gauss-Newton method. Of course, x0 is the parameter vector that results from the coarse
acquisition. Eventually, xk and xk+1 become nearly identical, their objective function values
are also nearly identical, and the best κ value will be 1 or nearly so. At this point, the solution
has converged. During these iterations, the step direction p is calculated using a matrix
pseudo-inverse. It is important during matrix inversion to properly normalize the equations
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in order to maintain adequate numerical conditioning. In the author’s experience with the
algorithm, a row normalization of JTk Jk is adequate to maintain numerical conditioning.
The matrix Jk may be of very large dimension and impractical to store in computer
memory. It has 2p rows, where p = MN is the number of complex-valued samples in all
M coherent integrations, and n = 5 + 2M columns, where M is the number of coherent
integrations summed in the non-coherent integration of Eq. (3.3). M may be on the order of
10 to 100 (the examples in Sections 3.6.2 and 3.6.3 used M = 12 and M = 240, respectively)
and p will be on the order of 106 to 107. However, Jk need never be calculated in full, instead
the much more manageably sized JTk Jk and J
T
k rk may be calculated in parts. These matrices
are of dimension only n×n and n×1. Further, we need not use the nonlinear optimization to
explicitly optimize for the last 2M elements of x, the elements Xk(1), Yk(1), . . . , Xk(M), Yk(M),
because these parameters enter the problem linearly, and can be estimated using the linear
estimation described in Section 2.2.
Both JTk Jk and J
T
k rk can be written as a sum over all coherent integration intervals
JTk Jk =
M∑
m=1
JTm,kJm,k (4.10)
JTk rk =
M∑
m=1
JTm,krm,k (4.11)
where Jm,k is the Jacobian of the residuals in the m
th coherent integration interval with
respect to the parameter vector of the kth Gauss-Newton iteration, and rm,k is the vector
of residuals for the mth coherent integration interval of the kth Gauss-Newton iteration.
Calculating these quantities this way reduces the maximum number of rows in the matrices
involved from 2p = 2MN to 2N . One could break these calculations down even further so
that the sums were over each residual element, or even further so that each element of JTk Jk
or JTk rk was calculated individually as a sum over the residual vector elements. However,
this turns out to be unnecessary.
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Since we are interested in only the first five rows and columns of JTk Jk and only the first
five rows of JTk rk—those associated with the signal parameters αAk, ωDAk, αB0, ωDB0, and
tB0—we can solve a smaller optimization. Start by breaking Jm,k into four blocks,
Jm,k =
 AIm,k BIm,k
AQm,k BQm,k
 (4.12)
The two ‘A’ blocks on the left are each N × 5 matrices. These are elements of Jm,k corre-
sponding to the derivatives of the residual vector elements with respect to the first 5 elements
of x, i.e. αAk, ωDAk, αB0, ωDB0, and τB0. The ‘B’ blocks are N × 2M matrices and are the
derivatives of the residuals with respect to the remaining elements of x, i.e. Xk(m) and Yk(m)
for m = 1 . . .M . Many of the elements of the ‘B’ blocks will be zero, because the residuals in
the mth coherent integration only depend upon Xk(m) and Yk(m)—only 2 of the 2M columns
in a given row contain non-zero entries. If we let x˜ be the first 5 elements of x and x˘ be the
two elements of x that have non-zero columns of BIm,k and BQm,k, then we can recognize
that in the linearized problem,
Jm,kx =
 AIm,k
AQm,k
 x˜+
 B˘Im,k
B˘Qm,k
 x˘ = rm,k (4.13)
where B˘Im,k and B˘Qm,k are the N × 2 matrices that constitute the non-zero columns of
BIm,k and BQm,k. If the orthonormal/upper-triangular factorization of the ‘B’ block matrix
on the right-hand side of Eq. (4.13) yields the N × 2 orthonormal factor Q and the 2 × 2
upper-triangular factor R, then we have
Jm,kx =
 AIm,k
AQm,k
 x˜+QRx˘ = rm,k (4.14)
After solving Eq. (4.14) for x˘ in terms of x˜ and rm,k, the following definitions can be written.
Am,k =
 AIm,k
AQm,k
−Q
QT
 AIm,k
AQm,k

 (4.15)
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and
rm,k = rm,k −Q
(
QTrm,k
)
(4.16)
Summing over all M intervals yields
A Tk Ak =
M∑
m=1
A Tm,kAm,k (4.17)
A Tk rk =
M∑
m=1
A Tm,krm,k (4.18)
We can now solve a much smaller optimization problem that approximates the full prob-
lem. The cost function to be minimized is
(4.19)f˜(x˜) =
1
2
r
†
krk
The iteration increment is
(4.20)p˜k = −(A Tk Ak)−1A Tk rk
and the k + 1th estimate of x˜ is
(4.21)x˜k+1 = x˜k + κp˜k
Solving this approximate optimization problem is computationally tractable, whereas
solving the exact optimization may not be, depending on the number of coherent integration
intervals. Typically, fewer than ten iterations are required to converge on the locally optimal
x˜. Obviously, this algorithm takes longer to compute for cases in which more data are used.
Optimizing a signal parameter vector for the SGH took much less time than optimizing a
parameter vector for the omnidirectional antenna. For the SGH, this iteration takes about
a minute on an Intel i7 quadcore processor running MATLAB. For the omnidirectional
antenna, the iteration might run for 10 minutes. In all cases investigated, this algorithm
converged to a locally optimal estimate of the state vector. In cases in which noise caused
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there to be no clear peak, for instance, as in Figure 3.20(b), the fine acquisition algorithm
finds the set of parameters that describe the location of the noise peak nearest the coarse
acquisition result. Typically, this will result in an accurate estimate of carrier Doppler shift,
but a poor estimate of subcarrier phase.
4.2 Signal Observables
Once the optimal vector of parameters is found, fine acquisition is complete, and observables
may be extracted. An observable is a measurement of a signal property that is useful for
orbit determination. Carrier phase, subcarrier phase, subcarrier code start time, subcarrier
relative Doppler, and carrier Doppler shift are all signal properties that could be measured
to provide an orbit determination algorithm its raw measurements.
A carrier phase measurement counts the number of carrier cycles that have been received
since some reference time. The carrier phase may be difficult to track or poorly defined,
depending on the number and duration of coherent integrations used per detection and
depending on the accuracy with which the polynomial phase model in Eq. (2.10) represents
the true phase. The carrier phase model allows steps changes in phase at the edges of
coherent integration intervals, which make carrier phase ill-defined at those edges.
Subcarrier phase varies much more smoothly and is significantly easier to track. Mea-
surements of subcarrier phase are potentially of interest. However, a single 48 kHz subcarrier
cycle is more than six kilometers long. In order to make the measurement useful, the subcar-
rier phase would need to be measured to within a small fraction of a cycle, say one fiftieth or
one hundredth. While this is possible at moderate C/N0 (say, that attained using the SGH),
it is difficult or impossible at low C/N0 (that attained using the omnidirectional antenna).
Carrier-subcarrier relative Doppler shift is another potentially interesting measurement,
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though it too would need to be measured to a precision difficult to attain at low C/N0.
Carrier Doppler shift seems to be the “low-hanging fruit” among the observables. Carrier
Doppler shift is readily measured to a fine enough precision to be of significant utility. In
fact, an orbit determination algorithm is developed in Chapter 5 which uses carrier Doppler
shift as its exclusive measurement. If other properly modeled measurements were included,
the results of the orbit determination would only improve. The remainder of this chapter
presents an analysis of the carrier Doppler shift measurement and its quality.
Carrier Doppler shift is the difference between the nominal transmission frequency and
the actual received frequency at a particular reference time. Differences between the two
frequencies arise due to spacecraft clock frequency error, receiver clock frequency error, and
the effects of relative motion between the satellite and the receiver. The Doppler shift mea-
surement D in radians/second at the center of the non-coherent detection/signal-acquisition
interval is related to the signal detection parameters by
D = ωDAk + αAk (MTcoh/2) (4.22)
Essentially, the Doppler shift measurement is the initial frequency offset propagated to the
middle of the non-coherent interval using the Doppler rate estimate. Looked at in another
way, the Doppler shift measurement is the mean carrier Doppler shift over the non-coherent
interval given the choice of a quadratic model for the beat carrier phase made in Eq. (2.10),
which translates into a linear model for the carrier Doppler shift. If a different polynomial
order were used, then the correspondence between the observable that is the mid-point
Doppler and the mean Doppler would no longer hold.
In addition to the raw observable, any orbit determination algorithm also needs an esti-
mate of the uncertainty associated with each measurement. The uncertainty of the Doppler
shift observable is measured by its variance. Three possible approaches to determining the
variance of the carrier Doppler shift present themselves. First, an experiment could be car-
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ried out much like the proof-of-concept experiment described in Chapter 3 in which the
measured carrier Doppler statistics from the low-C/N0 path were determined by comparison
to the “truth” from the high-C/N0 path. Second, a similar experiment could be carried
out in simulation using identical truth parameters, but many different realizations of noise.
Third, the variance can be calculated theoretically from the optimization described in Sec-
tion 4.1. The drawbacks to the first two methods are that they would require a great deal
of time. The third method is much faster. One simply calculates the Crame´r-Rao Lower
Bound (CRLB)[17] on the Doppler variance. The CRLB is the theoretical minimum co-
variance matrix of a parameter vector estimated from a least-squares problem. The actual
covariance may be somewhat higher, but the CRLB will provide an estimate of at least the
order of magnitude of the Doppler variance. The CRLB states that
E
[
(xˆ− x0) (xˆ− x0)T
]
≥ F−1 (4.23)
where F is the Fisher Information Matrix (FIM).
F = E
[
∂2λ(x)
∂x2
]
(4.24)
and
∂2λ(x)
∂x2
=
1
σ2
∂2f(x)
∂x2
(4.25)
with f(x) as in Eq. (4.1). That is, the FIM is related to the approximate Hessian JTk Jk
from Eq. (4.10), normalized by the variance of the residuals. That is, F = 1
σ2
JTk Jk, where
the derivatives are evaluated at the final iterate of the estimate of the parameter vector. As
discussed in Sec. 4.1, JTk Jk may be a large matrix, of which only the 5× 5 upper left block is
of interest. Conveniently, the corresponding block of the inverse of this matrix, which is the
actual matrix of interest is exactly equal to the inverse of A Tk Ak from Eq. (4.17), again with
the derivatives evaluated at the final iterate of the parameter vector. Then F˜ = 1
σ2
A Tk Ak
and the minimum covariance matrix of the parameter vector E
[
(x˜− x˜0) (x˜− x˜0)T
]
≥ F˜−1.
When considering the variance of the Doppler shift measurement, only the first two
diagonal elements of the covariance matrix are needed. In order to calculate the covariance,
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first invert 1
σ2
A Tk Ak.
P = σ2
[
A Tk Ak
]−1
(4.26)
P is the CRLB covariance matrix.
The variance sought is the variance of the Doppler shift at the mid-point of the detection
interval, E [(ωˆDmid − ωDmid)(ωˆDmid − ωDmid)], where ωDmid is the true Doppler shift at the
mid-point of the interval and ωˆDmid is the estimate at the mid-point of the interval. As
previously described, the estimate of the Doppler shift at the mid-point of the interval can
be calculated from the signal detection parameters as ωˆDmid = ωˆDAk+αˆAkMTcoh/2. If we say
that the parameter estimates are equal to the truth plus some random measurement error,
then we can write ωˆDAk = ωDAk + ω and αˆAk = αDAk + α. Now it is clear that the quantity
sought is E [(ω + αMTcoh/2)(ω + αMTcoh/2)]. Recognizing that E [
2
ω] = [P ]1,1 = σ
2
Dopp,
E [αω] = [P ]1,2 = [P ]2,1 = σDoppσαραDopp, with ραDopp being the correlation coefficient, and
E [2α] = [P ]2,2 = σ
2
α, the Doppler variance at the mid-point of the interval can be calculated
as
σ2DoppMid = [P ]1,1 + [P ]1,2MTcoh + [P ]2,2M
2T 2coh/4 (4.27)
Interestingly and intuitively, there is always some anti-correlation between the Doppler error
and the Doppler rate error, so the cross term always serves to reduce the estimate of the
Doppler variance at the mid-point of the interval. This makes sense because the Doppler
estimate at the mid-point is based on data both before and after that time point. Therefore,
it should be more accurate than the estimate at the start of the interval, when the only
available data lies after the time point of interest.
The Doppler shift variance has been calculated for three detection scenarios and the
results are listed in Table 4.1. As a sanity check, the standard deviation calculated using the
CRLB has been compared to the magnitude of the differences between the “true” Doppler
shifts as computed using high-SNR data from the proof-of-concept experiment and those
computed from minimally aided detections using the low-SNR data. Reasonable results, like
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those shown in the table, were attained for all low-SNR detections. The last line of the
table shows that one detection resulted in Doppler error of less than the CRLB. This can
happen by chance, and in fact, it should occasionally happen. What is important is that the
three values in the fourth column are reasonable given the CRLB values in the last column;
none of these values is many times larger than the corresponding CRLB value. Also, the
CRLB values vary with acquisition parameters in the first 3 columns as one would expect. In
general, longer detection intervals are more sensitive to errors in Doppler shift. So, all other
things being equal, Doppler shifts obtained from longer detections are more accurate than
those obtained from shorter detections. Also, all other things being equal, Doppler shifts
obtained from higher-C/N0 data are more accurate than those obtained from lower-C/N0
data.
Table 4.1 – Influence of acquisition parameters on standard deviation of Doppler
shift measurement error.
C/N0 Tcoh M Doppler Error
∗ CRLB†
dB-Hz s – Hz Hz
10.956 0.125 240 0.554 0.406
31.956 0.25 6 0.048 0.023
31.956 0.125 12 0.010 0.124
*Difference between high- and low-SNR
detections at midinterval.
†Square root of CRLB quantities projected
to mid-interval as in Eq. (4.27).
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CHAPTER 5
ORBIT DETERMINATION
The goal of this work is to lay the foundation for a low-cost orbit determination system that
can support satellites during orbit raising, that is, the stage of the satellite lifetime from
after decoupling with the launch vehicle until insertion into the final orbital slot and handoff
to the customer. Thus far, it has been demonstrated that the satellite telemetry signals can
be reasonably detected and what level of quality can be expected from the derived carrier
Doppler shift observables of the signals. The final analysis necessary is to show that using
these observables, reasonable levels of orbit determination accuracy can be achieved with a
reasonable number of ground stations.
This chapter presents an orbit and measurement simulation, a simple orbit determination
filter, and the orbit determination results of applying the filter to the simulated measure-
ments. The models presented in this chapter are not intended to be high-fidelity models.
They are intended to be rough models that provide a level of fidelity sufficient to inform
decisions regarding the overall design and disposition of future low-cost ground stations. It
would have been desirable to include some orbit determination results using on-orbit data.
Unfortunately, sufficient data are not available. The proof-of-concept experiment was de-
signed to provide data for signal detection only. All the results presented in this chapter use
simulated orbits and measurements with realistic levels of process noise and measurement
noise, based on the results from the previous chapter.
The next section provides a summary of the orbit and clock simulation. After that,
the extended square-root information orbit determination filter is described. The cases
simulated, including different ground station numbers and locations, are detailed in the
following section. The final section of the chapter gives results of the orbit determination
simulations.
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5.1 Orbit and Clock Model
The satellite orbit and its clock were modeled in discrete time via a non-linear dynamic
state transition function. The simulation and the orbit determination filter used the same
dynamic state transition function,
xk+1 = fk(xk,wk) (5.1)
where xk is the state vector and wk is a random process noise vector, k is the sample index
which takes on values k = 0, 1, 2, . . ., and fk is a vector-valued function of the two input
vectors xk and wk. It models how the physical system evolves with time. In this case, the
physical system is the satellite’s orbit and its clock. Note that some notational reuse has
occurred, and that the fk(xk,wk) of this chapter is a completely different quantity from the
f(x) from the previous chapter.
The state vector consists of 17 elements. Three state vector elements describe the satel-
lite’s Cartesian position vector in an Earth-centered inertial reference frame (ECIF), three
describe Cartesian velocity in the same frame and measured with respect to that frame, two
describe the spacecraft clock state, and the remaining nine state vector elements describe
additional states referred to in the literature as empirical acceleration parameters [18, 19, 20].
The process noise vector consists of 14 elements. Three provide random velocity incre-
ments, i.e., impulsive acceleration disturbances, each time step. Two drive the spacecraft
clock model. Three drive the random walk of the “constant” along-track, altitude, and cross-
track velocity disturbances. And three each drive the random walks of the coefficients of
the cosine and sine once-per-orbit velocity disturbances. The rest of this section describes
in detail the dynamics and statistics of each element of the state and process noise vectors.
The simulated dynamics of the satellite position and velocity are purely Keplerian, except
for the addition of white noise and the effects of the empirical accelerations on the velocity
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states. The orbit determination filter’s dynamics model uses the same dynamics model as the
orbit simulation. They are propagated through time via a transformation from Cartesian to
equinoctial coordinates, a time propagation in equinoctial coordinates in which only the mean
longitude1 changes[21], and lastly a transformation back to Cartesian. The transformation
to and from equinoctial elements is used purely as a convenience. In equinoctial coordinates,
propagation of the orbit is trivial, whereas in Cartesian coordinates, orbit propagation is
somewhat more involved. At the end of each propagation interval, the Keplerian satellite
velocity states are modified by the addition of the effects of the empirical accelerations and
by the addition of white noise. The velocity modification can be expressed as
vk+1 = v˜k+1(rk,vk) + E(rk,vk) (a0,k+1 + a1,k+1 cosλk+1 + a2,k+1 sinλk+1 +wv) (5.2)
where the components of vk+1 are the fourth through sixth elements of xk+1, the satellite
velocity, v˜k+1(rk,vk) is the Keplerian velocity at time tk+1 based on the position and velocity
at time tk, E(rk,vk) is the matrix that transforms from local level coordinates (along-track,
altitude, and cross-track) to ECIF coordinates, a0,k+1 is the constant velocity increment
in local level coordinates due to the effects of the empirical accelerations which applies at
time tk+1, a1,k+1 and a2,k+1 are the velocity increments due to once-per-orbital-revolution
acceleration disturbances which apply at time tk+1, λk+1 is the mean longitude, and wv is a
vector of zero-mean, white, Gaussian process noise.
The standard deviation of the Gaussian distribution from which the elements of the
process noise vector wv are drawn is set such that the resulting equivalent accelerations are
roughly equal to, or greater than, the magnitudes of unmodeled accelerations that a real
satellite in the simulated orbit would experience [22]. For instance, in GTO, accelerations
down to approximately 1 × 10−7 to 1 × 10−10 m/s2 would be modeled over most of the
orbit. Over a 600-second interval (the discrete time step of the simulation and filter), this
would result in a velocity increment of, say, 600× 10−8 m/s for acceleration disturbances of
1In terms of traditional orbital elements, the mean longitude is the sum of the mean anomaly, the argument
of perigee, and the longitude of ascending node, λ = M + ω + Ω
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1× 10−8 m/s2. Accordingly, the white noise driving the velocity evolution of the satellite is
set to have standard deviation of 600× 10−8 m/s for the GTO orbit.
The effects of the empirical accelerations are cast as velocity disturbances that occur at
the end of each propagation interval. The empirical accelerations are simulated and added to
the filter’s dynamic model in order to accommodate the effects of unmodeled or mismodeled
perturbations to the satellite’s orbit. These accelerations would be due to, for instance, error
or mismatch in the atmospheric density model, the spacecraft drag model, the solar radiation
pressure model, the Earth albedo model, etc. In some of the literature, twice-per-orbit
empirical acceleration disturbances are also modeled [20, 23]. The nine empirical acceleration
effect coefficients, ak+1 = [a
T
0,k+1, a
T
1,k+1, a
T
2,k+1]
T, comprise the last nine elements of the state
vector. These elements evolve according to a random walk model of the form
ak+1 = ak +wa (5.3)
where ak and ak+1 are the vectors of empirical acceleration effect coefficients which apply at
the subscripted time steps andwa is a nine-element zero-mean, white, Gaussian process noise
vector. The initial values of the empirical acceleration effect coefficients are drawn from a
zero-mean Gaussian distribution with standard deviation the same as the standard deviation
of the elements of wv. That is, the empirical accelerations are modeled as being about the
order of magnitude of the Gaussian white-noise unmodeled or mismodeled accelerations. The
process noise vector elements, wa, that drive the random walk evolution of the empirical
acceleration effect coefficients are drawn from a distribution with standard deviation that
is two orders of magnitude lower than the standard deviation of the initial values of the
coefficients. For reference, it takes 630 orbits for the empirical process noise coefficients to
double in standard deviation in the absence of Kalman filter measurement updates2. So, the
2After N steps, the variance of a parameter undergoing a discrete random walk with steps of variance
σ2 is σ2p = Nσ
2. In this case, the standard deviation of interest is double the original, that is σp = 2σ0,
and the empirical process noise coefficients were drawn from an original distribution with 100 times more
standard deviation than the standard deviation of the steps perturbing them, that is σ0 = 100σ, so 4σ
2
0 =
N(1 × 10−2σ0)2. N is easily found to be 40000. With orbital period of 38096.8 s and time steps of 600 s,
the number of orbits until the standard deviation of the coefficients doubles is 629.9.
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coefficients walk randomly, but not rapidly.
The clock model consists of a standard two-state Markov model [24], δtAk+1
δ˙tAk+1
 =
 1 ∆t
0 1

 δtAk
δ˙tAk
+
∆t 0
0 ∆t

 wt
wf
 (5.4)
in which the satellite clock rate error δ˙tAk+1 evolves according to a random walk and the
satellite clock error is the integral of the rate error plus an additional random walk. The
Markov model is driven by the process noise vector elements wt and wf which are white,
zero-mean, and independent with equivalent continuous-time power spectral densities Sf and
Sg respectively. Sf and Sg are related to the Allan variance parameters by Sf ≈ h0/2 and
Sg ≈ 2pi2h−2.
Two types of orbit were simulated. The first is a geostationary transfer orbit with peri-
apsis altitude of 400 km (rp = 6771 km) and apoapsis altitude of 35800 km (ra = 42171 km),
which is slightly higher than synchronous orbit. The second orbit simulated is an in-
termediate orbit between the initial GTO and GEO with periapsis altitude of 17700 km
(rp = 24071 km) and apoapsis altitude of 35800 km (ra = 42171 km). Both orbits are Keple-
rian, with the exception of the addition of the random velocity increments and the empirical
accelerations.
For the GTO orbit, the addition of process noise and empirical accelerations results in
a maximum drift in the along-track direction of 7.1 km, of 2.8 km in the altitude direction,
and of 10.6 km in the cross-track direction over the simulated two-week period for one
realization of process noise. For the intermediate orbit, the addition of process noise and
empirical accelerations results in a maximum drift in the along-track direction of 3.4 km, of
0.9 km in the altitude direction, and of 4.3 km in the cross-track direction over the simulated
two-week period for one realization of the process noise.
Measurements, including random measurement noise, were also simulated for both orbits
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and for all of the ground stations listed in Table 5.1. The standard deviation of the carrier
Doppler shift measurement noise corresponds roughly to the levels determined in Sec. 4.2,
either 0.5 Hz or 0.1 Hz depending on the particular simulation.
5.2 Extended Square-Root Information Filter
In order to determine roughly how well real-time orbit determination would function us-
ing these signals and the resulting observables, an extended square-root information filter
(ESRIF) was applied to the problem. The ESRIF has been extensively studied and is well-
understood [25, 26]. In fact, such filters have been applied to orbit determination in several
instances [27, 28, 29]. It is a suboptimal filter due to its use of linear approximations, but it
is simple to implement and works well enough for the relatively mild nonlinearities encoun-
tered over the likely level of filter state uncertainty in GEO or GTO and with an average
of several ground station contacts per orbit. The remainder of this section describes the
iterative filtering process used for this study.
An extended square root information filter uses a linearized dynamics function. The
non-linear dynamics function in Eq. (5.1) can be linearized by taking its derivatives with
respect to the state and the process noise, which results in the Jacobian matrices Fk and Γk
respectively. Explicitly,
Fk =
∂fk(xk,wk)
∂xk
∣∣∣∣
xk=xˆk,wk=0
(5.5)
Γk =
∂fk(xk,wk)
∂wk
∣∣∣∣
xk=xˆk,wk=0
(5.6)
Then the linearized a priori state estimate error can be written
xk+1 − x¯k+1 ≈ Fk (xk − xˆk) + Γkwk (5.7)
where xk is the true state vector at index k, x¯k+1 = fk(xˆk,0) is the a priori estimate of the
state vector at index k+ 1, that is, it is the state estimate at sample k+ 1 conditioned only
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on measurements up through sample k, and xˆk is the a posteriori estimate of the state at
sample k, that is, it is the state estimate at sample k conditioned on measurements right up
through sample k.
In addition to the state transition function, the filter requires a measurement model. A
simple model of the Doppler shift observable in Hz, excluding ionospheric effects, can be
written
D =
−1
λA
(
ax(X˙A − X˙R) + ay(Y˙A − Y˙R) + az(Z˙A − Z˙R)
)
+ fAδ˙tA + nD (5.8)
In this model, λA is the nominal carrier wavelength in meters, ai for i ∈ {x, y, z} is the i
component in Earth-centered inertially-fixed Cartesian coordinates of the unit vector which
points from the receiver to the satellite,
ax
ay
az
 = rA − rR√(rA − rR)T (rA − rR) (5.9)
where the satellite’s position is rA = [XA, YA, ZA]
T in ECIF coordinates and its ve-
locity is vA = [X˙A, Y˙A, Z˙A]
T, the receiver’s position expressed in ECIF coordinates is
rR = [XR, YR, ZR]
T and its velocity is vR = [X˙R, Y˙R, Z˙R]
T, fA is the nominal carrier
frequency, δ˙tA is the spacecraft clock error rate in s/s, as in Eq. (5.4), and nD is zero-mean,
white, Gaussian measurement noise. The Doppler shift D is related to the signal detection
parameters by D = ωDAk + αAk (2MTcoh/2). This simple model does not take into account
propagation delay. All quantities apply at the same instant. Nor does it account for the
additional delay due to the neutral atmosphere or carrier phase advance due to the iono-
sphere. Also, it neglects the possible effects of receiver clock error on the assumption that
this contribution will be removed by use of GPS disciplining of the receiver clock. This is
sufficient to model the relationship between what the satellite is doing and what the ground
stations observe for a rough analysis of orbit determination using this observable derived
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from low-cost ground stations. This model would not be adequate for a deployed orbit de-
termination system, because additional higher-order effects are needed in order to achieve
the best possible accuracy, effects such as the light-time delay between the transmission from
the satellite and the time of reception on the ground.
The ESRIF’s measurement model takes the standard form
(5.10)yk+1 = hk+1(xk+1) + νk+1
where the vector of normalized measurements available at epoch k + 1 is modeled as the
sum of a non-linear vector-valued function, hk+1(xk+1) and a zero-mean, unit variance,
white, Gaussian noise vector νk+1. The non-linear measurement model function hk+1(xk+1)
captures the relationship of the measurements to the spacecraft state vector xk+1. The
Doppler shift model of Eq. (5.8) represents one element of the output of hk+1(xk+1). The
conditioning on the variance of the measurement noise is enforced through normalization
of the actual measurements. That is, νk+1 = nDk+1/σD, where nDk+1 is the vector of
measurement noise elements, one element of which is shown in Eq. (5.8) above, and σ2D is
the Doppler measurement variance.
The ESRIF also requires a linearization of the measurement model. If the Jacobian
matrix of the measurement vector with respect to the state vector is called Hxk+1, then the
linearization is
∆yk+1 = Hxk+1 (xk+1 − x¯k+1) + νk+1 (5.11)
where ∆yk+1 is the difference between the actual measurements and those expected based
on the measurement model with x¯k+1 as input, ∆yk+1 = yk+1 − hk+1(x¯k+1).
With these preliminaries taken care of, the iterative filtering process can be simply ex-
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plained. First, the a priori square-root information equations are writtenRwwk 0
0 Rˆxxk

 wk
xk − xˆk
 =
 0
0
−
νwk
νxk
 (5.12)
In the above equations, Rwwk is the a priori process noise square-root information matrix—
the inverse square root of the process noise covariance matrix, Rˆxxk is the a posteriori satellite
state square-root information matrix, wk is the process noise vector acting from k to k + 1,
and νwk and νxk are unknown zero-mean, idnetity-covariance, uncorrelated white-noise vec-
tors. These equations essentially state that the process noise and the state error properly
normalized have unity variance. These equations involve xk − xˆk, but we would like them
to involve xk+1 − x¯k+1. This can be accomplished by solving Eq. (5.7) for xk − xˆk and sub-
stituting the result into Eq. (5.12). At the same time, the linearized measurement equation
can be appended to the system of equations.
Rwwk 0
−RˆxxkF−1k Γk RˆxxkF−1k
0 Hxk+1

 wk
xk+1 − x¯k+1
 =

0
0
∆yk+1
−

νwk
νxk
νk+1
 (5.13)
The final phase in the filtering step is to employ an orthonormal/upper-triangular (QR)
factorization [26] in order to solve the system of equations. The large block matrix will be
factored into an orthonormal matrix and an upper triangular matrix. If the entire system of
equations is multiplied by the transpose of the orthonormal factor, the result is
Rˆwwk Rˆwxk
0 Rˆxxk+1
0 0

 wk
xk+1 − x¯k+1
 =

∆zwk
∆zxk+1
∆zresk+1
−

νˆwk
νˆxk+1
νˆk+1
 (5.14)
If the middle of these three equations is solved for xk+1, the result is
xk+1 = x¯k+1 + Rˆ
−1
xxk+1 (∆zxk+1 − νˆxk+1) (5.15)
The expected value of this equation is:
xˆk+1 = x¯k+1 + Rˆ
−1
xxk+1∆zxk+1 (5.16)
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The filtering process proceeds to the next time step by passing forward xˆk+1 and Rˆxxk+1 and
retrieving the next set of measurements.
In order to begin the filtering process, an initial estimate of the spacecraft state is needed.
For both orbits, the filter was initialized with a random initial position estimate with RMS
error of 100 m in each direction and a random velocity estimate with RMS error of 0.030 m/s
in each direction. These levels of uncertainty correspond to those available from the launch
vehicle operator. An operational orbit determination system would get its initial spacecraft
state estimate in a handoff from the launch vehicle, or in a handoff from the traditional orbit
determination system. The 2-week Kalman filter simulation scenarios are long enough to
make their average and final accuracies largely insensitive to the choices of initial uncertainty
defined here. Therefore, any averaged or final results will be indicative of the possible system
performance, independent of the validity of the assumed filter initialization error standard
deviations.
5.3 Ground Station Placement
Seventeen ground stations were used in the orbit determination simulations. These ground
stations are located around the world, at the locations listed in Table 5.1. They are placed
on the surface of a sphere of the mean radius of the Earth, 6371 km.
In the simulations, the ground station location is known exactly. In a real system, the
actual location of the phase center of the receiving antenna is not known perfectly. This
uncertainty introduces biases into the measurements which affect the final quality of the
orbit determination. Depending on the required level of orbit determination accuracy, it
may be necessary to find the actual incident-angle-dependent phase center location to within
centimeters or millimeters [30, 31, 32, 33].
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Simulated Ground Station Locations
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Figure 5.1 – Map of locations of simulated ground stations.
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Simulated Ground Station Locations, Case A
(a) Case A ground stations.
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Simulated Ground Station Locations, Case B
(b) Case B ground stations.
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Simulated Ground Station Locations, Case C
(c) Case C ground stations.
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Simulated Ground Station Locations, Case D
(d) Case D ground stations.
Figure 5.2 – Maps of ground stations used in cases A–D.
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Table 5.1 – Locations of ground stations used in the orbit determination simulation.
Sta. Num. Location N. Lat. (°) E. Long. (°)
1 Palo Alto, CA 37.426233 -122.103400
2 Phoenix, AZ 33.435627 -112.019492
3 Denver, CO 39.860465 -104.673494
4 Santa Fe, NM 35.618256 -106.085131
5 Houston, TX 29.756817 -95.362633
6 Arlington, VA 38.846365 -77.043147
7 Lyon, France 45.731930 4.940435
8 Madrid, Spain 40.519436 -3.568300
9 Brighton, UK 50.831945 -0.140967
10 Naples, Italy 40.884310 14.290204
11 Mexico City, Mexico 19.443249 -99.051462
12 Kourou, French Guiana 5.219365 -52.763415
13 Perth, Australia -31.940406 115.954839
14 Melbourne, Australia -37.680476 144.856209
15 Honolulu, HI 21.321094 -157.933394
16 Johannesburg, South Africa -26.146197 28.243538
17 Santiago, Chile -33.394647 -70.798928
Five ground station cases are considered for each of the two simulated orbits. The cases,
lettered A–E, are listed in Table 5.2. In Case A there are six ground stations located in the
United States. The locations of these ground stations are shown in Fig. 5.2(a). In Case B,
there are three pairs of ground stations scattered across the globe—one pair located in the
Western US, one pair located in Europe, and the last pair located in Australia. Fig. 5.2(b) is
a map showing the locations of the Case B ground stations. Case C uses 10 ground stations
in the US and Europe. They are shown in Fig. 5.2(c). Case D also uses 10 ground stations,
but they are more scattered around the world. They are shown in Fig. 5.2(d). Case E uses
all 17 ground stations listed in Table 5.1 and shown in Fig. 5.1. Some of the ground stations
were placed near existing Earth stations. The locations of the other ground stations are in
no way special or significant, except that they provide geographic diversity and are located
roughly in groups of two or more. The ground stations are grouped because if the spacecraft
is observed with only one ground station at a time, the spacecraft clock error is inseparable
from the orbit-induced Doppler shift. Observing the spacecraft with more than one ground
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Table 5.2 – Ground stations used for each of the 5 cases, listed by station number.
Case Stations Used
A 1–6
B 1, 2, 7, 8, 13, 14
C 1–10
D 1, 2, 5, 7–9, 11–14
E 1–17
station provides the orbit determination algorithm with useful orbit information from the
Doppler shift observables.
For each of cases A–E, the appropriate simulated measurements were made available to
the filter. In order for a measurement to be used by the filter, there had to be two or more
ground stations in view at a particular measurement epoch, the satellite had to be more
than ten degrees above the horizon, and the satellite had to be above 6400 km in altitude.
This altitude constraint (roughly one Earth radius) is arbitrary and serves only to limit the
angular rate of the satellite across the sky from the point-of-view of the ground stations.
This reduces the importance of the changing dynamic situation of the spacecraft during the
time it takes to make a measurement. In the low-C/N0 regime, measurements take 30 or
more seconds to make. Near perigee of a GTO orbit, the spacecraft may sweep through
40° in 30 seconds from the point of view of a ground station directly below the spacecraft,
whereas it will sweep through less than 2° in 30 seconds when at an altitude of one Earth
radius. While it would certainly be possible to slew a small antenna this quickly, maintaining
dynamic pointing might increase the complexity of the system. With this altitude constraint,
the satellite can be assumed to remain in the main beam of a statically pointed receiving
antenna during the entire measurement duration.
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5.4 Results
The results of several filter runs are presented in Table 5.3. All filter runs simulated 14 days
with measurements every 10 minutes while the satellite was in view. Note that measurements
may actually be available much more often than every ten minutes. As mentioned above, a
measurement can be made using an omnidirectional antenna in roughly 30 seconds. Using the
higher-gain SGH antenna, it may take as little as 1.5 seconds of data to make an independent
carrier Doppler shift measurement. As a result, the filter used only 1.5 s–30 s-worth of
data every 10 minutes. If measurements are made available to the filter more often than
every ten minutes, filter performance might be better. The left-most column of the table
indicates which set of ground stations was used, which orbit was simulated, and which level of
measurement noise was used. The remaining columns list the RMS position estimate error
magnitude, the peak position estimate error magnitude, the filter’s estimate of position
estimate standard deviation, the RMS velocity estimate error magnitude, and the peak
velocity estimate error magnitude. The statistics are computed over days 8–14 of all filter
runs. The entries in the table are arranged in groups of five lines each. Each group of five
lines uses the same orbit (indicated by the numeral in the case name—‘1’ for the GTO orbit
and ‘2’ for the intermediate orbit) and the same carrier Doppler shift measurement noise
standard deviation (indicated by the case of the letter in the designation—uppercase for
0.5 Hz standard deviation measurement noise, lowercase for 0.1 Hz standard deviation), but
a different set of ground stations. Each of the 20 lines of the table represents the results
of 100 filter runs with independent realizations of process and measurement noise. That is,
the peak numbers, for instance, are the maximum absolute difference between the filter’s
estimate of position and the true position in 100 independent filter runs over the last 7 days
of each run. Likewise, each table entry for RMS position error is the square root of the mean
of the squares of the magnitudes of the differences between the filter’s estimate of position
and the true position in the same 100 filter runs over the same span of 7 days as used in
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finding the corresponding peak number.
Table 5.3 – Orbit determination performance for 20 scenarios
Position Error, m Velocity Error, cm/s
Case RMS Peak Filter Std RMS Peak
A1 2793.98 32709.94 271.31 70.995 2799.41
B1 287.77 8196.06 168.03 11.572 689.16
C1 1593.74 10788.60 184.53 29.646 916.18
D1 384.90 3962.37 85.20 5.238 121.65
E1 42.38 268.98 42.25 1.135 23.32
a1 1132.47 9889.82 87.50 22.450 867.88
b1 78.75 1739.30 45.77 2.313 152.05
c1 681.04 7912.01 57.32 9.728 283.32
d1 58.21 838.28 25.39 1.142 26.53
e1 12.63 84.39 13.24 0.343 7.33
A2 305.04 4635.67 236.22 3.351 66.75
B2 174.37 793.47 181.74 1.916 11.43
C2 167.96 973.92 176.77 1.773 14.57
D2 105.71 429.88 112.97 1.139 6.30
E2 60.65 274.99 70.94 0.641 3.77
a2 83.09 523.93 85.76 0.885 7.66
b2 49.36 255.24 55.02 0.539 3.23
c2 56.58 363.12 59.20 0.605 5.28
d2 32.90 138.07 34.75 0.349 2.08
e2 19.55 105.63 21.31 0.201 1.46
The results shown in the table indicate that reasonable levels of orbit determination
accuracy should be achievable using a modestly-sized network of receivers on the ground.
RMS position estimate errors of less than 1.5 kilometers can be achieved with only six
receivers in the contiguous United States. RMS position estimate errors of less than 50 meters
can be achieved with only 17 receivers placed in easily-accessible locations around the world.
Comparing ‘B’ cases and ‘C’ cases is interesting. The ‘B’ cases use only six receivers,
while the ‘C’ cases use ten. However, the ‘B’ cases tend to out-perform the ‘C’ cases. This
is because there is greater geographical diversity of ground stations in the ‘B’ cases. They
use one pair of ground stations in the US, one pair in Europe, and one pair in Australia.
The ‘C’ cases use ground stations located only in the US and Europe. Adding ground
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stations without significantly increasing geographic diversity is only marginally beneficial.
Considerations such as this are important in choosing the locations of actual ground stations.
In addition to the tabulated results, some plots of position estimation error versus time
are included in Figures 5.3–5.6. The figures show the history of position estimation error
components and magnitude for one example from each of cases A1, E1, A2, and E2. The
figures also show, in the (b) panels, a quantity computed from the filter’s square root in-
formation matrix. It is genearted by computing the square root of the trace of the 3-by-3
sub-matrix associated with the position states of the filter’s computed estimation error co-
variance matrix. In general, the orbit determination performance is improved significantly if
higher-quality measurements are used. Only cases using the lower-quality measurements are
depicted in the figures, but results for higher-quality measurements are shown in the table.
Despite relatively sparse and brief periods of satellite visibility, case A1 performs fairly
well. That is, this set of only six low-cost ground stations produces orbit estimates with
errors that do not grow without bound, and in fact might even be useful for some purposes.
For instance, an error of 3 km gives the satellite location to less than half a degree of azimuth
or elevation. This is sufficient precision to point a 30-inch satellite dish. Though not a part of
the concept of operation of the system under investigation, a possible concept of operations
might allow the orbit estimates to coast at this coarse level of precision, then periodically
update the orbit estimate with higher-quality measurements to bring the uncertainty down
during critical times, perhaps during maneuvers. In the example shown in the figure, there
are gaps of nearly a full day during which no measurements are available to update the
filter. During the data gaps, the filter’s position estimate drifts away from the truth only
moderately. Though, from the table, it is clear that in at least one of the simulated cases,
the filter’s estimate drifted away by nearly 33 km. The position error snaps down to a lower
level at the onset of each grey region, as expected because of the ensuing filter measurement
updates.
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The example Case E1 shown in Figure 5.4 used the same realizations of process noise
and measurement noise as the example Case A1 shown in Figure 5.3. The differences are
purely due to which ground stations observed the satellite. Because Case E1 uses a set
of ground stations which spans the globe, the periods during which measurements are not
available to the filter are much shorter. In fact most of these outages are due to the minimum
altitude constraint mentioned in Section 5.3. That is, there is a low-altitude portion of the
highly-elliptical GTO during which no measurements are assumed to be available for orbit
determination. Case E1 performs very well. The peak position error after the initial filter
transient is significantly less than 0.5 km for this example, and the RMS error over days
8–14 is only about 35 m.
The orbit determination performance for the intermediate orbit, with periapsis halfway
between GTO periapsis and GEO radius, is in general somewhat worse than for the GTO
orbit. An example of case A2 is shown in Figure 5.5. This orbit is considerably higher than
the GTO, and thus it is also slower. Data gaps are lengthened to nearly two days in this
scenario. However, counter balancing these longer gaps are longer periods during which the
satellite is visible to two or more ground stations.
When additional ground stations are added, to produce Case E2 shown in Figure 5.6,
the filter’s performance improves. There are very few data gaps, and they are short. The
peak position estimation errors climb to only about two hundred meters. The RMS position
estimation error for days 8–14 of this example is about 68 m, about twice that for Case E1.
The filter presented in this dissertation includes terms that allow unmodeled conservative
and non-conservative forces to be absorbed into empirical acceleration parameters estimated
on the fly. These terms allow for some amount of uncertainty to exist in the force model
without causing problems with the filter. While the filter presented herein has not been
applied to on-orbit data, nor was it meant to be in its present simplified form, the results of
the simulated orbit determination scenarios should adequately indicate the levels of orbit de-
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(a) Along-track (solid blue), altitude (dashed red), and cross-track (dashed-dotted
green) position estimation errors are plotted versus time. The vertical grey bars
mark the time spans during which the satellite is being observed by two or more
ground stations.
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(b) The magnitude of the position estimation error (solid blue) and the filter’s 1-σ
estimate of the position estimation error (dashed red) are plotted versus time. The
grey bars again mark times during which the filter is receiving measurements.
Figure 5.3 – Case A1 position estimation error components and magnitude. Case
A1 uses the GTO orbit, six ground stations scattered through the contiguous United
States, and 0.5 Hz carrier Doppler shift measurement error standard deviation.
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(a) Along-track (solid blue), altitude (dashed red), and cross-track (dashed-dotted
green) position estimation errors are plotted versus time. The vertical grey bars
mark the time spans during which the satellite is being observed by two or more
ground stations.
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(b) The magnitude of the position estimation error (solid blue) and the filter’s 1-σ
estimate of the position estimation error (dashed red) are plotted versus time. The
grey bars again mark times during which the filter is receiving measurements.
Figure 5.4 – Case E1 position estimation error components and magnitude. Case
E1 uses the GTO orbit, all 17 ground stations scattered around the Earth, and
0.5 Hz carrier Doppler shift measurement error standard deviation.
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(a) Along-track (solid blue), altitude (dashed red), and cross-track (dashed-dotted
green) position estimation errors are plotted versus time. The vertical grey bars
mark the time spans during which the satellite is being observed by two or more
ground stations.
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(b) The magnitude of the position estimation error (solid blue) and the filter’s 1-σ
estimate of the position estimation error (dashed red) are plotted versus time. The
grey bars again mark times during which the filter is receiving measurements.
Figure 5.5 – Case A2 position estimation error components and magnitude. Case
A2 uses the intermediate orbit, six ground stations scattered through the contigu-
ous United States, and 0.5 Hz carrier Doppler shift measurement error standard
deviation.
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(a) Along-track (solid blue), altitude (dashed red), and cross-track (dashed-dotted
green) position estimation errors are plotted versus time. The vertical grey bars
mark the time spans during which the satellite is being observed by two or more
ground stations.
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(b) The magnitude of the position estimation error (solid blue) and the filter’s 1-σ
estimate of the position estimation error (dashed red) are plotted versus time. The
grey bars again mark times during which the filter is receiving measurements.
Figure 5.6 – Case E2 position estimation error components and magnitude. Case
E2 uses the intermediate orbit, all 17 ground stations scattered around the Earth,
and 0.5 Hz carrier Doppler shift measurement error standard deviation.
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termination accuracy possible given the measurements and geometry of the problem. When
the orbit determination methods set out herein are applied to a real orbit determination
problem, the satellite force model and measurement model must be enhanced to yield higher
fidelity than they do currently. Even so, it is likely to be desirable to retain the constant
and once-per-revolution empirical acceleration disturbance parameters in order to absorb
any residual model errors.
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CHAPTER 6
SUMMARY
6.1 Summary and Review
The goal of this dissertation is to provide a proof of concept and the implementation details
of a new, proposed low-cost orbit determination method. The proposed method would
enable a new class of commercial satellite mission by significantly reducing the cost of orbit
determination during the orbit raising phase of the satellite’s life. The proposed method
uses passive measurements of the satellite’s low-power, always-on normal downlink telemetry
signal and uses them in an extended square root information filter to compute estimates of
satellite position and velocity. The proposed measurements are measurements of telemetry
signal carrier Doppler shift. These measurements contain information related to the relative
motion between the satellite and the ground station. The measurements are contaminated
with spacecraft clock frequency error and receiver clock frequency error. It is assumed
that the receiver clock frequency error can be calibrated out using GPS measurements or
through some other means. The satellite clock errors are removed by observing the satellite
signal simultaneously from more than one location. The measurements are made through a
matched filtering process that starts with a coarse grid search over signal parameter space
and finishes with a non-linear optimization of the parameters found during the grid search.
The measurements from a network of ground stations are then passed to a central orbit
determination algorithm. The proposed method uses an extended square root information
filter.
This dissertation started with the development of a signal model of a downlink telemetry
signal that is being proposed for use in passive orbit determination. This type of signal is
referred to in the satellite industry as the “normal downlink telemetry” as opposed to “dwell
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telemetry” or another special telemetry signal. The model was specific to the signal inves-
tigated during the proof-of-concept orbit determination signal processing experiment which
was subsequently described in Chapter 3. The development of the signal model proceeded by
first setting forth a mathematical description of the signal, then developing approximations
that simplified the parameter space of the signal.
The signal model was then applied in a coarse acquisition algorithm. The coarse acquisi-
tion algorithm was tested in an experiment in Gilbert, Arizona. RF samples of the downlink
telemetry from an on-orbit satellite were simultaneously captured using a high-gain 13-meter
antenna and a low-gain antenna. The coarse acquisition algorithm was applied to the signal
samples from both antennas. The high-gain antenna provided some measure of “truth”,
while the low-gain antenna provided measurements with the fidelity expected during oper-
ation of the low-cost orbit determination method. The results of the proof-of-concept orbit
determination signal processing experiment proved that it is possible to detect the signal at
the expected levels of C/N0. This was an open question prior to the experiment. It was
unknown whether the signal could be detected at all at very low C/N0.
A fine acquisition algorithm refined the results of the coarse acquisition and provided
carrier Doppler measurements at reasonable levels of measurement noise. The variance of
the measurement noise was determined theoretically using the Crame´r-Rao Lower Bound.
The difference in carrier Doppler shift between the high-SNR and low-SNR detections was
taken to be a proxy for the measurement error. The magnitude of the measurement errors
was found to be consistent with the theoretically determined measurement noise variance.
The next chapter of the dissertation demonstrated that a modestly-sized network of low-
cost ground stations placed at strategic locations around the globe would be able to provide
carrier Doppler measurements to a filter to enable real-time orbit determination. In fact,
though the only orbit determination method investigated was real-time square root informa-
tion filtering, the measurements used could be provided to any type of orbit determination
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method capable of processing carrier Doppler measurements. The true achievable levels of
position estimate error are currently unknown, but the simulation results suggest that it is
possible to compute orbits with less than 100 m RMS position error using the proposed sys-
tem. Achieving this level of accuracy will be a matter of thoughtful hardware and software
development and careful modeling.
The overall cost to develop and deploy this orbit determination system may ultimately be
less than the cost of traditional orbit determination for an extended orbit-raising campaign.
The recurring cost of operating a network of the proposed ground stations is minimal—
occasional inspections, power, and internet connection. This system has the potential to
save millions of dollars per year or to enable new capability at low cost.
6.2 Next Steps
In order to pursue this system, a few steps should be taken. As mentioned earlier, the
spacecraft engineering community is risk averse and extremely conservative. Accordingly,
the development of this system should proceed in small, low-risk phases.
1. Develop prototype ground stations
2. Develop preliminary orbit and measurement models
3. Build two or more prototype ground stations
4. Perform orbit determination for an on-orbit satellite (or during orbit raising)
The development and build of prototype ground stations can be accomplished in very
little time at very low cost. The hardware configuration for the proof-of-concept experi-
ment described in Section 3.5.1 would serve as an adequate starting point. Some method
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of providing highly accurate time stamps would be necessary, for instance, simultaneously
sampling the GPS signal and time stamping the RF samples after processing the GPS data.
Before actual orbit determination can be accomplished, some work must be done on the
orbit and measurement models. Those presented in this dissertation are not sufficiently
high-fidelity. For instance, a full Earth gravity model should be used in the filter, solar and
lunar gravitation should be accounted for, a drag model may be needed for low orbits or
orbits with low perigee, and even solar radiation pressure will be important. One effect that
has not been addressed is orbital maneuvers. These must be dealt with in a sensible way.
For instance, an a priori thrust magnitude and direction could be applied at the correct time
step, and a temporary state added to the filter to estimate a correction to the a priori level.
The measurement model must be developed to take into account light time propagation delay
of the signal, additional propagation delay due to passage through the neutral atmosphere,
and if the frequency is low enough, the carrier phase advance caused by the ionosphere. It
will be important to rigorously account for the differing measurement effectiveness times [34]
between ground stations.
After building two prototype ground stations, initial orbit determination can be demon-
strated. If the two ground stations are deployed in widely separated locations both in-view
of an on-orbit satellite, a very rough orbit solution could be calculated using data from both
of them. This could then be compared to the satellite operator’s orbit solution.
If the orbits matched to within the bounds of the uncertainty, then further development
of this system could easily be justified. From this point in the development, it would be a
short step to deploying several ground stations and computing high-quality orbits.
Some additional considerations that may reduce project risk or increase the orbit determi-
nation accuracy are worth mentioning. It would simplify orbit determination if the subcarrier
and the carrier were not independent. For the class of communication satellite investigated,
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the carrier-generating clock runs independently of the subcarrier-generating clock. This is
not problematic when the signal is observed using a high-gain parabolic antenna, because
the carrier and subcarrier can be acquired independently in series. However, when observing
using a low-gain antenna, the carrier and subcarrier may need to be acquired simultaneously.
If the two clocks were synchronized, this process would be immensely simplified. Of the five
non-linear signal parameters, (αAk, ωDAk, αB0, ωDB0, and τB0) the two pertaining to the
subcarrier frequency could be eliminated. This would reduce the search space from three
dimensions to two dimensions.
Using higher-gain antennas provides higher-quality measurements but increases the com-
plexity of the system. Depending on the antennas used, it may either increase or decrease
the cost of a ground station. Using low-cost consumer antennas, such as 75-cm Ku band
satellite television receiving antennas, may actually decrease the cost of a system, because
the antennas are so inexpensive1. However, a higher-gain antenna must be pointed more
accurately than a lower-gain antenna. In the extreme cases, a high-gain antenna must be
dynamically steered to point directly at the satellite during the duration of the observation,
whereas an omnidirectional antenna may simply be pointed at the sky. The additional cost
and complexity of antenna pointing and steering may be prohibitive. However, there are
less extreme possibilities. A medium gain antenna, like a consumer Ku band satellite tele-
vision antenna, has a main beam that is broad enough that the antenna could be pointed
to the location of the satellite at the center of an observation and left to dwell there over
the duration of the observation. Alternatively, a phased array of lower-gain antennas could
be used to steer the main beam of the array without any moving parts. In fact, a phased
array could be used to observe multiple satellites simultaneously by steering the beam in
post-processing. Another possibility would be to have one or more “master stations” that
have higher-gain antennas. These master stations could provide the a priori information
necessary to aid acquisition using low-gain antennas.
1A 30-inich Ku band satellite dish costs about $40 at the time of writing.
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