The fourth industrial revolution considers data as a business asset and therefore this is placed as a central element of the software architecture (data as a service) that will support the horizontal and vertical digitalization of industrial processes. The large volume of data that the environment generates, its heterogeneity and complexity, as well as its reuse for later processes (e.g. analytics, IA) requires the adoption of policies, directives and standards for its right governance. Furthermore, the issues related to the use of resources in the cloud computing must be taken into account with the aim of meeting the requirements of performance and security of the different processes. This article, in the absence of frameworks adapted to this new architecture, proposes an initial schema for developing an effective data governance programme for third generation platforms, that means, a conceptual tool which guides organizations to define, design, develop and deploy services aligned with its vision and business goals in I4.0 era.
Introduction
The fourth industrial revolution or Industry 4.0 deals with the transformation of production processes based on the use of the abundant information available in each phase of the production, logistics and consumption chains of an industrial sector [1] . The fourth industrial revolution faces a change in productive model that is based on the ubiquit
The fourth industrial revolution or Industry 4.0 deals with the transformation of production processes based on the use of the abundant information available in each phase of the production, logistics and consumption chains of any industrial sector [1] . The fourth industrial revolution faces a change in productive model that is based on the ubiquity and connectivity of data, people, processes, services and cyber-physical systems, as if it were a social network in which, all the actors (network nodes) exchange and exploit the information generated at each level of the architecture (cyber-physical, intermediation and application level), which serves to achieve the required operation as well as a qualitative improvement in the automation and optimization of the industrial processes that, even, can lead to the creation of collaboration and industrial innovation ecosystems (horizontal and vertical integration).
To achieve the objectives that Industry 4.0 requires, it is necessary to develop and adopt methods, technologies and tools aimed at managing the following characteristics of industrial processes [2] , such as the need to have high computing power in any environment (Ubiquitous & Mobile Computing), the capability to deal with huge volumes of data in real time and process them without the need to store it (Big Data), the dynamic scaling of the computing power according to workload changes (Cloud & Fog Computing), the reactive interaction of applications with intelligent environments and social networks (IE & IoT) and the use of computing paradigms based on artificial intelligence and machine learning (AI).
Although there are many architectural alternatives, according to [3] , the so-called third generation platforms are suitable for answering to the technological challenge that Industry 4.0 requires. These are distributed and scalable architectures that are dynamically dimensioned based on the volume of computing that is required. Generally, these are comprised of a cluster of virtual or physical nodes, communication networks and middleware, which are managed under two paradigms:
• DaaS (Data as a Service): Data constitutes the highest level of the software architecture. The type of data or topic represents not only the business information that is assigned to it but also defines the non-functional requirements with which the former can be managed (persistence, durability, availability, security, integrity, etc.) and, that generally, are defined before the applications with the aim of enhancing the intercompany development of components. The processing tasks are decoupled software components that are executed in the platform nodes and interact between themselves by means of a publisher/subscriber paradigm of the topics defined by the applications following a data pipeline pattern [4] [5] . These represent the internal control flow of the business transactions. Applications thus are designed as a workflow composed of a directed acyclic graph of processing tasks that are executed when certain patterns in the data environment occur.
• PaaS (Platform as a Service): Platforms are comprised by clusters of physical computational resources available in the working environment (fog) and /or external virtual computational resources (cloud) that can be dynamically hired according to the workload to be dealt with.
On the other hand, this paradigm shifts in the building of software systems, in which data is the backbone that supports and facilitates communication between the different connected elements (sensors, actuators, processes, services and people) presents new challenges for its management and good government. Data is an asset and must be necessarily governed to extract more value from them [6] . This means data management policies must be well defined and adhered to by validating data usage, quality, privacy and compliance (e.g. GDPR, HIPAA, SOX, etc.).
Although most organizations carry out some degree of data governance policies [7] , Big Data and cloud computing add extra complexity as a result of inter-company collaboration, regulatory aspects and agreements of services hired to third parties [8] . This along with the specificity of the industrial environment, lead us to propose an effective and flexible Data Governance (DG hereinafter in this document) framework for next generation platforms after checking, by means of a systematic review, the lack of a conceptual tool about it.
The paper is organized as follows. Section 2 briefly describes the systematic review performed. Section 3 describes the proposed framework. Finally, Section 4 summarizes the final remarks and comments on our next future works.
Systematic review
This section gathers the results achieved as a consequence of the systematic literature review (SLR) performed in October 2018 with the aim of examining the most relevant published work about data governance for Industry 4.0 (hereinafter I4.0) and more precisely for third generation platforms (hereinafter 3GP). The SLR was carried out as described by Kitchenham and Charter [9] .
The study attempted to address the following research questions: 1) What is the state-of-the-art of research in data/information governance in I4.0, in particular, and 3GP, in general? 2) What frameworks have been proposed for data/information governance in the I4.0, in particular, and the 3GP, in general?
In this study, we reviewed all published work between the year 2008 until 2018, written in English and in Spanish, in the following data bases: Scopus, Web of Science, Engineering Village, ScienceDirect, IeeeXplore, Abi Collection (Proquest), ACM, and TESEO. Our research included academic (journals, conferences, theses and reports) and practice-oriented sources from industry associations, software vendors and analysts.
The search is first performed on the publication title, abstract and keywords. The query carried out to answer our two question were: Question 1: (TITLE-ABS-KEY("data governance" OR "information governance") AND TITLE-ABS-KEY(("industry 4.0" OR "smart factory" OR "smart manufacturing")) Question 2: (TITLE-ABS-KEY("data governance" OR "information governance") AND TITLE-ABS-KEY("3rd platform" OR "third platform" OR "3rd generation platform" OR "third generation platform" OR "3rd generation platforms" OR "third generation platforms" OR "next-generation platform" OR "next-generation platforms"))
The result of the SLR shows that there is very little relevant literature on DG in the I4.0 environment or 3GP. In fact, we only found one document [10] that fits the questions asked and is suitable for our research. Therefore, the search was extended towards DG in the main technologies that support I4.0 and 3GP (IoT, cloud computing, data lakes, real-time data processing, cyber-physical systems and Big Data). As a result of this new search (see Table 1 ), a total of 830 documents were found which met the search criteria. After analyzing the tittle, abstract, and keywords, 66 documents were selected and reviewed in depth in order to ensure its validity for our scope. Finally, 40 references were discarded and 22 selected as suitable for our research goal (see Table 2 ). Ten out of 22 are focused on Cloud Computing, five are addressed to Data Lakes, four to Big Data, two about IoT and finally only one tackles third generation platforms.
From the analysis of these documents, we can conclude that, although there are specific models and proposals that address the problem of data governance in Cloud, Big Data, Data Lake, etc., we have not found a global or complete approach that encompasses the governance of data in the environment of I4.0. Nevertheless, we extracted some new challenges and risks which raise as a consequence of the adoption of these new technologies involved in I4.0 and that require the definition of specific polices and standards for their correct government. Thus, regarding IoT, we should consider security, scalability and interoperability issues due to an extremely large number of heterogeneous devices and a variety of protocols, domains and applications, also data quality issues (accuracy, confidence completeness, data volume and timeliness) as a consequence of the speed and infrastructure through which data are offered [31] . Other important aspect is the lack of a governance and security framework that can be effectively applied in the IoT-Cloud environment [22] . Also, cloud computing adds new issues regarding Deployment Models, Service Delivery Models, and Service Level Agreement (SLA) [26] . Moreover, the use of 3GP also implies processing large data sets, unstructured data, or low latency data which made more necessary a shift in data governance mind-sets in other to clarify the context, importance, and associations of data, and thus to ensure the data's reliability and security [10] . [26] . In fact, a standard definition of the term "Data Governance" can be found neither in the research community nor in the practitioners' community dealing with information systems [35] .
We adopted the one proposed by [35] who defined DG as "A companywide framework for assigning decisionrelated rights and duties in order to be able to adequately handle data as a company asset", understanding assets, as data that has value or potential value for the company and so that should be documented. We refine this definition with the one proposed by DAMA [32] that defines DG as "the exercise of authority, control, and shared decision-making (planning, monitoring and enforcement) over the management of data assets". In short, we can say that DG entails exercising authority, control and consensual and communicated decision-making over the management of data assets.
More specifically, DG must specify who has the decision-making rights and the responsibilities in the processes related to the information, as well as establishing a consensual model (framework) under which these processes are executed, describing who, what, when and under what circumstances and what methods should be used. In addition, it must orchestrate (and therefore affect) stakeholders, processes and technology.
DG also must be coherent with the mission, strategy, norms and culture of the organization so that it can manage its data as a strategic asset, providing quality control and protection in its access, management, supervision and maintenance, with the aim at getting more value from company data and turn it into a competitive advantage.
Traditional DG, as stated by [26] , meets the requirements of companies and organizations with a traditional IT structure, which mainly involves structured data that are managed and stored on-premise but do not take into account the impact and new requirements derived from the use of a data-centered architecture and big data technologies. Therefore, this work aims to define a simple DG framework, maintainable and extendible, which allows to undertake DG with a global approach in an I4.0 environment supported on 3GP. Given that the architecture is data-oriented, we consider that the data life cycle is the central element of our proposal, supported on three pillars: an adequate metadata management, data quality and risk management (security and privacy) and all of it governed by policies directed towards company goals. Applications stop being developed as isolated processes, but they are built as the concatenation of tasks on data flows that can be easily parallelized in computing nodes and shared/used, in turn, by other processes. Therefore, the incorporation of these architectures also requires including activities aimed at the management of change and culture in the environment, sharing responsibilities and addressing principles and ethical aspects. Thus, our framework (see Fig. 1 ) identifies the domain areas to be governed, establishes the governance body as well as their decision rights and responsibilities on the domain areas of DG. 
Planning.
The objectives and strategies of our DG program as well as the principles that explain and clarify how DG supports the structure, culture and goals of the company must be first specified, which must be coherent and aligned with the business objectives and strategies (business drivers). Next, data policies and standards that materialize the established principles and that govern the DG program must be established. DG policies must explicit the organization's strategic direction and high-level descriptions of both the desired behavior over the domain areas that is trying to achieve and the desired outcome. So, policies must cover all data issues arising from the use of 3GP and I4.0, such as data security and risk, metadata management and data quality. Thus, policies must specify how data is governed at the different levels of vertical integration of I4.0 (edge, fog and cloud), as well as horizontal integration along the company's value chain. For instance, cloud architecture, implies that the defined policies must be implemented taking into account the third parties involved such as Cloud Provider, Cloud Carrier, Cloud Broker, etc. This leads to sign service level agreements (SLAs) between cloud actors [26] , and consequently, general criteria and KPIs for internal control and establishing SLAs must be also defined at this stage.
These also imply defining and implementing policies that can be applied through different tools throughout the process of data management and that allow to verify how the data moves and is transformed through the system, meeting with the compliance and normative requirements (both internal and external), identifying the changes that have occurred in the data and who have carried them out in order to reduce the risk of leaks of sensitive information and to avoid the violation of privacy, thus promoting responsibility for the quality of the data [23] .
Standards define the rules required to ensure that policies are properly implemented, so data fits its purpose. Processes and procedures provide details about how standards must be executed. Typical standards include specifications and directives about metadata management (ISO-11179, CWM, DCMI), data quality (ISO-8000, ISO-25012), data security (ISO-27001), among others. In short, it is about establishing how the data will be managed.
Organization. Next, the required organization and structure to implement the DG program must be established. The aim is to identify the stakeholders involved in decision-making on data and its management at different levels of integration. Thus, it is necessary to define the roles and assign them rights on decision-making, responsibility and authority in the governance and management of the data.
To define the organization, we have taken, as a guide, part of the structure proposed by IBM [36] , which distinguishes between the roles that govern and those that are governed. Among the former, the Executive Sponsor (ES), is the person or department that drives the need, funding, supervision and guidance of the DG initiative, clarifies and defines the scope of the DG initiative and helps to establish milestones and goals for completion, as well as to ensure compliance with all data laws and regulations. Next, the Data Governance Council (DGC) is comprised of a group of senior representatives from all business areas. Both, DGC and ES, set the objectives, as well as the general principles and policies of the DG program. Finally, the Data Governance Office (DGO) is the body responsible for providing and setting the data content, definition, context and associated definitions, rules, policies, and specifications for data content, data linage, data security and data quality. This is also responsible for ensuring that operational teams develop and implement the appropriate processes and procedures in the different data management areas. Experts in defining and hiring SLA must be included.
Regarding the roles that are governed, we consider the Business Data Steward, primarily accountable for the data owned by their business area. The Domain Data Steward is in charge of information assets and responsible for managing and maintaining its definition, implementation and documentation since a conceptual point of view. Lastly, the Technical Data Steward is responsible for the use, custody, transport, integration, quality and storage of information and its specifications. These roles are also responsible for supervising that the objectives of DG are met in those aspects of their competence that are developed outside the organization, as in the case of Cloud Computing. This requires establishing SLAs with cloud actors for those aspects that need to be monitored.
Operation.
One of the biggest challenges is transforming corporate data policies into processes and procedures that ensure its compliance. It is about defining how these policies and standards are implemented, translating them into processes and activities, that means, describing what the organization should do and how, with what technologies, models and languages suitable for a 3GP architecture. In this sense, the special characteristics of 3GP architecture makes the processes automation a fundamental element for DG in these environments, mainly regarding processes related to metadata.
It should be also considered that 3GP need people with profiles that are capable of evolving with the new technologies and dealing with the changes in the new way of operating with data and developing the automation of industrial processes. We must keep in mind that most data will be captured, stored and even analyzed in the lower levels of the network (edge computing layer), sometimes with the need for real-time processing, which will require specific tools for the management of quality, security and metadata, in real time, at different levels of integration.
Implementation.
Digital transformation in Industry supported in modern platforms involves processing large data sets mainly unstructured data and low latency data, which makes more difficult to understand the context, importance, and associations of data. Moreover, applications developed on 3GP require hiring of processing and storage services in the cloud to satisfy availability, latency and throughput requirements (among others) and all of this under demanding security and regulatory conditions. So, in terms of domain areas of DG, we will mainly focus on three issues: data security and risks management, which will require special attention when dealing with distributed environments and most data coming from of a large number of heterogeneous devices. Another important aspect is to guarantee the data quality (accuracy, completeness, consistency, credibility, accessibility, compliance, confidentiality, efficiency, precision, traceability, understandability, availability, portability, recoverability, timeliness, relevance, reliability, etc. [13] ), that is affected by a greater quantity and complexity of the data (structured, semi-structured and unstructured), as well as the need to process low latency data. This leads to the need to manage a greater variety of metadata assets and develop more complex processes associated with them, in order to capture all the information we need for each type of data: data sources, means of creation, purpose, time and date of creation, applications using the data, data ingestion rate, sensitivity level, level of importance for the business, the useful life of the data, where it persists, etc. Likewise, it is imperative to use and integrate the specific semantics of the business. Finally, the data lifecycle management is essential in these environments where large amounts and variety of data are generated, at high speed, so the consumption and processing of data occurs quickly and their outcomes, in turns, are shared by several business processes. Therefore, it is necessary to identify each data and be able to trace its evolution, that is, to know when it appears or is generated in the system, the transformations that it suffers, where it can be found, in what tasks and processes it is involved and its relationship with the strategic business objectives.
Monitoring.
In order to exercise authority, shared decision-making and control required by DG, it is necessary to establish a monitoring process of all the activities involved in the DG program to ensure compliance with the established objectives, policies and standards and ensure that the processes related to information management are correctly executed. In addition, the correct compliance with the agreements (SLA's) established with Cloud service providers must be monitored. This supervision will be based on the definition of the corresponding KPIs that allow to evaluate the fulfilment of the objectives and the creation of the necessary records to be able to carry out a traceability of the DG activities.
Conclusions
Enterprise data are now one of the most critical of company assets. Therefore, data must be managed and governed as any other valuable company asset especially in regulated industries and global markets. In addition, the complexity of modern industrial supply chains makes today's data pipelines even more complex having to deal with hundreds of source systems (on-premises and in the cloud) and thousands of sensors and machines, collecting, integrating, cleansing, preparing, relating, protecting and delivering trusted data to be consumed by applications and analytic project users. Thus, defining a simple, maintainable and extendible DG framework for 3GP in I4.0 is highly necessary. Given that the architecture is data-oriented, we consider that the data life cycle is the central element of our proposal, supported on three pillars: an adequate metadata management, data quality and risk management (security and privacy) and all of it governed by policies directed towards company goals. As avenue for future work, we plan to develop models, templates and tools that help companies to apply our framework in real case studies. As a first step we are developing a reference global metadata model and the associated processes for the provision / consume of data in the platform.
