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Intr oduc tion 21
[2] The question of how extreme precipitation will change under a future climate represents 22 an urgent research problem, not least because of the significant societal impacts that would domains and at sub-daily timescales. 35
[3] Despite the obvious importance of such observational studies, surprisingly little attention 36 has been given in the climate literature to the development of statistical methods that are able 37 to provide inference on observed changes in extremes at the necessary levels of precision. In 38 particular, assuming by way of example that extreme precipitation will scale at a rate of 39 7%/ C in proportion to the water holding capacity of the atmosphere [Min et to be sensitive to changes in the order of only 5% over the historical record. Univariate 43 methods applied to point precipitation data generally are not appropriate in this context: when 44
analysing the statistical power of four approaches to modelling trends in extreme rainfall 45 (including annual maxima and r-largest maxima approaches from extreme value theory), 46 Zhang et al [2004] found that such trends would be detected at the 5% significance level in 47 less than 20% of cases [see also Frei and Schar, 2001] . 48
[4] To address these deficiencies, many studies use extreme precipitation indices based on 49 averaging over either space or time, in an effort to increase the signal-to-noise ratio and thus 50 improve the detectability of any trends which might be present. For example, based on 51 climate model outputs, Hegerl et al. [2004] find that anthropogenic influences in precipitation 52 can be best detected in an index representing the averages of the 5 or 10 wettest days of the 53 year, with changes to rarer events being more difficult to detect. Similarly, numerous studies 54 have pooled data from multiple locations across some spatial domain [e.g. however, include differences in scale (in particular it is often unclear how to standardise the 59 data prior to averaging, with different approaches likely to yield different outcomes) and the 60 development of correct inferential techniques, particularly in the presence of spatial 61 correlation between the original gauged data. Furthermore, local-scale information is lost bypooling the data in this manner, particularly in terms of the marginal distributions of the 63 original point-based gauged data. 64 [Padoan et al., 2010] , paving the way for their routine implementation in applied research. 84 [7] This study provides one of the first applications of a max-stable process model to simulate 85 both spatial and temporal variability, using a synthetic dataset and two different sets of 86 observational records of annual maximum precipitation in Australia. The objectives of the 87 synthetic study are to highlight the benefits of fitting a spatial model to multiple point 88 locations, assess the implications of spatial dependence between data, and answer the 89 question: how much data is required to derive a given level of inference? Two Australian 90 precipitation datasets are used to demonstrate this model in the detection and attribution of 91 temporal change. The first is the east-Australian sub-daily (pluviograph) precipitation record, 92 which is of interest due to the recent evidence that changes to extremes are most likely to be 93 found in short-duration precipitation events [Haerter et Gaussian density function [Smith, 1990] . If these storms are observed from a fixed location in 179 space, , the maximum observed event at that location is given byThe process, , defines a stationary max-stable process. An illustration of this idea in one 181 and two dimensions is given in Figure 1 based on a Gaussian storm profile. Figure 1 ( a) 182 displays independent "storm" realisations, with the resulting process maxima 183 highlighted (black line). The process maxima is not itself a realisation from a max-stable 184 process as this requires (suitably scaled) realisations. Similarly to univariate GEV 185 models, the max-stable process limit can be used to approximate the distribution of the 186 process maxima as gets large. Figure 1( where the indexing of the parameter is now with respect to time. The remaining parameters 234 and , with unless stated otherwise. The aim is to determine 235 the value of which can be found to be statistically significant at the 5% significance level. 236
[19] Throughout this study, parameters are estimated using maximum likelihood, with the 237 univariate models implemented using the R package "ismev" (http://www.r-project.org/) [see 238
also Coles, 2001] and max-stable model with composite likelihoods through the R package 239 "SpatialExtremes" [Padoan et al., 2010] . For each setting, a total of 10,000 replicates weregenerated, each of observed sample points, and confidence intervals of the linear trend 241 parameter were estimated using the profile likelihood, as described by [Coles, 2001] . The 242 probability of detecting a trend was estimated as the proportion of the 10,000 replicates for 243 which the trend parameter was statistically significantly different from zero at the 5% 244 significance level. This is a practically useful means of presenting the results, as one often 245 wishes to know the probability of being able to detect a trend of given magnitude from an 246 observational record of finite length. 247
[20] The value of the trend coefficient, , that can be detected with 50%, 95% and 99% 248 probability is shown in Figure 2 (a) as red solid, dashed and dotted lines, respectively, as a 249 function of the observed sample length . As expected, the statistical power increases with 250 the sample length, so that smaller trends are detectable with larger datasets, with this increase 251 being approximately linear on a log-log scale. Furthermore, there also is a clear relationship 252 between the size of the coefficient and the probability of being able to detect this trend at a 253 given significance level (here 5%). For example, if it is desirable to have a 99% probability of 254 detecting a significant trend at the 5% significance level, it would be necessary to have nearly 255 twice the sample length ( ) than if one would be satisfied with only a 50% probability of 256 detecting that trend. This type of reasoning becomes important when identifying data 257 requirements for studies into the detection of trends. 258
INSERT FIGURE 2 HERE 259
[21] The influence of different values of is also shown in Figure 2 (a) (solid lines) for a 260 50% probability of trend detection; this information is plotted in more detail in Figure 2 
As can be seen, the greater the absolute value of , the lower the value of that can be 262 detected at a given significance level, with this becoming particularly noticeable for larger 263 values of . This occurs as holding the scale parameter fixed (at 264 data that are more clustered around the location ( for increasing , than for , thereby 265 allowing more precise estimates of the location coefficients. As will be discussed further in 266 Section 4, in the present analysis we find values of on average slightly positive (~0.17) with 267 a range of between -0.1 and 0.4 depending on the specific site. With sample sizes of 41 (sub-268 daily gauges) and 96 (daily gauges), such an average value of would allow for an 269 approximately 5% smaller value of to be detected compared to the case where . 270
[22] We now consider the influence of estimating a trend using a number of spatial locations, 271 assuming a fixed record length of at each site. The data was generated at K random 272 locations within a unit square, under both the case of spatial independence (i.e. using the 273 spatial GEV model) as well as including different degrees of spatial dependence (i.e. using 274 the max-stable process model). Without loss of generality we assumed identical marginal 275 parameters across the spatial domain (i.e. with , ). 276
[23] Figures 2(c) and (d) show the values of that have a 50% and 95% probability, 277 respectively, of being detected as a statistically significant trend (at the 5% level), as a 278 function of the number of spatial locations, K. In the case of spatial independence, the results 279 are qualitatively similar to the case of increasing sample length : namely, the value of 280 that can be detected at the 5% level decreases linearly as the number of spatial locations 281 increases. This is an obvious consequence of using more data. However, for a fixed number 282 of spatial locations, the presence of spatial dependence effectively reduces the amount of 283 independent data in the sample, thereby increasing the value of that can be detected. The 284 value of which can be detected at a given probability decreases more slowly with greater 285 dependence, highlighting that the inclusion of spatial information is most beneficial when 286 dependence is low. Interestingly, the rate of decrease of is approximately an order of 287 magnitude lower for adding spatial information compared with temporal information. This 288 clearly highlights that although spatial information significantly increases signal detectability, 289 it remains a poor substitute for increasing length of record when this information is available. 290
[24] Having demonstrated the advantages of explicitly considering spatial information in the 291 detection and attribution of trends in extremes, we now apply the max-stable process model 292 to the annual maxima of daily and sub-daily precipitation at different locations in Australia. 293
The data used for this analysis is described below. Furthermore, annual cumulative precipitation plots for the sub-daily record were compared 303 visually with the annual cumulative plots for the daily-read gauged record collected at the 304 same location, and years for which the annual cumulative rainfall from the sub-daily gauges 305 departed from the annual cumulative rainfall from the daily gauges by more than 15% were 306
This filtering process yielded a total of 35 stations in Australia 307 with an average of 5.6% of years missing throughout the record across all stations, with 308 locations shown in Figure 3 . Due to the sparse sampling of data throughout most of the 309
Australian continent, only the east Australian (EA) region was considered in this analysis 310 (comprising 30 stations), with the domain shown in Figure 3 . At each station, series of 311 annual (block) maxima were derived for durations from 6 minutes through to 72 hours. 312
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[26] The second precipitation dataset was the longer and more complete record obtained from 314 a quality-controlled daily-read dataset from 1910 to 2005, described more fully in [Haylock 315 and Nicholls, 2000; Lavery et al., 1992]. As described in these papers, the quality control 316 undertaken for this particular dataset included: investigation of the station history 317 documentation to remove stations with changes to observing practices, changes in the 318 exposure of the rain gauge, changes in rain gauge type, together with detailed statistical 319 testing to check station integrity. 320
[27] In more than 95% of cases, the station sites of the daily-read gauges were at different 321 locations to the sites for the sub-daily gauges described above, such that this dataset is largely 322 independent of the sub-daily dataset and therefore can be used as an independent means of 323 evaluating the sub-daily results. Only stations with less than 10% of years classified as 324 missing were considered, totalling 93 stations, with an average of 3.8% of years classified 325 as missing across all the stations. Due to the larger number of locations for daily data, the 326 southwest Western Australia (SWWA) and southeast Australia (SEA) regions defined in 327 Figure 3 were also analysed in addition to the SE region considered for the sub-daily dataset. 328
[28] Dealing with missing data in all cases is difficult, and in particular in the case of the sub-329 daily record for which there are limited sub-daily gauges nearby from which to infill. As 330 such, the primary quality control measure used here was to minimise the number of years 331 classified as missing. Of the data that was missing, three alternative infilling techniques were 332 adopted. The first involved substituting the mean annual maxima for that year across all the 333 remaining locations where data was available, after adjusting for the station mean. The 334 second technique involved substituting the mean annual maxima at that station across all 335 years with data. Finally a stochastic infilling technique was used in which annual maxima 336 were drawn from other years at the same station. Although none of these infilling techniques 337 can expected to result in an accurate estimate of annual maximum precipitation for the 338 missing years, the use of three alternative techniques allows testing of the robustness of the 339 results described in subsequent sections to different treatments of missing data. In all cases, 340 the different infilling approaches did not make any substantive differences to any of the 341 results presented, with this being due to the relatively small number of records missing and 342 the benefits of using multiple spatial locations to limit the reliance on individual data points. 343
The results presented in the subsequent section are those derived using the first infilling 344 method. 345
[29] Of greater concern is the potential for inherent measurement biases in rainfall gauging. 346
In particular, the sub-daily rainfall gauges were replaced at many locations throughout 347 trend results is likely to be minor, as one would expect any systematic biases due to shifting 359 from the Dines to the TBRG should result in step changes of the same sign and similar 360 magnitude. As a further means of evaluating the implication of any systemic effects due to 361 gauge changes, these step changes were then removed from each univariate time series, and 362 the max-stable process model was fitted to this adjusted data. The results from this analysis 363 were almost identical to the case where the step change was not accounted for. Finally, the 364 spatial GEV model was applied using only data from (with this data being almostcompletely before any instrumentation change) and the results were consistent with the 366 longer records except for wider confidence intervals due to the shorter record length. This 367 analysis shows that the implications of gauge changes do not appear to have any notable 368 impact on the results and conclusions presented in this paper, and therefore the remaining 369 analysis uses the complete record without explicitly modelling the implications of any gauge 370 changes. 371 
Results 390
[31] We now apply the max-stable process model described in Section 2, to both the sub-391 daily rainfall data for the east Australian domain, as well as the longer daily data record in 392 each of the three domains shown in Figure 3 . The results of these analyses are described in 393 turn below. 394
Sub-daily rainfall
[32] We commence by considering the sub-daily precipitation observations at multiple point 396 locations in eastern Australia. By way of a preliminary analysis, we fit a non-stationary 397 univariate GEV model using a linear trend as the covariate as described in [Coles, 2001] uniformly across the domain, and was found to be on average slightly positive (~0.17) with 417 some variation depending on the storm burst duration that was analysed. The models that 418
were selected for each of the rainfall durations are shown in Table 1 , and highlight that 419 complex combinations of the covariates are required to describe the spatial variability in 420 location and scale parameters. This is expected due to the large area covered by the domain, 421 and alternative formulations of predictors to estimate spatial variability in the GEV 422 parameters are likely to be equally valid. Nevertheless a comparison of the parameters 423 derived from the models given in Table 1 with the point estimates of the parameters by 424 fitting a univariate GEV model to each location showed reasonable consistency, indicating 425 adequate spatial modelling of the max-stable process parameters. Furthermore, a sensitivity 426 analysis using slightly different sets of spatial covariates did not have a significant impact onthe value of the temporal covariates which are the focus of this study, and therefore the 428 models described in Table 1 are considered suitable for the ensuing analysis. 429
[34] The magnitude of the temporal variation of extremes using each of the four covariates is 430 shown in Figure 6 , using the sub-daily information for durations from 6 minutes to 72 hours. 431
The results using daily data in the east Australian domain from 1965 to 2005 are also 432 provided to check for consistency between the two datasets. The results are presented in 433 terms of: the percentage change from the beginning to the end of the record for the trend 434 covariate ( Figure 6a) ; the percentage change per degree change in temperature for the 435 Australian temperature and global sea surface temperature covariates (Figures 6b and 6c) ; 436 and the percentage change per standard deviation of the southern oscillation index (Figure  437 6d). 438
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[35] To highlight the implications of spatial correlation, point estimates and confidence 440 bounds were generated assuming that the data are spatially independent (solid and dotted blue 441 lines), or modelling spatial dependence using the Gaussian extreme value process model of 442 [Smith, 1990] (solid and dotted red lines). The 90% confidence intervals were estimated using 443 the profile likelihood, with the likelihood statistics adjusted appropriately using the approach 444 described by [Rotnitzky and Jewell, 1990] due to the misspecification of the likelihood 445 function [Padoan et al., 2010] . As can be seen, in all cases the confidence interval using the 446 max-stable process model was wider than the confidence interval assuming spatial 447 independence, as expected from the results from the synthetic study described earlier. 448 Interestingly, although this effect was small for the sub-daily data, significant difference in 449 confidence intervals could be found for the daily data, highlighting that although more spatial 450 locations are available at the daily scale, this does not necessarily translate to a large increase 451 in information for the max-stable extreme value model. 452
[36] We now evaluate the implication of different temporal covariates on the east Australian 453 extreme precipitation series. Considering firstly the implications of a linear trend (Figure 6a) , 454 it can be seen that short duration extreme rainfall has been increasing significantly over the 455 period of record from 1965 to 2005, with the mean annual maximum rainfall at the shortest 456 duration (6-minute) increasing by 18% (10% to 25%). This rate of increase is heavily 457 dependent on storm burst duration, with half hourly annual maxima increasing by 9.9%
(1.4% to 17%) and hourly rainfall increasing by only 4.6% (-3.1% to 12%) over this same 459 period. When looking at 24-hour rainfall, we do not find strong evidence of any trend, and at 460 longer-duration timescales there is some evidence of decreasing annual maximum rainfall. 461
Comparing these results with the daily annual maxima dataset, which as discussed were 462 derived from different types of gauges largely located in different point locations within the 463 same east Australian domain, we find the results to be consistent, with the trend in daily 464 maxima also not being statistically different from zero. 465
[37] To better understand the nature of these changes, the influence of two temperature-466 related covariates Australian annual average temperature ( Figure 6b ) and global sea 467 surface temperature (Figure 6c) were also considered. At the shortest duration, 468 precipitation was found to increase by about 5.6% (-0.7 to 11.0%) per degree of Australian 469 annual average temperature, and 22.5% (10.8 to 33.7%) per degree of global sea surface 470 temperature. Given the increase in Australian annual average temperature has been less than a 471 degree over this period (e.g. CSIRO, 2007), these results show that average annual land 472 surface temperature change does not completely explain the observed increase of 18% over 473 this period as described in the previous paragraph. Furthermore, even at the 6-minute 474 timescale the relationship between extreme precipitation and Australian land surface 475 temperature is not statistically significant at the 5% significance level, suggesting that 476 average annual land surface temperature may be a poor predictor of change to extreme 477 precipitation. In contrast, the global sea surface temperature covariate shows a much stronger 478 relationship, and is significantly different from zero for all sub-hourly durations. Once again, 479 however, the increase in global SST was only about 0.4°C, yielding an expected increase due 480
to SST of about half the rate that has been observed based on the linear trend results. The 481 attribution of the strong increase in sub-daily precipitation therefore remains an area requiring 482 further investigation, potentially with the aid of dynamical modelling approaches to better 483 understand the large-scale atmospheric drivers of short-duration precipitation. 484
[38] Finally, the southern oscillation index was used as an indicator of the ENSO 485 phenomenon, the leading mode of climate variability affecting Australian rainfall at the inter-486 annual timescale. The results of this analysis show that the strongest relationship between 487
annual maximum precipitation and the SOI occurs at the daily timescale, with an increase in 488 average 24-hour rainfall of 3.2% (0.97% to 5.4%), and for daily rainfall of 4.6% (2.3% to 489 7.1%) per standard deviation of the SOI. Interestingly, the relationship weakens for shorterdurations, and is no longer statistically significant for durations below about 3 hours, 491
suggesting that the SOI is most influential for longer-duration storm events. model is not likely to be realistic for the more densely gauged daily data. 499
[40] The results for the Australian temperature trend, global SST trend and the SOI are 500 presented in Table 2 . The linear trend was not considered here as a linear change is expected 501 to be a poor representation of change to precipitation data over such a long period. 502
Considering east Australia, the results are consistent with the results presented in Figure 6 [42] Finally, there is a negative, but statistically insignificant, relationship with global SST at 517 all locations, and a positive and statistically significant relationship with the SOI, suggesting 518 that the SOI exerts a small but statistically significant influence on extreme daily rainfall in 519 all the regions analysed.
[43] In this paper we present one of the first applications of a non-stationary generalised 522 extreme value model based on max-stable process theory, in which data-level and parameter-523 level dependence between precipitation data at individual point locations is explicitly 524 accounted for within the modelling framework. The advantages of such a modelling 525 framework were shown using a synthetic example, in which the probability of detecting a 526 statistically significant trend in the location parameter was evaluated for a range of record 527 lengths, number of spatial locations, and spatial dependence. In particular, the inclusion of 528 numerous spatial locations resulted in significant increases in the probability of being able to 529 detect a statistically significant trend, particularly when data-level dependence was low. As 530 data-level dependence increases, the max-stable process model was able to account for the 531 decrease in information via wider confidence intervals, whereas the spatial GEV model 532 would have resulted in unrealistically high levels of confidence in any temporal trends. 533
[44] Using this method, it was possible to detect a strong, statistically significant trend in sub-534 daily (and particularly sub-hourly) precipitation across eastern Australia, with these increases 535 contrasting with the absence of any statistically significant changes at the daily timescale. 536
This finding is unsurprising for several reasons. Firstly, as described earlier the temperature 537 scaling of extreme precipitation in Australia also shows very different behaviour for short-538 duration precipitation compared with daily precipitation, with maximum sensitivity with 539 surface temperature also occurring for sub-hourly durations [Hardwick-Jones et al., 2010] . 540 Furthermore, the sub-hourly timescale is generally regarded as the timescale for individual 541 convective cells within thunderstorm systems [Wallace and Hobbs, 2006] , and thus is the 542 timescale which would be most sensitive to the moisture holding capacity of the atmosphere. 543
Finally, international studies using regional climate models also have found much stronger 544 scaling for hourly compared with daily precipitation [e.g. Hanel and Buishand, 2010] . 545
[45] At the daily timescale, no change in annual maximum rainfall could be detected with the 546 exception of southwest Western Australia, where a 7.4% decrease in annual maximum 547 rainfall per degree of land surface temperature was detected. Although the choice of suitable 548 covariates to use for this type of analysis is likely to be debatable, the conclusions are 549 generally consistent with other studies which show an absence of significant changes to 550 extreme daily rainfall in most locations around Australia except for locations where the 551 annual rainfall is decreasing strongly, most notably southwest Western Australia [Alexanderet al., 2007; Gallant et al., 2007] . Finally, this study showed that although the influence of 553 ENSO on annual maximum rainfall in Australia is small, it is nonetheless detectable using the 554 max-stable process model described here. 555
[46] These results therefore affirm the importance of understanding changes in precipitation 556 at all timescales, and in particular at the scales of individual storm events rather than the daily 557 timescale for which data is more readily available. Although the availability of sub-daily data 558 in Australia is generally limited (with most records being too short, containing large 559 quantities of missing data, and including numerous changes to instrumentation which might 560 bias the results), making the application of this data for climate studies difficult, this paper 561 highlights that a careful statistical analysis that explicitly accounts for the spatial nature of 562 rainfall data, will be beneficial in recovering useful information from such an instrumental 563 record. 564 ACKNOWLEDGEMENTS 565
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Tables 693 Table 1 : Covariates used for spatial model, selected via a forward selection approach using a likelihood ratio test.
694
Predictors include latitude, longitude, elevation and distance to coast, and the square root of these variables. 
