The key to our analysis is the observation that if the process starts with a finite number of particles then qr(K), the number of points in r, n K, has the same distribution as the corresponding quantity in a particle system which operates according to the following rules:
(i) all particles have exponential lifetimes with mean 1/(P + 1), (ii) each particle at its death gives birth to 0 or 2 particles with probabilities 1/(p + 1) and 3/(3 + 1), (iii) if there are two particles born as a result of a death at x then one is placed at x and the other at a random location y with distribution P-lb(x, y), (iv) all the random variables and events in (i), (ii) and (iii) are independent. It is easy to check that the description given above defines a unique process when the initial configuration is finite (see Athreya and Ney (1972) , p. 105) and that this process makes transitions at the rates indicated above. From this construction it is apparent that starting from a finite initial configuration {x,,..., x,} the process has the same distribution as a superposition of n independent processes which begin with one point at x,.
Intuitively this should also be true for initial configurations which are infinite. To guarantee this we shall define the infinite particle system by the following construction. Let {(rl', t-0), x E Rd} be a collection of independent copies of the process with qrl={x}. To define the process starting from an initial configuration we let rl= Uxs rl''.
The construction above shows that the process is additive in the sense of Harris (1978) . Our process is a special type of additive process-it has independent components. The last property is crucial for our analysis. Our approach will be to first determine the behavior of the individual r7 and then consider the infinite particle system as a superposition of the rl. The results we have obtained are summarized below.
To describe these results we have to introduce some notation. Let Px and PE be the probability laws of the process rl and qrl and let Ex and E6 be the corresponding expectations. If A is a probability distribution on the space of configurations (this is described in Section 2) then we define a probability law PA and an expectation EA by PA(A)= JA(d?)PE(A). This is the probability law of the process starting from an initial distribution A.
The first step in analyzing the infinite particle system is to determine the mean number of particles in a compact set. In Section 3 we compute that
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In Section 5 we use Theorem 4.1 to give conditions on the initial configuration which guarantee that starting from qr, ,q(G) converges to oo in probability for all open sets G. The main result is the following. For this result we do not need the assumption SJ yj2b(y) dy < 0 but having omitted this assumption we must weaken the conclusion.
In Sections 6, 7 and 8 we consider the case ( = 1, again under the assump- In Sections 7 and 8 we discuss what happens when the random walk generated by the density bO is recurrent. It is natural to conjecture that in this 359 distributions which is due to Liemant. To check that this condition is not satisfied we use the weak law of large numbers when d = 1 and the local central limit theorem when d = 2.
The conclusions in the last three sections are related to those obtained by Sawyer (1976) and Fleischman (1978) for processes which they call branching random fields. In these models particles move according to Brownian motion, live for an exponential amount of time and then die giving birth to n offspring with probability p,. In their formulation they allow the offspring to be introduced into the state according to a distribution qn(x, dy1, ... , dy,) on (Rd)" when the particle dies at x but for most of their conclusions they require all the offspring to be born at the point where the parent died. Under this assumption they proved that the conclusions of Theorems 6.1 and 8.5 hold for branching random fields (see Sawyer (1976) It is likely that the results we have stated above can be extended to the general branching random fields defined by Sawyer. The results should be the same in the subcritical and supercritical cases but in the critical case the conclusions of Sections 7 and 8 will require the additional assumption that p, f 1. The case p, = 1 corresponds to particles undergoing independent motions. In this case it is known that the d-dimensional Poisson process is invariant in any d ? 1 (see Doob (1953) ) and that starting from a translationinvariant distribution A with finite intensity, q, converges in distribution to a mixture of Poisson processes (see Stone (1968) , Matthes (1972)).
Preliminaries
In this section we shall give some definitions and prove some preliminary results which will be needed in Sections 3-8. The first of these results concerns the description of the process. The construction described in the introduction gives us (for almost every (o) a mapping from [0, oo) to the countable subsets of Rd. To be able to discuss the distribution of the process at time t we need to introduce a suitable ao-algebra on the state space. To do this we need some definitions:
Let If there is initially one particle present Z(t)=ll is a Markov branching process. In this case E Irlx = e't-') (see Athreya and Ney (1972) , (4) m, (x, K) is the fraction of the nth generation that will be born in K when the process starts with one particle at x. To compute Exqt(K) we observe that e-t(a+l)tn( + 1)"/n! is the probability that there are exactly n arrivals before t in a Poisson process with rate 3 + 1, and (23/p3/ + 1)" is the expected size of the nth generation so Since the lifetimes are independent of the configuration this implies that with pA probability 1, qt(K)= 0 for t_ to(co). It follows from this that for A almost every ? the same statement has P' probability 1.
Supercritical branching random walks
In this section we shall assume 3 > 1, and obtain a limit law for the number of particles in an open set G at time t when the system is initiated by one particle located at zero. In other words we shall prove a local limit theorem for a Markovian supercritical branching random walk. The proof of this result is based on the one given in Kaplan and Asmussen (1976) . With some effort the proof given below can be extended to show the same conclusion holds for age-dependent branching processes. Remark. The proof given above also shows that the same conclusion holds if the weak law of large numbers holds for the density b in the form S,/n converges to v in probability. This condition implies that the weak law of large numbers holds for the density b0 in the form SO/n --*0, and this implies that the random walk which takes step according to b? is recurrent. No two of these conditions are equivalent.
S3=1, d=2
In this section we shall show that when 3 = 1 there are no non-trivial translation-invariant stationary distributions for the two-dimensional model when S fyf2b(y) dy < o. To simplify the cumbersome expressions below we shall suppose also that S yb(y) dy =0 and that the determinant of the covariance matrix I of b(y) is 1 and leave it to the reader to check that the same proof works if v and I < are arbitrary.
The method of proof is to show that if A is a translation-invariant point

