Abstract. We introduce the notion of characters of comodules over co-ribbon Hopf algebras. We study in details the case of matrix quantum groups of type A n . A quantum analog of Cayley-Hamilton equation for quantum matrix is proved. We show that for matrix quantum groups of type A n , the ring of characters is isomorphic to the ring of symmetric functions in an appropriate number of parameters. As a by-product, we obtain a theory for characters of Hecke algebras.
Introduction
There is a well known relation between the characters of rational representations of the group GL(n) over an algebraically closed field of characteristic zero and symmetric function in n parameters (see, e.g., [4] ). In particular, the character of an irreducible representation is a Schur function. The purpose of this work is to introduce the notion of the characters of representations of matrix quantum groups associated to even Hecke symmetries. It turns out that the ring of characters is still isomorphic to the ring of symmetric functions in r parameters, where r is the rank of the Hecke symmetry. Under this isomorphism, the characters of irreducible representations are mapped to the Schur functions.
Let R be an even Hecke symmetry (see Section 4) . We understand the matrix quantum group associated to R as the Hopf algebra H R (of "functions over this quantum group") defined as in (13) . It is shown in [8] , that H R is cosemisimple (provided that the "quantum parameter q" is not a root of unity), and simple comodules of H R can be indexed by sequences of non-increasing integers, the integral was also explicitly computed.
The initial aim of the work was to look for the Cayley-Hamilton equation for the quantum matrix. The only known equation, due to Ewen, Ogievetsky and Wess, was [16] for the quantum groups GL p,q (2) and GL h (2) . A direct generalization fails. It turns out, that in order to obtain the quantum Cayley-Hamilton equation for quantum matrix, one has to deform the power of the quantum matrix, thus, to define a quantum power. Then, the quantum Cayley-Hamilton equation can be deduced from the very definition of the Hecke symmetry.
In [6] , the Cayley-Hamilton equation for the quantum reflection matrix was established, with the usual power of matrix. In fact, the quantum reflection algebra can be considered as a Hopf algebra in the category of comodules over the corresponding quantum matrix algebra. Moreover, this Hopf algebra is "commutative" in this category. Extending our construction in the case of co-ribbon Hopf algebras in braided categories, we will see that the braided power of a multiplicative matrix in a "commutative" Hopf algebra is the usual power. Details on this will be given elsewhere.
The theory of characters over Hecke algebras comes as a by-product. This is done along the same line as in the classical theory (see, e.g., [11, 4] ). We establish an isometry between the ring of traces over all Hecke algebras and the ring of symmetric functions. This is a generalization of the isometry ch in [11] , I.7. Our operator Φ is a generalization of the operator ψ of [loc.cit.]. Unfortunately, our quantum power sums do not form an orthogonal basis in the ring of symmetric functions. It is an interesting problem to describe the dual to this basis in terms of the operator Φ. On the other hand, our quantum power sums coincide with certain symmetric functions, which play an important role in the study of irreducible characters of the Hecke algebras [14] .
In 5.3 we proposed new formulae for computing irreducible characters using distinguished traces.
Irreducible characters of Hecke algebras as well as those of other centralizer algebras like Brauer algebras and Birman-Wenzl-Murakami algebras were studied by several authors, using quantum universal enveloping algebras [10] . Our approach here can be considered as the dual approach to theirs. The work deals only with Hecke algebras of type A n , the theory for other type of centralizer algebras seems to be very interesting.
Notations. All bialgebras, Hopf algebras as well as their comodules are defined over a fixed algebraically closed field K of characteristic zero. For a bialgebra, the coproduct is denoted by ∆, the counit is denoted by ε. For a Hopf algebra, the antipode is denoted by S.
The Hecke algebra H n is spanned as a vector space over K by a basis {T w |w ∈ S n }, S n is the permutation group. In particular, the element T (i,i+1) is denoted by T i . Thus H n is generated, as an algebra, by {T i , i = 1, 2, ..., n − 1}. The reader is referred to [1] for details. Elements of H n are usually denoted by capital letters.
The ring of symmetric functions in n parameters is denoted by Λ n , their direct limit (as graded rings) is denoted by Λ. A basis of Λ is denoted by Roman letters indexed by partitions. Thus, for example, {s λ |λ ∈ P} denotes the basis consisting of Schur functions. P denotes the set of all partitions, P n denotes the set of partitions of an integer n. The standard reference for symmetric functions is [11] .
Co-Ribbon Hopf Algebras
In this section we give the definition and basic properties of co-ribbon Hopf algebras. The notion of co-ribbon Hopf algebras is dual to the notion of ribbon Hopf algebras, which is due to Reshetikhin and Turaev [15] .
2.1. Coquasitriangular (Hopf) bialgebras. A coquasitriangular (CQT) structure on a bialgebra B is a bilinear form r : B ⊗ B −→ K subject to the following conditions i.
iii. r(a, bc) = r(a (2) , b)r(a (1) , c) r(ab, c) = r(a, c (1) )r(b, c (2) ) -"mutliplicativity". Here we use Sweedler's sigma notation for the coproduct: ∆(x) = x (1) ⊗ x (2) .
A (Hopf) bialgebra equipped with such a structure is called coquasitriangular (CQT) (Hopf) bialgebra.
Although the definition of CQT Hopf algebra does not involve the antipode, the theory of CQT Hopf algebras turns out to be much richer than the theory of CQT bialgebras.
Among many interesting properties of CQT Hopf algebra we mention the most significant one due originally to V. Drinfel'd, stating that the square of the antipode is co-inner, that is
where u(a) := r(a (2) , S(a (1) ) and u −1 is its inverse in Hom(B, K), u −1 (a) = r(S 2 (a (2) ), a (1) ). A CQT structure on a bialgebra induces a braiding [9] in the category of its right comodules in the following way. Let (B, r) be a CQT bialgebra, for any right B-comodules M, N, define a morphism
Then τ is a braiding in B-Comod -the category of right B-comodules.
The converse is also true, a braiding in B-Comod gives rise to a CQT structure on B. This can be seen by using the Tannaka-Krein duality, which states that there exists an isomorphism
for any vector space C, where ω denotes the forget full functor from B-Comod to Vec K . In fact, it is sufficient (and some times necessary) to take B-comod, the category of finite dimension B-comodules, instead of B-Comod.
2.2.
Co-ribbon Hopf algebras. By means of the isomorphism in (2), if B-comod is a ribbon category with the twist θ [15] , then θ induces a linear form t on B. A CQT Hopf algebra H equipped with such a form is called co-ribbon Hopf algebra. More precisely, a co-ribbon Hopf algebra is a CQT Hopf algebra (H, r) equipped with a linear mapping t : B −→ K subject to the following relations:
It is worth mentioning the following property of t:
The proof is to write out the right-hand side of the quality ε(a) = t(a (1) S(a (2) )) and to use (1) . Let (H, r, t) be a co-ribbon Hopf algebra. Then H-comod, the category of finite dimensional right H-comodules, is a ribbon category with the twist given by
for any finite dimension right H-comodule M.
It is well-known, that for a rigid object V in a braided monoidal category, one can define the notion of rank of V , which is the natural generalization of the notion of rank in symmetric tensor categories. A disadvantage of rank in a braided category is that, it is not tensor-multiplicative, that is, generally rank(V ⊗ W ) = rank(V )· rank(W ). A remarkable property of ribbon categories is that, in such categories one can modify the definition of rank to get a multiplicative one. Namely, we define the rank of a finite dimensional right H-comodule M over a co-ribbon Hopf algebra (H, r, t) to be the image of 1 K under the morphism
If we use the following graphical notation for morphisms in braided categories [12] 
Trace of Comodules over Co-Ribbon Hopf Algebras
Let (H, r, t) be a co-ribbon Hopf algebra. Let M be a finite dimensional right Hcomodule. The character of V , denoted by Φ(V ), is defined to be the image of 1 K under the map
If we depict the coaction δ
It is easy to see that ε(Φ(M)) = rank(M) -the rank of M. More generally, for any morphism f : M −→ M in H-comod, one can define the element Φ(f ), called the trace of f , to be the image of 1 K under the map
The proof is straightforward. Notice that ii) and iii) imply that
The set {Φ(M)|M ∈ H −comod} spans a subspace of H which is, in fact, a commutative subalgebra.
3.1. Cosemisimple Co-Ribbon Hopf Algebras. A Hopf algebra is called (right) cosemisimple iff the category of its (right) comodules is semisimple, that is all comodules are absolutely decomposable. In this case there exists an H-comodule morphism, called integral, : H −→ K, that is, satisfies the following relation: (a) = a (1) (a (2) ), (1) = 1. H decomposes into the direct sum of its simple subcoalgebra H = ⊕ i∈I H i , H 0 ∼ = K and | H i = 0 unless i = 0. As in the case of finite group characters, we define a scalar product on the set of characters in H:
From the preceding discussion, one sees that for a simple H-comodule M, (Φ(M)) = 0 unless M ∼ = K. Thus we have, for simple H-comodules M and N
The direct decomposition of H into its simple subcoalgebras also implies that nonisomorphic simple comodules have different characters.
Theorem 3.2. The subspace of H spanned by characters is a subalgebra of H and is isomorphic to the Grothendieck ring (define over K) of finite dimensional H-comodules.
3.2. Partial Trace. Let M, N and P be finite dimensional H-comodules and f : M ⊗ N −→ M ⊗ P be a morphism of comodules. Then we can define the partial trace of f with respect to M as the map
We want to mention an equality that will be used in the next section. Let
3.3. Quantum Power of Multiplicative Matrices. For any H-comodule M, Φ K (M) : M * ⊗ M −→ H is a coalgebra homomorphism. We call this map the coefficient map for the comodule M. Given a basis x 1 , x 2 , . . . , x n of M, the coaction of H on M can be given by a multiplicative matrix A = (a
, here and later on we adopt the convention of summing up by indices that appear both in lower and upper places. We have a
Conversely, every multiplicative matrix corresponds to an H-comodule. Let (a j i ) i,j=1,2,... ,n be a multiplicative matrix. Take an n-dimensional vector space M and define the coaction of H on V , setting δ(x i ) := x k a k i for some fixed basis x i of M. Assume that, with respect to a basis x 1 , x 2 , . . . , x n of M, τ M,M has the matrix R kl ij and θ M has the matrix T
Assume that a morphism f : M −→ M has, with respect to the basis x i , the matrix F j i . Then the trace of f can be given explicitly by
The braided square of A is defined to be the image of
Analogously one defines the n th braided power of A to be the image of ξ j ⊗ x i under the map
The formula for A q * n will deal with multi-indices. So, for convenience, we denote W
The following equations will be used in 4.2
4. Quantum Matrix Groups of Type A n and Quantum Symmetric Functions
Let V be a vector space of finite dimension over K a field of characteristic zero and R : V ⊗ V −→ V ⊗ V be an invertible linear operator. Assume that R has a matrix R kl ij with respect to a basis x 1 , x 2 , . . . , x n of V .
We call R a closed Hecke operator iff the following conditions are satisfied. i. R satisfies the Yang-Baxter equation
. ii. R satisfies the Hecke equation (R − q)(R + 1) = 0 for some non-zero q. Further we shall assume that q is not a root of unity other than the unity itself. iv. R is closed, that is there exist a matrix P = (P Thus, R induces, for each n, a representation of the Hecke algebra
By means of this representation we shall some time understand an element of H n as an operator on V ⊗n . In particular, let Y n := ρ( w∈Sn (−q) −l(w) T w ) be the anti-symmetrizer operator.
A [5] .
The matrix quantum semi-group associated to an even Hecke symmetry R is defined to be
and the associated quantum group is defined to be
Λ R is an E R -comodule and hence an H R -comodule, and so are its homogeneous component. Since Λ r R (the highest non-vanishing homogeneous component of Λ R ) is one dimensional, it induces a group-like element in E R , called the quantum determinant [5] . One can show that H R ∼ = E R < t > /(tD = Dt = 1), D denotes the quantum determinant.
It was proved in [8] that H R is co-semi-simple and that simple H R -comodules are indexed by sequences of non-increasing integers, λ = (λ 1 , λ 2 , . . . , λ r ), λ i ∈ Z. For any such λ, denote M λ the corresponding simple comodule. In particular V ∼ = Λ 1 R ∼ = M (1) and Λ r R ∼ = M (1 r ) . For a sequence λ, denote −λ the sequence (−λ r , −λ r−1 , . . . , −λ 1 ). Then the dual comodule to M λ is M −λ . Moreover, if for a λ, its last component λ r is negative, letting λ + := (λ 1 − λ r , λ 2 − λ r , . . . , 0), we have
The coefficient in the decomposition
are the same as for those of irreducible rational GL(r)-representations. H R is a co-ribbon Hopf algebra. Let λ be a (non-negative) partition then M λ is a direct summand of V ⊗|λ| . The braiding on V is τ V,V = R. By the closeness condition in the definition of R, one can extend the braiding on V ⊗n ⊗ V ⊗n and then restrict it on their direct summand to get the braiding in H R -comod. The operator R induces a representation of the Hecke algebra H n on V ⊗ * n . Thus, an element of H n gives rise to an endomorphism of V ⊗n by means of this representation. On the other hand, the double centralizer theorem [7] shows that every endomorphism of V ⊗n can be given by an action of an element of H n . For our convenience, we shall denote the endomorphism induced from an element of H n by the same notation. H n has a K-basis consisting of elements T w , w ∈ S n , where S n is the symmetric group. Thus T (12) acting on V ⊗ V is nothing but R. The twist in H R -comod can be then given by
where w 1 is the longest element of the symmetric group S n .
Quantum Symmetric Functions. If
j then E R becomes the algebra of polynomial functions on GL(n) and for a partition λ, Φ(M λ ) is the character for M λ in the usual sense (see, e.g., [4] ). Φ(M λ ) computed on an element g ∈ GL(n) gives the trace of the operator induced by g on M λ . This function can be computed by using Schur functions on eigenvalues of g, namely, Φ(M λ )(g) = S λ (ξ 1 , ξ 2 , . . . , x n ), where ξ i are the eigenvalues of g [loc.cit.]. Thus for an even Hecke symmetry, we can consider the corresponding characters Φ(M λ ) (λ non-negative) as quantum Schur functions. In fact, these elements form a commutative subalgebra of H R , that is isomorphic to Λ r -the ring of symmetric functions in r parameters, r is the rank of R. More precisely, let Λ E denote the vector subspace of E R generated by {Φ(M λ ), λ ∈ P r },. The relations in (14) , (15) show that Λ E has an algebra structure and Λ E ∼ = Λ r , under which isomorphism, Φ(M λ ) is mapped to s λ -the Schur functions. We will denote Φ(M λ ) by S λ .
Let E k = S (1 k ) and H k = S (k) be the quantum elementary symmetric and quantum complete symmetric functions. Then we have
The trace operator Φ associated to each E R -comodule endomorphism an element of E R . We now proceed to show that this element lies in Λ H .
It is enough to show that the image of an endomorphism in Mor E R (V ⊗n , V ⊗n ) lies in Λ E . The double centralizer theorem state that Mor E R (V ⊗n , V ⊗n ) is a factor algebra of the Hecke algebra H n . Using Lemma 3.1, we can represent the trace of any endomorphism of V ⊗n as a linear combination of Φ(T c k ), where c k = (12...k) is a cycle in S n . More detail on this algorithm can be found in [7] . The element P k := Φ(T c k ) is called the quantum power sum. P n can be considered as the quantum trace of the n th quantum power of the matrix Z.
Lemma 4.1. We have the following relations
where
The relation in (19) were established in [13] for slightly differently defined P n 's. Proof. Let X n and Y n be the quantum symmetrizer and anti-symmetrizer operators on V ⊗n . They can be defined by induction:
X n and Y n are projectors on V ⊗n and their images are isomorphic to M (n) and M (1 n ) respectively. Hence Φ(X n ) = S (n) = H n and Φ(Y n ) = S (1 n ) = E n . Using Lemma 3.1 and the property of X n and Y n that X n R i = R i X n = qX n , Y n R i = R i Y n = −Y n , we can deduce (18), (19)(cf. [7] , Eq. 7).
For any partition λ = (λ 1 , λ 2 , . . . , λ r ) we define E λ := E λ 1 E λ 2 · · · E λr , and analogously for H λ and P λ . The equations in (18), (19) enable us to write down the transition matrices between the set E λ , H λ and P λ :
Remark that the transition matrices between E λ , H λ and S λ remain unchanged.
Characteristic Equation for
The Quantum Matrix Z. We now prove the quantum Cayley-Hamilton equation for the quantum matrix Z. If R is an even Hecke symmetry of rank r, Y r+1 = 0. Taking the partial trace of X r+1 with respect to V ⊗r , we have
Using (11) and (12) we get the quantum Cayley-Hamilton equation
A priori this equation holds in H R . However, since the canonical map E R −→ H R in injective (cf. [8] ), this equation also holds in E R .
The Irreducible Characters of H n
If n < r = rank(R), then H n ∼ = Mor E R (V ⊗n , V ⊗n ), and Φ induces a trace map H n −→ Λ E . Since H n is semi-simple, Φ can be uniquely represented as a combination of irreducible characters of H n with coefficients from Λ E :
where χ λ is the irreducible character of H n , that corresponds to λ ∈ P n . Let E λ be a primitive idempotent corresponding to λ, then χ λ (E µ ) = δ µ λ and Φ(E λ ) = S λ , hence
In particular we have
where c λ = (1, 2, . . . , λ 1 )(λ 1 + 1, . . . , λ 1 + λ 2 ) · · · . It is well known that a trace function on H n is uniquely determined by its values on c λ . Thus (22) together with the transition matrix between P λ and S λ give us a formula for computing irreducible characters of the Hecke algebra. Let (, ) be the scalar product on Λ, given by (
which is a q-analog of the Frobenius formula for irreducible characters of H n . Recall that the ring Λ E is isomorphic to the ring Λ r of symmetric functions in r parameters by means of the linear mapping S λ −→ s λ . Under this map H λ −→ h λ -the complete symmetric functions, E λ −→ e λ -the elementary symmetric functions and P λ are mapped to the symmetric functions q λ , studied by A. Ram in [14] . By virtue of this map, Φ will be understood as a trace map from H n in to Λ r .
5.1. The Ring of Traces over H n . Let R n denote the vector space over K spanned by characters of irreducible representations of H n . Since H n is semisimple, this is the vector space of all traces over H n . Let R be the direct sum of R n , n = 0, 1, 2, ... A ring structure over R can be given, defining
for any characters φ ∈ R m , ψ ∈ R n , and extending this bilinearly on R. Define a map ch : R −→ Λ, χ λ −→ s λ . We wish to show that this is an isomorphism of algebras. First, comparing dimensions, we notice that ch is an isomorphism of K vector spaces. If we define a scalar product on R by setting (χ λ , χ µ ) = δ µ λ , then ch is an isometry. On the other hand, for any character φ, (χ λ , φ) is the multiplicity of the irreducible H n module, corresponding to λ, in the H n -module defining φ, n = |λ|. Let H λ = H λ 1 × H λ 2 × · · · × H λr be embedded into H n , n = |λ|, in the standard way and let X λ = X λ 1 X λ 2 · · · X λr . Then X λ is an idempotent. In the decomposition of X λ into the sum of (mutual orthogonal) primitive idempotents, the number primitive idempotents of type µ does not depend on q. And, since Φ(X λ ) = h λ , this number is equal to (h λ , s µ ).
Let η λ be the character of the representation of H n , induced from the trivial representation of H λ . Thus, η λ is the character of the module X λ H n over H n . The preceding discussion shows that
Since η λ = η λ i and since h λ form a basis for Λ, we have Proposition 5.1. The map ch : R −→ Λ is an isomorphism of algebras.
Assume from now on that n ≤ r. The projection Λ −→ Λ r induces a map ch r : R −→ Λ r , which is isomorphic up to the homogeneous degree r (Λ is graded and
whenever k ≤ r). Thus, for any U ∈ H n , ch −1 (Φ(U)) is well defined and is a trace on H n . According to (21), χ λ (W ) = (Φ(W ), S λ ), whence
Since any trace over H n has the form ch −1 (Φ(U)) for some U ∈ H n , we deduce, for any trace φ,
Lemma 5.2. Let {U λ , λ ⊢ n} and {V λ , λ ⊢ n} be two sets of elements from H n such that
Proof. We have
Whence the claim of the lemma follows.
Since ch(χ λ ) = s λ and Φ = λ χ λ s λ , we have
= (φ, Φ).
Thus, if {Q λ , λ ⊢ n} is the dual basis to {P λ , λ ⊢ n} in Λ, then
Analogously, let m λ be the monomial symmetric functions, then
The last equation is some times usefully for describing φ. Take for an example the trace function Tr r which will be introduce in the next section. From its definition we have (see [8] )
Another trace, which is also important in our study, is given by tr(T w ) = δ w 1 , i.e., Tr(w) = 0 unless w = 1 (see also the next section). It is then easy to see that tr(X n ) =
5.2.
An Integral Formula for The Characters. A formula for the normalized integral on H R is given in [8] . Since H R is coquasitriangular, its elements can be represented as linear combinations of elements of the form z 
where, for
Let us now fix an n ≤ r = rank(R). For convenience we denote
According to (9)
Substituting the above equation to the previous one and using (32), we get
here we use the fact that CD = q −(r+1) , which follows from (8) and (16) .
A Trace on H n . Let W be an element of H n with n ≤ r = rank(R). Considering W as a morphism on V ⊗n we can take it trace as in 2.2. Thus, we have a trace Tr R on H n . Tr R is the Markov trace of modulus [−n]
. For convenience, we will use the trace Tr r := q −n(r+1)/2 Tr R . Thus, the formula in (33) can be rewritten as
where W := w∈Sn q −l(w) T w −1 W T w . Notice that for any W ∈ H n , the element W defined as above lies in the center of H n . For q = 1 and W ∈ S n , W is a multiple of the class sum of conjugated to W elements of S n . In general this element is very complicated.
5.3. Some Formulae for Computing Irreducible Characters of H n . Let χ be a faithful trace on H n , i.e., χ does not vanish on any minimal central idempotent. Then any irreducible character of H n can be computed in term of χ, in the following sense.
Let H n = λ∈Pn A λ be the decomposition of H n into the direct sum of its minimal two sided ideal. A λ is itself an algebra with the unit E λ . H n splits over K, which means A λ is a matrix ring of degree c λ . Let E 
For the character Tr r , we have (cf. [8] )
Tr r E λ = q With respect to this bilinear form, {q −l(w) T w −1 |w ∈ S n } is the dual basis to {T w |w ∈ S n }.
Let E λ be any primitive idempotent in A λ and k λ := (1, E λ ). Then Substituting this equality into (34) we get
Therefore, tr(E λ ) = k λ = Tr r (E λ L) and consequently, tr(E λ ) = Tr r (E λ L). Hence, by (34),
here we use the fact that E λ W L is a multiple of E λ (since W L is central) and that UE λ is a linear combination of E Remark. From the defnition of tr, we see that, for w ∈ S n , χ λ (T w ) is, upto an explicit constant, the coefficient of T w −1 inĒ λ .
Note that the formulae (36) and (39) do not depend, in fact, on r ≥ n, so that we can set r = n in them. We summary the results obtained in a theorem.
Theorem 5.3. The value of the irreducible character χ λ corresponding to a partition λ ∈ P n on an element W of H n can be given by 
