For the three-dimensional incompressible Navier-Stokes equations, we present a formulation featuring velocity, vorticity and helical density as independent variables. We find the helical density can be observed as a Lagrange multiplier corresponding to the divergence-free constraint on the vorticity variable, similar to the pressure in the case of the incompressibility condition for velocity. As one possible practical application of this new formulation, we consider a time-splitting numerical scheme based on an alternating procedure between vorticity -helical density and velocity -Bernoulli pressure systems of equations. Results of numerical experiments include a comparison with some well-known schemes based on pressure-velocity formulation and illustrate the competitiveness on the new scheme as well as the soundness of the new formulation.
Introduction
Numerical simulation of laminar and turbulent incompressible flows is an important subtask in many industrial applications and remains within the focus of intensive scholarly research. Incompressible viscous flows of a Newtonian fluid are modeled by the system of the NavierStokes equations, which read: Given a bounded, connected domain Ω ⊂ R 3 with a piecewise smooth boundary ∂Ω, the simulation time T, and a force field f : Q → R d (here and further Q := (0, T ) × Ω), find a velocity field u : Q → R 3 and a pressure field p : Q → R such that ∂u ∂t − ν∆u + (∇u)u + ∇p = f in Q, (1.1) div u = 0 in Q, (1.2) u| t=0 = u 0 in Ω, (1.3) where ν > 0 is the kinematic viscosity coefficient. Some boundary conditions have to be imposed on ∂Ω to obtain a closed set of equations. We pose the Dirichlet conditions for velocity:
with some φ satisfying Ω φ = 0, ∀ t ∈ (0, T ), but other boundary conditions are also possible.
In this paper we shall consider vorticity and helical density as additional flow variables. Vorticity w = ∇ × u plays a fundamental role in fluid dynamics as well as in mathematical analysis of the Navier-Stokes equations and in many cases it is advantageous to describe dynamics of a flow in terms of the evolution of the vorticity. Taking a rotation of (1.1), one immediately arrives at the following vorticity equation:
Using the definition of the material derivative and vector identity (2.2) one can write (1.5) in the equivalent form
where the material derivative Dw D t represents convection of w along the fluid particle trajectories, −ν∆w is the vorticity diffusion and the third term D(u)w is responsible for the intensification (or the decrease) of vorticity depending on the alignment of w with eigenvectors corresponding to positive (or negative) eigenvalues of the rate of deformation tensor D(u) := This vorticity stretching mechanism is not present in the 2D case and is believed to be of crucial importance in turbulent flow dynamics, e.g. [2, 9] .
In this paper, starting with the vorticity equation we reformulate it in terms of vorticity and helical density h := u · w as (cf. section 2)
This relation suggests that the helical density can be treated as an independent variable and in this way considered as a Lagrange multiplier corresponding to the div-free condition for vorticity, div w = 0, similar to pressure in (1.1)-(1.2). The helical density h relates to the helicity by H = h dx. The helicity is a fundamental quantity in laminar and turbulent flow: it can be interpreted physically as the degree to which a flow's vortex lines are tangled and intertwined (defined precisely in terms of the total circulation and Gauss linking number of interlocking vortex filaments), is an inviscid invariant, cascades over the inertial range jointly with kinetic energy, manifests the lack of reflectional symmetry of a flow, enjoys a nontrivial topological interpretation, and is believed to be closely related to vortex breakdown [1, 6, 21] . Recent theoretical studies indicate a possibly important role of helical density for the regularity of the 3D Navier-Stokes solutions, cf. [5] , and analytically investigate the asymptotic dichotomy of the helicity and its relation to the energy [12] . Moreover, that helicity is an inviscid invariant and is precisely balanced in the forced viscous case means that computed solutions' helicity can be used as a further diagnostic check for physical accuracy. Thus we shall consider a new formulation for the Navier-Stokes problem based on (1.6) and additional equations involving velocity and vorticity. This formulation might give another insight into the vorticity dynamics, and leads to numerical methods which directly approximate and access such physically important variables as vorticity and helicity.
To obtain a closed set of equations and computationally feasible method based on the vorticity equation, one has to complement (1.5) or (1.6) with relations linking velocity and vorticity. For this purpose, it is common to consider the Poisson equation for velocity
(1.7)
While the velocity-pressure system (1.1)-(1.3) is usually complemented with some boundary conditions on the velocity or stress tensor, for computations using the vorticity equation it is convenient to have some boundary conditions for w, which are typically not given a priori.
Setting proper boundary or integral conditions for (1.5) and (1.7) (such that divergencefree velocity and vorticity fields are recovered) is a controversial subject discussed in many publications, see e.g. [14, 8, 19, 26, 27, 29] and references therein. The situation becomes much easier with (1.6), which allows div w = 0 to be explicitly enforced by treating the helical density as an independent variable, and thus setting appropriate vorticity boundary conditions becomes simple, see section 2. As an interesting alternative to (1.7) we shall also consider dynamic equations linking vorticity and velocity, which enforce explicitly the div u = 0 condition and lead to a simple stable time-stepping alternating scheme to solve the Navier-Stokes equations numerically. In general, the advantages of using the vorticity equation (1.5) for numerical simulations include the following [14, 15, 22] : it allows access of the physically relevant variables of vortex dominated flows, simpler elliptic operators arise rather than the saddle-point problems because the pressure term is eliminated, and boundary conditions can be easier to implement in external flows where the vorticity at infinity is easier to set than the pressure boundary condition. In particular, in the finite element context, the vorticity-velocity formulation produces a vorticity field that is globally continuous. This is unlike the velocity-pressure formulation. Most of these conclusions still hold if the vorticity-helicity equation (1.6) is used instead of (1.5).
The remainder of the paper is organized as follows. In section 2, we derive the velocityvorticity-helicity (VVH) formulation and prove it is equivalent to the Navier-Stokes system (1.1)-(1.4). Section 3 presents two time-splitting numerical schemes based on an alternating procedure between vorticity -helical density and velocity -Bernoulli pressure systems of equations, and proves stability of the velocity for the schemes. A finite element algorithm for the two schemes, as well as the results of few numerical experiments, are given in section 4. These experiments show the VVH formulation indeed leads to effective and practical numerical simulations.
Vorticity-Helicity equation
It is straightforward to check the following vector identities for any sufficiently smooth vector functions u, w:
For w = ∇ × u the last term in (2.2) vanishes and we obtain for nonlinear terms in (1.5):
where 2D(w) = ∇w + [∇w] T , and h = u · w is the helical density. Treating h as a new unknown we can write the vorticity equations in the form: 
The system (2.3)-(2.5) should be complemented with an additional equation relating u and w. Following the velocity-vorticity methods based on (1.5), for this purpose one may consider (1.7). An interesting alternative is to consider the dynamic equations:
where P = 1 2 u·u+p is the Bernoulli pressure variable. As we will see in the next section, coupling (2.3)-(2.5) with (2.6)-(2.8) leads to natural alternating time-splitting schemes, which can be proven stable in a certain sense. For the system (2.6)-(2.8), boundary conditions come from the original problem setting, i.e. conditions (1.4).
The vorticity system (2.3)-(2.5) can be endowed with the consistent boundary conditions:
In this case h is defined up to an additive constant for any t ∈ (0, T ). This situation is similar to the definition of pressure for enclosed flows. The non-uniqueness can be easily avoided by prescribing h = u · w at arbitrary point of domain. Another consistent way of setting boundary conditions is to prescribe helicity and the tangential vorticity on the boundary:
The equivalence of the new velocity-vorticity-helicity formulation to the original one is verified in the next theorem. (1.7) and (2.10). Now suppose that u, P , w, h is a solution to (2.3)-(2.5), (2.6)-(2.8), (1.4) and (2.9). Applying ∇× to (2.6) we find
Thus for the difference ψ = ∇ × u − w and r = w · u − h we get thanks to (2.3)
Using identity (∇ × u) × w = ψ × w and (2.4), (2.7), (2.9), (2.5), (2.8) we get the system of equations:
We multiply (2.11) by ψ and integrate over Ω. Due to (2.12) and (2.14) we obtain
From this equality and initial condition (2.13) we conclude ψ = 0. Therefore it holds Further suppose that u, w, h is a solution to (2.3)-(2.5), (1.7) and (1.4), (2.10). The equation (1.7) and the first condition from (2.10) implies (cf. [26] p.30) the equalities w = ∇ × u and div u = 0. Now we substitute w = ∇ × u into (2.3) and through simple manipulations obtain
Taking divergence of the both sides of (2.16) we find that r = h − w · u is harmonic on Ω for any t ∈ (0, T ). The second boundary condition in (2.10) implies r = 0 on ∂Ω. Thus r = 0 and h = w · u. Since the right-hand side in (2.16) vanishes, there exists a scalar function p such that
Remark 2.1. Consider the following boundary conditions for the original velocity-pressure formulation:
One easily verifies that such conditions lead to the following homogeneous boundary conditions for vorticity and helical density:
Conditions (2.17)-(2.18) may be of interest for a theoretical analysis since they ensure boundary integrals vanish in typical integration by parts in the vorticity-helicity equations (2.3) as well as in velocity-pressure equations. It is interesting that boundary conditions (2.17) are quite often used for the analysis of the (Navier-)Stokes equations in a bounded domain, see e.g. [3, 23] and references therein, and are physical motivated [7] .
Remark 2.2. If we complement the vorticity-helicity equation with (2.6)-(2.8), then an obvious complication of the new setting is that compared to the original velocity-pressure formulation the number of variables is doubled. This is the price that must be paid for the direct approximation of all four physically fundamental quantities: Bernoulli pressure and helicity (both are important inviscid invariants) as well as velocity and vorticity.
Numerical scheme
For a moment we omit any spatial discretization and consider only time-stepping techniques. We use the notation u n for an approximation to u(nτ ), where τ is a time step; the same notation is applied for other variables and the right-hand side. We will also use the notation
, and define u −1 := u 0 and w −1 := w 0 . Let us consider the following two second order in time splitting algorithms based on vorticity -helicity and velocityBernoulli pressure equations. Note that algorithm A1 is more implicit in the vorticity step and A2 is more implicit in the velocity step. Both algorithms are second order accurate in time.
Algorithm A1
Step 1. Given u n , w n , w n−1 and w * = 
Step 2. Given u n+1 , u n , and w n find w n+1 and h
The second algorithm changes the order of the velocity-pressure and the vorticity-helicity update. Algorithm A2
Step 1. Given u n , u n−1 , w n and u * = 
div w n+1 = 0 (3.8)
Step 2. Given u n , w n and w n+1 , find u n+1 and P
Both algorithms involve only linear problems to solve on each time step. At the same time they are unconditionally stable in the following sense. The velocity approximations satisfy the energy balance and an a priori estimate given in the following lemma.
Proof. These results follow immediately from the velocity step of either algorithm by multiplying by u n+ 1 2 and integrating over the domain, summing over timesteps, and applying Cauchy-Schwarz and Young's inequalities to the forcing term.
Remark 3.1. The statement of the lemma is easily generalized for finite element approximations and for finite difference schemes, which preserve the skew-symmetry of the vector product and keep the discrete divergence and gradient operators adjoint.
Remark 3.2. We are not aware of similar stability result in the literature on velocityvorticity numerical schemes. Indeed, it is not clear how to approach stability estimates if instead of (2.6)-(2.8) one adopts (1.7), see also next remark Remark 3.3. Stability estimate (3.14) involves only the velocity variable. Getting control of w n is a delicate issue. Indeed, proving a global in time L 2 estimate for vorticity would imply the regularity of weak solutions to the 3D Navier-Stokes equations, which is an outstanding open problem. Thus we may hope to obtain only local (for sufficiently small T , f , u 0 and ν −1 ) stability estimates in terms of vorticity. This is, however, a rather technical issue and we will not treat it in the current paper.
Remark 3.4. Both algorithms ensure both velocity and vorticity are divergence-free without engaging any integral or non-local boundary conditions for vorticity.
Remark 3.5. Using (2.3)-(2.4) instead of (1.5) for a numerical method leads back to a saddle point problem to solve instead of elliptic one. However, due to the significant progress in solution methods for saddle-point problems, see e.g. [4, 11] , this may be considered as a reasonable price for getting the direct access to helicity and the explicit enforcement of the div-free condition for vorticity.
Numerical Experiments

Finite element method
We test the new algorithms using a finite element (FE) spatial discretization. To formalize the numerical schemes, let (X h , Q h ) be an inf-sup stable FE pair; in our experiments we use the Taylor-Hood element pair to approximate velocity-pressure as well as vorticity-helical density. Define the space of discretely divergence free functions in X h to be
The fully discrete numerical algorithms for the velocity-vorticity-helicity (VVH) formulations are as follows. We formally define one algorithm, the finite element discretization for A1; the counterpart for A2 is defined in the same way. Further in numerics these schemes are denoted by (VVH1) and (VVH2), respectively.
Algorithm 4.1 (VVH1).
Step 1. Given u n h , w n h and w
Step 2. Given u n+1 h , u n h , and w n h , find (w
Remark 4.1. From the formulation of the numerical schemes, the helical density is only unique up to a time dependent additive constant. It can be recovered after each time step by solving for the constant via Ω (h n + k n − u n · w n ) dx = 0. When solid walls are on the boundary, another way would be to enforce h = 0 directly in the scheme at these locations.
Remark 4.2.
Besides the usual Galerkin terms, equations (4.1) and (4.2) involves two terms, which additionally penalize the violation of the div-free constraint by the FE velocity and vorticity. Including such terms is often a part of Petrov-Galerkin FE formulations for the Navier-Stokes equations [13] and is well-known as the grad-div stabilization [25] ; γ 1 ≥ 0 and γ 2 ≥ 0 are user-defined stabilization parameters. The motivation for including the grad-div stabilization with O(1) stabilization parameter in the velocity equation comes from recent work in [18, 24] , where its use in similar (rotational form) schemes was found effective at relieving the velocity error of an undesired scaling with the large error associated with the Bernoulli pressure. The vorticity equation was stabilized in a similar manner since helical density could adversely affect the vorticity error analogously to how Bernoulli or kinematic pressure acts in the velocity equation. Numerical experiments (not included) confirmed that choosing γ 1 = γ 2 = 1 showed modest to dramatic improvement in every test over either γ 1 = 0, γ 2 = 0, or both. It is not our intention to find optimal parameters, although that in itself could be an interesting topic of future study, and thus we choose γ 1 = γ 2 = 1 in all numerical experiments. Remark 4.3. In this paper we do not use any stabilization or multiscale model other than the grad-div stabilization. We note, however, that the vorticity-helicity system (2.3)-(2.4) might be more convenient for the well-developed variational multiscale modeling or Petrov-Galerkin type streamline-upwinding [16] than the vorticity equation (1.5), since the structure of (2.3) largely mimics the velocity equations in the convection form (1.1). In particular, the nonlinear terms from (2.3) would give rise to numerical streamline-dissipation of the form
)dx on every element T . Moreover, the fact that the helical density and Bernoulli pressure variables may share boundary and internal layers of velocity and vorticity naturally calls for using equal order elements for approximating all variables, which is a common choice for variational multiscale approach. We will address this discretization approach in more detail elsewhere.
Three velocity-pressure schemes for comparison
In addition, we also test three related schemes in order to gauge a reasonable assessment of the new schemes. One is the (skew-symmetric) convective form nonlinear Galerkin finite element scheme for the the Navier-Stokes equations, i.e. the finite element method applied directly to (1.1)-(1.3) . This is certainly one of the most popular approaches to treat the Navier-Stokes equation numerically. Similar to algorithms (VVH1) and (VVH2) for treating non-linear terms we use linear extrapolation, which preserves second order accuracy in time and the energy balance from lemma 3.1. We will denote this algorithm by (Conv).
Algorithm 4.2 (Conv).
Another closely related approach is to use the rotation form (2.6)-(2.8) of the NavierStokes equations, with the vorticity computed directly from the velocity approximation. Hence no vorticity equation is involved in the computations. Thus the first step of the scheme (Rot) below coincides with Step 1 of (VVH1) and the second step consists of vorticity recovery through the L 2 orthogonal projection of ∇ × u h onto velocity FE space.
Algorithm 4.3 (Rot).
Step 2: Given u
We also tried the variation of the algorithm (Rot) with w n+1 h computed via the projection of ∇ × u n+1 h on the space V h of discretely div-free functions. This modification was found to have a minor influence on the algorithm performance, so we will not include it in our comparisons.
Both schemes (Conv) and (Rot) require a linear saddle point type problem to be solved on every time step. Thus the computational complexity of these schemes is comparable to the one of VVH schemes, which need two linear saddle point type problem to be solved on every time step. However, from experiments we will see that (Conv) and (Rot) appear to be far less stable than VVH schemes, especially for higher Reynolds number. Therefore, for an 'ultimately stable' scheme in primitive variables we also consider the fully implicit second order in time scheme (ConvIm) below.
Algorithm 4.4 (ConvIm).
Note that the algorithm (ConvIm) requires a non-linear problem to be solved on every time step. A fixed point iteration was used to solve the nonlinearity at each time step. In general, this makes (ConvIm) computationally more expensive than algorithms 4.1-4.3.
Numerical results
The goal of the numerical experiment is to compute approximations to the Eithier-Steinman exact Navier-Stokes solution from [10] on [−1, 1] 3 . This problem was developed as a 3D analogue to the Taylor vortex problem, for the purpose of benchmarking. Although unlikely to be physically realized, it is a good test problem because it not only an exact NSE solution, but also it has non-trivial helicity which implies the existence of turbulent structure [21] in its velocity field. For chosen parameters a, d and viscosity ν, the exact NSE solution is given by and from here the exact vorticity w, helical density h and Bernoulli pressure P can all be easily calculated. We compute approximations to (4.3)-(4.6) with a = 0.75, d = 0.5, timestep τ = 0.01, endtime T = 1, and initial velocity u 0 = (u 1 (0), u 2 (0), u 3 (0)) T , using 10,368 (P 2 , P 1 ) tetrahedral elements, enforcing Dirichlet boundary conditions from (4.3)-(4.5) on the sides of the box by setting φ n = (u 1 (t n ), u 2 (t n ), u 3 (t n )) T on ∂Ω. The t = 0 solution is illustrated in figure 1 (left) .
For all five schemes, we compute for two different viscosities: ν = 0.01 and ν = 0.001. The results will be given in this order. Note that when ν = 0.01, (Conv) and (ConvIm) are indistinguishable, and so for more readable plots they are plotted together. For ν = 0.001, the results of these two scheme are different, and thus are plotted separately.
From the theoretical point view all five schemes are of the second order in time and formally obey the energy stability estimate in (3.14). Indeed, figure 1 (right) shows that the kinetic energy stays well-bounded in time with all five schemes for ν = 0.01, although for the (Rot) scheme the balance of energy appears somewhat perturbed for larger times.
For ν = 0.01, for all five schemes we plot the velocity and vorticity errors versus time in figures 2 and 3, respectively. Since vorticity is not directly solved for in the velocitypressure scheme (Conv) or (ConvIm), ∇ × u h is used to compute the estimate of vorticity in this algorithm. It is clear in both figures that schemes (VVH1) and (VVH2) provide more accurate predictions than (Conv), (ConvIm) and (Rot), both for the velocity and vorticity. The scheme (Rot) based on the rotation form of the Navier-Stokes equations and without vorticity equation shows the worst results. This suggests that if one wishes to use the rotation form, then it is better to obtain vorticity dynamically from the vorticity equation rather than as a projection of the rotation of velocity. Alternatively, one may use the fully implicit in time schemes with the rotation form [18] . This however leads to solving a non-linear problem on every time step, similar to (ConvIm). Finally, figure 3 (right) shows the balance of helicity for all five schemes. The results shows that the (VVH1) scheme ensures the best balance of helicity.
Further, we repeat the experiment with higher Reynolds number by setting ν = 0.001. The energy balance as well as velocity and vorticity errors versus time for ν = 0.001 are plotted in figures 4 and 5. These results show (VVH1) is the most accurate in all plots. Interestingly, fully implicit (ConvIm) is more accurate in all plots than the linear (semi-implicit) schemes (Conv) and (VVH2), which gave equivalent and better results, respectively, than (ConvIm) in the ν = 0.01 experiment. This is likely due to the greater inaccuracy of lin- earization at lower viscosity. Thus it is interesting that (VVH1) remains accurate here, even though it is also linear at every time step. In these tests (Rot) and (Conv) both give the largest errors in all plots. Figure 6 compares helicity balance for all five schemes. From the left figure we see that schemes (VVH1) and (ConvIm) balance helicity much better than other three schemes. On the right figure we romoved the helicity error plots for (Rot), (Conv) and (VVH2) allowing the closer comparison of (VVH1) and (ConvIm). The (VVH1) scheme shows the best result.
Comparing two VVH schemes, it follows from results that the more implicit in vorticity step scheme (VVH1) is more accurate especially for higher Reynolds numbers than the scheme (VVH2), which is more implicit in velocity step.
Conclusions
We introduced a variant of the vorticity equation for the Navier-Stokes problem, which leads to the treatment of the helical density as independent variable and relates it to the div-free constraint on the vorticity vector field. A natural choice of local boundary conditions for vorticity or vorticity and helical density makes the resulting formulation equivalent to the original one. One possible application of the new formulation is the simple time-splitting numerical scheme based on an alternating procedure between vorticity -helical density and velocity -Bernoulli pressure systems of equations. Few numerical results illustrate the efficiency of the new scheme and even its superiority over some other common approaches including the fully implicit second-order scheme in primitive variables. These results allow us to suggest that the new formulation is theoretically and numerically sound and can be a useful tool for numerical or theoretical treatment of vortex dominated three-dimensional flows.
