Introduction

Problem
Statement
Consider a linear multivariable system expressed in state space format as
where x(i)e R",y(i)_. Rq,u(i) _-R', i.e., n denotes order of the system, q is the number of outputs, and m is the number of inputs.
The system has an existing linear output feedback controller with a gain F. For purpose of identification, an additional excitation v(i) is injected to the control input, and the total input to the closed-loop system becomes
which yields the following system of the form
For simplicity, let A¢ denote the closed-loop system matrix, ,4,: = A + BFC (4)
The additive excitation input vector Gv(i) and the corresponding output of the closed-loop system y(i) are known. The existing linear feedback gain F is assumed to be known. See Fig. 1 
Define the following quantities
Then the original closed-loop system can be expres:,;ed as
it has been shown in Ref. 3 or 5 that the above operation is equivalent to introducing an observer to the system if the state x(i) is considered as an observer state, and the matrix M can be considered as an observer gain. In this particular case, it is an observer of the closed-loop system given by Eq.
(3). It is important to note at this point that one does not have to know M explicitly at the beginning, but rather it will be specified implicitly through the stability requirement for = A,: + MC. Assuming zero initial conditions for x(i), the input-output description of the above system is 
where the truncated output matrix y, and the truncated input matrix V, are given as can be recovered from the observer Markov parameters _ (i) according to the following relation
where _(i) -0 for i > p. In matrix form, the above recursive equation can be written as
The matrix on the left hand side of Eq. (22) is ,square and full rank, thus for a given set of observer 
from which the open-loop system Markov parameter Y(2) is simply, (3),
which yields
By induction, the relationship between the Markov parameters of the closed-loop system given in Eq.
(3) and those of the open-loop system given in Eq.
(1) is a weighted convolution sum, with the weighting matrix being the closed-loop gain F. In general, this expression is written as
t=l for i = 1, 2, 3..... The above recursive equation can be written in matrix form as / " r0) -r_(1) 
where again
The input equation given in Eq.
(2) in this case is
The closed-loop system dynamics can be derived as follows. First, from Eq. (31), the controller input can be expressed as ! 0
To derive the observer equations for the above system, add and subtract My(i) to the right hand side of the state equation in Eq. (33)
For simplicity of notation, the set of observer equations to be used for identification is
The input-output description of the above system with zero initial conditions is
Let M be a deadbeat observer gain, then the input-output relation can be expressed as 
Equation (42) can be used to .solve for the closed-loop observer Markov parameters. The solution is given in Eq. (15), with the exception that the output and input matrices are now given in Eq.
(41) and Eq. (43), respectively. If the initial conditions are not zero, then the truncated version of the corresponding output and input matrices are
The observer parameter matrix is the same as in Eq. (42). Again, in order to be able to solve for the observer Markov parameter matrix _, the rows of Gv(i) in z(i) must be full rank. Also, the number of observer Markov parameters characterized by the integer p, that are to be identified, must be chosen such that pq > n.
The next step is to show that the open-loop system Markov parameters
can be recovered from the identified observer Markov parameters
Define the first and second partitions of Y_(i) as
The direct transmission term is identified directly,
where Yc(0)= D and _(i)=0, i = p+l, p+2 ..... The Markov parameters Y_(i), representation,
A dynamic feedback controller is used to control the system which for closed-loop identification is excited according to
where s(i) _ R '_, g(i) e. R", w(i) _ R q. The scalar n, denotes the order of the dynamic controller, which in general is less than or equal to the order of the open-loop system, n, < n. The dynamic controller interacts with the system via
The vector quantities v_(i) and v2(i) denote the additive excitation signals for closed-loop identification. First, the closed-loop dynamics is derived. The input to the system can be expressed as
from which the input u(i) can be expressed as
provided that the inverse (! -SD) -j exists. Substituting Eq. (59) into the state equation in Eq.
(55), and the controller state equation in Eq. (56) yields
and
Equations (60) and (61) c_m be combined in matrix form as
One can write Eq. (63) and Eq. (64) together in a matrix form as Furthermore, define a matrix X. to be
QD(I -SO)-'
It can be verified by direct substitution that the following identities hold
Using these relations, the set of equations describing closed-loop dynamics becomes
where the first equation in Eq. (75) 
with an output feedback law for u.(i) given in Eq. (69), that includes an excitation term v°(i). The observer equations for the augmented system can be derived by adding and subtracting the term 
The set of observer equations to be used for identification is simply 
Assuming zero initial conditions, the observer Markov parameters can be solved from
where
If the initial conditions are not zero, then the truncated versions of y. and I/. are to be used. They are obtained by simply deleting the first p columns of y. and V., respectively. In this case, the number of observer Markov parameters characterized by the integer p, that are to be identified must be chosen such that p(q + n,) > n + n,.
As before, define the first and second partitions of Y,_(i) as 
=CoA=B. The re,cursive equations for the Markov parameters for Y=(i) 
be preceded by another system
Let the output of the second system be the input to the first system, i.e., q2 = ml, and
Then the combined system dynamics is given as (3)= C,A2,B, = C_A_B_D2 + C_A_B_C2B2 + C_B_C2A2B2 + D_C2A_B2   = Yt(3)Y2(0)+ Y,(2)Y2(1)+ Y,(1) 
By induction, the general relationship is given as If the Markov parameters of the combined system and of system 1 are known, then the Markov parameters of system 2 can be solved using the following equations. 
where Y(i) = CN-_B, i = !, 2 .... The order of the system is determined from the singular value
where the columns of U_ and Vt are orthonormal, S_ is an n x n diagonal matrix of retained positive singular values, and n is the order of the system. Defining a q x rq matrix E r, and an m x sm matrix E,, r made up of identity and null matrices of the form E_': [I, xq Oqx,,_,,,], Er=[l,x,, O,,x(,_,,,,] 
A discrete-time minimal order realization of the system can be shown to be
This is the basic ERA formulation.
To use ERA in the present identification procedure, the entries that make up the data matrix given in Eq. (106) Example I: Consider a two-input three-output three degree-of-freedom (sixth-order) mass, spring, dashpot system whose discrete system matrices are given below. The inputs are the applied forces at two of the masses, and the outputs are the three velocity measurements.
Let the system be stabilized by a linear feedback controller of the form
where the feedback gain is given as
For closed-loop identification, the closed-loop be excited by a random perturbation of the system output y(i), i.e.,
In this case, G = F in Eq.
(2). The excitation signal for the second output is shown in Fig. 2, and the resultant closed-loop system response for the second output is shown in Fig. 3 . Using data from the excitation, the observer Markov parameters for the closed-loop system are identified.
Since the true order of the system is six, and the system has three outputs, the number of observer Markov parameters that can be identified is two or greater, i.e., p > 2. For p = 2, the identified observer Markov parameters are listed below. This example illustrates the case where the number of observer Markov parameters to be identified is chosen to be 2, p = 2, which is the minimum number for this case. The same result is obtained if more observer Markov parameters are identified. The same computation procedure still applies with the exception that the observer Markov parameters are now set to zero at a late time step. For example, .say for p = 3, the observer Markov parameters _ (i) are set to zero for i = 4, 5, ... Fig. 4 
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