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ABSTRACT
The highly r-process enhanced (r-II) metal-poor halo stars we observe today could play a key role
in understanding early ultra-faint dwarf galaxies, the smallest building blocks of the Milky Way. If
a significant fraction of metal-poor r-II halo stars originated in the ultra-faint dwarf galaxies that
merged to help form the Milky Way, observations of r-II stars could help us study these now-destroyed
systems and probe the formation history of our Galaxy. To conduct our initial investigation into
this possible connection, we use high-resolution cosmological simulations of Milky-Way-mass galaxies
from the Caterpillar suite in combination with a simple, empirically motivated treatment of r-process
enrichment. We determine the fraction of metal-poor halo stars that could have formed from highly r-
process enhanced gas in now-destroyed low-mass ultra-faint dwarf galaxies, the simulated r-II fraction,
and compare it to the “as observed” r-II fraction. We find that the simulated fraction, fr−II,sim ∼
1−2%, can account for around half of the “as observed” fraction, fr−II,obs ∼ 2−4%. The “as observed”
fraction likely overrepresents the fraction of r-II stars due to incomplete sampling, though, meaning
fr−II,sim likely accounts for more than half of the true fr−II,obs. Further considering some parameter
variations and scatter between individual simulations, the simulated fraction can account for around
20− 80% of the “as observed” fraction.
Keywords: Galaxy: halo — Galaxy: formation — galaxies: dwarf — nuclear reactions, nucleosynthesis,
abundances
1. INTRODUCTION
In the favored cosmological paradigm, galaxies grow
hierarchically over time (White & Rees 1978; Davis et al.
1985). Dark matter halos (and the galaxies inside them)
merge together to form larger and larger galaxies, result-
ing in a final galaxy comprising both stars that formed
Corresponding author: Kaley Brauer
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in situ and stars that formed in the now-destroyed pro-
genitor galaxies. The in situ stars are found primarily in
the disk and bulge of the galaxy, where star formation is
ongoing. The accreted stars are found primarily in the
extended outskirts of the galaxy: the stellar halo (Bell
et al. 2008). The stars in a galaxy’s stellar halo thus
preserve information about the now-destroyed building
blocks of that galaxy (Bullock & Johnston 2005).
The stellar halo can include a significant number of
in situ stars as well, though (Monachesi et al. 2018).
Furthermore, even among the stars that are believed
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to have been accreted, the properties of the galaxies in
which they formed are largely a mystery. To decode the
information stored in stellar halo stars, we must identify
the stars that were accreted and determine the types
of galaxies from which they accreted. One way to do
this is by looking for stars with kinematic signatures of
accretion (Johnston et al. 1996; Johnston 1998; Helmi
et al. 1999; Venn et al. 2004). Many galaxy mergers
occurred early in the history of the galaxy, however, and
by the time we observe the stellar halo, many of these
kinematic signatures can be difficult to observe.
Selecting stars with specific chemical signatures pro-
vides another way forward. The Milky Way’s accreted
stellar halo is composed of long-ago destroyed galaxies
covering a wide range of stellar masses. Those disrupted
galaxies formed their stars at different rates, imprinting
different chemical signatures on their most metal-poor
stars (e.g., Kirby et al. 2011; Lee 2014; Ishimaru et al.
2015). In particular, early r-process (rapid neutron-
capture process) nucleosynthesis events in small dwarf
galaxies would imprint a clean r-process signature on
the subsequently formed stars in those galaxies.
The r-process is responsible for producing around
half of the abundances of the heaviest elements
in the periodic table (Burbidge et al. 1957; Cameron
1957). For more information, see the recent review pa-
pers by Frebel (2018), Thielemann et al. (2017), and
Arcones et al. (2017). Recently, it has become apparent
that the majority of r-process material in the universe
is likely synthesized in neutron star mergers (NSMs)
(Hotokezaka et al. 2015; Ji et al. 2016a; Abbott et al.
2017a,b). Because neutron star mergers appear to have
a long coalescence timescale (&100 Myr) and the metal-
licity of a stellar system increases with each new stellar
generation, NSM events should only result in metal-poor
stars with an r-process signature if those stars formed in
dwarf galaxies with low star formation efficiencies (i.e.,
galaxies that form new generations of stars slowly rel-
ative to larger galaxies like the Milky Way or LMC)
(Ishimaru et al. 2015; Ojima et al. 2018). This is sup-
ported by observations of the surviving ultra-faint dwarf
galaxy Reticulum II. The metal-poor stars in Reticulum
II formed from gas that was enriched by a prolific r-
process event, believed to be a neutron star merger (Ji
et al. 2016a).
In this paper, we investigate the possibility that metal-
poor stellar halo stars with strong r-process signatures
originated primarily in now-destroyed ultra-faint dwarf
galaxies (UFDs) similar to Reticulum II. If this is true,
the r-process stars we observe today could play a key
role in understanding how the smallest building blocks
of the Milky Way contribute to the Galaxy’s formation.
This work is a first attempt to investigate this ori-
gin scenario of metal-poor r-process halo stars. We use
cosmological models based on hierarchical galaxy for-
mation simulations of Milky-Way-mass galaxies. This is
described in Section 2, wherein we discuss our simula-
tions and compare them to observed stellar halos (i.e.,
those of MW, M31, and GHOSTS galaxies). Star for-
mation and chemical enrichment in low-mass galaxies
is a field still under development (e.g., it is still difficult
for semi-analytic models to reproduce even the mass-
metallicity relation, Lu et al. 2017). We thus use em-
pirical relations and parameterized models. In Section
3, we describe our simple, empirically motivated treat-
ment of r-process enrichment of early low-mass UFDs.
Our results and a detailed discussion of the limitations
of our model are found in Section 4. Our conclusions
are summarized in Section 5.
2. SIMULATIONS
We analyze 31 dark matter only cosmological sim-
ulations of Milky-way-mass halos from the Caterpillar
Project (Griffen et al. 2016). The zoom-in simulations
in this suite have an effective resolution of 16,3843 par-
ticles of mass 3× 104 M in and around the galaxies of
interest, resolving halos down to total mass ∼106 M.
The temporal resolution is 5 Myrs/snapshot from z =
31 to z = 6 and 50 Myrs to z = 0. The simulated halos
in the suite span an unbisaed range of accretion histo-
ries. For our analysis, we selected the simulated halos
that were most Milky-Way-like, removing the halos that
experienced late major mergers.
We briefly summarize details of how the simulations
were developed (for a more extensive explanation, see
Griffen et al. 2016). The halos in the zoom-in simula-
tions were selected from a larger, lower resolution par-
ent simulation in which structure evolved in a periodic
box of comoving length 100 h−1 Mpc with 1,0243 par-
ticles of mass 1.22× 107 M. The cosmological param-
eters were adopted from Planck 2013 ΛCDM cosmol-
ogy: Ωm = 0.32, ΩΛ = 0.68, Ωb = 0.05, σ8 = 0.83,
ns = 0.96, and H = 100 h km s
-1 Mpc-1 = 67.11 km
s-1 Mpc-1 (Planck Collaboration et al. 2014). Initial
conditions were constructed using MUSIC (Hahn & Abel
2011). In the zoom-in simulations, care was taken to en-
sure that only the high-resolution volume of the Milky
Way at z > 10 is studied and that no halos are contami-
nated with low-resolution particles. Dark matter subha-
los were identified using a modified version of ROCKSTAR
(Behroozi et al. 2013b; Griffen et al. 2016) and mergers
trees were constructed by CONSISTENT-TREES (Behroozi
et al. 2013c). The halos were assigned a virial mass Mvir
and radius Rvir using the evolution of the virial relation
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from Bryan & Norman (1998). For our cosmology, this
corresponds to an overdensity of ∆crit = 104 at z = 0.
To define the “main branch” and “destroyed subha-
los” of a final z = 0 halo (called the “host halo”), we
trace back the progenitors of the host halo at each simu-
lation time step. At a given time step, the most massive
progenitor of the host halo is a member of the “main
branch” and all other direct progenitors that merge into
main branch halos are the “destroyed subhalos”. A sub-
halo is considered destroyed when it is no longer found
by the halo finder.
2.1. Assigning Stellar Mass and Metallicity to
Subhalos
Since the Caterpillar halos only include a dark matter
component, we incorporate luminous material through
empirical relations, following Deason et al. (2016). For
the results shown in this paper, we use the Mstar−Mpeak
relation derived by Garrison-Kimmel et al. (2017a) to es-
timate the stellar mass in each destroyed subhalo. Mpeak
is defined as the peak virial mass from a subhalo’s his-
tory. We also test the Mstar −Mpeak relations derived
by Garrison-Kimmel et al. (2014), Brook et al. (2014),
Moster et al. (2013), and Behroozi et al. (2013a) (see
Dooley et al. 2017). The effects of the different relations
are discussed in Section 4.4.
We also use empirical relations to estimate the metal-
licity of the stellar mass in the destroyed subhalos. We
adopt a mass-metallicity (Mstar − 〈[Fe/H]〉)1 relation
based on the z = 0 relation determined by Kirby et al.
(2013) for dwarf galaxies:
〈[Fe/H]〉 = (−1.69± 0.04) + (0.30± 0.02) log
(
Mstar
106M
)
(1)
This z = 0 relation is combined with the redshift
evolution found by Ma et al. (2016) from hydro-
dynamical simulations: ∆[Fe/H] = 0.67[e−0.5z − 1].
This redshift evolution is consistent with observations
(Leethochawalit et al. 2018). For the destroyed sub-
halos that are sufficiently massive to form stars after
reionization, we use the redshift of their destruction
(zdest) as the redshift at which to determine their mean
metallicity. Determining their metallicity at other red-
shifts (e.g., the redshift at which they reach peak mass,
zpeak, or the redshift at first infall, zinfall) does not
significantly affect results. For subhalos that form stars
before reionization but have their star formation per-
manently suppressed (e.g., UFDs; for our full definition
1 For elements A and B, [A/B] ≡ log(NA/NB)−log(NA/NB),
where NA represents the abundance of A.
of UFDs see Section 3.1), we use z = 0 as the redshift
at which to determine their mean metallicity. This is
because the UFDs observed today at z = 0 also stopped
forming stars long ago and thus will appear similar (at
least in metallicity) to the UFDs that were destroyed.
After determining the mean metallicity of each sub-
halo, we assume a Gaussian distribution about the mean
with standard deviation of 0.4 dex. This standard devia-
tion aligns with the observed intrinsic scatter for dwarfs
at z = 0 (Deason et al. 2016). The metallicity dis-
tribution function (MDF) of each individual destroyed
subhalo is weighted by the stellar mass of the halo and
combined to form the MDF of the accreted portion of
the stellar halo. Our resolution supports metallicities
down to about [Fe/H] ∼ −4.5; below this metallicity,
the MDF receives a greater than 1% contribution from
unresolved halos.
These methods of assigning stellar mass and metallic-
ity to the destroyed subhalos are nearly the same meth-
ods used by Deason et al. (2016). The two significant
differences are (1) our use of an updated Mstar −Mpeak
relation that assumes increased scatter about the rela-
tion for lower mass halos and (2) our use of z = 0 as
the redshift at which to determine the metallicity of de-
stroyed UFDs. While they used zdest instead of z = 0 for
UFD metallicity, they acknowledge that z = 0 is likely
the appropriate redshift to use. They only did not use
z = 0 because the metallicity of the UFDs did not affect
the bulk properties they were interested in.
2.2. Mass Scales for Star Formation
To determine which destroyed subhalos have their
star formation permanently suppressed by reionization,
which subhalos restart star formation after reionization,
and which subhalos never form stars, we adopt cutoffs
at different halo mass scales (e.g., Dooley et al. 2017).
These mass scales, MSF and Mfilt, are summarized in
Table 1.
We also assume instantaneous reionization. The
choice of reionization redshift is most important for
the stellar mass of low-mass halos. Using a radiation-
hydrodynamics simulation of Milky-Way-like galaxies,
Aubert et al. (2018) found that progenitor halos with
Mvir(z = 0) < 10
11 M reionized around the globally
averaged 50% reionization at 〈zreion〉 = 7.8. We there-
fore assume zreion ∼ 8, but investigate several possible
reionization redshifts (zreion = 6, 8, 10, 12).
MSF is the minimum halo mass needed to form stars.
One option for MSF is 10
8 M, corresponding to Tvir ∼
104 K. This is motivated by the atomic cooling thresh-
old a halo must exceed before star formation can be
efficiently sustained (Bromm & Yoshida 2011). We also
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Table 1. Values For Model Parameters
Fiducial Values Justification
zreion 8 6, 8, 10, 12 From radiation-hydrodynamic simulation
1, 〈zreion〉 = 7.8
MSF 5× 107 M 108 M Atomic cooling threshold2, corresponds to Tvir ∼ 104 K
5× 107 M Results in ∼120 surviving UFDs3 when zreion = 8
Mfilt 2× 109 M 6× 109 M From hydrodynamical simulations4, corresponds to vmax ∼ 25 km/s
2× 109 M From radiation-hydrodynamic simulations of reionization5
fNSM 10% 5− 15% Percentage of UFDs observed to be r-process enhanced6
MUFD,max 10
9 M varied Max mass for a halo to be highly enriched after a single r-process event7
1Aubert et al. (2018); 2Bromm & Yoshida (2011); 3see Section 2.2 and Newton et al. (2018);
4Okamoto et al. (2008); 5Ocvirk et al. (2016); 6see Section 3.2; 7see Section 3.1
investigate a slightly lower choice for MSF . Our choice
of MSF significantly changes the number of surviving
satellite UFDs at z = 0. MSF = 10
8 M results in only
∼40 surviving UFDs. About 40 surviving UFDs around
the Milky Way have already been discovered and many
more are expected to be found, so this number is low
(Dooley et al. 2017). Graus et al. (2018) also recently
found that the threshold for MSF must be lowered to
match the observed number of satellites. We therefore
adopt MSF = 5 × 107 M. This choice results in each
simulation having ∼120 surviving UFDs at z = 0 (as-
suming zreion = 8), which is roughly the number ex-
pected to exist around the Milky Way (Newton et al.
2018). We also tested MSF = 7 × 107 M, but this
choice results in each simulation having ∼70 surviving
UFDs at z = 0, which is too few.
Mfilt is the filtering mass, the mass below which
galaxies are significantly affected by the photoionizing
background. A halo must surpass this mass scale to con-
tinue star formation after reionization (Gnedin 2000).
Using hydrodynamical simulations of low mass halos in
an ionizing background, Okamoto et al. (2008) found
that halos with circular velocities below ∼25 km s-1 (cor-
responding to Mfilt ∼ 6 × 109 M) lose a significant
amount of their gas due to photoheating. More recent
radiation-hydrodynamic simulations of reionization by
Ocvirk et al. (2016) find that photoheating suppresses
the star formation of halos below Mfilt ∼ 2 × 109 M.
The filtering mass scale is still uncertain, so we try both
of these thresholds.
Of the around 20,000 resolved subhalos that are de-
stroyed into each of our 31 host halos, fewer than 100
subhalos become massive enough to ever form stars. If
a subhalo has Mvir < MSF at reionization and Mpeak <
Mfilt, it does not form stars prior to reionization and
has its star formation permanently suppressed by reion-
ization, meaning it does not ultimately contribute to a
stellar halo. Subhalos that form after reionization but
remain low mass (never surpassing the mass threshold
for star formation; Mpeak > MSF ) also do not form
stars.
These mass scales only affect low-mass halos. Because
the stellar halo is dominated by only a few high-mass
destroyed halos, these mass scales do not affect bulk
properties of the stellar halo. They are significant for
the low-metallicity portion of the stellar halo that we
are interested in, however.
2.3. Simulated Stellar Halos vs. Observed Stellar Halos
To verify that our stellar mass and metallicity estima-
tions are reasonable, we compare the properties of the
simulated stellar halos to those of real, observed stellar
halos. Despite the similarities between the Caterpillar
stellar halos and the observed stellar halos, however, we
caution that our simulated stellar halos are formed ex-
clusively from accreted stars while actual stellar halos
are not. Some accreted stars inevitably end up in the
disk/bulge and some in situ disk/bulge stars inevitably
end up being thrown into the stellar halo (e.g., Cooper
et al. 2015; Go´mez et al. 2017). Thus while we will use
the terms “stellar halo” and “accreted stars” somewhat
interchangeably, there is a difference. Our simulated
stellar halos are approximations of actual stellar halos.
We discuss the effects of this approximation in Section
4.4.
Figure 1 compares the average metallicity and total
stellar mass of each of the Caterpillar stellar halos (com-
posed entirely of ex situ stars) to those of observed
stellar halos. We compare to galaxies in the GHOSTS
survey (NGC253, NGC891, M81, NGC4565, NGC4945,
and NGC7814; Monachesi et al. 2016; Harmsen et al.
2017), the Milky Way (Mstar,halo ∼ 3.7± 1.2× 108 M,
Bell et al. 2008; 〈[Fe/H]〉 ∼ −1.3 to − 2.2, Carollo et al.
2010), and M31 (Mstar,halo ∼ 2± 1× 109 M, Williams
et al. (2015); 〈[Fe/H]〉 ∼ −0.5 to − 1.3, Kalirai et al.
(2006)). Given the simplicity of the model, the span
of the Caterpillar stellar halos matches the properties
of these observed halos and their relative differences re-
markably well. Figure 1 is a recreation of Figure 8 from
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Figure 1. The average metallicity and total stellar mass
of the Caterpillar stellar halos compared to the stellar ha-
los of the Milky Way, M31, and galaxies in the GHOSTS
survey. The span of the Caterpillar stellar halos well cap-
tures the bulk properties of these galaxies and their relative
differences.
Deason et al. (2016), which also reproduces the relative
difference between the Milky Way and M31.
We also compare the cumulative metallicity distribu-
tion function of the Caterpillar stellar halos to that of
the Milky Way. In Figure 2 we compare to the cumula-
tive distribution function from Scho¨rck et al. (2009) for
metal-poor halo stars with metallicity [Fe/H] < −2. Be-
low [Fe/H] < −3.5, the Caterpillar distributions differ
significantly from the Milky Way distribution. This is
likely because the Gaussians composing the MDFs have
a weaker metal-poor tail than the actual distributions in
each destroyed subhalo. However, the composite Gaus-
sian MDFs provide a much better fit than other phys-
ically motivated MDFs (e.g., Extra Gas model, power
laws), so we keep the Gaussian MDFs for this analysis.
We discuss the limitations of these empirical relations
and fixed [Fe/H] distributions in Section 4.4.
3. TREATMENT OF R-PROCESS ENRICHMENT
IN EARLY UFDS
We assume that some fraction (see Section 3.2) of now-
destroyed UFDs experience an early neutron star merger
(NSM) or another rare prolific r-process event that en-
riches the gas from which subsequent stars form. Look-
ing specifically at low-mass UFDs, i.e. dwarf galaxies
small enough to form highly r-process enhanced stars
after only one r-process event, we consider the stars
formed in these galaxies to be r-II stars. r-II stars are
stars that are highly enhanced in r-process elements:
[Eu/Fe] > +1, [Ba/Eu] < 0 (Beers & Christlieb 2005).
This follows the example set by Reticulum II. We note
that the mass range of UFDs is not universally defined,
but when creating our definition of UFDs we focus on
the low-mass end (see Section 3.1) to look specifically at
the smallest galaxies that helped form the Milky Way.
In each simulation, we then trace all the galaxies that
disrupt into each host galaxy to z = 0 and compare
the fraction of simulated r-II stars from destroyed UFDs
(fr−II,sim; see Section 3.3) to the observed fraction of
r-II stars in the Milky Way’s stellar halo (fr−II,obs). In
this way, we investigate how much of the observed frac-
tion of r-II halo stars may have originated in destroyed
ultra-faint dwarfs.
This treatment only considers putative r-II stars that
form from gas enriched by a single r-process event in
a low-mass destroyed galaxy. Actual r-II halo stars
can also form through other pathways, e.g., a higher-
mass destroyed galaxy that experiences more than one
NSM event could form r-II stars, or r-II stars could
form in situ through inhomogeneous mixing and later
get thrown into the stellar halo (Shen et al. 2015; van
de Voort et al. 2015; Naiman et al. 2018). To specifi-
cally investigate the origins of r-II halo stars in low-mass
UFDs, though, we do not simulate r-II stars with other
origins. We discuss the limitations of this analysis in
more depth in Section 4.4.
3.1. Definition of Ultra-Faint Dwarf
We define an ultra-faint dwarf as a halo that forms
stars early in the Universe’s history (Mvir > MSF before
reionization), but has its star formation permanently
suppressed by reionization (Mpeak < Mfilt). This is the
“fossil” definition of UFDs (e.g., Bovill & Ricotti 2011).
We also require that UFDs have a final Mstar < 2× 105
M (corresponding to Mpeak . 2.8× 109 M2). When
identifying now-destroyed UFDs (the smallest building
blocks of the galaxy), we consider both UFDs that dis-
rupted directly into the main branch of the host halo
and UFDs that disrupted into other dwarf galaxies be-
fore merging with the host halo.
Furthermore, we constrain our definition of UFDs to
only include halos in which a single prolific r-process
event can enrich the gas to produce subsequent r-II stars
as defined by high [Eu/Fe]. This excludes “high mass”
UFDs because of dilution. We define MUFD,max as the
maximum mass a UFD can reach while it is forming stars
(before reionization). More massive subhalos would di-
lute the chemical enrichment products too much to still
2 Using theMstar−Mpeak relation derived by Garrison-Kimmel
et al. (2017a)
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Figure 2. Cumulative metallicity distribution functions for stellar halo stars with [Fe/H] < −2. The Caterpillar halos are
compared to the Milky Way stellar halo (Scho¨rck et al. 2009). Results do not noticeably change for MSF = 10
8 M. Assumes
zreion = 8.
yield r-II stars after a single NSM event. The calcula-
tions to determine MUFD,max are uncertain, however.
For example, in Reticulum II, the prolific r-process
event resulted in stars with [Eu/H] ∼ −1.3 (Ji et al.
2016a). This corresponds to ∼10−4.5 M of Eu being
injected into ∼106 M of gas (possibly an order of mag-
nitude higher or lower; in a ∼107−8 M halo). Such
an event produces r-II stars at [Fe/H] . −2.3. Using
proportionality arguments, a halo’s mixing mass can be
related to its virial mass: Mmix ∼ M1.25vir (e.g., Ji et al.
2015). Increasing the virial mass by an order of mag-
nitude would increase the mixing mass by 101.25, pro-
ducing r-II stars at lower metallicities: around [Fe/H] .
−2.3 − 1.25 = −3.55. It is therefore unreasonable to
assume all of the stellar mass below [Fe/H] < −2.5 in
“high mass” UFDs would be highly r-process enhanced
following one NSM event.
We caution that the mixing mass numbers are highly
uncertain and based on order-of-magnitude arguments.
We thus try several different maximum mass cutoffs:
MUFD,max = 2 × 108, 5 × 108, 109, and 2 × 109 M.
Of these, 2 × 108 in particular is quite low because the
minimum mass of a UFD is MSF ∼ 108 M, but we
include it to encompass the possible parameter values.
We use the intermediate choice of 109 M for our fiducial
model.
3.2. Neutron Star Merger Fraction, fNSM
We empirically determine the fraction of UFDs
that experienced r-process enhancement simply
by comparing the number of known r-process
UFDs to normal UFDs. There are now high-
resolution spectroscopic abundances for stars in 15 sur-
viving UFDs: Bootes I (Feltzing et al. 2009; Frebel
et al. 2016), Bootes II (Koch & Rich 2014; Ji et al.
2016c), Coma Berenices II (Franc¸ois et al. 2016), Coma
Berenices (Frebel et al. 2010), Grus I (Ji et al. 2018),
Hercules (Koch et al. 2013), Horologium I (Nagasawa
et al. 2018), Leo IV (Simon et al. 2010), Reticulum II
(Ji et al. 2016a), Segue 1 (Frebel et al. 2014), Segue 2
(Roederer & Kirby 2014), Triangulum II (Venn et al.
2017; Kirby et al. 2017), Tucana II (Ji et al. 2016b),
Tucana III (Hansen et al. 2017), and Ursa Major II
(Frebel et al. 2010).
Of these, Reticulum II has definitely been enriched
by a prolific r-process event, assumed to be a neutron
star merger (Ji et al. 2016a). Tucana III also exhibits
r-process enhancement (Hansen et al. 2017), though it
is still unclear if this is a tidally disrupted UFD or a
globular cluster (Li et al. 2018). It thus seems that there
are 1 − 2 UFDs affected by an r-process event out of
14− 15 UFDs, or 7.1% to 13.3%.
For the purposes of this analysis, we therefore as-
sume 5 − 15% of now-destroyed UFDs experience an
early neutron star merger (NSM) or some other rare
prolific r-process event. Our default NSM fraction is
fNSM ∼ 10%. This fraction is agnostic to the actual
nature of the r-process event; it directly relates to the
fraction of surviving UFDs that have been observed to
be r-process enhanced.
3.3. r-II Star Fraction, fr−II
The simulated r-II star fraction, fr−II,sim, is the
amount of low-metallicity, highly r-process enhanced
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stars that we assume originated in now-destroyed low-
mass UFDs compared to all low-metallicity stars now
present in the accreted stellar halo.
fr−II,sim =
metal-poor r-II halo stars that formed in UFDs
all metal-poor halo stars
(2)
We define “metal-poor” as [Fe/H] < −2.5. For the
simulated fraction, the numerator and denominator are
both in units of stellar mass as opposed to numbers of
stars. Our methodology directly estimates the amount
of stellar mass in each galaxy, not the number of stars in
each galaxy, but this makes little difference for old stellar
populations. To determine how much of the stellar mass
in a galaxy is metal-poor, we integrate the MDF below
[Fe/H] = −2.5.
The “as observed” r-II star fraction, fr−II,obs, includes
all currently known r-II stars in the Milky Way’s stellar
halo.
fr−II,obs =
metal-poor r-II halo stars
all metal-poor halo stars
(3)
Observed r-II stars are stars which display strong r-
process enhancement ([Eu/Fe] > 1 and [Ba/Eu] < 0).
For the observed fraction, the numerator and denomi-
nator are both in terms of the number of observed stars.
4. RESULTS AND DISCUSSION
4.1. Simulated Fraction of r-II Stars in the Stellar
Halo
Using the treatment of r-process enrichment described
in the previous section, we calculate the simulated r-
II star fraction, fr−II,sim, for different zreion and mass
thresholds. Figure 3 and Table 2 show these results.
The simulated r-II fraction is ∼1.3% for our fiducial
parameter values (zreion = 8, MUFD,max = 10
9 M,
MSF = 5×107 M, Mfilt = 2×109 M, fNSM = 10%).
The fraction varies somewhat with all the parameters,
as seen in Figure 3. It scales linearly with the NSM
fraction, fNSM . If we consider fNSM = 5 − 15% with
our fiducial model, the r-II fraction is ∼0.7− 2%. If we
consider the scatter between the simulations, the r-II
fraction is ∼1 − 2%. Varying all of the parameters to
the determine the minimum and maximum simulated r-
II fraction gives a range of ∼0.01− 4% with the favored
value being around 1− 2%.
For comparison, the observed fraction, fr−II,obs differs
a bit from sample to sample (e.g., 3.3%, Jacobson et al.
2015; 2.2%, Roederer et al. 2014; 2.9%, Barklem et al.
2005). We also note that these fractions depend on the
specifically chosen limit [Eu/Fe] > 1 and general sample
selections that are not completeness corrected. A recent
study from Hansen et al. (2018) found fr−II,obs ∼ 10%,
but a larger sample has reduced the fraction by about
half and data is still being collected (T. Hansen, priv.
comm.). This study was also specifically looking for
r-process stars and may not be representative of the
true r-II fraction. Aggregating the surveys and indi-
vidual reports in the literature without attempting to
account for observational bias gives 3.2% (Abohalima &
Frebel 2017; Hansen et al. 2018). We note that r-II stars
are preferentially likely to be reported in literature over
other metal-poor stars, however, so r-II stars are proba-
bly overrepresented. Currently, fr−II,obs appears to be
∼2− 4%, but the true fraction is likely lower.
Comparing the simulated fr−II,sim ∼ 1− 2% and the
observed fr−II,obs ∼ 2 − 4%, around half of the low-
metallicity r-II halo stars could have originated in now-
destroyed UFDs following a single r-process event. Con-
sidering the 68% scatter between simulations and the
effects of varying MSF and Mfilt in the fiducial model,
fr−II,sim ∼ 0.6− 2.3 can account for ∼20− 80% of the
current fr−II,obs. Varying MUFD,max from 5× 108 M
to 2× 109 M expands the range to ∼20− 100% of the
current “as observed” fr−II,obs. Furthermore, because
the true fr−II,obs is likely lower, the amount of the true
fr−II,obs that fr−II,sim can account for is likely closer
to ∼80% than 20%. This implies that a significant frac-
tion of the metal-poor r-II halo stars likely originated
in now-destroyed UFDs. This is only considering the
contribution of “low-mass” UFDs. Including other r-
II star creation pathways (e.g., more than one NSM or
inhomogeneous mixing in higher-mass UFDs) would in-
crease the fraction. The caveats to this result are dis-
cussed in Section 4.4. This result is supported by recent
kinematic evidence that implies r-II stars were largely
accreted. For more on this, see Section 5.
We note that there appears to be a tendency for
more massive stellar halos (stellar halos which formed
from more massive destroyed galaxies) to have a higher
fr−II,sim. Figure 4 shows this. Because the Milky Way
stellar halo is on the lower mass end of the range of
Caterpillar stellar halos (see Figure 1), the simulated
r-II fraction is slightly lowered if we only consider the
six stellar halos with masses closest to the MW halo:
fr−II,sim,MW ∼ 1 − 1.5% for the fiducial model. This
apparent trend could also be due to the large scatter,
though.
4.2. Fraction of Stars from Now-Destroyed UFDs
In Figure 5, we plot the total fraction of accreted stel-
lar mass at different metallicities that originated in now-
destroyed UFDs, r-process enhanced or not. The figure
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Figure 3. The simulated r-II star fraction, fr−II,sim, as it varies with different mass thresholds and reionization redshifts. For
each set of parameters, the mean fr−II,sim is shown as a white circle and the median is shown as a white line. The colored boxes
correspond to 68% scatter between simulations, and the error bars shown the minimum and maximum fr−II,sim. Our fiducial
model is highlighted in light green, and single-parameter variations on the fiducial model are shown in blue. The currently
observed fraction of r-II stars in the Milky Way stellar halo (fr−II,obs ∼ 2− 4%) is shown in grey. See Section 3.3 for definitions
of the r-II fractions and Table 1 for explanations of the different parameters.
also shows the metallicity distribution function of all of
the now-destroyed UFDs averaged across all simulations.
If we assume an r-process event occurs in approxi-
mately 10% of UFDs, approximately 90% of the now-
destroyed UFDs produced low neutron-capture stars
(stars that exhibit low abundances of neutron-capture
elements such as Sr and Ba). Low neutron-capture (low
n-cap) could thus be another key signature to identify
stars from now-destroyed UFDs. If low n-cap stars at
intermediate and low metallicities come primarily from
UFDs, the fraction of low n-cap stars in the halo should
look roughly like the fractions shown in Figure 5a (mul-
tiplied by ∼0.9).
Figure 5b shows that the number of stars from now-
destroyed UFDs peaks around [Fe/H] ∼ −2. These stars
make up only a few percent of the halo stars around this
metallicity, though (Figure 5a). From [Fe/H] ∼ −2.5 to
−2, they are about as rare as r-II stars at low metallici-
ties: flow−ncap,sim ∼ 2− 3%. While rare, finding low n-
cap stars in this metallicity range could help us identify
stars from now-destroyed UFDs. Based on observations
of the Milky Way’s satellite galaxies, below [Fe/H] . −3,
low n-cap stars are found in both UFDs and more mas-
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Table 2. The simulated r-II star fraction, fr−II,sim, for different mass thresholds and reionization redshifts. The reported
values are averaged across simulations and the uncertainties correspond to 68% scatter. The fiducial model is bolded. Variations
of fNSM are not explicitly shown because fr−II,sim scales linearly with fNSM .
MSF = 5× 107 M MSF = 5× 107 M MSF = 108 M MSF = 108 M
Mfilt = 2× 109 M Mfilt = 6× 109 M Mfilt = 2× 109 M Mfilt = 6× 109 M
MUFD,max = 2× 109 M
zreion = 6 1.7
+0.9
−0.5 % 2.4
+0.8
−0.8 % 1.5
+0.8
−0.7 % 2.1
+0.8
−0.6 %
zreion = 8 1.9
+1.0
−0.6 % 2.7
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−0.8 % 1.5
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−0.6 % 2.2
+0.8
−0.7 %
zreion = 10 1.5
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+0.3
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−0.4 %
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Figure 4. The simulated r-II fraction for the individual
Caterpillar halos as a function of their total accreted stellar
mass. Three models are shown as examples: the fiducial
model, a variation of Mfilt, and a variation of MUFD,max.
As in Figure 3, the currently observed fraction of r-II stars in
the Milky Way stellar halo is shown in grey. The error bars
correspond to uncertainty in the empirical relations. There
is a tendency for stellar halos with more accreted stellar mass
to have a higher r-II fraction.
sive satellite galaxies, but from [Fe/H] ∼ −2.5 to −2,
UFDs appear to be the primary source.
Figure 6 shows some of the neutron-capture element
abundances ([Sr/Fe] and [Ba/Fe]) of stars in surviving
UFDs relative to stars from the more luminous satellite
galaxies around the Milky Way, the dwarf spheroidal
galaxies (dSph). Halo stars are also shown in gray for
comparison. Excluding the surviving UFDs that appear
to have experienced an r-process event (Reticulum II
and Tucana III), the UFD stars have lower Sr and Ba
abundances than the dSph stars, most noticeably above
[Fe/H] ∼ −3. The UFD Bootes I is highlighted be-
cause it displays different behavior from other UFDs:
its [Ba/Fe] ratios are higher and increase slightly with
[Fe/H]. The other 12 UFDs clearly contain low n-cap
stars relative to more luminous galaxies.
In the Roederer et al. (2014) sample of 313 metal-poor
halo stars, the percentage of stars with [Ba/H] < −3.5
from [Fe/H] = −2.5 to −2 is 2.8% and the percentage
from [Fe/H] = −3 to −2.5 is 17.1%, in rough agreement
with Figure 5a. As always, though, more observations
are needed. Upcoming halo star surveys without metal-
licity bias such as 4MOST and WEAVE (de Jong et al.
2012; Dalton et al. 2012) will expand on observations
and allow us to study this question more in depth. For
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Figure 5. Left: The percentage of accreted stellar mass at different metallicities that originated in now-destroyed UFDs. The
mean percentage is shown as a white circle and the median is shown as a white line. The colored boxes correspond to 68% scatter
between simulations, and the error bars shown the minimum and maximum percentages across simulations. From [Fe/H] = −2.5
to −2, stars from UFDs make up a few percent of the stellar halo. Right: The averaged metallicity distribution function of
now-destroyed UFDs. Shaded region shows 68% scatter between simulations. Both plots show results from our fiducial model.
Figure 6. Neutron-capture element abundances (Sr and Ba) for stars in surviving UFDs and in surviving dwarf spheroidal
galaxies (dSph). The r-process UFDs (Reticulum II and Tucana III) and the UFD Bootes I are highlighted because they exhibit
different behavior in their Sr and Ba abundances. Halo stars are shown in grey for comparison. The other 12 UFDs (shown in
yellow) exhibit low [Sr/Fe] and [Ba/Fe] compared to the dSph (shown in blue). References are in Appendix A.
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now, we merely note that low n-cap signatures are likely
another key way to identify stars from now-destroyed
UFDs, and we expect them to constitute a few percent
of the stellar halo stars with [Fe/H] ∼ −2.5 to −2.
4.3. Number of Now-Destroyed r-Process Galaxies
From the Caterpillar simulations we can estimate the
number of UFDs that merged to help form the Milky
Way stellar halo. The Caterpillar stellar halos are
formed from 260 ± 60 UFDs on average. This includes
both UFDs that merged directly into the host halo
(roughly 1/3 of now-destroyed UFDs) and the UFDs
that merged with other galaxies before merging with the
host halo (roughly 2/3 of now-destroyed UFDs). Since
∼10% of UFDs appear to be r-process-enhanced, this
means that ∼20 − 30 r-process UFDs may have con-
tributed directly (∼10) or indirectly (∼20) to our stellar
halo.
4.4. Limitations
There are potential issues with directly comparing
Caterpillar stellar halos to the Milky Way stellar halo.
As mentioned in Section 2.3, we are conflating “accreted
stars” with “stellar halo”, but actual stellar halos are
not exclusively and comprehensively composed of ac-
creted material. In our analysis, we do not consider
in situ stars. For simplicity’s sake, we also do not con-
sider that accreted stars can end up in the disk/bulge
(as in, e.g., Go´mez et al. 2017). If a large portion of
the metal-poor stellar halo originated in situ or a large
portion of the accreted material ended up in the disk, it
would significantly affect the r-II fraction. The fraction
of halo stars that formed in situ can be large, and it is
unclear how large (Monachesi et al. 2018). In situ halo
stars are more metal-rich than accreted stars (Bonaca
et al. 2017), however, so metal-poor halo stars — the
focus of our analysis — appear to be largely accreted.
This is supported by both observations and hydrody-
namics simulations (Cooper et al. 2015; Bonaca et al.
2017; El-Badry et al. 2018). Bonaca et al. (2017) kine-
matically identified accreted and in situ halo stars in
the Gaia DR1 + RAVE-on catalog, finding a bimodal-
ity about [Fe/H] = −1 with the accreted stars being
more metal-poor than the in situ stars. Their interpre-
tation is supported by the Latte simulation from the
FIRE project. Using more FIRE simulations, El-Badry
et al. (2018) found that &80% of the stellar halo stars
below [Fe/H] ∼ −2.5 are accreted (see their Figure 7). If
none of the in situ stars are highly r-process enhanced,
this would increase fr−II,obs relative to fr−II,sim by at
most a factor of ∼1.2. Given the uncertainty around
the fractions and the likely overestimation of fr−II,obs
due to observational bias, though, this would not change
our finding that around half of r-II halo stars formed in
now-destroyed UFDs.
We also do not consider the r-II stars that originate
in situ (as in, e.g., Shen et al. 2015; van de Voort et al.
2015; Naiman et al. 2018) or in more massive dwarfs.
This is because we are specifically interested in how
many of the observed r-II stellar halo stars may have
originated in the low-mass UFDs. In theory, adding up
the r-II fractions that result from each of these differ-
ent possible r-II star channels should add up to 100%
of the observed fraction. Simulating these more com-
plex r-II origins requires more sophisticated modeling
than what is in the scope of this paper, however, so this
will have to be investigated more in future work. The
observed fraction must also be determined more accu-
rately to better determine the overlap of fr−II,sim and
fr−II,obs. Furthermore, depending on the definition of
“ultra-faint dwarf,” the r-II fraction from now-destroyed
UFDs will be different. By considering only UFDs that
can become strongly enriched from a single NSM, we
limit ourselves to only the contributions from low-mass
UFDs. This is a conservative choice, and if we included
the contributions from r-II origin channels in more mas-
sive UFDs (e.g., r-II stars can form in more massive
halos that experience more than one NSM event or in-
homogenous mixing), the r-II fraction from UFDs would
increase.
Additionally, we assume that fNSM ∼ 10% of UFDs
experience a NSM event (or other prolific r-process
event), but this fraction is based on a small number
of known UFDs. It may also make sense to determine
fNSM in terms of total stellar mass that has been en-
riched by a prolific r-process event. Reticulum II and
Tucana III are on the lower stellar mass end of UFDs,
so weighting by stellar mass when determining fNSM
significantly lowers the contribution of now-destroyed
UFDs to r-II halo stars. In this case, fNSM ∼ 2 − 3%
and the simulated r-II fraction (fr−II,sim ∼ 0.3%) would
only account for around ∼10% of the observed fraction.
Whether we determine fNSM by the number of UFDs
that experience an r-process event or by the amount of
stellar mass enriched by an r-process event is dependent
on whether the NSM rate is dominated by a retention
fraction or a production rate. If the NSM rate is dom-
inated by a retention fraction, it would depend more
on the total halo mass than the stellar mass. Because
UFDs are in roughly the same halo mass range (Strigari
et al. 2008; Jethwa et al. 2018), determining fNSM as
we did in Section 3.2 should be more appropriate than
weighting by stellar mass. On the other hand, if the
NSM rate is dominated by a production rate, weighting
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by stellar mass is likely more appropriate. We note that
the current LIGO rate is ten times higher than what is
needed to produce all the r-process material in the Milky
Way (Ji & Frebel 2018; Belczynski et al. 2018; Abbott
et al. 2017a; Coˆte´ et al. 2018), suggesting that the reten-
tion fraction is likely dominant and our determination in
Section 3.2 is more appropriate. This remains uncertain
for now, however. Future LIGO measurements will give
clarity to this.
Furthermore, the [Fe/H] distributions have a fixed,
simplistic shape. The individual Gaussians representing
each destroyed halo have a physically motivated stan-
dard deviation and are able to reproduce similar bulk
properties to those of observed stellar halos (Deason
et al. 2016), but we know they are not the true dis-
tributions. For example, the cumulative distribution
functions of the Caterpillar stellar halos differ from that
of the Milky Way stellar halo, particularly at the very
lowest metallicities. The Gaussian [Fe/H] distributions
used in this analysis are thus a simple choice to produce
reasonable stellar halo MDFs, but they are insufficient
to completely capture the true distribution of the Milky
Way stellar halo and its satellites. We use the Gaus-
sians in this analysis because we are unable to find a
physically motivated distribution that better matches
observations.
Additionally, our choice of Mstar − Mpeak relation
affects our results for fr−II,sim. Using the Garrison-
Kimmel et al. (2017a) relation (GK17) or Garrison-
Kimmel et al. (2014) relation (GK14) produces nearly
the same r-II fractions, but using the Moster et al. (2013)
relation produces r-II fractions that are roughly half as
large. Using the Behroozi et al. (2013a) relation more
than doubles the r-II fraction (producing unreasonably
high fractions), and using the Brook et al. (2014) rela-
tion gives fractions that are roughly one-fourth of those
produced by GK17 or GK14. The disagreement between
these different relations displays the uncertainty that
abundance matching relations have regarding low-mass
halos such as UFDs. We focus on the most up-to-date
Mstar −Mpeak relation, GK17, but the potential issues
with using abundance matching relations to assign mass
to low-mass halos should be kept in mind.
If future work continues to use empirical relations, the
work could potentially be improved by using a [Fe/H]
distribution with a more pronounced metal-poor tail.
Having used empirical relations here to obtain an initial
idea of what is reasonable in our model, however, we be-
lieve semi-analytic modeling will provide a better avenue
for future investigation into this and similar questions.
Lastly, subhalos passing close to the host galaxy’s cen-
ter should probably be destroyed by the host galaxy’s
disk, but are not because the Caterpillar simulations are
dark matter only (Garrison-Kimmel et al. 2017b). In-
cluding surviving subhalos in the stellar halo does not
significantly change the r-II fractions, though, so this
does not appear to be significant to our results on r-II
fractions.
5. CONCLUSIONS
We investigate the possibility that highly r-process en-
hanced metal-poor stars (metal-poor r-II stars) largely
originated in the smallest, earliest galaxies (early
analogs of ultra-faint dwarfs, UFDs) that merged into
the Milky Way over the course of its formation history.
Our results support this possible connection between r-II
stars and the smallest building blocks of our galaxy. We
find that around half of r-II stars may have originated in
now-destroyed ultra-faint dwarfs that experienced a rare
prolific r-process event such as a neutron star merger.
We reach this conclusion by simulating what fraction
of low-metallicity stellar halo stars could have become
highly r-process enhanced in now-destroyed UFDs. This
fraction is the simulated r-II fraction, fr−II,sim. We
compare this to the observed r-II fraction, the fraction of
low-metallicity stellar halo stars that have been observed
to be highly r-process enhanced. Assuming the most
likely values for parameters in our model (zreion ∼ 8,
intermediate mass thresholds, fNSM ∼ 10%) gives a
simulated fr−II,sim ∼ 1 − 2%, accounting for around
half of the observed fr−II,obs ∼ 2− 4%. In cases where
we choose the most extreme parameter values, fr−II,sim
ranges from ∼0.01 − 4%. Considering scatter between
simulations and less extreme variation of model param-
eters, fr−II,sim can account for ∼20− 80% of fr−II,obs.
Due to incomplete sampling, though, fr−II,obs likely
overrepresents the fraction of r-II halo stars. This means
the percentage of fr−II,obs that fr−II,sim can account
for is likely closer to ∼80% than ∼20%.
To determine the simulated fr−II , we use high-
resolution dark-matter cosmological simulations (the
Caterpillar suite), empirical relations linking dark mat-
ter mass to stellar mass and metallicity, and a sim-
ple, empirically motivated r-process treatment. Our
r-process treatment assumes that 5− 15%, or ∼10%, of
early UFDs experience an early prolific r-process event
that enriches all of the gas from which their subsequent
stars form with r-process elements. The r-process event
is most likely a neutron star merger, but the model is
agnostic to the specifics of the event. The ∼10% frac-
tion comes from the fraction of surviving UFDs that
have been observed to be r-process enhanced.
Intriguingly, there is some recent evidence that r-
process-enhanced stars may have kinematics associated
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with accretion. Abundances of high-velocity stars in
Gaia DR1 (Herzog-Arbeitman et al. 2018) and Gaia
DR2 (Hawkins & Wyse 2018) have found 2/10 such stars
appear to have [Eu/Fe] > 1, a much higher fraction than
is found for random metal-poor stars in the halo. The
high velocities suggest these stars originate in accreted
satellites. Additionally, Roederer et al. (2018) recently
studied the kinematics of all known r-process-enhanced
stars in Gaia DR2, also finding evidence that these stars
appear to have an accretion origin from UFDs or low-
luminosity classical dwarf spheroidals. The statistics in
these studies are still low, but they support our hypoth-
esis of an accretion origin for r-process-enhanced stars.
The kinematics of r-II Milky Way halo stars are cur-
rently being studied in more detail (e.g., Ji et al. in
prep).
Stars with low abundances (or no detection) of r-
process elements (low neutron-capture stars, or low n-
cap stars) could be another way to identify stars that
originated in now-destroyed UFDs. If an r-process event
occurs in ∼10% of UFDs, ∼90% of UFDs should pro-
duce low n-cap stars. Our model predicts that ∼2%
of the halo stars with [Fe/H] = −2.5 to −2 should be
low n-cap stars from UFDs. This is in rough agreement
with the sample of metal-poor halo stars from Roederer
et al. (2014), but more data from upcoming halo star
surveys such as 4MOST and WEAVE will allow this to
be studied more in depth.
There are a number of limitations in this model, in-
cluding how we determine fNSM and the imperfections
of the empirical relations. Future work on predicting
the actual number of r-II halo stars or their distribution
in the stellar halo will require more detail than we go
into here. The results of this initial investigation, how-
ever, support a strong connection between metal-poor
r-II stars and now-destroyed UFDs. Neutron-capture
element abundances of Milky Way halo stars may thus
allow us to quantify how much these small, relic galaxies
contribute to the formation of our Galaxy.
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