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Le sujet principal de cette the`se est l’e´tude de proble`mes de Dirichlet relatifs
a` des inclusions diﬀe´rentielles de premier et de deuxie`me ordre. Nous avons
e´tudie´ les deux proble`mes suivants :{
Du ∈ E p.p. dans Ω
u(x) = ϕ(x) x ∈ ∂Ω
ou` E ⊂ R2×2 est un ensemble isotrope compact et

D2u ∈ E p.p. dans Ω
u(x) = ϕ(x) x ∈ ∂Ω
Du(x) = Dϕ(x) x ∈ ∂Ω
ou`
E = {ξ ∈ R2×2s : |ξij | = aij , aij > 0, i, j = 1, 2} .
Nous avons e´tabli des the´ore`mes d’existence de solutions de classe W 1,∞ et
W 2,∞ respectivement.
Par ailleurs nous avons e´tudie´ un proble`me de minimisation : le calcul de la
constante α(p, q, r) de´ﬁnie par









ou` W 1,ppe´r (−1, 1) est l’ensemble des fonctions W 1,p(−1, 1) telles que u(−1) = u(1).
vi
Abstract
The principal subject of this thesis is the study of some Dirichlet problems
related to diﬀerential inclusions of ﬁrst and second order. We have studied the
two following problems : {
Du ∈ E a.e. inΩ
u(x) = ϕ(x) x ∈ ∂Ω
where E ⊂ R2×2 is a compact isotropic set and

D2u ∈ E a.e. inΩ
u(x) = ϕ(x) x ∈ ∂Ω
Du(x) = Dϕ(x) x ∈ ∂Ω
where
E = {ξ ∈ R2×2s : |ξij | = aij , aij > 0, i, j = 1, 2} .
We show some existence theorems of W 1,∞ and W 2,∞ solutions respectively.
Moreover we have studied a minimization problem : the computation of
α(p, q, r) deﬁned by
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Chapitre 1
Introduction
Dans cette the`se nous avons traite´ deux types de proble`mes se´pare´ment : la
minimisation d’une fonctionnelle et l’e´tude d’inclusions diﬀe´rentielles. Le genre
de techniques utilise´es sont diﬀe´rentes et ceci nous a amene´s a` diviser la the`se
en deux parties : dans la premie`re partie nous allons discuter le proble`me de
minimisation et dans la deuxie`me, la plus importante et la plus de´veloppe´e,
quelques inclusions diﬀe´rentielles de premier et de deuxie`me ordre.
1.0.1 Premie`re partie : un proble`me de minimisation
Nous avons e´tudie´ le proble`me suivant : le calcul de la constante α(p, q, r)
qui est de´ﬁnie par









ou` W 1,ppe´r (−1, 1) est l’ensemble des fonctions W 1,p(−1, 1) telles que u(−1) = u(1).
Ce proble`me est une ge´ne´ralisation de l’ine´galite´ de Wirtinger, c’est a` dire




(en fait p = q = r = 2) ; on rappelle aussi que cette dernie`re constante est lie´e
au proble`me isope´rime´trique classique
[L(∂A)]2 ≥ 4πmes(A)
ou` A ⊆ R2 est un ensemble suﬃsamment re´gulier de bord ∂A, L(∂A) est la
longueur du bord de A et mes(A) est la mesure de Lebesgue de l’ensemble A
(voir [9]).
Re´cemment plusieurs ge´ne´ralisations de l’ine´galite´ de Wirtinger ont e´te´ faites.
Nous allons de´crire celles qui nous ont amene´s au calcul de α(p, q, r) . Tout
d’abord le cas q = r a e´te´ e´tudie´ par Dacorogna-Pﬁster [13] et par Dacorogna-
Gangbo-Sub´ıa [10] qui ont calcule´ α(p, q, q). Le calcul de cette constante est tre`s
important, parce que c’est un cas particulier du the´ore`me de Wulﬀ en dimen-
sion 2 (un proble`me isope´rime´trique plus ge´ne´ral que l’ine´galite´ isope´rime´trique
4 Introduction
classique) [13], et plus pre´cise´ment la recherche de la meilleure constante C dans
l’ine´galite´
[F (∂A)]2 − Cmes(A) ≥ 0




[|x′(t)|p + |y′(t)|p] 1p dt
si (x(t), y(t)), t ∈ (−1, 1) est une parame´trisation de ∂A.
Apre`s Belloni-Kawohl [3] et Kawohl [22] ont ame´liore´ le cas r = 2, en prouvant
que α(p, q, 2) = α(p, q, q) si q ≤ 2p+1. Par ailleurs Buslaev-Kondratiev-Nazarov
[6] ont montre´ que nous avons l’ine´galite´ stricte si q > 3p et Nazarov [28] a
montre´ qu’on a l’ine´galite´ stricte si et seulement si q > 3p. On remarque que si
r = 2 ces constantes sont utilise´es dans divers contextes (voir par exemple [17],
[24], [25] et [29]) de proble`mes de valeurs propres d’ope´rateurs elliptiques.
Dans cette the`se nous avons uniﬁe´ et ge´ne´ralise´ les re´sultats existants par
l’introduction du parame`tre r, et nous avons e´tabli le the´ore`me suivant. En
posant p′ l’exposant conjugue´ de p (c’est a` dire 1p +
1
p′ = 1) et la fonction Beta
(voir [1] ou [35])
B (p, q) =
Γ (p) Γ (q)
Γ (p + q)
,
on a
The´ore`me 1.0.1. Soient p > 1, q ≥ r − 1 ≥ 1, q > 1 ; alors
α (p, q, r) = α (p, q, q) si q ≤ rp + r − 1
α (p, q, r) < α (p, q, q) si q > (2r − 1) p.
De plus

























Par ailleurs nous avons calcule´ aussi les constantes α(∞, q, r), α(p, 1, 2),
α(p,∞, 2).
On remarque qu’il y a des proble`mes ouverts : le principal est de savoir si
α(p, q, r) = α(p, q, q) quand rp+ r−1 < q ≤ (2r−1)p. Ceci est le cas (voir [28])
si r = 2 .
1.0.2 Deuxie`me partie : quelques inclusions diﬀe´rentielles
Nous allons e´tudier des proble`mes de Dirichlet relatifs a` des inclusions diﬀe´-
rentielles vectorielles de premier et de deuxie`me ordre. Le proble`me mode`le pour
le premier ordre sera {
Du ∈ E p.p. dansΩ
u(x) = ϕ(x) x ∈ ∂Ω;
pour le deuxie`me ordre

D2u ∈ E p.p. dansΩ
u(x) = ϕ(x) x ∈ ∂Ω
Du(x) = Dϕ(x) x ∈ ∂Ω ,
5ou` Ω est un ouvert borne´ de Rn , E est un ensemble de Rm×n et ϕ : Ω → Rm
sera une fonction donne´e suﬃsamment re´gulie`re. On cherchera des solutions
u ∈W 1,∞(Ω;Rm) et W 2,∞(Ω;Rm) respectivement.
On remarque que n’importe quel syste`me d’e´quations aux de´rive´es partielles
du type
Fi(Du) = 0, i = 1, 2, ...I
ou
Fi(D2u) = 0, i = 1, 2, ...I
peut eˆtre e´crit sous la forme d’inclusion diﬀe´rentielle : en fait il suﬃt de de´ﬁnir
E = {ξ : Fi(ξ) = 0, i = 1, 2, ...I}




D2u ∈ E .
Le proble`me de l’existence de solutions de ce type d’inclusions diﬀe´rentielles
dans sa ge´ne´ralite´ a e´te´ e´tudie´ a` partir des anne´es ’80 par diﬀe´rents mathe´ma-
ticiens. En particulier on peut dire que deux grandes (diﬀe´rentes) the´ories ont
e´te´ de´veloppe´es par Dacorogna-Marcellini [12] et par Mu¨ller-Sˇvera´k [27], qui ont
de´montre´ des the´ore`mes d’existence tre`s ge´ne´raux.
Pour donner l’ide´e des ces re´sultats, il faut comprendre qu’un roˆle central est
joue´ par l’enveloppe rang un convexe de l’ensemble E (pour la de´ﬁnition voir
chapitre 3) qui de´ﬁnit l’inclusion diﬀe´rentielle. Voyons pourquoi. Comme dans
les proble`mes scalaires une condition suﬃsante pour l’existence de solutions (et
presque ne´cessaire, voir [12]) est que la fonction au bord satisfasse Dϕ ∈ int coE,
dans les proble`mes vectoriels une condition suﬃsante que la fonction ϕ doit
satisfaire pour avoir l’existence de solutions semble eˆtre lie´e a` la quasiconvexite´,
et plus pre´cise´ment elle semble eˆtre
Dϕ ∈ E ∪ intQcoE ,
ou` QcoE de´note l’enveloppe quasiconvexe de l’ensemble E (voir la de´ﬁnition
dans le chapitre 3). Malheureusement il n’existe pas des re´sultats de ce type
la`, puisque en ge´ne´ral la notion de quasiconvexite´ n’a pas e´te´ comprise com-
ple`tement. Cependant des re´sultats d’existence ont e´te´ e´tablis, en utilisant une
notion plus faible de la quasiconvexite´ : la rang un convexite´. En fait les the´ories
qu’on a cite´es au de´but (formule´es par Dacorogna-Marcellini et Mu¨ller-Sˇvera´k)
e´tablissent en gros qu’une condition suﬃsante (entre autres) est
Dϕ ∈ intRcoE ,
ou` RcoE de´note l’enveloppe rang un convexe de l’ensemble E (voir chapitre
3 pour la de´ﬁnition). On remarque que l’enveloppe rang un convexe est un
ensemble plus petit de l’enveloppe quasiconvexe.
A` l’aide de ces the´ore`mes nous avons pu e´tablir des re´sultats d’existence
relatifs a` deux proble`mes qu’on va maintenant pre´senter.
Tout d’abord on va e´tudier un proble`me de premier ordre : il est typique dans
les microstructures et dans les transitions de phase des cristaux. On de´notera
par O(2) le groupe des matrices orthogonales de R2.
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Proble`me 1.0.2. Il s’agit de trouver une application u : Ω ⊂ R2 → R2 telle
que {
Du ∈ E p.p. dans Ω
u(x) = ϕ(x) x ∈ ∂Ω
ou` E est un ensemble isotrope compact de R2×2, c’est a` dire que E satisfait la
proprie´te´ que si ξ ∈ E alors RξS ∈ E pour toute R,S ∈ O(2) .
Comme on a dit, ce proble`me est lie´ aux microstructures : en fait on rappelle
que l’e´tude de la minimisation d’e´nergie ne´cessaire pour la de´formation d’un
cristal e´lastique est lie´e souvent a` l’e´tude d’inclusions diﬀe´rentielles de´ﬁnies pour
des ensembles E invariants par rotations (voir par exemple [26]).
On va maintenant pre´senter le re´sultat d’existence que nous avons e´tabli.
Pour ceci il est utile d’e´crire diﬀe´remment l’ensemble E. Dans une fac¸on e´qui-
valente si K est un compact contenu dans T = {(x, y) ∈ R2 : 0 ≤ x ≤ y} on a
que
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K}
ou` par λ1(ξ) ≤ λ2(ξ) on de´note les valeurs singulie`res de la matrice ξ, c’est a`
dire les valeurs propres de la matrice
√
ξξT (voir chapitre 4 pour la de´ﬁnition).
En fait e´videmment tout ensemble isotrope peut eˆtre e´crit sous la forme pre´ce´-
dente.
Pour ce proble`me on a e´tabli le the´ore`me d’existence suivant :
The´ore`me 1.0.3. Soit K ⊂ T un compact qui satisfait l’hypothe`se
∀ (x, y) ∈ K,x > 0.
Soit
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K}.
Soit ϕ ∈ C1morc(Ω,R2) telle que Dϕ(x) satisfait ∀ θ ∈ [0, max
(x,y)∈K
y]
λ1(Dϕ)λ2(Dϕ) + θ(λ2(Dϕ)− λ1(Dϕ)) < max
(x,y)∈K
xy + θ(y − x) (1.1)
dans Ω. Alors il existe une application u ∈ ϕ+W 1,∞0 (Ω,R2) solution du proble`me
1.0.2.
On va maintenant pre´senter le deuxie`me proble`me qu’on a e´tudie´ : il est un
proble`me de deuxie`me ordre.
Proble`me 1.0.4. Il s’agit de trouver une fonction u : Ω ⊂ R2 → R telle que

D2u ∈ E p.p. dans Ω
u(x) = ϕ(x) x ∈ ∂Ω
Du(x) = Dϕ(x) x ∈ ∂Ω
ou`
E = {ξ ∈ R2×2s : |ξij | = aij , aij > 0, i, j = 1, 2} ,
avec aij > 0 pour i, j = 1, 2 et a12 = a21.
7On remarque que ce proble`me peut eˆtre e´crit sous forme de syste`me d’e´quations
aux de´rive´es partielles suivant :

∣∣∣∣ ∂2u∂xi∂xj
∣∣∣∣ = aij p.p. dans Ω, i, j = 1, 2 ,
u(x) = ϕ(x) x ∈ ∂Ω ,
Du(x) = Dϕ(x) x ∈ ∂Ω .
E´videmment, meˆme si ce proble`me est scalaire (on cherche une solution qui est
une fonction a` valeurs dans R), comme il est de deuxie`me ordre, il est e´quivalent
a` un proble`me de premier ordre vectoriel, ce qui nous a conduit a` le traiter avec
les techniques typiques des proble`mes vectoriels.
Pour ce proble`me on a montre´ un re´sultat d’existence sous l’hypothe`se
a11a22 − a212 > 0 :




∣∣∣∣ < aij , i, j = 1, 2 ,∣∣∣∣a22 ∂2ϕ∂x21 − a11
∂2ϕ
∂x22





∣∣∣∣ a12 + detD2ϕ + a11a22 − a212 .
(1.2)
Alors il existe u ∈ ϕ + W 2,∞0 (Ω) : D2u ∈ E p.p. dans Ω.
On voudrait remarquer qu’en particulier on montre que si 0 < a12 < 1 alors
il existe u ∈W 2,∞0 (Ω) tel que∣∣∣∣∂2u∂x21
∣∣∣∣ =
∣∣∣∣∂2u∂x22
∣∣∣∣ = 1 ,
∣∣∣∣ ∂2u∂x1∂x2
∣∣∣∣ = a12 .
On montrera dans les chapitres 4 et 5 que les matrices qui satisfont les relations











Dans ce chapitre nous allons e´tudier le proble`me suivant de minimisation :
le calcul de la constante




: u ∈W 1,ppe´r (−1, 1) \ {0} ,
∫ 1
−1
|u|r−2 u = 0
}







W 1,ppe´r (−1, 1) =
{
u ∈W 1,p (−1, 1) : u (−1) = u (1)} .
Ce proble`me est une ge´ne´ralisation de l’ine´galite´ de Wirtinger, c’est a` dire




(en fait p = q = r = 2) ; on rappelle aussi que cette dernie`re constante est lie´e
au proble`me isope´rime´trique classique
[L(∂A)]2 ≥ 4πmes(A)
ou` A ⊆ R2 est un ensemble suﬃsamment re´gulier de bord ∂A, L(∂A) est la
longueur du bord de A et mes(A) est la mesure de Lebesgue de l’ensemble A.
Re´cemment plusieurs ge´ne´ralisations de l’ine´galite´ de Wirtinger ont e´te´ faites :
• Dacorogna-Pﬁster [13] ont calcule´ α(p, p′, p′).
• Dacorogna-Gangbo-Sub´ıa [10], ont analyse´ les cas r = q et r = 2 . Ils ont
calcule´ la valeur de α(p, q, q) en montrant aussi que si q ≤ 2p alors α(p, q, 2) =
α(p, q, q) ; par contre si q >> 2p nous avons l’ine´galite´ stricte.
• Belloni-Kawohl [3] et Kawohl [22] ont ame´liore´ le cas r = 2, en prouvant que
α(p, q, 2) = α(p, q, q) si q ≤ 2p + 1.
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• Buslaev-Kondratiev-Nazarov [6] ont montre´ que nous avons l’ine´galite´ stricte
si q > 3p ; apre`s Nazarov [28] a montre´ qu’on a l’ine´galite´ stricte si et seulement
si q > 3p.
On remarque que l’importance du calcul des ces constantes est si r = q
la ge´ne´ralisation du the´ore`me de Wulﬀ, une ine´galite´ isope´rimetrique : plus
pre´cise´ment la recherche de la meilleure constante C dans l’ine´galite´
[F (∂A)]2 − Cmes(A) ≥ 0




[|x′(t)|p + |y′(t)|p] 1p dt
si (x(t), y(t)), t ∈ (−1, 1) est une parame´trisation de ∂A (voir[13]). Si r = 2 ces
constantes sont utilise´es dans divers contextes (voir par exemple [17], [24], [25]
et [29]) de proble`mes de valeurs propres d’ope´rateurs elliptiques.
Dans cette the`se nous allons pre´senter la ge´ne´ralisation et l’uniﬁcation des
re´sultats existants par l’introduction du parame`tre r. Nous allons maintenant
e´noncer le the´ore`me principal de ce chapitre.
On pose p′ l’exposant conjugue´ de p (c’est a` dire 1p +
1
p′ = 1) et la fonction Beta
(voir [1] page 5 et [35] chapitre 12)
B (p, q) =
Γ (p) Γ (q)
Γ (p + q)
.
On a montre´ que
The´ore`me 2.1.1. Soient p > 1, q ≥ r − 1 ≥ 1, q > 1 ; alors
α (p, q, r) = α (p, q, q) si q ≤ rp + r − 1
α (p, q, r) < α (p, q, q) si q > (2r − 1) p.
De plus


























α(∞, q, r) = 2 1q′ (q + 1) 1q si q ≥ r − 1 ≥ 1, q > 1;
α(p, 1, 2) = 2
1
p (p′ + 1)
1
p′ si p > 1;
α(p,∞, 2) = 2 1p (p′ + 1) 1p′ si p > 1 .
On remarque que ce re´sultat permet de calculer aussi la constante
α(p, q, r, a, b) = inf
{
‖u′‖Lp(a,b)
‖u‖Lq(a,b) , u ∈W
1,p






En fait on peut montrer facilement (voir lemme 2.2.7) que










On voudrait terminer cette introduction en soulignant les proble`mes ouverts :
on remarque tout de suite qu’on n’a pas ge´ne´ralise´ comple`tement les re´sultats
existants en montrant que
α(p, q, r) < α(p, q, q)⇐⇒ q > (2r − 1)p,
alors que dans le cas r = 2 on a que
α(p, q, 2) < α(p, q, q)⇐⇒ q > 3p ;
des essais nume´riques semblent indiquer que le re´sultat est vrai. La question
principale reste en tout cas le fait qu’on sait pas calculer α(p, q, r) si q > (2r−1)p.
Une question naturelle est : pour quel r ∈ [2, q + 1] le min
r∈[2,q+1]
α(p, q, r) est
atteint ; du the´ore`me on peut de´duire que
max
r∈[2,q+1]
α(p, q, r) = α(p, q, q) .
Par ailleurs dans l’Appendice on donne un argument qui semble sugge´rer que la
condition r ≥ 2 peut eˆtre aﬀaiblie a` r > 1 ; mais nous n’avons pas e´te´ capable
de de´montrer comple`tement le the´ore`me quand r > 1.
2.2 Pre´liminaires
Dans cette section on va montrer la proposition suivante. Elle nous sera tre`s
utile, parce qu’elle nous permettra de re´duire notre proble`me de minimisation
de´ﬁni sur l’espace des fonctions de W 1,ppe´r (−1, 1) telles que
∫ 1
−1 |u|r−2u = 0 a` un
proble`me de minimisation sur R.
Proposition 2.2.1. Soient p > 1, q ≥ r− 1 ≥ 1, q > 1. Soient F,M : (0, 1]→
R de´ﬁnies par

























et s(m) = 1− r(m).
Alors
α (p, q, r) = inf {M (m) : m ∈ (0, 1] et F (m) = 0} .
On va diviser la preuve de cette proposition en plusieurs parties. On suppo-
sera dans tous les re´sultats qu’on va montrer que p > 1, q ≥ r − 1 ≥ 1, q > 1.
Proposition 2.2.2. Il existe u ∈ W 1,p0 (−1, 1) \ {0} telle que
‖u′‖pp = αp‖u‖pq et
∫ 1
−1
|u|r−2u = 0 .
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Telle fonction u ∈ C1[−1, 1] ; de plus |u′|p−2u′ ∈ C1[−1, 1] ; par ailleurs u sa-
tisfait les deux e´quations suivantes pour x ∈ [−1, 1] :
−p(|u′(x)|p−2u′(x))′ − αpp‖u‖p−qq |u(x)|q−2u(x) + µ(r − 1)|u(x)|r−2 = 0
(p− 1)|u′(x)|p − µ|u(x)|r−2u(x) + αp p
q
‖u‖p−qq |u(x)|q = constante , (2.1)
ou` µ ∈ R.
De´monstration. La preuve de cette proposition sera divise´e en plusieurs e´tapes.
Dans la premie`re on va montrer qu’il existe u ∈ W 1,p0 (−1, 1) \ {0} telle que
‖u′‖pp = αp‖u‖pq et
∫ 1
−1
|u|r−2u = 0 .
Dans la deuxie`me on prouvera que u ∈ C1[−1, 1] et que |u′|p−2u′ ∈ C1[−1, 1] et
que u satisfait pour un certain µ ∈ R
−p(|u′|p−2u′)′ = αp p ‖u‖p−qq |u|q−2u− µ(r − 1) |u|r−2 .
Dans la troisie`me on prouvera que u satisfait
(p− 1)|u′(x)|p − µ|u(x)|r−2u(x) + αp p
q
‖u‖p−qq |u(x)|q = constante .
E´tape 1 : On va montrer qu’il existe u ∈ W 1,p0 (−1, 1) \ {0} telle que
‖u′‖pp = αp‖u‖pq et
∫ 1
−1
|u|r−2u = 0 .
On de´ﬁnit Ha(v) = ‖v′‖pp− a‖v‖pq , avec a ∈ R, G(v) =
∫ 1
−1 |v|r−2v et W = {v ∈
W 1,ppe´r (−1, 1) \ {0}, t.q.G(v) = 0}. On va montrer que, si ε > 0
inf{Hαp+ε(v), v ∈W 1,ppe´r (−1, 1) , G(v) = 0} = −∞ . (2.2)
Suˆrement on peut dire qu’il existe u0 telle que Hαp+ε(u0) < 0 : en fait si
Hαp+ε(u) ≥ 0 pour tout u ∈ W









p ≥ ε .
En passant a` l’inf sur les fonctions de W, de la dernie`re ine´galite´ on a 0 ≥ ε ,
qui est absurde. Alors maintenant il suﬃt de calculer la lim
t→∞Hα
p+ε(tu0) pour
obtenir (2.2). Par de´ﬁnition de inf on peut dire que pour tout ε > 0 il existe
uε ∈ W 1,ppe´r (−1, 1) telle que G(uε) = 0 et Hαp+ε(uε) < 0 : ceci implique que uε
n’est pas constante.
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Sans perte de ge´ne´ralite´ on peut prendre uε ∈ W 1,p0 (−1, 1) : en fait si α1(ε) =
inf{x ∈ [−1, 1] : uε(x) = 0} on pose
u¯ε(x) =
{
uε(x + α1(ε) + 1), si − 1 ≤ x ≤ −α1(ε)
uε(x + α1(ε)− 1), si − α1(ε) ≤ x ≤ 1 .
On observe que u¯ε(−1) = uε(α1) = 0 = u¯ε(1); par ailleurs en faisant les chan-
gements de variable x+ α1(ε) + 1 = t, si −1 ≤ x ≤ −α1 et x+ α1(ε)− 1 = t, si








|uε(t)|r−2uε(t) dt = 0.






On pose vε = uε‖u′ε‖p . Alors
‖vε‖W 1,p = 1 + ‖uε‖p‖u′ε‖p
≤ C
graˆce a` l’ine´galite´ de Poincare´. Maintenant on conside`re ε = 1n , n ∈ N. Alors il
existe une sous-suite, notons-la vn, et il existe v¯ ∈W 1,ppe´r (−1, 1) telles que vn → v¯
dans W 1,p(−1, 1) faiblement.
On va maintenant montrer que Hαp(v¯) = 0. On observe (par le the´ore`me de
Rellich-Kondrachov que vn → v¯ dans C0[−1, 1] : ceci implique que G(v¯) = 0,
(puisque G(vn) = 0 pour tout n ∈ N ) et que v¯(−1) = v¯(1) = 0 . Par ailleurs










‖vn‖pq ≤ 0 .
On note que lim inf
n→∞ ‖v
′
n‖pp ≥ ‖v¯′‖pp et lim
n→∞ ‖vn‖
p
q = ‖v¯‖pq : alors Hαp(v¯) ≤ 0. Par
ailleurs, par de´ﬁnition de l’inf Hαp(v¯) ≥ 0, et donc
Hαp(v¯) = 0 .





















En passant a` la limite, on obtient 1 ≤ αp‖v¯‖pp, qui conclut la de´monstration de
la premie`re e´tape.
E´tape 2 : Dans cette e´tape on prouvera que u ∈ C1[−1, 1], |u′|p−2u′ ∈
C1[−1, 1] et que u satisfait pour un certain µ ∈ R
−p(|u′|p−2u′)′ = αp p ‖u‖p−qq |u|q−2u− µ(r − 1) |u|r−2 .
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|u|q−2uϕ + µ(r − 1)
∫ 1
−1
|u|r−2ϕ = 0 (2.3)
En fait, soit θ ∈ C∞0 (−1, 1) telle que (r − 1)
∫ 1
−1 |u|r−2θ = 1 (un tel θ existe
parce que sinon du lemme fondamental du calcul des variations on de´duirait que
u = 0 p.p. dans [-1,1]). Soit ϕ ∈ C∞0 (−1, 1) . On de´ﬁnit dans Q = {(ε, t) : |ε| ≤




|u′ + εϕ′ + tθ′|p − αp
[∫ 1
−1







|u + εϕ + tθ|r−2[u + εϕ + tθ], ∀ ϕ ∈ C∞0 (−1, 1) .
On observe que Φ est de´rivable (parce que q, p > 1), ψ aussi pour autant que
r ≥ 2 et ψt(ε, t) = (r−1)
∫ 1
−1 |u+εϕ+tθ|r−2θ : donc ψt(0, 0) = 0 par le choix de θ.
Graˆce au the´ore`me des fonctions implicites applique´ a` ψ, il existe ε0 << 1 et une
fonction τ ∈ C1(−ε0, ε0), avec τ(0) = 0 tels que ψ(ε, τ(ε)) = 0,∀ε ∈ (−ε0, ε0),
et τ ′(0) = −ψε(0, 0) . Par ailleurs par de´ﬁnition de minimum on a
Φ(ε, τ(ε)) ≥ Φ(0, 0),
et donc (0, 0) satisfait Φε(0, 0) + Φt(0, 0)τ ′(0) = 0 . On va e´crire cette relation
explicitement :
Φε(ε, t) = p
∫ 1
−1









|u + εϕ + tθ|q−2[u + εϕ + tθ]ϕ;
Φt(ε, t) = p
∫ 1
−1









|u + εϕ + tθ|q−2[u + εϕ + tθ]θ;
ψε(ε, t) = (r − 1)
∫ 1
−1
|u + εϕ + tθ|r−2ϕ
(2.4)
et donc pour (ε, t) = (0, 0)






















|u′|p−2u′ ϕ′ − αp p ‖u‖p−qq
∫ 1
−1
|u|q−2uϕ + µ(r − 1)
∫ 1
−1
|u|r−2 ϕ = 0 ,
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ou` µ = −Φt(0, 0).
De cette e´quation suit tout de suite la conclusion de la deuxie`me e´tape. En fait,




(|u′|p−2u′)′ ϕ = αp p ‖u‖p−qq
∫ 1
−1




Graˆce au lemme fondamental du calcul des variations
−p(|u′|p−2u′)′ = αp p ‖u‖p−qq |u|q−2u− µ(r − 1) |u|r−2 (2.5)
p.p. dans (−1, 1). Puisque le membre de gauche de (2.5) est continu, alors
(|u′|p−2u′)′ est continue, et |u′|p−2u′ aussi. Donc (2.5) est vrai pour tout x ∈
[−1, 1]. En observant que l’inverse de la fonction g(t) = |t|p−2t est continue, on
a que u est C1[−1, 1].
E´tape 3 : Dans cette e´tape on prouvera que u satisfait pour x ∈ [−1, 1]
(p− 1)|u′(x)|p − µ|u(x)|r−2u(x) + αp p
q
‖u‖p−qq |u(x)|q = constante .








|u|q−2uu′ + µ(r − 1)
∫ x
−1
|u|r−2u′ = 0 .
(2.6)
Nous allons montrer que (|u′|p−2u′)′u′ = 1p′ (|u′|p)′. Si u ∈ C2 le re´sultat
est e´vident, mais comme u est seulement C1 ceci requiert une de´monstration.
La fonction G(s) = |s|p′ est C1(R) parce que p′ > 1 ; si v ∈ C1[−1, 1] on a
donc G ◦ v ∈ C1 et (G ◦ v)′ = G′(v)v′. Observons que G′(s) = p′|s| 2−pp−1 s, et
donc, si v = |u′|p−2u′ on a G′(v) = p′ ∣∣|u′|p−2u′∣∣ 2−pp−1 |u′|p−2u′ = p′u′; de plus




La relation (2.6) devient ainsi
(p− 1)|u′(x)|p − µ|u(x)|r−2u(x) + αp p
q
‖u‖p−qq |u(x)|q = constante .
Remarque 2.2.3. Pour de´river l’e´quation (2.3) on a besoin que r ≥ 2, mais
dans presque toute la preuve du the´ore`me 2.1.1 on a besoin uniquement de
la forme inte´gre´e de l’e´quation d’Euler, qui elle peut eˆtre obtenue directement
meˆme si r > 1 (c.f. Appendice). On a utilise´ que r ≥ 2 (pour pouvoir de´duire
que u ∈ C1[−1, 1]) seulement dans le corollaire suivant et dans la premie`re e´tape
de la proposition 2.2.5.
Corollaire 2.2.4. Il existe u ∈ W 1,p0 (−1, 1) \ {0} telle que
‖u′‖pp = αp‖u‖pq et
∫ 1
−1 |u|r−2u = 0 ,
maxu(x) = max |u(x)| = 1, minu(x) = −m,m ∈ (0, 1].





, s(m) = 1− r(m) ,
alors
|u′(x)|p = αp p
′
q
‖u‖p−qq [r(m)|u(x)|r−2u(x)− |u(x)|q + s(m)]; (2.8)
‖u‖qq =
2ps(m)
q(p− 1) + p . (2.9)
De´monstration. Soit u la fonction trouve´e dans la proposition pre´ce´dente. On
peut supposer sans perte de ge´ne´ralite´ (parce que le rapport ‖u
′‖p
‖u‖q est homoge`ne
de degre´s 1) que
maxu(x) = max |u(x)| = 1, minu(x) = −m,m ∈ (0, 1].
On va montrer maintenant les e´quations (2.8) et (2.9). On e´crit (2.1) pour un
point x0 tel que u(x0) = 1 (et u′(x0) = 0, comme u ∈ C1) :
−µ + αp p
q
‖u‖p−qq = constante;
si on l’e´crit pour un point x1 tel que u(x1) = −m, (et u′(x1) = 0) on obtient
µ|m|r−2m + αp p
q
‖u‖p−qq |m|q = constante;
donc
−µ + αp p
q










|u′(x)|p − αp p
′
q
‖u‖p−qq r(m)|u(x)|r−2u(x) + αp
p′
q
‖u‖p−qq |u(x)|q = c1 . (2.10)
En e´crivant la dernie`re relation pour un point x1 tel que u(x1) = −m, (et




















q(p− 1) + p .





Fig. 2.1 – Fonction u
Proposition 2.2.5. La fonction u trouve´e dans la proposition 2.2.2 a trois
ze´ros : α1 = −1 < α2 < α3 = 1 . La fonction u′ a deux ze´ros en η1 = α2−12 et
η2 = α2+12 . De plus u(x) = u(2η1 − x), si x ∈ (−1, α2) et u(x) = u(2η2 − x), si
x ∈ (α2, 1) .
Dans la suite on choisira le u c.f. dessin ci-dessus.
Remarque 2.2.6. On observe que de (2.1) on peut de´duire que |u′(−1)| =
|u′(1)|. En fait il suﬃt de l’e´crire pour x = −1 et x = 1. Graˆce a` la proposition
pre´ce´dente u′(−1) = u′(1) ne´cessairement ; or, si q = r en inte´grant (2.5) sur
[−1, 1], on obtient µ(r − 1) ∫ 1−1 |u|r−2 = 0 , c’est a` direµ = 0. On retrouve alors
le re´sultat de [10].
Il nous sera utile le lemme suivant
Lemme 2.2.7. Si on pose
α(p, q, r, a, b) = inf
{
‖u′‖Lp(a,b)
‖u‖Lq(a,b) , u ∈W
1,p
















De´monstration. Soit u ∈ W 1,ppe´r (a, b) telle que
∫ b
a
|u|r−2u = 0 . En faisant le
changement de variable x = b−a2 t +
a+b
2 on obtient∫ b
a

































































































En passant a` l’inf, la dernie`re relation implique que









De´monstration. La preuve de cette proposition est divise´e en plusieurs e´tapes.
E´tape 1 Dans cette e´tape on va montrer que si u est la fonction trouve´e dans
la proposition 2.2.2 alors
a) u′(x) = 0 si et seulement si u(x) = 1 ou u(x) = −m;
b) u admet un nombre ﬁni de ze´ros ;
c) si α1 = −1, ..αn = 1 sont les ze´ros de u, alors ∃! ηj ∈ (αj , αj+1) tel que
u′(ηj) = 0.
a) Suˆrement si u(x) = 1 ou u(x) = −m alors u′(x) = 0, parce que u ∈ C1[−1, 1].
Vice-versa, soit u′(x) = 0 ; supposons que u(x) ≥ 0 ; de (2.8) on de´duit que
r(m)[u(x)]r−1 − [u(x)]q + s(m) = 0 .
Si on pose u(x) = t il faut e´tudier l’e´quation en t ≥ 0
r(m)tr−1 − tq + s(m) = 0 ,
et montrer qu’elle admet exactement la solution t = 1 .On remarque que pour t
tel que tq+1−r ≥ r(m) cette e´quation n’admet pas de solutions parce que s(m) >
0 (puisque m > 0) et r(m)tr−1 − tq ≥ 0 . Supposons alors que tq+1−r > r(m).
On pose
f(t) = r(m)tr−1 − tq + s(m).
Or, f(1) = 0 et f ′(t) = r(m)(r − 1)tr−2 − qtq−1; f ′(t) < 0 si et seulement si
tq+1−r > r(m)(r−1)q ; cette relation est ve´riﬁe´e parce qu’on est dans la condition
tq+1−r > r(m) et q ≥ r − 1 . On conclut que si u′(x) = 0 (et u(x) ≥ 0) alors
u(x) = 1.
Le cas u(x) ≤ 0 est analogue : en fait de (2.8) on de´duit que
−r(m)[−u(x)]r−1 − [−u(x)]q + s(m) = 0 .
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On peut supposer que u(x) < 0 parce que sinon, si u(x) = 0, on aurait s(m) = 0
et ceci est impossible comme m > 0 . Si on pose −u(x) = t il faut e´tudier
l’e´quation en t ∈ (0,m)
−r(m)tr−1 − tq + s(m) = 0 ,
et montrer qu’elle admet exactement la solution t = m. Suˆrement t = m est
solution. Par ailleurs, en posant g(t) = −r(m)tr−1−tq+s(m) on a que g′(t) < 0,
ce qui implique le re´sultat.
b) Supposons que le nombre de ze´ros de u soit inﬁni : alors soient αn, n ∈ N les
ze´ros de u. Graˆce au the´ore`me de Bolzano-Weierstrass il existe αnj et α0 tels






ceci est une contradiction parce qu’on a vu dans le point a) qu’un ze´ro de u(x)
n’est pas un point critique pour u(x).
c) On va conside´rer deux ze´ros conse´cutifs de u(x). On peut toujours supposer
que si {αj} sont le ze´ros de u(x), alors u(x) > 0 si x ∈ (α2k−1, α2k) et u(x) < 0
si x ∈ (α2k, α2k+1). On supposera ceci dans tous les lemmes suivants. On va
e´tudier le cas u(x) ≥ 0. De (2.8) on de´duit que |u′(x)| a la meˆme valeur sur les
ze´ros de u(x) ; alors u′(α2k−1) = −u′(α2k) > 0. Par la continuite´ de u′ il existe
η2k−1 tel que u′(η2k−1) = 0 ; par le point a) u(η2k−1) = 1. Il faut montrer que
η2k−1 est unique. Supposons que η2k−1 ne soit pas unique ; on peut avoir deux
cas :
1)x1, x2 sont deux ze´ros de u′(x) tels que u(x1) = u(x2) = 1 et u(x) < 1 ∀x ∈
(x1, x2) : c’est impossible parce que alors il y aurait un autre point x3 ∈ (x1, x2)
de minimum local avec u(x3) > 0 : ceci est une contradiction par le point a) ;
2)u(x) = 1 ∀x ∈ [c, d] ⊂ (α2k−1, α2k) : c’est impossible parce que en inte´grant
(2.5) sur [c, d] on obtient (1 ≤) qr−1 = r(m)(< 1).
E´tape 2 Dans cette e´tape on va montrer que u est pe´riodique de pe´riode










[r(m)|t|r−2t− |t|q + s(m)] 1p ;
on peut e´crire (2.8) de la manie`re suivante :
|u′(x)| = z(u(x)). (2.11)
Conside´rons, selon les notations du lemme pre´ce´dent l’intervalle [α2k−1, α2k] ou`
u(x) ≥ 0 . On a u′(η2k−1) = 0. En faisant le changement de variable t = u(x)
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= α2k − α2k−1
qui implique que la diﬀe´rence α2k−α2k−1 est inde´pendante de k. Par ailleurs en
remplac¸ant la dernie`re identite´ dans (2.12) on obtient aussi η2k−1 =
α2k−1+α2k
2 .
Dans l’intervalle [α2k, α2k+1] si η2k est tel que u(η2k) = −m on aura de manie`re
analogue que α2k+1 − α2k est constante, et η2k = α2k+α2k+12 .
On va maintenant montrer que u est pe´riodique de pe´riode α3 − α1 = α2k+1 −
α2k−1. Avec les notations pre´ce´dentes soit x ∈ (α2k−1, η2k−1); alors le change-











soit y ∈ (α2k+1, η2k+1); alors






Maintenant si x ∈ (α2k−1, η2k−1), on voit facilement des formules e´tablies ci-










Par conse´quent, puisque z(t) ≥ 0, u(x) = u(x+α2k+1−α2k−1) = u(x+α3−α1),
si x ∈ (α2k−1, η2k−1). On peut faire le meˆme raisonnement pour montrer que
u(x) = u(x+α3 −α1), si x ∈ (η2k−1, α2k), si x ∈ (α2k, η2k), si x ∈ (η2k, α2k+1).
E´tape 3 Dans cette e´tape on va montrer que si {αj} sont les ze´ros de u(x),
alors u(x) = u(αj + αj−1 − x) pour tout x dans [αj−1, αj ].
On garde les notations ﬁxe´es pre´ce´demment, c’est a` direu(x) ≥ 0 dans [α2k−1, α2k]
et u(x) ≤ 0 dans [α2k, α2k+1]. On e´tudie le cas u(x) ≥ 0 (le cas u(x) ≤ 0 est
analogue). Alors u′ est positive dans [α2k−1, η2k−1] et ne´gative dans [η2k−1, α2k].






















Soient x ∈ [α2k−1, η2k−1] et y = −x + 2η2k−1 (∈ [η2k−1, α2k] puisque η2k−1 =
α2k−1+α2k











Donc u(x) = u(−x + 2η2k−1), ∀x ∈ [α2k−1, η2k−1]. Si x ∈ [η2k−1, α2k], il existe
y ∈ [α2k−1, η2k−1] tel que x = 2η2k−1 − y; donc u(2η2k−1 − x) = u(x) pour ce
qu’on vient de montrer. Ainsi en ge´ne´ral on aura u(x) = u(αj +αj−1 − x) pour
tout x ∈ [αj−1, αj ].
E´tape 4 Dans cette e´tape on va enﬁn montrer que u a trois ze´ros et donc u′ a
deux ze´ros.
De la pe´riodicite´ et de la syme´trie de u on de´duit que le nombre n des ze´ros de
u(x) est impair. En fait supposons que n soit pair ; alors
α2 − α1 = α4 − α3 = ... = α2k − α2k−1 (2.13)
α3 − α2 = α5 − α4 = ... = α2k−1 − α2k−2 (2.14)
Puisque α1 = −1 et α2k = 1 alors de la relation (2.13) on de´duit que α2 =
−α2k−1. Ceci et (2.14) impliquent que α3 = −α2k−2. Donc, en re´iterant le
raisonnement, on a que αj = −α2k−j+1. Graˆce a` l’e´tape pre´ce´dente on peut








Donc par le lemme 2.2.7






p− 1q α(p, q, r, 0, 1) = 2
1
p− 1q + 1p′+ 1q α(p, q, r)
= 2α(p, q, r),
qui est absurde. Ceci implique que n ≥ 3 est impair, disons n = 2k + 1. Donc
on peut e´crire que
[−1, 1] = [−1, α3] ∪ [α3, α5] ∪ ... ∪ [α2k−1, 1] ,
et le nombre des intervalles qu’on a e´crits est n−12 = k . Ces intervalles ont toutes
longueur e´gale a` α3 − α1 = α2j+1 − α2j−1 = 4n−1 et donc les points
−1,−1 + 4
n− 1 , ...
sont des ze´ros de u. On va maintenant montrer que n = 3. Supposons que





. On note que v(−1) = u(−1) = 0,























|u(y)|q dy = ‖u‖qq .
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Lemme 2.2.8. Soit u la fonction trouve´e dans la proposition 2.2.2. Alors si










1− r (m) + r (m) |z|r−2 z − |z|q
















[1− |z|q − r(m)[1− |z|r−2z]] 1p′ dz .







































1− r (m) + r (m) |z|r−2 z − |z|q
]1/p dz = 0.














































ainsi en divisant par ‖u‖q et en employant (2.9) on a la conclusion.
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On peut passer maintenant a` la de´monstration de la proposition principale
de cette section.
De´monstration. On va suivre la meˆme demarche que dans [10]. Il faut montrer
l’e´galite´ suivante. Soit















[1− |z|q − r(m)[1− |z|r−2z]] 1p′ dz ,
et F (m) est la fonction de´ﬁnie dans le lemme pre´ce´dent. Alors
α(p, q, r) = β.
De la de´ﬁnition de β et du lemme pre´ce´dent on peut dire que β ≤ α. Maintenant
on va montrer que β ≥ α. Soit m ∈ (0, 1] tel que β = M(m) et F (m) = 0. Un tel
m existe par la continuite´ de F (m) et de M(m). Il suﬃt de montrer qu’il existe
une fonction u ∈ W 1,ppe´r (−1, 1) , avec
∫ 1
−1 |u|r−2u = 0 telle que M(m) = ‖u
′‖p
‖u‖q .
On construit cette fonction tout d’abord sur (−1, 0). Notons que le proble`me

u′(x) = γh(u(x)), x ∈ (−1, 0)
u(0) = 1, u(−1) = −m
maxu(x) = max |u(x)| = 1
(2.16)
ou` h(s) = [s(m) + r(m)|s|r−2s − |s|q] 1p et γ = ∫ 1−m dsh(s) admet une solution




on voit que H est bien de´ﬁnie, continue et strictement croissante, de´rivable
dans (−m, 1) et H([−m, 1]) = [−γ, 0]. Alors la fonction H−1 est de´rivable sur
[−γ, 0] ; par conse´quent u(x) = H−1(γx) est solution de (2.16). On remarque
que u ∈ C0([0, 1]), et donc u ∈ W 1,∞(0, 1) comme il est solution du proble`me
























F (m) = 0.
(2.17)
On e´tend par parite´ la fonction u sur (0, 1) ; alors la nouvelle fonction u ∈
W 1,∞(−1, 1) et ∫ 1−1 |u|r−2u = 0. On va ve´riﬁer que la fonction u ainsi de´ﬁnie
satisfait M(m) = ‖u
′‖p
‖u‖q . On sait que
|u′|p = γp[s(m) + r(m)|u|r−2u− |u|q]; (2.18)
donc en inte´grant sur [−1, 1] on obtient
‖u′‖pp = γp[2s(m)− ‖u‖qq] . (2.19)
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Par ailleurs on voit facilement que |u′|p−2u′ ∈W 1,1(−1, 1), comme u est solution
de (2.16). Or, si on suit la meˆme demarche faite pour arriver a` e´tablir (2.7), on
peut dire que (|u′|p−2u′)′u′ = 1p′ (|u′|p)′ presque par tout dans (−1, 1). Alors, en
de´rivant presque par tout, on obtient
p′(|u′|p−2u′)′u′ = γp[−q|u|q−2uu′ + (r − 1)r(m)|u|r−2u′] p.p.
Puisque u′ = 0 sur un ensemble de mesure nulle
p′(|u′|p−2u′)′ = γp[−q|u|q−2u + (r − 1)r(m)|u|r−2] p.p.





γpu[−q|u|q−2u + (r − 1)r(m)|u|r−2] ;



















































































[s(m) + r(m)|s|r−2s− |s|q] 1p′ .
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2.3 De´monstration du the´ore`me principal
On va maintenant montrer le the´ore`me 2.1.1. Dans cette section nous allons
e´tudier le cas p > 1, q ≥ r − 1 ≥ 1, q > 1 . Les cas limites seront e´tudie´s dans la
section suivante.
On va diviser la preuve en plusieurs lemmes.
Lemme 2.3.1. Soit F : (0, 1]→ R la fonction de´ﬁnie dans la proposition 2.2.1.
Alors :
i) F(1)=0.
ii) Si q ≤ rp + r − 1 alors m = 1 est l’unique ze´ro de F (m).
iii) Si q > (2r − 1)p alors il existe m < 1 tel que F (m) = 0 et F (m) < 0 dans
un voisinage de 1.






Puisque l’inte´grande est une fonction impaire, F (1) = 0.











s(m) + r (m) |z|r−2 z − |z|q
]1/p dz;
(2.23)








[s(m) + r(m)tr−1 − tq] 1p
− t
r−1mr
[s(m)− r(m)(tm)r−1 − (mt)q] 1p
.
On va e´tudier l’ine´galite´ gm(t) ≥ 0, dans les cas suivants : a) q ≤ rp et b)
rp < q ≤ rp + r − 1.
a) En e´crivant les deux termes de gm(t) avec le meˆme de´nominateur et en e´levant
a` la puissance p on voit que gm(t) ≥ 0 si et seulement si
hm(t) = s(m)(1−mrp)− tr−1r(m)(mr−1 + mrp) + tq(mrp −mq) ≥ 0 .
On a que hm(0) = s(m)(1−mrp) ≥ 0, hm(1) = 0 ; on calcule la de´rive´e :
h′m(t) = −(r − 1)(mr−1 + mrp)r(m)tr−2 − q(mq −mrp)tq−1;
la condition h′m(t) ≤ 0 est e´quivalente a`
−(r − 1)r(m)[mr−1 + mrp]tr−2 ≤ q[mq −mrp]tq−1; (2.24)
puisque q ≤ rp alors mq ≥ mrp ; donc (2.24) est vraie parce que le membre de
gauche est ne´gatif et le membre de droite est positif.
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b) Supposons que hm(t) ait un minimum ne´gatif en t˜(m) ; alors h′m(t˜(m)) = 0
c’est a` dire
[−r(m)mr−1(r − 1)−mrp(r − 1)r(m)][t˜(m)]r−2 = q[mq −mrp][t˜(m)]q−1
ce qui est e´quivalent a`
[t˜(m)]r−1−q = q
mq −mrp
r(m)(1− r)(mrp + mr−1) .
On remarque que t˜(m) > 0, comme q > rp. Si t˜(m) > 1 il n’y a rien a` prouver.
Supposons alors que t˜(m) ≤ 1 : si on calcule hm(t˜(m)) on a
hm(t˜(m))=s(m)(1−mrp)−[t˜(m)]r−1r(m)(mr−1 + mrp)+[t˜(m)]q(mrp −mq)
= s(m)(1−mrp)− [t˜(m)]r−1[r(m)(mr−1 + mrp)− [t˜(m)]q−r+1(mrp −mq)]







= s(m)(1−mrp)− [t˜(m)]r−1r(m)(mr−1 + mrp)
[
1− r − 1
q
]






















{q(mq−r+1 + 1)(1−mrp)− (q − r + 1)(1−mq)(1 + mrp+1−r)}.
Nous allons montrer que
G(m) = q(mq−r+1 + 1)(1−mrp)− (q − r + 1)(1−mq)(1 + mrp+1−r) ≥ 0 .
Ceci impliquera que hm(t) ≥ hm(t˜(m)) comme souhaite´.
On observe que G(0) = q− (q− r+1) ≥ 0, G(1) = 0 . On pose, pour α ≥ 0,
H(α,m) = q(mα−r+1 + 1)(1−mrp)− (q − r + 1)(1−mα)(1 + mrp+1−r) ;
on voit tout de suite que H(q,m) = G(m); d’ailleurs si α ≥ β, mα ≤ mβ et
donc −(1−mα) ≤ −(1−mβ) et 1 +mα−r+1 ≤ 1 +mβ−r+1 ; ceci implique que
H(β,m) ≥ H(α,m). On va montrer que H(rp + r − 1,m) = H¯(m) ≥ 0 : ceci
impliquera que pour rp < q ≤ rp + r − 1 on a
G(m) = H(q,m) ≥ H(rp + r − 1,m) ≥ 0,
et donc la conclusion. On a que
H¯(m) = q(1 + mrp)(1−mrp)−
(q − r + 1)(1−mrp+r−1)(1 + mrp−r+1)
= q(1−m2rp)− (q − r + 1)(1−m2rp −mrp+r−1 + mrp−r+1)
= (r − 1)(1−m2rp) + (q − r + 1)(mrp+r−1 −mrp−r+1) ≥ 0 .
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On a que H¯(0) = r − 1; H¯(1) = 0; par ailleurs on prouvera que H¯ ′(m) ≤ 0 (et
donc le re´sultat H¯(m) ≥ 0) :
H¯ ′(m) = −2(r − 1)rpm2rp−1+




ϕ(m) = 2(r−1)rpmrp−r+1+(q−r+1)(rp−r+1)m−2r+2−(q−r+1)(rp+r−1) .
On va montrer que ϕ(m) ≥ 0. On observe que lim
m→0
ϕ(m) = +∞; par ailleurs
ϕ(1) = (r − 1)2rp − (q − r + 1)(rp + r − 1) + (q − r + 1)(rp − r + 1) = 2(r −
1)(rp− q + r − 1) ≥ 0. Pour la de´rive´e on a
ϕ′(m) = (r − 1)2rp(rp− r + 1)mrp−r − 2(r − 1)(q − r + 1)(rp− r + 1)m−2r+1;
on va chercher m¯ tel que ϕ′(m¯) = 0; ϕ′(m¯) = 0 si et seulement si rpm¯rp−r+1 =
(q − r + 1)m¯2−2r . On va e´valuer ϕ dans le point m¯ trouve´ :
ϕ(m¯) = m¯rp−r+1[2rp(r − 1) + (rp− r + 1)rp] − (q − r + 1)(rp + r − 1) .
On a que ϕ(m¯) ≥ 0
m¯rp−r+1rp[rp + r − 1] ≥ (q − r + 1)(rp + r − 1)
ce qui est e´quivalent a`
(q − r + 1)m¯2−2r ≥ q − r + 1
ce qui est ve´riﬁe´, comme on e´tudie m ∈ [0, 1] et 2−2r < 0 . Selon les observations
pre´ce´dentes on a montre´ G(m) ≥ 0, c’est a` dire le re´sultat.
iii) On va montrer que F ′(1) > 0 si et seulement si q > (2r− 1)p : ceci implique
que, si q > (2r−1)p, F (x) a un autre ze´ro au dela` de x = 1. En fait F (0) > 0 et
F (1) = 0. Puisque F ′(1) > 0 il existe un voisinage V de m = 1 tel que F (m) < 0
pour tout m ∈ V . Par le the´ore`me d’existence des ze´ros, il existe m ∈ (0, 1) tel
que F (m) = 0. On va calculer F ′(1) :
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q − s rq ]p








q − s rq
(1− s)1+ 1p























































Puisque B(x, y) > 0 si x > 0 et y > 0 alors F ′(1) > 0 si et seulement si
q > (2r − 1)p.
Remarque 2.3.2. On a montre´ que F (m) > 0 en e´tudiant gm(t) ≥ 0 qui est
e´quivalent a` hm(t) ≥ 0∀m, t ∈ (0, 1)×(0, 1). L’estimation obtenue est optimale :
en fait, en calculant
h′m(1) = −r(m)mr−1(r − 1)−mqq −mrp[(r − 1)r(m)− q] ,
et en e´tudiant la fonction l(m) := h′m(1) on a que
l′(m) = (r − 1)qm
q−1(1 + mr−1) + (r − 1)mr−2(1−mq)
(1 + mr−1)2
mr−1
−(r − 1)2mr−2 1−m
q
1 + mr−1
− q2mq−1 − rpmrp−1
[






q−1(1 + mr−1) + (r − 1)mr−2(1−mq)
(1 + mr−1)2
et donc
l′(1) = q(r − 1− q + rp) ≥ 0
si et seulement si q ≤ rp + r − 1.
Lemme 2.3.3. Soient F et M les fonctions de´ﬁnies dans la proposition 2.2.1.
Soit q > (2r − 1)p ; alors il existe un point m0 ∈ (0, 1) tel que F (m0) = 0 et
M(m0) < M(1).
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De´monstration. On observe que M(m) est C1(0, 1] et lim
m→0











1− |z|q − r(m)[1− |z|r−2z]] 1p′ dz <∞ .
Par ailleurs
M(m) = c (1− r (m))− 1q∫ 1
−m
[
































En posant α (m) = −m (1− r (m))− 1q , β (m) = (1− r (m))− 1q et γ (m) =
r (m) (1− r (m))−1+ r−1q on obtient








Alors, puisque α(m) et β(m) sont deux ze´ros de l’inte´grande











En faisant de nouveau le changement de variable t = (1− r (m))− 1q z on a
M ′ (m) =
c (p, q)
p′














r′ (m) (1− r (m)) 1p− 1q−2
(





On remarque que si m ∈ (0, 1) r′(m) < 0, [1−r(m)] 1p− 1q−2 > 0 et 1− r−1q r(m) >
0 parce que 1 > r−1q ≥ r−1q r(m) sous notre hypothe`se q > r − 1. Donc si
m ∈ (0, 1) on a M ′(m) = 0 si et seulement si F (m) = 0. Puisque q > (2r − 1)p
on a par le lemme 2.3.1 F (m) < 0 dans un voisinage de m = 1 et donc m = 1 est
un point de maximum local pour M(m). Alors M(1) > M(m0) = min
m∈(0,1]
M(m),
avec m0 ∈ (0, 1). Comme M ′(m) = 0, F (m0) = 0. On peut dire aussi que m0
est le plus grand ze´ro de F infe´rieur a` 1.
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Remarque 2.3.4. Dans [10] il est montre´ que α(p, q, q) = M(1) .
On peut maintenant montrer le the´ore`me 2.1.1 :
De´monstration. Si q ≤ rp + r − 1, alors, puisque m = 1 est l’unique ze´ro de
F (m), on de´duit que













[1− |z|q] 1p′ dz.
En faisant le changement de variable zq = s on a que
∫ 1
0












En utilisant que (voir [1] page 5)






























Si q > (2r − 1)p, alors
α(p, q, q) = M(1) > inf{M(m) : m ∈ (0, 1], F (m) = 0} = α(p, q, r).
2.4 Cas limites
Dans cette section on calcule les cas limites suivants :
α(∞, q, r), α(p, 1, 2), α(p,∞, 2).
Proposition 2.4.1. Si q ≥ r − 1 ≥ 1 , q > 1 alors
α(∞, q, r) = lim
p→∞α(p, q, q) = 2
1
q′ (q + 1)
1
q .
De´monstration. Nous avons vu que, si q ≥ r− 1 ≥ 1, p, q > 1 et q ≤ rp+ r− 1,
∀ v ∈W 1,ppe´r (−1, 1) tel que
∫ 1
−1 |v|r−2v = 0
‖v′‖p ≥ α(p, q, r)‖v‖q (2.27)























. Si v ∈ W 1,∞pe´r (−1, 1) on a
2
1
p ‖v′‖∞ ≥ ‖v‖p, et donc en passant a` la limite pour p→∞ dans (2.27) on a
‖v′‖∞ ≥ α¯‖v‖q
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ou` α¯ = lim
































par les proprie´te´s de la fonction Γ (voir [1] page 3). Ceci implique que α(∞, q, r) ≥
α¯. Par ailleurs soit up la fonction qui minimise notre fonctionnelle : on a montre´
dans le lemme 2.2.2
‖up‖qq =
2ps(mp)










s(mp) = 1− r(mp).
Comme on est en train de conside´rer p→∞ on peut supposer que rp+r−1 ≥ q ;
donc mp = − min
x∈[−1,1]
up(x) = 1. Alors ‖[s(mp)−|up|q+r(mp)|up|r−2up] 1p ‖∞ = 1











Alors on peut dire que



















. En passant a` la limite dans (2.28)
on obtient α(∞, q, r) ≤ α¯. Ceci conclut la de´monstration.
Proposition 2.4.2. Si p > 1 alors α(p, 1, 2) = lim
q→1
α(p, q, q) = 2
1
p (p′ + 1)
1
p′ .
De´monstration. Nous avons vu que, si 1 < q ≤ 2p+1, p > 1, ∀ v ∈W 1,ppe´r (−1, 1)
tel que
∫ 1
−1 |v|r−2v = 0
‖v′‖p ≥ α(p, q, 2)‖v‖q (2.29)
























‖v′‖p ≥ α(p, q, 2)‖v‖q ≥ α(p, q, 2)2
−1
q′ ‖v‖1,
et donc en passant a` la limite pour q → 1 on a
‖v′‖p ≥ α¯‖v‖1
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ou` α¯ = lim
q→1
α(p, q, 2) = 2
1
p (p′ + 1)
1




























par les proprie´te´s de la fonction Γ (voir [1] page 3). Maintenant on voudrait
montrer qu’il existe u0 non identiquement nulle telle que ‖u′0‖p = α¯‖u0‖1 pour
conclure la de´monstration. Soit uq le point de minimum trouve´ pre´ce´demment.








q(p− 1) + p .
Comme on est en train de conside´rer q → 1, on peut supposer que q ≤ 2p+1 et
ainsi mq = 1 ; donc ‖uq‖qq = 2pq(p−1)+p et |u′q(x)|p = αp p
′
q ‖uq‖p−qq [1 − |uq(x)|q].
On voit tout de suite alors que ‖uq‖∞ ≤ c ∀ q. Quitte a` passer a` une sous-suite,
on peut dire que, si q → 1 uq ⇀ u0 faiblement dans W 1,∞(−1, 1). Ceci implique
que ‖uq − u0‖∞ → 0 ; graˆce a` l’ine´galite´ de Ho¨lder ‖uq − u0‖q → 0 : donc
|‖uq‖q − ‖u0‖q| → 0.
On va maintenant montrer que ‖u0‖q → ‖u0‖1. Par l’ine´galite´ de Ho¨lder on
a ‖u0‖1 ≤ lim
q→1
‖u0‖q . Pour montrer que ‖u0‖1 ≥ lim
q→1
‖u0‖q , on e´crit l’ine´galite´
d’interpolation pour p = 1 ≤ q ≤ r = 1q−1 , λ =










Comme si q → 1, ‖u0‖λ1‖u0‖1−λ∞ 2
1−λ
q−1 → ‖u0‖1 on obtient le re´sultat. Ceci et le
fait que |‖uq‖q − ‖u0‖q| → 0 impliquent que ‖uq‖q → ‖u0‖1.
Ainsi on peut e´crire






Ceci conclut la de´monstration.
Proposition 2.4.3. Si p > 1 alors α(p,∞, 2) = 2 1p (p′ + 1) 1p′ .
Remarque 2.4.4. On observe que α(p,∞, 2) = 2 1p (p′ + 1) 1p′ = α(p, 1, 2).
De´monstration. Par de´ﬁnition de α(p, q, 2) on a que
‖v′‖p ≥ α(p, q, 2)‖v‖q,∀ v ∈W 1,ppe´r (−1, 1) ,
∫ 1
−1
v = 0 .
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En passant a` la limite dans la relation pre´ce´dente, comme lim
q→∞ 2
− 1q ‖v‖q = ‖v‖∞
(voir [21] corollaire 19.9) on a
‖v′‖p ≥ lim inf
q→∞ α(p, q, 2)‖v‖∞ .
Maintenant on va montrer qu’il existe u ∈ W 1,ppe´r (−1, 1) telle que
∫ 1
−1 u = 0 et‖u′‖p = lim inf
q→∞ α(p, q, 2)‖u‖∞ . On a vu qu’il existe uq telle que
‖u′q‖p
‖uq‖q = α(p, q, 2); (2.31)
par ailleurs, si mq = −minuq(x) par (2.8) et l’expression de ‖uq‖qq on a









q [r(mq)|u|r−2u + s(mq)− |u|q] 1p














On observe que lim inf













p sont ﬁnies : en























Donc ‖u′q‖∞ ≤ c(p)∀ q. Quitte a` passer a` une sous-suite on peut dire que
‖uq − u¯‖∞ → 0 et lim inf
q→∞ ‖u
′
q‖p ≥ ‖u¯′‖p ; par ailleurs, puisque ‖uq − u¯‖q2−
1
q ≤
‖uq− u¯‖∞ on a 2− 1q ‖uq− u¯‖q → 0 . Ceci implique que 2− 1q ‖uq‖q−2− 1q ‖u¯‖q → 0
et donc 2−
1
q ‖uq‖q → ‖u¯‖∞, parce que 2− 1q ‖u¯‖q → ‖u¯‖∞ (voir [21] corollaire
19.9). Alors
lim inf









‖u¯‖∞ ≥ lim infq→∞ α(p, q, 2) ,
c’est a` dire u¯ est la fonction cherche´e. Maintenant il suﬃt de calculer
lim inf




On sait que si mq = −minuq(x) alors F (mq) = 0; donc si m0 = lim
q→∞mq (il
existe, quitte a` passer a` une sous-suite, par le the´ore`me de Bolzano-Weierstrass,
parce que |mq| ≤ 1) en passant a` la limite dans l’expression de F , (voir lemme
2.2.8) graˆce au the´ore`me de Lebesgue, on a
0 = lim
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(p− 1)(2p− 1)(m0 + 1)
]
=
























































p (p′ + 1)
1
p′ .
Remarque 2.4.5. On a retrouve´ la valeur de la constante lim
q→∞α(p, q, 2), de´ja`
calcule´e dans [10].
2.5 Appendice
On propose une autre de´monstration de l’e´quation (2.1) : nous rappelons
que on l’a de´duit de (2.5), sous l’hypothe`se r ≥ 2. Maintenant on va montrer
directement l’e´quation (2.1) pour tout r > 1. On observe qu’on a employe´
l’e´quation d’Euler pas seulement pour arriver a` (2.1) mais aussi pour comprendre
la reg´ularite´ de u(x) (on a utilise´ en fait que u ∈ C1 dans le corollaire 2.2.4 et
dans la premie`re e´tape de la proposition 2.2.5), ce qu’on ne peut pas de´duire
de (2.1) : c’est la raison pour laquelle on a travaille´ toujours sous l’hypothe`se
r ≥ 2.
De´monstration. On conside`re la fonctionnelle
H(v) = ‖v′‖pp − αp‖v‖pq
de´ﬁnie sur Wr =
{
v ∈W 1,p0 (−1, 1) et
∫ 1
−1 |v|r−2 v = 0
}
. On a montre´ qu’elle
atteint le minimum en u. On conside`re pour tout ϕ ∈ C10 (−1, 1) telles que
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∫ 1
−1 |u|r−2uϕ′ = 0 et pour |ε| ≤ 1 la fonction




Alors wε : [−1, 1]→ [−1, 1] est un homeomorphisme parce que






Donc il existe la fonction w−1ε (x) et on voit facilement que vε (x) = u(w
−1
ε (x))












: en faisant le changement































































Maintenant on va e´liminer l’hypothe`se
∫ 1
−1 |u|r−2uϕ′ = 0. Soit ψ ∈ C10 (−1, 1);
on de´ﬁnit




































































pour tout ψ ∈ C10 (−1, 1). Graˆce au lemme fondamental du calcul des variations







Dans ce chapitre nous allons rappeler les the´ore`mes d’existence que nous
avons utilise´s pour e´tudier nos proble`mes diﬀe´rentiels. On remarque que nous
allons pre´senter un the´ore`me d’existence e´tabli par Dacorogna-Marcellini, et
un autre e´tabli par Mu¨ller-Sˇvera´k. Avant de le faire nous allons donner les
diﬀe´rentes notions de convexite´ pour les fonctions et pour les ensembles.
3.1 Notions de convexite´ pour les fonctions
On de´notera par R l’ensemble R ∪ {+∞}.
De´ﬁnition 3.1.1. 1) Une fonction f : Rm×n → R est convexe si
f(λA + (1− λ)B) ≤ λf(A) + (1− λ)f(B)
pour tout λ ∈ [0, 1], A,B ∈ Rm×n .
2) Une fonction f : Rm×n → R est polyconvexe s’il existe g : Rτ(m,n) → R
convexe telle que
f(A) = g(T (A))
ou` T : Rm×n → Rτ(m,n) est de´ﬁni par
T (A) = (A, adj2A, ..., adjn∧mA).
On note par adjsA la matrice de tous les mineurs s × s de A, avec 2 ≤ s ≤


















pour tout Ω ⊂ Rn domaine borne´, pour tout A ∈ Rm×n et ϕ ∈ W 1,∞0 (Ω,Rm)
(on de´note par mes(Ω) la mesure de Lebesgue de l’ensemble Ω).
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4) Une fonction f : Rm×n → R est rang un convexe si
f(λA + (1− λ)B) ≤ λf(A) + (1− λ)f(B)
pour tout λ ∈ [0, 1], A,B ∈ Rm×n telles que rg(A−B) = 1 .
Remarque 3.1.2. 1) Dans le cas scalaire toutes ces notions co¨ıncident avec la
convexite´.
2) Lorsque m = n = 2 la polyconvexite´ est e´quivalente a`
f(A) = g(A,detA) .
avec g : R5 → R (ou R) convexe.
On va maintenant e´noncer un the´ore`me qui nous permet de ”comparer” les
diverses notions de convexite´ introduites (pour la preuve voir [8] page 102) :
The´ore`me 3.1.3. 1) Soit f : Rm×n → R, alors
f convexe⇒ f polyconvexe⇒ f quasiconvexe⇒ f rang un convexe .
2) Soit f : Rm×n → R, alors
f convexe⇒ f polyconvexe⇒ f rang un convexe .
3) Si f est convexe, polyconvexe, quasiconvexe, rang un convexe, alors f est
continue dans son domaine de de´ﬁnition.
Remarque 3.1.4. Toutes les implications re´ciproques sont fausses et pour la
dernie`re (f quasiconvexe⇒ f rang un convexe) c’est le cas lorsque n ≥ 2,m ≥
3 : en fait il existe un ce´le`bre contre-exemple donne´ par Sˇvera´k [33].
Exemple 3.1.5. i) Les fonctions F (ξ) = det ξ et F (ξ) = |det ξ| sont polycon-
vexes.
ii) Si on de´note par (λ1(ξ), λ2(ξ)) les valeurs singulie`res d’une matrice ξ ∈ R2×2
(pour la de´ﬁnition voir le chapitre 4), la fonction F (ξ) = λ2(ξ) est convexe. La
fonction H(ξ) = λ1(ξ)λ2(ξ) est polyconvexe (en eﬀet elle est e´gale a` |det ξ|).
On retrouvera ces fonctions dans le chapitre 4.
3.2 Notions de convexite´ pour les ensembles
De´ﬁnition 3.2.1. 1) Un ensemble E ⊆ Rm×n est convexe si, pour tout t ∈ [0, 1]
et A,B ∈ E
tA + (1− t)B ∈ E .
2) Un ensemble E ⊆ Rm×n est polyconvexe si, pour tout ti ∈ [0, 1] tels que
τ(m,n)+1∑
i=1
ti = 1 et pour toutes Ai ∈ E, telles que
τ(m,n)+1∑
i=1











tiAi ∈ E .
3) Un ensemble E ⊆ Rm×n est rang un convexe si, pour tout t ∈ [0, 1] et
A,B ∈ E telles que rg(A−B) ≤ 1
tA + (1− t)B ∈ E .
Remarque 3.2.2. On peut noter que
E convexe =⇒ E polyconvexe =⇒ E rang un convexe .
On passe maintenant a` de´ﬁnir les diﬀe´rentes enveloppes :
De´ﬁnition 3.2.3. (Dacorogna-Marcellini)(voir [12] page 132)
Soit E un ensemble de Rm×n; on de´ﬁnit
coE = {ξ ∈ Rm×n : f(ξ) ≤ 0,∀ f : Rm×n → R convexe , f |E ≤ 0}
PcoE = {ξ ∈ Rm×n : f(ξ) ≤ 0,∀ f : Rm×n → R polyconvexe , f |E ≤ 0}
QcoE = {ξ ∈ Rm×n : f(ξ) ≤ 0,∀ f : Rm×n → R quasiconvexe , f |E ≤ 0}
RcoE = {ξ ∈ Rm×n : f(ξ) ≤ 0,∀ f : Rm×n → R rang un convexe , f |E ≤ 0} .
On remarque tout de suite que pour un ensemble E de Rm×n on a
E ⊆ RcoE ⊆ PcoE ⊆ coE .
Par ailleurs RcoE (respectivement PcoE, coE) est le plus petit ensemble rang
un convexe (respectivement polyconvexe, convexe) qui contient E (voir [12]). Il
sera utile aussi la proposition suivante (pour la preuve voir [12], page 135), qui
correspond en gros au the´ore`me de Carathe´odory pour les enveloppes rang un
convexe et polyconvexe :




RicoE, ou` R0coE = E, et




ξ ∈ Rm×n : T (ξ) =
τ(m,n)+1∑
i=1



















On va maintenant montrer l’inclusion inverse. Soit x ∈ PcoO ; alors T (x) =
5∑
i=1
tiT (xi), xi ∈ O, ti ≥ 0,
5∑
i=1
ti = 1. On observe que x ∈ Pco{x1, ..x5} et que
{x1..x5} est un ensemble compact contenu dans O. Par conse´quent on peut dire
que









Remarque 3.2.6. Si E est un ensemble borne´ alors coE = coE ; par ailleurs
PcoE = PcoE = {ξ ∈ Rm×n : f(ξ) ≤ 0,∀ f : Rm×n → R polyconvexe , f |E ≤ 0} .
Pour la preuve voir [30] et [12] respectivement.
Dans cette the`se on va utiliser aussi les de´ﬁnitions donne´es par Mu¨ller-
Sˇvera´k, qu’on va maintenant pre´senter :
De´ﬁnition 3.2.7. (Mu¨ller-Sˇvera´k)[27]
Soit C ⊆ Rm×n un compact. On de´ﬁnit
Rcos C = {ξ ∈ Rm×n : f(ξ) ≤ 0,∀ f : Rm×n → R rang un convexe , f |C ≤ 0} .






Remarque 3.2.8. Si E est ouvert alors RcosE est ouvert (voir [27]). Si E est
un ensemble compact alors, graˆce a` la remarque 3.2.6 on a PcoE ⊇ Rcos E .
On va maintenant souligner les diﬀe´rences entre les deux de´ﬁnitions d’enve-
loppe rang un convexe. Il est e´vident que
RcoE ⊆ Rcos E ,
et en ge´ne´ral l’inclusion est stricte (voir l’exemple 5.25 dans [12]). Par ailleurs
on remarque facilement que si E est un ensemble compact, alors Rcos E est
compact. Ceci n’est pas vrai pour l’enveloppe rang un convexe RcoE, selon
la de´ﬁnition de Dacorogna et Marcellini. En fait il existe des exemples d’en-
sembles compacts dont l’enveloppe rang un convexe n’est pas ferme´e (d’ailleurs
si on regarde la proposition 3.2.4 on a que RcoE est union inﬁnie d’ensembles
compacts). On va donner maintenant un exemple dans R3×3d duˆ a` Kolar (voir
[23], aussi pour d’autres exemples dans R2×2s et R
2×3).
Exemple 3.2.9. On de´ﬁnit l’ensemble suivant de R3×3d (par simplicite´ on e´crira
diag(a, b, c) pour indiquer la matrice diagonale de R3×3 qui a sur la diagonale
principale les valeurs a, b, c) :




(−1, 1n , 1n) ,diag( 1n+1 ,−1, 1n) ,diag( 1n+1 , 1n+1 ,−1)} .
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E est e´videmment compact. On va montrer que diag(0, 0, 0) ∈ RcoE, mais
diag(0, 0, 0) /∈ RcoE : ceci implique que RcoE n’est pas ferme´. On va diviser la
preuve en deux parties.
1) diag(0, 0, 0) ∈ RcoE : on va prouver par induction que diag ( 1n , 1n , 1n) ∈






































ces deux matrices diﬀe`rent de rang un et donc par combinaison rang un convexe




























ces deux matrices diﬀe`rent de rang un et donc par combinaison rang un convexe












































c’est a` dire le re´sultat voulu.
2) diag(0, 0, 0) /∈ RcoE : on de´ﬁnit
E˜ = {diag(−1, 0, 0),diag(0,−1, 0),diag(0, 0,−1)}⋃{diag(v1, v2, v3) : au moins deux composantes sont positives} .
On a que E˜ est union de deux ensembles rang un convexes qui n’ont pas des
relations rang un convexes, et donc E˜ est rang un convexe. On a imme´diatement
que E˜ ⊇ E et par conse´quent E˜ ⊇ RcoE , comme RcoE est le plus petit ensemble
rang un convexe qui contient E. Comme diag(0, 0, 0) /∈ E˜ alors diag(0, 0, 0) /∈
RcoE.
3.3 Notations

















ou` l’indice s indique que la matrice est syme´trique.
iii) Soit Ω un ouvert borne´ de Rn.
• On de´note par W 1,∞(Ω) l’espace de Sobolev (voir par exemple [5]) de
fonctions telles que u,Du ∈ L∞.
• On de´note par W 1,∞(Ω,Rm) l’espace des applications u : Ω → Rm dont
chaque composante ui, i = 1, ..,m appartient a` W 1,∞(Ω).
• On de´note par W 1,10 (Ω,Rm) l’espace des applications u : Ω → Rm dont
chaque composante ui, i = 1, ..,m appartient a` W 1,10 (Ω).
• On de´note par W 1,∞0 (Ω,Rm) l’espace W 1,∞(Ω,Rm) ∩W 1,10 (Ω,Rm) .
•On de´note par C1morc(Ω,Rm) le sous-espace d’applications de W 1,∞(Ω,Rm)
dont Du est continu par morceaux.
• On de´note par W 2,∞(Ω) l’espace de Sobolev (voir par exemple [5]) de
fonctions u telles que u,Du,D2u ∈ L∞.
• On de´note par W 2,∞0 (Ω) l’espace W 2,∞(Ω) ∩W 2,10 (Ω) .
• On de´note par C2morc(Ω) le sous-espace de fonctions de W 2,∞(Ω) dont D2u
est continu par morceaux.
3.4 Le the´ore`me d’existence selon la me´thode
de la cate´gorie de Baire
Dans cette section on va e´noncer un the´ore`me d’existence e´tabli par Dacoro-
gna-Marcellini [12] et apre`s ame´liore´ par Dacorogna-Pisante [14] qui nous sera
utile pour montrer l’existence de solutions pour nos proble`mes diﬀe´rentiels. Ce
the´ore`me concerne les inclusions diﬀe´rentielles de tout ordre. Par simplicite´ de
notations nous allons l’e´noncer seulement dans les cas d’inclusions diﬀe´rentielles
de premier et de deuxie`me ordre, c’est a` dire dans les cas qui seront utiles pour
re´soudre les proble`mes que nous allons traiter. On va de´ﬁnir d’abord la proprie´te´
suivante :
De´ﬁnition 3.4.1. (Proprie´te´ d’approximation)
Soient E ⊂ K(E) ⊂ Rm×n ou Rn×ns . On dit que les ensembles E et K(E) ont
la proprie´te´ d’approximation s’il existe une famille d’ensembles ferme´s Eδ et
K(Eδ), δ > 0, tels que
1) Eδ ⊂ K(Eδ) ⊂ intK(E) pour tout δ > 0;
2) pour tout ε > 0 il existe δ0 = δ0(ε) > 0 tel que dist(η,E) ≤ ε pour tout
η ∈ Eδ et δ ∈ [0, δ0];
3) si η ∈ intK(E) alors η ∈ K(Eδ) pour tout δ > 0 suﬃsamment petit.
3.4.1 The´ore`me d’existence pour une inclusion diﬀe´rentielle
de premier ordre
On peut maintenant e´noncer le the´ore`me d’existence que nous allons utiliser
pour e´tudier le proble`me 1.0.2 (cf. chapitre 4).
3.5 Le the´ore`me d’existence selon la me´thode de l’inte´gration
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The´ore`me 3.4.2. Soit Ω ⊂ Rn un ouvert borne´. Soit E ⊂ Rm×n un compact
qui a la proprie´te´ d’approximation avec RcoE et K(Eδ) = RcoEδ. Soit ϕ ∈
C1morc(Ω,R
m) telle que
Dϕ ∈ E ∪ intRcoE p.p. dans Ω .
Alors il existe u ∈ ϕ + W 1,∞0 (Ω,Rm) tel que
Du ∈ E p.p. dans Ω .
Remarque 3.4.3. Pour le proble`me 1.0.2 nous allons utiliser ce the´ore`me dans
le cas m = n = 2 .
3.4.2 The´ore`me d’existence pour une inclusion diﬀe´rentielle
de deuxie`me ordre
On va e´noncer le the´ore`me d’existence que nous allons utiliser pour e´tudier
le proble`me 1.0.4 (cf. chapitre 5).
The´ore`me 3.4.4. Soit Ω ⊂ Rn un ouvert borne´. Soit E ⊂ Rn×ns un compact
qui a la proprie´te´ d’approximation avec RcoE et K(Eδ) = RcoEδ. Soit ϕ ∈
C2morc(Ω) telle que
D2ϕ ∈ E ∪ intRcoE p.p. dans Ω .
Alors il existe u ∈ ϕ + W 2,∞0 (Ω) tel que
D2u ∈ E p.p. dans Ω .
Remarque 3.4.5. Pour le proble`me 1.0.4 nous allons utiliser ce the´ore`me dans
le cas n = 2 .
3.5 Le the´ore`me d’existence selon la me´thode
de l’inte´gration convexe de Gromov
Dans cette section on va e´noncer un the´ore`me d’existence e´tabli par Mu¨ller
et Sˇvera´k [27] a` l’aide de la me´thode de l’inte´gration convexe de Gromov [18]
qui nous sera utile pour montrer l’existence de solutions pour le proble`me 1.0.2
(voir chapitre 4). On utilisera la notion d’enveloppe rang un convexe selon la
de´ﬁnition 3.2.7. Il sera utile de de´ﬁnir d’abord la proprie´te´ suivante (voir ”In-
approximation” dans [27]) :
De´ﬁnition 3.5.1. (Approximation par l’inte´rieur)
Soit E un ensemble compact contenu dans Rm×n. Une suite d’ouverts {Ui} est
une approximation par l’inte´rieur de E si
1) Ui ⊆ Rcos Ui+1 ;
2) sup
X∈Ui
dist (X,E)→ 0 si i→ +∞ .
On peut maintenant e´noncer le the´ore`me d’existence :
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The´ore`me 3.5.2. Soit Ω ⊂ Rn un ouvert borne´. Soit E un compact qui admet
une approximation par l’inte´rieur par des ensembles ouverts Ui. Soit ϕ : Ω →
Rm une application C1 telle que Dϕ ∈ U1 dans Ω. Alors il existe une application
u ∈ ϕ + W 1,∞(Ω,Rm) telle que





Dans ce chapitre nous allons e´tudier l’existence d’applications u : Ω ⊂ R2 →
R2, ou` Ω est un ouvert borne´, qui satisfont le proble`me
{
Du ∈ E p.p. dans Ω
u(x) = ϕ(x) x ∈ ∂Ω (4.1)
ou` E est un ensemble isotrope compact de R2×2, c’est a` dire que E satisfait la
proprie´te´ que si ξ ∈ E, alors RξS ∈ E, pour toute matrice R,S ∈ O(2) (dans
toute cette the`se on de´notera par O(2) le groupe des matrices orthogonales de
R2).
Ce proble`me est typique dans les microstructures : en fait l’e´tude de la
minimisation d’e´nergie ne´cessaire pour la de´formation d’un cristal e´lastique est





ou` W est une fonction invariante par rotations ; par conse´quent ce proble`me est
lie´ a` l’e´tude d’inclusions diﬀe´rentielles de´ﬁnies pour des ensembles E invariants
par rotations (voir par exemple [26]).
Pour e´noncer le the´ore`me d’existence que nous avons e´tabli, il est utile
d’e´crire E dans la fac¸on suivante : soient
T = {(x, y) ∈ R2 : 0 ≤ x ≤ y}
et K ⊂ T un compact ; si ξ est une matrice de R2×2 on de´notera par (λ1(ξ), λ2(ξ))
ses valeurs singulie`res (0 ≤ λ1(ξ) ≤ λ2(ξ)), c’est a` dire les valeurs propres de la
matrice
√
ξξT (voir Appendice). Alors
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K} . (4.2)
Dans tout ce chapitre nous allons supposer que
∀ (x, y) ∈ K x > 0. (4.3)
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Nous allons e´tablir un the´ore`me d’existence pour le proble`me (4.1). On rappelle
que Dacorogna et Marcellini (voir [12], page 128) ont de´ja` e´tabli un re´sultat
d’existence dans le cas ou` l’ensemble K ⊂ Rn est compose´ par un seul e´le´ment.
Nous allons ge´ne´raliser ce re´sultat. Plus pre´cise´ment nous allons de´montrer le
the´ore`me suivant :
The´ore`me 4.1.1. Soient K ⊂ T un compact qui satisfait (4.3) et E = {ξ ∈
R2×2 : (λ1(ξ), λ2(ξ)) ∈ K}. Soit Ω ⊂ R2 un ouvert borne´. Soit ϕ ∈ C1morc(Ω,R2)
telle que Dϕ(x) ∈ E ∪ int RcoE dans Ω. Alors il existe une application u ∈
W 1,∞(Ω,R2) solution de (4.1).
Pour montrer ce the´ore`me nous allons utiliser les deux techniques diﬀe´rentes
que nous avons pre´sente´es dans le chapitre 3 : la me´thode de la cate´gorie de
Baire et la me´thode de l’inte´gration convexe. On voudrait maintenant souligner
la diﬀe´rence d’utilisation de ces me´thodes. Nous allons voir que la me´thode
de l’inte´gration convexe de Gromov sera la plus diﬃcile a` utiliser dans notre
proble`me. En eﬀet les hypothe`ses que le the´ore`me d’existence 3.5.2 requiert sont
plus strictes que les hypothe`ses du the´ore`me 3.4.2 : il suﬃt de penser au fait
que dans le the´ore`me d’existence e´tabli par Mu¨ller et Sˇvera´k il faut construire
ne´cessairement une suite d’ensembles ouverts pour approcher l’ensemble E (qui
n’est pas ouvert), alors que dans la me´thode de la cate´gorie de Baire il n’y a
aucune hypothe`se ”topologique” sur les ensembles qui approchent l’ensemble
E. Ces diﬃculte´s de la me´thode de Gromov nous ont amene´s a` e´tablir notre
the´ore`me d’existence pas pour un K compact quelconque, mais pour un K
compose´ par un nombre ﬁni de points, a` la diﬀe´rence de la me´thode de la
cate´gorie de Baire qui nous a permis de montrer le the´ore`me 4.1.1 dans sa
ge´ne´ralite´.
Pour e´tablir notre re´sultat nous allons travailler avec l’enveloppe rang un
convexe de l’ensemble E. Pour cela nous utilisons un re´sultat duˆ a` Cardaliaguet-
Tahraoui [7] que nous allons voir dans la section suivante.
Dans le dernier paragraphe de ce chapitre on va donner une repre´sentation
plus explicite de RcoE, dans le cas ou` l’ensemble K qui de´ﬁnit E est compose´
par un nombre ﬁni de points.
4.2 Pre´liminaires
Dans cette section nous allons e´tudier la repre´sentation de l’enveloppe rang
un convexe d’un ensemble isotrope compact de R2×2. A l’aide des re´sultats
montre´s par Cardaliaguet-Tahraoui nous allons e´tablir la formule pour l’enve-
loppe rang un convexe de l’ensemble E.
4.2.1 Quelques re´sultats connus sur l’enveloppe polycon-
vexe
Dans cette section nous allons rappeler des re´sultats e´tablis par Cardaliaguet-
Tahraoui [7] lie´s a` l’enveloppe polyconvexe d’un ensemble isotrope compact de
R2×2 . Plus pre´cise´ment la premie`re proposition nous donne la formule pour
l’enveloppe polyconvexe.
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, ∀ x ≥ 0.
(4.4)
Alors
PcoE = {ξ ∈ R2×2 : λ2(ξ) ≤ σ(λ1(ξ))} .
On rappelle par ailleurs que Cardaliaguet-Tahraoui ont montre´ aussi le
re´sultat suivant.
The´ore`me 4.2.2. Soit K un ensemble isotrope compact rang un convexe de
R2×2 . Alors K est polyconvexe.
Remarque 4.2.3. On ne peut pas de´duire tout de suite des re´sultats pre´ce´dents
la formule de l’enveloppe rang un convexe pour un ensemble E compact isotrope,
parce qu’on ne sait pas a priori si l’enveloppe rang un convexe d’un ensemble
isotrope compact de R2×2 est compact. Cependant dans la section suivante nous
allons montrer que PcoE = RcoE .
Il nous sera utile aussi la proposition suivante : nous allons voir que la fonc-
tion de´ﬁnie ci-dessous est lie´e a` l’enveloppe rang un convexe de E.
Proposition 4.2.4. Pour tout θ ≥ 0 la fonction Hθ : R2×2 → R de´ﬁnie par
Hθ(ξ) = max{λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ))− θ2, 0}
est polyconvexe.
4.2.2 L’enveloppe rang un convexe
Dans cette section nous allons de´montrer le the´ore`me suivant. On indiquera
par m(θ) la fonction max
(a,b)∈K
ab + θ(b− a) dans tout ce chapitre.
The´ore`me 4.2.5. Soit K ⊂ T un ensemble compact qui satisfait (4.3). Soit
















La preuve de ce the´ore`me est divise´e en plusieurs propositions. Dans la
premie`re on va e´crire diﬀe´remment la formule pour l’enveloppe polyconvexe
de l’ensemble E :
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Proposition 4.2.6. Soient K ⊂ T un ensemble compact qui satisfait (4.3) et








De´monstration. On va diviser la de´monstration en deux e´tapes : dans la premie`re
on va e´tudier l’ensemble Σ de´ﬁni dans la proposition 4.2.1, et dans la deuxie`me
on va e´tablir la formule pour la fonction σ.
E´tape 1 : E´tude de l’ensemble Σ : D’apre`s la proposition 4.2.1
Σ =
{





Comme pour tout (x, y) ∈ K on a x > 0 , dans notre cas on peut dire que
Σ = {(θ, γ) ∈ R2+ : γ ≥ θ2 et ∀ (x, y) ∈ K γ ≥ xy + θ(y − x)} ,
c’est a` dire
Σ = {(θ, γ) ∈ R2+ : γ ≥ sup{θ2, max
(x,y)∈K
xy + θ(y − x)}} . (4.6)
On remarque que si θ ≥ max
(a,b)∈K
b alors pour tout (a, b) ∈ K on a
ab + θ(b− a) ≤ θa + θ(b− a) = θb ≤ θ2
et donc max
(a,b)∈K
ab + θ(b− a) ≤ θ2.
Si θ < max
(a,b)∈K
b alors, en conside´rant (a, max
(a,b)∈K
b) ∈ K on a
max
(a,b)∈K
ab + θ(b− a) ≥ a( max
(a,b)∈K
b− θ) + θ max
(a,b)∈K
b > θ max
(a,b)∈K
b > θ2 .
Si θ = max
(a,b)∈K
b on a max
(a,b)∈K
{ab + [ max
(a,b)∈K
b](b− a)} = [ max
(a,b)∈K
b]2.
D’apre`s cette e´tude, on peut dire que
Σ = Σ1 ∪ Σ2,
ou`
Σ1 = {(θ, γ) ∈ R2+ : θ ∈ [0, max
(a,b)∈K
b], γ ≥ max
(a,b)∈K
ab + θ(b− a)}
Σ2 = {(θ, γ) ∈ R2+ : θ ≥ max
(a,b)∈K
b, γ ≥ θ2} .




pour x ≥ 0,
et
Γ1 = {(θ, max
(a,b)∈K
ab + θ(b− a)), θ ∈ [0, max
(a,b)∈K
b]}













. On divise l’e´tude
en x = 0 et x > 0.








































































Cette e´tude implique que
σ(x) = inf
Γ1∪Γ2
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c’est a` dire la formule de l’e´nonce´ pour la fonction σ. On va diviser l’e´tude en
x > 0 et x = 0.
E´tude de x > 0 : Pour x > 0 ﬁxe´ la fonction de θ
θx + m(θ)
x + θ
est continue pour θ ≥ 0 et donc, par le the´ore`me de Weierstrass, l’inf est atteint.



















→∞, θ → 0.





















ab + θ(b− a)
θ
est continue pour tout θ ∈ [ε¯, max
(a,b)∈K
b], par le the´ore`me de Weierstrass on a le
re´sultat.
En combinant la proposition pre´ce´dente et la proposition 4.2.1 on a tout de
suite
Corollaire 4.2.7. Soit K ⊂ T un ensemble compact qui satisfait (4.3). Soit
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K} . Alors, si σ est la fonction de´ﬁnie par
(4.5)
PcoE = {ξ ∈ R2×2 : λ2(ξ) ≤ σ(λ1(ξ))} .
Dans la proposition suivante, on va e´tudier l’inte´rieur de PcoE.
Proposition 4.2.8. Soit K ⊂ T un ensemble compact qui satisfait (4.3). Soit
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K} . Alors, si σ est la fonction de´ﬁnie par
(4.5)
intPcoE = {ξ ∈ R2×2 : λ2(ξ) < σ(λ1(ξ))} .
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De´monstration. On va de´montrer l’e´galite´ de l’e´nonce´ par double inclusion.
e´tape 1) Pour montrer que
intPcoE ⊇ {ξ ∈ R2×2 : λ2(ξ) < σ(λ1(ξ))}
il suﬃt de montrer que la fonction σ est continue pour x ≥ 0, comme les fonctions
λi(ξ) sont continues. Suˆrement σ est continue pour x > 0. Pour e´tudier le point
x = 0, on montrera que si xn → 0+, alors σ(xn) → σ(0). Pour x = 0 on peut
dire qu’il existe θ0 ∈ (0, max
(a,b)∈K
b] tel que σ(0) = m(θ0)θ0 . Alors












→ 0, n→∞ .
On va maintenant montrer que σ(xn) − σ(0) ≥ h(xn), avec h(xn) → 0 , si
n→∞. Ceci impliquera la continuite´ en x = 0 de la fonction σ.
























On prouvera que h(xn) =
xn
θn(xn + θn)
[θ2n − m(θn)] → 0, n → ∞ . Comme la
fonction θ → θ2 −m(θ) est continue, θ2n −m(θn) est une suite borne´e : alors il
suﬃra de montrer que ∣∣∣∣ xnθn(xn + θn)
∣∣∣∣→ 0 .
On remarque que lim inf
n→∞ θn > 0 . En fait, si par contradiction lim infn→∞ θn = 0 ,
alors, quitte a` passer une sous-suite θnk on a lim
k→∞
















posse`de λ1(ξnk) = xnk et λ2(ξnk) = σ(xnk), puisque xnk ≤ σ(xnk), comme
xnk → 0 et σ(xnk) → ∞. Alors ξnk appartient a` PcoE et λ2(ξnk) → ∞ : en
rappelant que λ2 est une norme sur R2×2, ceci est une contradiction parce que
PcoE est borne´, comme E est borne´.
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Alors lim inf
n→∞ θn = a > 0 , ce qui implique par les proprie´te´s de la lim inf que






∣∣∣∣→ 0, n→∞ .
On a donc montre´ que σ(xn)− σ(0) ≥ h(xn), avec h(xn)→ 0, comme souhaite´.
e´tape 2) On va de´montrer maintenant l’inclusion inverse, c’est a` dire
intPcoE ⊆ {ξ ∈ R2×2 : λ2(ξ) < σ(λ1(ξ))} .
Supposons par contradiction qu’il existe une matrice η telle que λ2(η) = σ(λ1(η))
et η ∈ intPcoE ; ceci veut dire qu’il existe un ε > 0 tel que la boule de centre η














ou` 0 < d < ε. Alors on a, par les proprie´te´s des valeurs singulie`res
λ1(η + D) = λ1(AηB + ADB) = λ1(η)
λ2(η + D) = λ2(AηB + ADB) = λ2(η) + d .
On remarque que la matrice η+D ∈ Bε(η) ⊆ PcoE, comme d < ε. Ceci implique
que λ2(η + D) ≤ σ(λ1(η + D)); par ailleurs, par construction,
λ2(η + D) = λ2(η) + d = σ(λ1(η)) + d = σ(λ1(η + D)) + d > σ(λ1(η + D)) ,
ce qui est absurde.
Dans le corollaire suivant on va e´tudier le bord de l’enveloppe polyconvexe.
Corollaire 4.2.9. Soit K ⊂ T un ensemble compact qui satisfait (4.3). Soit




λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) = m(θ) .
De´monstration. Soit ξ ∈ ∂PcoE : ξ ∈ PcoE, comme PcoE est compact. Par le
re´sultat pre´ce´dent on sait que ξ doit satisfaire
λ2(ξ) = σ(λ1(ξ)),
ce qui implique le re´sultat par l’expression de σ.
On va maintenant montrer l’e´quivalence entre l’enveloppe rang un convexe
et polyconvexe :
Proposition 4.2.10. Soit K ⊂ T un ensemble compact qui satisfait (4.3). Soit
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K} . Alors PcoE = RcoE.
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Pour ceci il nous sera utile le lemme suivant :
Lemme 4.2.11. Soit K = {(a1, b1), (a2, b2)} ⊂ T , 0 < a1 < a2, a1b1 ≤
a2b2, b2 ≤ b1, et E de´ﬁni par (4.2). Alors
RcoE = {ξ ∈ R2×2 : λ2(ξ) ≤ b1,
λ1(ξ)λ2(ξ) ≤ a2b2
λ1(ξ)λ2(ξ) + θ¯(λ2(ξ)− λ1(ξ)) ≤ a1b1 + θ¯(b1 − a1)}
ou` θ¯ =
a2b2 − a1b1
b1 − a1 − b2 + a2 .
Remarque 4.2.12. Dans [12], (the´ore`me 7.18) il est montre´ que si l’ensemble
K est compose´ par un seul point, alors l’enveloppe polyconvexe de E est e´gale a`
l’enveloppe rang un convexe de E. De plus, si K = {(a, b)}
RcoE = {ξ ∈ R2×2 : λ2(ξ) ≤ b, λ1(ξ)λ2(ξ) ≤ ab} .
De´monstration. Tout d’abord on rappelle que dans [7] il est montre´ que la fonc-







θx + a1b1 + θ(b1 − a1)
θ + x
}
ce qui implique que l’enveloppe polyconvexe est donne´e par les matrices qui
satisfont
λ2(ξ) ≤ b1, (4.7)
λ1(ξ)λ2(ξ) ≤ a2b2 (4.8)
λ1(ξ)λ2(ξ) + θ¯(λ2(ξ)− λ1(ξ)) ≤ a1b1 + θ¯(b1 − a1) . (4.9)
Or, pour montrer le re´sultat, il faut prouver l’inclusion non triviale PcoE ⊆
RcoE. On remarque que pour ceci il suﬃt de montrer que
∂PcoE ⊆ RcoE :
en fait, soit ξ ∈ intPcoE ; pour tout λ de rang un, comme PcoE est compact,
il existe t1 = t1(λ) < 0 < t2 = t2(λ) tels que ξ + tiλ ∈ ∂PcoE ⊆ RcoE, i = 1, 2
comme on montrera. En posant ξi = ξ + tiλ, i = 1, 2, on a que
ξ =
t2ξ1 − t1ξ2
t2 − t1 ∈ RcoE ,
comme rg(ξ1 − ξ2) = 1.
Or, soit ξ ∈ ∂PcoE : alors, comme λ2(ξ) = σ(λ1(ξ)), ξ satisfait (4.7) ou (4.8)
ou (4.9) avec e´galite´. On va traiter ces cas se´pare´ment (e´tapes 1, 2, 3 respecti-
vement) pour montrer que ξ ∈ RcoE. On peut supposer, a` une transformation
orthogonale pre`s, que ξ soit diagonale, parce que RcoE est isotrope : en fait il
n’est pas diﬃcile a` voir par induction que les ensembles RicoE de´ﬁnis dans la
proposition 3.2.4 sont isotropes pour tout i et donc RcoE aussi.
e´tape 1) Si ξ satisfait (4.7) avec e´galite´, alors il est facile de voir que (4.9)















, t ∈ (0, 1) .
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On remarque qu’on a pas utilise´ l’ine´galite´ (4.8).
Cette e´tude implique que dans les e´tapes suivantes on peut supposer que ξ
satisfait (4.7) avec ine´galite´ stricte.
e´tape 2) On suppose que ξ satisfait (4.8) avec e´galite´. Par ailleurs on peut







(on remarque qu’on n’a pas utilise´ l’ine´galite´ (4.7)). Si on de´ﬁnit
V = {ξ ∈ R2×2 : λ1(ξ)λ2(ξ) = a2b2}, Y = V ∩ ∂PcoE







alors rg(Z) = 1 et λ1(ξ + tZ)λ2(ξ + tZ) = λ1(ξ)λ2(ξ) = a2b2 ∀ t ∈ R. Comme
Y est compact, il existe t1 < 0 < t2 : ξ + tiZ ∈ ∂Y, i = 1, 2. Par conse´quent
ξ + tiZ satisfait (4.7) et (4.8) ou (4.9) et (4.8) avec e´galite´ : de l’e´tape 1 et
du raisonnement pre´ce´dent on obtient que ξ + tiZ ∈ RcoE, i = 1, 2 et donc
ξ ∈ RcoE.
e´tape 3) Supposons que ξ satisfasse (4.9) avec e´galite´ ; on peut supposer que
(4.7) et (4.8) soient satisfaits avec ine´galite´ stricte. Par simplicite´ de notations
on e´crira (x, y) = (λ1(ξ), λ2(ξ)) dans cette e´tape. On va maintenant prouver
















a les proprie´te´s suivantes :
λ1(ξ + tA)λ2(ξ + tA) + θ¯[λ2(ξ + tA)− λ1(ξ + tA)] = xy + θ¯[y − x]
∀ t ∈ [t−, t+], t− = −xy(x + θ)
θ¯(x + y)
, t+ =




On observe tout d’abord que A est bien de´ﬁnie parce que y > θ. En fait (x, y)
satisfait xy+θ(y−x) = a2b2+θ(b2−a2), ce qui implique que θ < y si et seulement
si y > b2. On peut supposer que y > b2, parce que sinon on aurait y ≤ b2 et
xy ≤ a2b2, et donc ξ ∈ RcoF, ou` F = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) = (a2, b2)}.
On a par les proprie´te´s des valeurs singulie`res (voir Appendice)
λ1(ξ + tA)λ2(ξ + tA) = |det(ξ + tA)| =
∣∣∣∣xy − xty − θx+ θ + ty
∣∣∣∣ ;
(λ2(ξ + tA)− λ1(ξ + tA))2 = ‖ξ + tA‖2 − 2|det(ξ + tA)|
= (x + t)2 +
(







∣∣∣∣xy − xty − θx+ θ + ty
∣∣∣∣ .
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En supposant que xy−xty − θ
x+ θ
+ty ≥ 0 (c’est a` dire t ≥ t−) (4.10) est e´quivalent
a` montrer que
θ(y − x) + xty − θ¯
x + θ¯
− ty = θ
√
‖ξ + tA‖2 − 2[det(ξ + tA)] .
Si on suppose que θ¯(y−x)+xty − θ¯
x+ θ¯
−yt ≥ 0 (c’est a` dire t ≤ t+) on peut e´lever






+ t2y2 + 2θ(y − x)xty − θ
x + θ






















On remarque facilement que les termes en t et en t2 sont nuls. En fait pour les
termes en t on a
2θ(y − x)xty − θ
x + θ
− 2θ(y − x)yt = θ2
[



























ce qui est ve´riﬁe´ pour tout t ∈ R. On a par conse´quent prouve´ que la matrice
A satisfait (4.10).
On va maintenant montrer qu’il existe t1 ∈ [t−, 0] tel que λ2(ξ + t1A) = b1 :
ceci implique que ξ + t1A satisfait (4.7) et (4.9) avec e´galite´ : par conse´quent
ξ + t1A ∈ RcoE comme vu dans la premie`re e´tape. Par ailleurs on va montrer
aussi qu’il existe t2 ∈ [0, t+] telle que λ1(ξ + t2A)λ2(ξ + t2A) = a2b2 : ceci
implique que ξ+t2A satisfait (4.8) et (4.9) avec e´galite´ : par conse´quent ξ+t2A ∈
RcoE comme vu dans la deuxie`me e´tape. Comme ξ peut eˆtre e´crit comme
combinaison rang un convexe de ξ + t1A et ξ + t2A, alors ξ ∈ RcoE.
Existence de t1) On conside`re F (t) = λ2(ξ + tA) − b1 : cette fonction est
continue et F (0) < 0 < F (t−). En fait, F (0) = y− b1 < 0 . Par ailleurs, puisque
det(ξ + t−A) = 0, on a graˆce a` l’expression de λ2 (voir Appendice)
F (t−) = ‖ξ + t−A‖ − b1 > 0⇐⇒












x2y2(x + θ¯)(y − θ¯)
θ¯2(x + y)2
=
x2(y − θ) + y2(θ + x)
θ¯(x + y)
=
xy + θ¯(y − x)
θ¯
.
Cette dernie`re ine´galite´ est e´quivalente a`
θ¯b1 ≤ xy + θ¯(y − x) = a1b1 + θ¯(b1 − a1)⇐⇒ b1 ≥ θ¯
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ce qui est vrai. Par la continuite´ de F on a l’existence d’un t1 < 0 tel que
λ2(ξ + t1A) = b1 .
On va maintenant prouver l’existence de t2 :
Existence de t2) On conside`re la fonction G(t) = λ1(ξ + tA)λ2(ξ + tA)− a2b2 :
elle est continue, et on va prouver que G(0) < 0 < G(t+); donc il va exister t2 ∈
[0, t+] telle que G(t2) = 0. Suˆrement G(0) < 0, parce que λ1(ξ)λ2(ξ) < a2b2 .
Par ailleurs G(t+) > 0 si et seulement si∣∣∣∣xy − xt+ y − θ¯x + θ¯ + yt+
∣∣∣∣ ≥ a2b2
ce qui est e´quivalent, graˆce a` l’expression de t+, a`∣∣∣∣xy − x (y − θ¯)(y − x)x + y + y (x + θ¯)(y − x)x + y
∣∣∣∣ ≥ a2b2
c’est a` dire , en utilisant le fait que xy + θ(y − x) = a2b2 + θ¯(b2 − a2)
xy(x + y) + θ¯(y − x)(y + x) ≥ a2b2(x + y)⇐⇒ a2b2 + θ¯(b2 − a2) ≥ a2b2
ce qui est ve´riﬁe´.
On va maintenant montrer la proposition 4.2.10. Dans la preuve on utilisera
la notion de sous-diﬀe´rentiel d’une fonction, dont on rappelle la de´ﬁnition :
De´ﬁnition 4.2.13. Soit f : R → R une fonction convexe. Le sous-diﬀe´rentiel
de F en θ est l’ensemble
∂f(θ) = {θ∗ ∈ R : f(θ) ≥ f(θ) + θ∗(θ − θ) ∀ θ ∈ R} .
Dans la proposition suivante on va rappeler des proprie´te´s du sous-diﬀe´rentiel.
Proposition 4.2.14. Soit f : R → R une fonction convexe. Alors :
i) ∂f(θ) est non vide, borne´, ferme´ et convexe pour tout θ ∈ R.
ii) Si θ est un point de de´rivabilite´ de la fonction f alors l’ensemble ∂f(θ) =
{f ′(θ)} .
iii) L’ensemble des points de de´rivabilite´ de la fonction f est dense en R et
∂f(x) = coS(x) , S(x) = { lim
n→∞ f
′(xn) fde´rivable en xn, xn → x} .
De´monstration. Voir page 218 de [30] pour la preuve du point i), pour le point
ii) the´ore`me 25.1 dans [30]. Le point iii) est une conse´quence imme´diate des
the´ore`mes 25.5 et 25.6 dans [30] et du fait que si E est un ensemble borne´ alors
coE = coE (voir remarque 3.2.6).
De´monstration. Comme dans le lemme pre´ce´dent il suﬃt de montrer l’inclusion
∂PcoE ⊆ RcoE.
Soit ξ ∈ ∂PcoE. On a vu dans le corollaire 4.2.9 que si ξ ∈ ∂PcoE alors il
existe θ ∈ [0, max
(a,b)∈K
b] tel que
λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) = m(θ) .
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Suˆrement, comme ξ ∈ PcoE on peut dire que
λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) ≤ m(θ), ∀ θ ∈ [0, max
(a,b)∈K
b] . (4.11)






ab θ ≤ 0
m(θ) θ ∈ [0, max
(a,b)∈K
b]
θ2 θ ≥ max
(a,b)∈K
b .
Puisque ξ ∈ ∂PcoE on peut dire alors qu’il existe θ ∈ [0, max
(a,b)∈K
b] tel que
λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) = F (θ) .
Par ailleurs
λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) ≤ F (θ), ∀ θ ∈ R .
En fait si θ ≤ 0, comme λ1(ξ)λ2(ξ) ≤ max
(a,b)∈K
ab (il suﬃt de choisir θ = 0 dans
(4.11)), alors λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) ≤ max
(a,b)∈K
ab .
Pour θ ∈ [0, max
(a,b)∈K
b] cette ine´galite´ est ve´riﬁe´e (voir (4.11)).
Si θ ≥ max
(a,b)∈K
b on a λ1(ξ)λ2(ξ) + θ(λ2(ξ) − λ1(ξ)) ≤ θ2 si et seulement si
θ ≥ λ2(ξ) : ceci est vrai parce que λ2(ξ) ≤ max
(a,b)∈K
b(≤ θ) (il suﬃt de choisir
dans (4.11) θ = max
(a,b)∈K
b et rappeler que [ max
(a,b)∈K
b]2 = m( max
(a,b)∈K
b), comme vu
dans la proposition 4.2.6, e´tape 1).
Pour de´montrer que ξ ∈ RcoE il nous sera utile d’e´tudier le sous-diﬀe´rentiel de
F en θ¯. On utilisera les observations suivantes sur ∂F (θ).
• On remarque d’abord que F est convexe. En fait pour θ ≥ 0
F (θ) = sup{θ2, max
(a,b)∈K
ab + θ(b− a)},
(comme vu dans la proposition 4.2.6) qui est convexe, comme elle est sup de
fonctions convexes ; puisque F (θ) pour θ ≥ 0 atteint son minimum en θ = 0,
ou` elle vaut max
(a,b)∈K
ab, alors F est convexe pour tout θ ∈ R. Par la proposition
4.2.14 ∂F (θ) est un ensemble non vide, borne´, ferme´ et convexe (voir [30]), et
donc il est du type [α(θ), β(θ)].
• E´videmment si θ est un point de de´rivabilite´ pour la fonction F alors α(θ) =
β(θ). On peut dire aussi que α(θ) = β(θ) = b¯− a¯ pour un certain (a¯, b¯) ∈ K. En
fait il existe (a¯, b¯) ∈ K tel que F (θ) = max
(a,b)∈K
ab+θ(b−a) = a¯b¯+θ(b¯−a¯) . Comme
b¯− a¯ ∈ ∂F (θ), et ∂F (θ) est compose´ par un seul point, alors F ′(θ) = b¯− a¯ .
• On voit facilement que λ2(ξ)− λ1(ξ) ∈ ∂F (θ).
On va maintenant montrer que ξ ∈ RcoE. On trouvera un ensemble a ⊂ K
compose´ par un ou deux points (selon la nature du point θ) tel que si A = {ξ ∈
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R2×2 : (λ1(ξ), λ2(ξ)) ∈ a} alors ξ ∈ PcoA. Par le lemme pre´ce´dent PcoA =
RcoA et donc
ξ ∈ RcoA ⊆ RcoE .
On va diviser l’e´tude en trois e´tapes ou` on va distinguer les cas ou` θ = 0, θ ∈
(0, max
(a,b)∈K
b), θ = max
(a,b)∈K
b.
e´tape 1) On va e´tudier le cas θ = 0, dans lequel max
(a,b)∈K
ab = λ1(ξ)λ2(ξ). On
e´tudie l’ensemble S(0), selon les notations de la proposition 4.2.14 :
S(0) = { lim
n→∞F
′(θn), θn → 0} = { lim
n→∞F
′(θn), θn → 0+} ∪ {0}
comme pour tout θ < 0 F est constante. Soit
pM = sup{ lim
n→∞F
′(θn), θn → 0+} .
Comme on a vu pre´ce´demment F ′(θn) = bn − an, si θn → 0+, pour certains
(an, bn) ∈ K. Le fait que K soit compact implique que tout point de S(0) est du
type b − a, avec (a, b) ∈ K. Or, par de´ﬁnition de pM , pour tout ε > 0 il existe
(aε, bε) ∈ K avec bε − aε ∈ S(0) tel que
bε − aε ≤ pM ≤ ε + bε − aε .
Or, (aε, bε) ∈ K qui est compact. A une sous-suite pre`s on peut dire que
(aε, bε) → (a¯, b¯) ∈ K; par conse´quent, en passant a` la limite dans l’ine´galite´
pre´ce´dente on obtient pM = b¯− a¯ , (a¯, b¯) ∈ K.
On a alors par la proposition 4.2.14,
∂F (0) = coS(0) = [0, b¯− a¯]  λ2(ξ)− λ1(ξ) .
On va maintenant montrer qu’il existe (a˜, b˜) ∈ K tel que b¯ − a¯ = b˜ − a˜ et
max
(a,b)∈K
ab = a˜b˜. Ceci sera utile pour montrer que ξ ∈ RcoE.
Comme b¯− a¯ = sup{ lim
n→∞F
′(θn), θn → 0+} alors ∀ ε > 0 il existe une suite
θεn qui tend vers 0 pour n→∞ et une suite (aεn, bεn) ∈ K telle que





n − aεn ≤ b¯− a¯. (4.12)
On remarque que, comme θεn est un point de de´rivabilite´ pour F
max
(a,b)∈K
ab + θεn(b− a) = aεnbεn + θεn(bεn − aεn) .
On va maintenant passer a` la limite dans cette relation. Or, si on conside`re les
points (aεn, b
ε
n) ∈ K, comme K est compact, a` une sous-suite pre`s on peut dire
que (aεn, b
ε
n) → (aε, bε) ∈ K . Pour le meˆme raisonnement, si ε → 0 (aε, bε) →
(a˜, b˜) ∈ K . Alors en passant a` la limite pour n → ∞ dans la dernie`re relation
on obtient par la continuite´ en θ de la fonction max
(a,b)∈K
ab + θ(b− a)
lim
n→∞ max(a,b)∈K















ab = λ1(ξ)λ2(ξ) = lim
ε→0
aεbε = a˜b˜ .
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De la relation (4.12) on a, a` la limite pour ε→ 0





n − aεn = b˜− a˜ ≤ b¯− a¯⇐⇒ b¯− a¯ = b˜− a˜ .
On a alors que λ1(ξ)λ2(ξ) = a˜b˜ et λ2(ξ)− λ1(ξ) ≤ b˜− a˜, c’est a` direλ2(ξ) ≤ b˜ .
Ceci est e´quivalent a` dire que ξ ∈ RcoA ⊆ RcoE, ou`
A = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) = (a˜, b˜)} .
e´tape 2) On va e´tudier le cas θ ∈ (0, max
(a,b)∈K
b). Comme dans l’e´tape 1 si
pm = inf{ lim
n→∞F
′(θn), θn → θ}
pM = sup{ lim
n→∞F
′(θn), θn → θ} ,
on a que
∂F (θ) = [b1 − a1, b2 − a2], (ai, bi) ∈ K, i = 1, 2.
On va maintenant montrer qu’il existe (a˜i, b˜i) ∈ K, i = 1, 2 tels que
max
(a,b)∈K
ab + θ(b− a) = a˜ib˜i + θ¯(b˜i − a˜i), b˜i − a˜i = bi − ai.
Comme b2 − a2 = sup{ lim
n→∞F
′(θn), θn → θ} alors ∀ ε > 0 il existe une suite
θεn qui tend vers θ pour n→∞ et une suite (aεn, bεn) ∈ K telle que









ab + θεn(b− a) = aεnbεn + θεn(bεn − aεn) .
On va maintenant passer a` la limite dans cette relation. Or, si on conside`re les
points (aεn, b
ε
n) ∈ K, comme K est compact, a` une sous-suite pre`s on peut dire
que (aεn, b
ε
n)→ (aε, bε) ∈ K . Pour le meˆme raisonnement (aε, bε)→ (a˜2, b˜2) ∈ K
pour ε→ 0. Alors en passant a` la limite dans la dernie`re relation on obtient
lim
n→∞ max(a,b)∈K
ab + θεn(b− a) = max
(a,b)∈K










n − aεn) = aεbε + θ(bε − aε) .
(4.14)
Par ailleurs par (4.13) on a, en passant a` la limite pour ε→ 0





n − aεn = lim
ε→0
bε − aε = b˜2 − a˜2 .
En passant a` la limite pour ε→ 0 dans (4.14) on tire que
λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) = max
(a,b)∈K
ab + θ(b− a)
= lim
ε→0
aεbε + θ(bε − aε) = a˜2b˜2 + θ¯(b˜2 − a˜2) .
Analoguement on peut trouver (a˜1, b˜1) ∈ K tel que
λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) = max
(a,b)∈K
ab + θ(b− a)
= a˜1b˜1 + θ¯(b˜1 − a˜1), b˜1 − a˜1 = b1 − a1 .
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Ces conside´rations sont utiles pour prouver que ξ ∈ RcoA, ou`
A = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) = (a˜i, b˜i), i = 1, 2} .
On prouvera que b˜1 ≤ b˜2, a˜1b˜1 ≤ a˜2b˜2; par conse´quent a˜1 ≥ a˜2. Ceci implique,




λ1(ξ)λ2(ξ) ≤ a˜2b˜2 ,
λ1(ξ)λ2(ξ) + θ¯(λ2(ξ)− λ1(ξ)) ≤ a˜1b˜1 + θ¯(b˜1 − a˜1) .
(4.15)
Comme pour tout θ ∈ [0, max
(a,b)∈K
b] on a que θ2 ≤ m(θ) (voir proposition 4.2.6),
alors ceci est vrai aussi pour θ = θ ce qui implique que θ
2 ≤ λ1(ξ)λ2(ξ) +
θ(λ2(ξ)− λ1(ξ)) et donc
λ2(ξ) > θ =
λ1(ξ)λ2(ξ)− a˜2b˜2
b˜2 − a˜2 − λ2(ξ) + λ1(ξ)
=
a˜1b˜1 − λ1(ξ)λ2(ξ)
λ2(ξ)− λ1(ξ)− b˜1 + a˜1
.
Ceci entraˆıne que b˜1 < λ2(ξ) < b˜2 , c’est a` dire la premie`re condition de (4.15)
est ve´riﬁe´e. Pour la deuxie`me, puisque b˜1 − a˜1 ≤ λ2(ξ)− λ1(ξ) ≤ b˜2 − a˜2, alors,
comme les droites a˜ib˜i + θ¯(b˜i− a˜i) et λ1(ξ)λ2(ξ)+ θ(λ1(ξ)−λ2(ξ)) ont un point
d’intersection θ > 0, alors a˜2b˜2 ≤ λ1(ξ)λ2(ξ) ≤ a˜1b˜1. La troisie`me condition est
ve´riﬁe´e avec l’e´galite´. On a donc le re´sultat.
e´tape 3) On va e´tudier le cas θ = max
(a,b)∈K
b, ou` λ2(ξ) = max
(a,b)∈K
b. On de´ﬁnit
pm = inf{ lim
n→∞F
′(θn), θn → θ}
et avec le meˆme raisonnement que dans les e´tapes 1 et 2 on a que
∂F (θ) = [b¯− a¯, β(θ)] , (a¯, b¯) ∈ K .
Comme dans l’e´tape 2 on arrive a` montrer qu’il existe (a˜, b˜) ∈ K tel que b¯− a¯ =
b˜− a˜ et max
(a,b)∈K
ab + θ¯(b− a) = [ max
(a,b)∈K




A = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) = (a˜, b˜)}
on a que ξ ∈ RcoA ⊆ RcoE : en fait, comme λ2(ξ) − λ1(ξ) ∈ ∂F (θ), λ2(ξ) −
λ1(ξ) ≥ b˜− a˜ = max
(a,b)∈K
b− a˜ , c’est a` direλ1(ξ) ≤ a˜ , et on a λ2(ξ) = b˜ .
On peut passer maintenant a` la preuve du the´ore`me 4.2.5 .
De´monstration. La repre´sentation de RcoE suit tout de suite des propositions
4.2.10, 4.2.6. Pour l’inte´rieur il suﬃt d’utiliser la proposition 4.2.8.
4.3 Le the´ore`me d’existence selon la me´thode
de la cate´gorie de Baire
On va montrer le the´ore`me d’existence 4.1.1. Pour ceci il suﬃt de montrer
la proprie´te´ d’approximation (voir de´ﬁnition 3.4.1).
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The´ore`me 4.3.1. Soit K ⊂ T un ensemble compact qui satisfait (4.3). Soit
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K} . Alors E et RcoE ont la proprie´te´








δ , ou` E
(a,b)
δ = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) = (a− δ, b− δ)} .
De´monstration. Nous allons ve´riﬁer les trois conditions de la proprie´te´ d’ap-
proximation :
1)Rco(Eδ) ⊂ intRcoE ∀ δ > 0 : Soit (a, b) ∈ K ﬁxe´. Suˆrement
E
(a,b)
δ ⊆ int Rco{ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) = (a, b)}
= {ξ ∈ R2×2 : λ1(ξ)λ2(ξ) < ab, λ2(ξ) < b}
⊆ int RcoE,
ce qui implique, si on passe a` l’union sur les points de K, que
Eδ ⊆ int RcoE .
De cette inclusion on tire alors que
RcoEδ ⊆ Rco(int RcoE) = int RcoE ,
parce que l’inte´rieur de RcoE est rang un convexe. En fait, soient ξ, ξ + A ∈
intRcoE, avec rg(A) = 1, c’est a` dire pour tout θ ∈ [0, max
(a,b)∈K
b]
λ1(ξ)λ2(ξ) + θ(λ2(ξ)− λ1(ξ)) < max
(a,b)∈K
ab + θ(b− a)
λ1(ξ + A)λ2(ξ + A) + θ(λ2(ξ + A)− λ1(ξ + A)) < max
(a,b)∈K
ab + θ(b− a) .
(4.16)
On veut montrer que
ξ + sA ∈ intRcoE, s ∈ [0, 1].
Suˆrement ξ + sA ∈ RcoE, parce que ξ, ξ + A ∈ RcoE. Or, supposons par





ab+θ(b−a) = λ1(ξ+sA)λ2(ξ+sA)+θ(λ2(ξ+sA)−λ1(ξ+sA)) . (4.17)
On peut supposer que θ = max
(a,b)∈K





ab + [ max
(a,b)∈K
b](b− a)
(comme vu dans la proposition 4.2.6) ; par conse´quent si on choisi θ = max
(a,b)∈K
b
dans (4.16) et dans (4.17) on a λ2(ξ), λ2(ξ + A) < max
(a,b)∈K
b et λ2(ξ + sA) =
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max
(a,b)∈K




b = λ2(ξ + sA) ≤ sλ2(ξ + A) + (1− s)λ2(ξ) < max
(a,b)∈K
b.





ab+ θ(b− a) = λ1(ξ+ sA)λ2(ξ+ sA)+ θ(λ2(ξ+ sA)−λ1(ξ+ sA)) .
En utilisant l’expression de la fonction Hθ de´ﬁnie dans la proposition 4.2.4, on
peut e´crire
Hθ(ξ + sA) = max
(a,b)∈K
ab + θ(b− a)− θ2 > 0.
Graˆce au fait que Hθ(ξ) est rang un convexe, d’apre`s la proposition 4.2.4
0 < Hθ(ξ + sA) ≤ sHθ(ξ + A) + (1− s)Hθ(ξ) ≤ max{Hθ(ξ),Hθ(ξ + A)} .
Sans perte de ge´ne´ralite´ on peut supposer que max{Hθ(ξ),Hθ(ξ+A)} = Hθ(ξ+
A) . Or, si Hθ(ξ +A) = 0 on a de´ja` une contradiction de l’ine´galite´ pre´ce´dente.
Si Hθ(ξ + A) > 0, on a, puisque ξ + A ∈ intRcoE




ab + θ(b− a)− θ2
et alors on a obtenu
Hθ(ξ + sA) = max
(a,b)∈K
ab+ θ(b− a)− θ2 ≤ Hθ(ξ +A) < max
(a,b)∈K
ab+ θ(b− a)− θ2
ce qui est une contradiction.
2)∀ ε > 0∃ δ0 = δ0(ε) > 0 : dist(η, E) ≤ ε ∀ η ∈ Eδ, δ ∈ [0, δ0] : Soit
η ∈ Eδ ; alors il existe (a, b) ∈ K tel que













. Alors on a que




dist(η,E) ≤ ‖η −A−1XB−1‖ → 0, δ → 0;
par ailleurs cette limite est uniforme par rapport a` η. On a donc ve´riﬁe´ la
deuxie`me condition.
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3)si η ∈ intRcoE alors η ∈ RcoEδ ∀ δ > 0 suﬃsamment petit : Il
suﬃt de montrer l’implication suivante, ou` (x, y) = (λ1(η), λ2(η)), graˆce au
the´ore`me 4.2.5 :
xy + θ(y − x) < max
(a,b)∈K




xy + θ(y − x) ≤ max
(a,b)∈K
(a− δ)(b− δ) + θ(b− a) ∀ θ ∈ [0, max
(a,b)∈K
b− δ] :





(a− δ)(b− δ) + θ(b− a) = max
(a,b)∈K
ab + θ(b− a)
uniforme´ment par rapport a` θ ∈ [0, max
(a,b)∈K
b] . On a que
| max
(a,b)∈K
(a− δ)(b− δ) + θ(b− a)− max
(a,b)∈K
ab + θ(b− a)|
≤ max
(a,b)∈K
|(a− δ)(b− δ) + θ(b− a)− ab− θ(b− a)|
≤ max
(a,b)∈K
δ(a + b + δ)→ 0, δ → 0
uniforme´ment par rapport a` θ ∈ [0, max
(a,b)∈K
b] . On a par conse´quent prouve´ la
troisie`me condition de la proprie´te´ d’approximation.
Le the´ore`me d’existence 4.1.1 suit tout de suite du re´sultat pre´ce´dent, graˆce
au the´ore`me 3.4.2.
4.4 La me´thode de l’inte´gration convexe de Gro-
mov
Dans cette section nous allons de´montrer le the´ore`me d’existence suivant :




(ai, bi), 0 < ai < bi, no ∈ N . (4.18)
Soit Ω ⊂ R2 un ouvert borne´. Soit ϕ ∈ C1(Ω,R2) telle que Dϕ ∈ int RcoE dans
Ω. Alors il existe une application u ∈W 1,∞(Ω,R2) solution de (4.1).
Nous allons utiliser le the´ore`me d’existence 3.5.2. Pour ceci nous allons uti-
liser l’enveloppe rang un convexe de l’ensemble E, selon la de´ﬁnition donne´e
par Sˇvera´k et Mu¨ller (on rappelle qu’on utilise la notation Rcos E). Il nous sera
utile le the´ore`me suivant :
The´ore`me 4.4.2. Soit K ⊂ T un ensemble compact qui satisfait (4.3). Soit
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K} .
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Alors, si m(θ) = max
(a,b)∈K
ab + θ(b− a)
RcosE =
{












De´monstration. On a prouve´ dans la section pre´ce´dente que PcoE = RcoE et
donc par de´ﬁnition de Rcos E (voir chapitre 3)
Rcos E ⊆ PcoE = RcoE ⊆ Rcos E ,
ce qui conclut la preuve graˆce au the´ore`me 4.2.5.
4.4.1 Approximation par l’inte´rieur
Dans cette section nous allons de´montrer que l’ensemble E, de´ﬁni par (4.2)
avec (4.18) admet une approximation par l’inte´rieur (voir de´ﬁnition 3.5.1). Ceci
sera utile pour pouvoir e´tablir le the´ore`me d’existence a` l’aide du the´ore`me 3.5.2.
On va e´tablir maintenant une proposition qui sera le point crucial de l’ap-
proximation par l’inte´rieur. On va construire des ensembles Vn ferme´s a` partir
desquels on de´ﬁnira, apre`s, les ensembles Un de l’approximation par l’inte´rieur.
De´ﬁnition 4.4.3. Soit εn = 1n . On de´ﬁnit les ensembles suivants :







(a,b) = {(x, y) ∈ R2 : a + εn − rn ≤ x ≤ a + εn,
ab− εn
a + εn
















On va de´montrer la proposition suivante :
Proposition 4.4.4. Soit E de´ﬁni comme





(ai, bi), avec 0 < ai < bi, n0 ∈ N.
Alors les ensembles Vn de´ﬁnis ci-dessus satisfont
1) Vn ⊆ int Rcos(Vn+1) ;
2) sup
X∈Vn
dist (X,E)→ 0 si n→ +∞ .
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La preuve de la premie`re condition sera la plus laborieuse. Pour cela on va
utiliser les deux lemmes suivants.
Lemme 4.4.5. Pour tout (a, b) ∈ K on a
max
(x,y)∈Rn(a,b)
xy + θ(y − x) < max
(x,y)∈Rn+1(a,b)
xy + θ(y − x), ∀ θ ∈ [0, max
(x,y)∈Rn+1(a,b)
y] .
De´monstration. Pour θ ≥ 0 la fonction f(x, y) = xy + θ(y − x) est de´rivable et
Df = (y − θ, x + θ) ne s’annule pas dans Rn(a,b), ce qui implique f atteint son
maximum sur le bord de Rn(a,b). Alors il est facile de voir que
max
(x,y)∈Rn(a,b)
xy + θ(y − x) = sup{α(a,b)n (θ), β(a,b)n (θ)}
ou`







− a− εn + rn
)








En n’e´crivant pas la de´pendance de αn, βn du point (a, b), on a que










βn(θ), θ ∈ [0, max
(x,y)∈Rn(a,b)
y]
αn(θ), θ ≥ max
(x,y)∈Rn(a,b)
y .
Pour montrer l’e´nonce´ du lemme on va prouver que














xy + θ(y − x) = βn(θ) < αn+1(θ) ≤ max
(x,y)∈Rn+1(a,b)
xy + θ(y − x) .







xy + θ(y − x) = αn(θ) < βn+1(θ) ≤ max
(x,y)∈Rn+1(a,b)
xy + θ(y − x)
c’est a` dire le re´sultat.
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Preuve de (4.20) Il faut montrer que












− a− εn+1 + rn+1
)
.
Par la line´airite´ en θ il suﬃt de ve´riﬁer cette ine´galite´ pour θ = 0 et pour
θ = max
(a,b)∈Rn(a,b)
b. Pour θ = 0 on obtient
ab− εn < ab− εn+1
a + εn+1
(a + εn+1 − rn+1) ,
ce qui implique la condition suivante sur rn :
rn ≤ (εn−1 − εn)(a + εn)
ab− εn ,
satisfaite par hypothe`se.
Pour θ = max
(x,y)∈Rn(a,b)









































et a + εn+1 − rn+1 ≥ 0
alors on a (4.20).
Preuve de (4.21) Il faut montrer que






− a− εn + rn
)







Par la line´airite´ il suﬃt de montrer cette ine´galite´ pour θ = max
(x,y)∈Rn(a,b)
y = ab−εna+εn
et pour θ = max
(x,y)∈Rn+1(a,b)











































alors on a le re´sultat.
Pour θ = max
(a,b)∈Rn+1(a,b)
b on obtient


















ce qui est e´quivalent a`























et a + εn − rn > 0
par le choix de rn, alors on a (4.21). On a donc prouve´ le re´sultat.
Lemme 4.4.6. Soit bn0 = max
(ai,bi)∈K
bi; supposons que bn0 > bi pour tout i =
1..n0 − 1. Alors
max
(x,y)∈Kn
xy + θ(y − x) < max
(x,y)∈Kn+1
xy + θ(y − x).







en fait il suﬃt de passer a` la limite dans chaque cote´ de l’ine´galite´ an0bn0−εnan0+εn >
aibi−εn
ai+εn
pour obtenir bn0 ≥ bi pour tout i ∈ {1..n0 − 1} ; graˆce au the´ore`me de











On va maintenant montrer l’ine´galite´ de l’e´nonce´. Pour ceci il est utile d’observer











xy + θ(y − x) ≥ max
(x,y)∈Rn(a,b)
xy + θ(y − x) .




xy + θ(y − x) = α(a,b)n (θ) .









α(a,b)n (θ) ≤ α(an0 ,bn0 )n (θ) :
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xy+θ(y−x) = α(a,b)n (θ) ≤ α(an0 ,bn0 )n (θ) ≤ max
(x,y)∈Rn(an0 ,bn0 )
xy+θ(y−x) .
Il faut alors prouver que


















Par la line´airite´, il suﬃt de montrer cette ine´galite´ pour θ = ab−εn+1a+εn+1 et pour
θ = an0bn0−εn+1an0+εn+1 . Si on remplace θ =
ab−εn+1
a+εn+1
et on passe a` la limite pour n→∞
on a
b2 ≤ an0(bn0 − b) + bbn0 ⇐⇒ an0(bn0 − b) ≥ b(b− bn0) .
Comme cette relation est ve´riﬁe´e avec l’ine´galite´ stricte, par le the´ore`me de la
permanence du signe on a le re´sultat. Si on remplace θ = an0bn0−εn+1an0+εn+1 et on
passe a` la limite pour n→∞ on a
a(b− bn0) + bn0b ≤ b2n0 ⇐⇒ bn0(bn0 − b) ≥ a(b− bn0) .
Comme cette relation est ve´riﬁe´e avec l’ine´galite´ stricte, par le the´ore`me de la
permanence du signe on a le re´sultat.











xy + θ(y − x) = max
(x,y)∈Rn(an0 ,bn0 )
xy + θ(y − x)
< max
(x,y)∈Rn+1(an0 ,bn0 )
xy + θ(y − x)
≤ max
(x,y)∈Kn+1
xy + θ(y − x) ,
ou` on a utilise´ le lemme pre´ce´dent pour e´crire la premie`re ine´galite´. On sait








, si (a, b) est un
point quelconque de K avec b < bn0 . En particulier on a montre´ ceci pour le
point (am, bm), ou` bm = min
(a,b)∈K
b et am = min
(a,bm)∈K
a. Cette conside´ration sera
utile dans la suite. En fait, soit bm = min
(a,b)∈K








En fait, si b = bm, il suﬃt de passer a` la limite pour obtenir bm ≤ b, ce qui est
ve´riﬁe´ avec l’ine´galite´ stricte ; le the´ore`me de la permanence du signe implique
l’ine´galite´ cherche´e. Si b = bm, alors
ambm − εn+1
am + εn+1
≤ abm − εn+1
a + εn+1
est e´quivalent a` am(bm +1) ≤ a(bm +1), ce qui est ve´riﬁe´ par de´ﬁnition de am.
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, c’est a` dire l’intervalle qui nous reste a` analyser









(a, b) ∈ K ﬁxe´. Suˆrement il existe (a, b) ∈ K tel que
max
(x,y)∈Kn
xy + θ(y − x) = max
(x,y)∈Rn(a,b)
xy + θ(y − x)





xy + θ(y − x) = max
(x,y)∈Rn(a,b)
xy + θ(y − x)
< max
(x,y)∈Rn+1(a,b)
xy + θ(y − x)
≤ max
(x,y)∈Kn+1
xy + θ(y − x) ,
ou` on a utilise´ le lemme pre´ce´dent pour e´crire la premie`re ine´galite´.
On peut maintenant de´montrer la proposition 4.4.4.
De´monstration. On va diviser la de´monstration en deux e´tapes dans lesquelles
on va e´tudier les deux conditions de l’e´nonce´ respectivement.
1)E´tude de la condition 1) : Il faut montrer que Vn ⊂ int RcosVn+1, c’est a` dire
max
(x,y)∈Kn
xy + θ(y − x) < max
(x,y)∈Kn+1
xy + θ(y − x). (4.22)
On va prouver qu’on peut se re´duire au cas ou` les points de K satisfont
les hypothe`ses du lemme pre´ce´dent. Avant de commencer on observe que si
bn0 = max
(a,b)∈K






















∀ (a¯, b¯) ∈ K : b¯ < bn0 ,














xy + θ(y − x) = max
(x,y)∈Kn
xy + θ(y − x). (4.23)
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Ceci sera suﬃsant pour montrer la condition 1 : en fait il nous permettra de
conside´rer seulement les points de K˜n, c’est a` dire les points qui ve´riﬁent les
hypothe`ses du lemme pre´ce´dent, dans lequel on a de´ja` prouve´ l’ine´galite´ (4.22).






xy + θ(y − x) ≤ max
(x,y)∈Rn(an0 ,bn0 )
xy + θ(y − x) . (4.24)
Ceci implique que le max
(x,y)∈Kn
xy + θ(y − x) n’est jamais atteint dans Rn(a,bn0 ) :
par conse´quent on peut ne pas conside´rer ces points pour montrer (4.22).
Plus pre´cise´ment on prouvera, selon les notations du lemme 4.4.5 que
β
(a,bn0 )








n (θ) ≤ β(an0 ,bn0 )n (θ) ≤ max
(x,y)∈Rn(an0 ,bn0 )
xy + θ(y − x)
α
(a,bn0 )
n (θ) ≤ α(an0 ,bn0 )n (θ) ≤ max
(x,y)∈Rn(an0 ,bn0 )
xy + θ(y − x)
et donc (4.24).























Par line´airite´ il suﬃt de prouver cette relation pour θ = 0 et pour θ = an0bn0−εn+1an0+εn+1 .
Si on remplace θ = 0 et on passe a` la limite on obtient
abn0 ≤ an0bn0 :
comme ceci est une relation vraie avec l’ine´galite´ stricte, le the´ore`me de la
permanence du signe implique le re´sultat.

























ce qui est vrai, parce que a < an0 ,
abn0 − εn
a + εn





− an0bn0 − εn+1
an0 + εn+1
,








On a donc prouve´ (4.25).
Preuve de (4.26). Il faut prouver que



















Par line´airite´ il suﬃt de prouver cette relation pour θ = 0 et pour θ = an0bn0−εn+1an0+εn+1 .
Si on remplace θ = 0 et on passe a` la limite on obtient
abn0 ≤ an0bn0 :
comme ceci est une relation vraie avec l’ine´galite´ stricte par le the´ore`me de la
permanence du signe on a le re´sultat. Pour θ = an0bn0−εn+1an0+εn+1 on obtient
























ce qui est vrai, parce que a < an0 ,
abn0 − εn
a + εn















On a donc prouve´ (4.23) et par conse´quent, graˆce au lemme pre´ce´dent, la
premie`re condition de la proposition.
2)E´tude de la condition 2) :
Soit ξ ∈ Vn ; alors il existe (a, b) ∈ K tel que (λ1(ξ), λ2(ξ)) ∈ Rn(a,b). Suˆrement
(an, bn) = (a− λ1(ξ), a− λ2(ξ))→ 0, n→∞,
uniforme´ment par rapport a` ξ. En fait, comme rn < εn, alors a + εn − rn > a ;
par conse´quent, puisque a− εn − rn ≤ λ1(ξ) ≤ a− εn alors
|an| ≤ |a− (a + εn)| → 0, n→∞
inde´pendamment de ξ. Pour bn on a, comme ab−εna+εn − rn ≤ λ2(ξ) ≤ ab−εna+εn ,
|bn| ≤
∣∣∣∣b− ab− εna + εn + rn
∣∣∣∣→ 0
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. Alors on a que
‖ξ −A−1XB−1‖ = ‖AξB −AA−1XB−1B‖ = ‖AξB −X‖ =
√
a2n + b2n .
Ceci implique que
dist(ξ, E) ≤ ‖ξ −A−1XB−1‖ → 0
uniforme´ment par rapport a` ξ. On a donc ve´riﬁe´ la deuxie`me condition.
The´ore`me d’existence d’une approximation par l’inte´rieur
On va maintenant montrer le the´ore`me d’existence d’une approximation par
l’inte´rieur pour E.
The´ore`me 4.4.7. Soit E de´ﬁni par (4.2) avec (4.18). Alors E admet une
approximation par l’inte´rieur.
De´monstration. On va diviser la de´monstration en trois e´tapes : dans la premie`re
on va de´ﬁnir les ensembles Un a` l’aide des ensembles Vn que nous avons de´ﬁnis
dans la section pre´ce´dente. Dans les autres e´tapes on va ve´riﬁer les deux condi-
tions de l’approximation par l’inte´rieur respectivement.
E´tape 1) Soient Vn les ensembles de´ﬁnis dans la section pre´ce´dente. On pose
Un = int(Vn) .
Avant de de´montrer l’approximation par l’inte´rieur on observe banalement que
Un est ouvert. Par ailleurs, Un = Vn, c’est a` dire
Vn = intVn.
En fait suˆrement int Vn ⊆ Vn et donc intVn ⊆ Vn. On va maintenant prouver
l’inclusion inverse. Soit ξ ∈ Vn. Alors (λ1(ξ), λ2(ξ)) ∈ Kn. Ceci implique que
(λ1(ξ), λ2(ξ)) ∈ intKn ou (λ1(ξ), λ2(ξ)) ∈ ∂Kn. Dans le premier cas, graˆce a` la
continuite´ de la fonction η → (λ1(η), λ2(η)) on a que ξ ∈ intVn. Dans le deuxie`me
cas il existe une suite (xm, ym) ∈ intKn telle que (xm, ym) → (λ1(ξ), λ2(ξ)) si
























∈ int Vn qui est isotrope (c.f.. Appendice) ; ceci implique
que ξ ∈ intVn et donc
Vn ⊆ intVn .
On va maintenant de´montrer la premie`re condition de l’approximation par
l’inte´rieur.
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E´tape 2) Pour ce qui concerne la premie`re condition de l’approximation par
l’inte´rieur on a, graˆce a` la proposition 4.4.4,
Un ⊂ Vn ⊆ int Rcos Vn+1 = int Rcos(Un+1);
On va maintenant ve´riﬁer que
int RcosVn+1 = int RcosUn+1 ⊆ Rcos Un+1 : (4.27)
ceci impliquera que
Un ⊂ Rcos Un+1 ,
c’est a` dire la premie`re condition de l’approximation par l’inte´rieur sera satis-
faite.
Or, soit ξ ∈ intRcos Vn+1. On rappelle que
Vn+1 = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ) ∈ Kn+1} .
On montrera
ξ ∈ RcosV˜n+1 ,
ou` V˜n+1 est un ensemble de´ﬁni par
V˜n+1 = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K˜n+1} ,
a` partir d’un certain compact K˜n+1 ⊂ intKn+1. Ceci implique que V˜n+1 ⊆
intVn+1, par la continuite´ de la fonction ξ → (λ1(ξ), λ2(ξ)). Par conse´quent,
graˆce a` la de´ﬁnition de Rcos(intVn+1)




RcosC = Rcos(intVn+1) = Rcos(Un+1) .
On pose par simplicite´ (λ1(ξ), λ2(ξ)) = (x, y) . Comme ξ ∈ intRcos Vn+1, on a
que pour tout θ ∈ [0, max
(a,b)∈Kn+1
b]
xy + θ(y − x) < max
(a,b)∈Kn+1
ab + θ(b− a) .




xy + θ(y − x) ≤ max
(a,b)∈K˜n+1
ab + θ(b− a) .






n+1 ) = {(x, y) ∈ R2 : a + εn − rn + λ ≤ x ≤ a + εn − λ,
ab− εn
a + εn
− rn + λ ≤ y ≤ ab− εn
a + εn
− λ} .
On a que K˜λn+1 ⊂ intKn+1 parce que dλ(R(a,b)n+1 ) ⊂ intR(a,b)n+1 , et R(a,b)n+1 ont




xy + θ(y − x) = sup
(a,b)∈K
sup{α(a,b)n,λ (θ), β(a,b)n,λ (θ)}
































Or, pour montrer le re´sultat il suﬃt de montrer que pour λ→ 0
max
(a,b)∈K˜λn+1
ab + θ(b− a)→ max
(a,b)∈Kn+1
ab + θ(b− a)
uniforme´ment par rapport a` θ. Pour ceci on montrera que
α
(a,b)
n+1,λ(θ)→ α(a,b)n+1 (θ), β(a,b)n+1,λ(θ)→ β(a,b)n+1 (θ)
uniforme´ment par rapport a` θ. On a que
|α(a,b)n+1,λ(θ)−α(a,b)n+1 (θ)| =
∣∣∣∣−λ(a + εn − rn+1) + λab + εn+1a + εn+1 − λ2 − 2θλ
∣∣∣∣ ≤ λC → 0
uniforme´ment par rapport a` θ. On peut faire le meˆme raisonnement et montrer
que β(a,b)n+1,λ(θ)→ β(a,b)n+1 (θ) uniforme´ment par rapport a` θ.
E´tape 3) Pour la deuxie`me condition on a
0 ≤ sup
X∈Un
dist (X,E) ≤ sup
X∈Un
dist (X,E) = sup
X∈Vn
dist (X,E) .
Par la proposition 4.4.4, sup
X∈Vn
dist (X,E)→ 0, si n→ 0. Par conse´quent
sup
X∈Un
dist (X,E)→ 0, n→∞
et donc aussi la deuxie`me condition de l’approximation par l’inte´rieur est satis-
faite.
4.4.2 The´ore`me d’existence
Ce que nous allons faire dans cette section est montrer le the´ore`me 4.4.1 a`
l’aide du the´ore`me 3.5.2.
Avant de montrer le the´ore`me 4.4.1 pour une fonction ϕ quelconque, nous
allons le montrer dans le cas ou` ϕ est une fonction aﬃne.
The´ore`me 4.4.8. Soit Ω un ouvert borne´ de R2. Soit E l’ensemble de´ﬁni par
(4.2) avec (4.18). Soit ξ ∈ R2×2 telle que ξ ∈ int RcosE. Soit ϕ : Ω → R2
une application telle que Dϕ = ξ dans Ω. Alors il existe une application u ∈
W 1,∞(Ω,R2) solution de (4.1).
Pour prouver ce the´ore`me d’existence il nous sera utile la proposition sui-
vante.
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Proposition 4.4.9. Soit E l’ensemble de´ﬁni par (4.2) avec (4.18). Soit ξ ∈
int RcosE. Alors il existe une suite Un approximation par l’inte´rieur pour E
telle que ξ ∈ U1.
Dans la de´monstration on va utiliser le lemme suivant.
Lemme 4.4.10. Soit E l’ensemble de´ﬁni par (4.2) avec (4.18). Soit ξ ∈ int RcosE.
Soit Vn la suite d’ensembles de´ﬁnie dans la section pre´ce´dente. Alors il existe
N = N(ξ) ∈ N tel que ξ ∈ int Rcos VN .
De´monstration. On pose (λ1(ξ), λ2(ξ)) = (x, y). Il faut montrer que si
xy + θ(y − x) < max
(a,b)∈K
ab + θ(b− a) ∀ θ ∈ [0, max
(x,y)∈K
y]
alors il existe N = N(x, y) tel que, si Kn est la suite d’ensemble de´ﬁnie dans
4.4.3
xy + θ(y − x) < max
(a,b)∈KN
ab + θ(b− a) ∀ θ ∈ [0, max
(a,b)∈KN
b] . (4.28)








ab + θ(b− a)→ max
(a,b)∈K
ab + θ(b− a) (4.29)
uniforme´ment par rapport a` θ ∈ [0, max
(x,y)∈K
y]. On a vu que
max
(a,b)∈Kn
ab + θ(b− a) = sup
(a,b)∈K
sup{α(a,b)n (θ), β(a,b)n (θ)} .
ou`







− a− εn + rn
)










sup{α(a,b)n (θ), β(a,b)n (θ)} − max
(a,b)∈K
ab + θ(b− a)|
≤ sup
(a,b)∈K
| sup{α(a,b)n (θ), β(a,b)n (θ)} − ab− θ(b− a)| .
Comme K est compose´ par un nombre ﬁni d’e´le´ments, il suﬃt de montrer que
pour tout (a, b) ∈ K ﬁxe´ on a
| sup{α(a,b)n (θ), β(a,b)n (θ)} − ab− θ(b− a)| → 0 (4.30)
uniforme´ment par rapport a` θ. Pour montrer (4.30) on montrera que
|α(a,b)n (θ)− ab− θ(b− a)| → 0
|β(a,b)n (θ)− ab− θ(b− a)| → 0
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− a− εn + rn
qn = (a + εn − rn) ab− εn
a + εn
on a que αn(θ) = mnθ+ qn. On remarque que qn → ab et mn → b− a. Ceci est





|α(a,b)n (θ)− ab− θ(b− a)| ≤ |mn − b + a||θ|+ |qn − ab|
≤ |mn − b + a|[ max
(x,y)∈K
y] + |qn − ab| → 0 .
On a donc prouve´ le re´sultat. Avec la meˆme me´thode on peut montrer la
deuxie`me limite.
Lemme 4.4.11. Soit U un ensemble isotrope ouvert et borne´ contenu dans
R2×2. Alors














Rcos V . En utilisant la
















parce que la famille d’ensembles compacts V ⊂ U est plus large que la famille
d’ensembles compacts isotropes V ⊂ U.







Rcos V . (4.31)




RV S est un ensemble isotrope borne´ contenu dans U. Par
ailleurs on voit facilement qu’il est ferme´. Cette remarque est utile pour montrer
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Pour ceci il suﬃt de suivre le meˆme raisonnement qu’on a fait pour de´montrer
l’e´galite´ 1).
Corollaire 4.4.12. Soit U un ensemble isotrope ouvert et borne´ contenu dans
R2×2. Alors RcoU = Rcos U = PcoU .
De´monstration. On montrera que Rcos U = PcoU et apre`s RcoU = PcoU.












Or, pour prouver l’identite´ RcoU = PcoU il suﬃt de prouver que PcoU ⊆
RcoU . Si ξ ∈ PcoU , alors par la proposition 3.2.5 il existe V ⊂ U compact et
isotrope tel que ξ ∈ PcoV . Par la proposition 4.2.10 ξ ∈ RcoV ⊂ PcoU .
On peut maintenant de´montrer la proposition 4.4.9.
De´monstration. Soit {Un} la suite d’ensembles de´ﬁnis dans la section pre´ce´dente.
Tout d’abord on observe que pour tout N ∈ N ﬁxe´ la suite
Rcos UN , UN+1, ...
est une approximation par l’inte´rieur pour E. En fait par de´ﬁnition d’approxi-
mation par l’inte´rieur UN ⊂ Rcos UN+1. Si on passe a` l’enveloppe rang un
convexe on obtient Rcos UN ⊂ Rcos Rcos UN+1 = RcoRcos UN+1 (la dernie`re
e´galite´ suit du fait que Rcos UN+1 est ouvert et du corollaire pre´ce´dent) ; puisque
Rcos UN+1 est un ensemble rang un convexe, alors RcoRcos UN+1 = Rcos UN+1.
Les autres ensembles a` partir de UN+1 ve´riﬁent la premie`re condition de l’ap-
proximation par l’inte´rieur, pour ce qu’on a montre´ dans la section pre´ce´dente.
Alors
Rcos UN , UN+1, ...
ve´riﬁe la premie`re condition de l’approximation par l’inte´rieur. La deuxie`me
condition est suˆrement satisfaite.
Or, soit ξ ∈ int RcosE. Alors, graˆce au lemme 4.4.10, il existe N = N(ξ) ∈ N
tel que ξ ∈ int Rcos VN . Pour ce qu’on a montre´ dans l’e´tape 2 du the´ore`me
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4.4.7 (voir inclusion (4.27)) ξ ∈ Rcos UN . Ceci implique que ξ appartient au
premier ensemble de la suite
Rcos(UN ), UN+1, ...
qui est une approximation par l’inte´rieur pour E.
La proposition pre´ce´dente nous permet alors d’e´tablir le the´ore`me d’existence
4.4.8 a` l’aide du the´ore`me 3.5.2.
On peut de´montrer aussi le the´ore`me d’existence 4.4.1, comme corollaire
du the´ore`me pre´ce´dent. On utilisera le the´ore`me suivant e´tabli par Dacorogna-
Marcellini dans [12] (corollaire 10.11).
The´ore`me 4.4.13. Soit Ω un ouvert de Rn et A un ouvert de Rm×n. Soit
ϕ ∈ C1(Ω,Rm) ∩W 1,∞(Ω,Rm) avec
Dϕ(x) ∈ A,∀ x ∈ Ω.
Alors il existe une fonction v ∈W 1,∞(Ω,Rm) telle que
1) v est aﬃne par morceaux sur Ω;
2) v = ϕ sur ∂Ω;
3) Dv ∈ A p.p. dans Ω.
De´monstration. Soit ϕ ∈ C1(Ω¯,R2). On de´ﬁnit l’ouvert A comme
A = {ξ ∈ R2×2 : λ2(ξ) < σ(λ1(ξ))}
ou` σ est la fonction de´ﬁnie par (4.5) pour l’ensemble E. Graˆce au the´ore`me
pre´ce´dent applique´ a` ϕ et A, il existe une application v ∈W 1,∞(Ω,R2) telle que
v = ϕ sur ∂Ω, Dv = constante = ci sur Ωi,
⋃
i
Ωi = Ω et ci appartient a` A. On
sait re´soudre le proble`me{
Du ∈ E p.p. dans Ωi
u(x) = v(x) x ∈ ∂Ωi
sur chaque Ωi graˆce au the´ore`me 4.4.8. Soit ui la solution sur Ωi. Alors l’appli-
cation de´ﬁnie comme u = ui sur Ωi appartient a` W 1,∞(Ω,R2) et elle resou le
proble`me (4.1).
4.5 Une repre´sentation plus explicite de RcoE
Dans cette section nous allons e´crire plus explicitement la formule de l’en-
veloppe rang un convexe d’un ensemble E de´ﬁni par (4.2) ou` K compose´ par
un nombre ﬁni de points. On rappelle que Dacorogna-Marcellini [12] (the´ore`me
7.18) ont montre´ la formule dans le cas ou` K est compose´ par un point, et
Cardaliaguet-Tahraoui [7] l’ont donne´e pour un K avec deux points. Nous al-
lons donner la formule ge´ne´rale pour un K compose´ par n0 points. Comme la
repre´sentation est peut eˆtre un peu complique´e, nous allons donner un exemple
signiﬁcatif pour un K compose´ par trois points (voir exemple (4.5.8)) .
On passe maintenant a` expliquer les notations utilise´es dans cette section :
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De´ﬁnition 4.5.1. Soient (ai, bi) et (aj , bj) ∈ R2+ tels que ai, aj > 0, aibi > ajbj
et bj − aj > bi − ai ≥ 0. Alors on de´ﬁnit
θ(i, j) =
aibi − ajbj
bj − aj − (bi − ai) .
Remarque 4.5.2. D’un point de vue ge´ome´trique θ(i, j) repre´sente l’abscisse
du point d’intersection entre les droites γi(θ) = aibi + θ(bi − ai) et γj(θ) =
ajbj + θ(bj − aj) .
Remarque 4.5.3. Soient γi(θ) = aibi + θ(bi − ai) pour i = 1, 2, 3 telles que
b3 − a3 > b2 − a2 > b1 − a1 ≥ 0 et a1b1 > a2b2 > a3b3 > 0. Il y a deux
possibilite´s : θ(1, 2) ≤ θ(1, 3) ou θ(1, 2) ≥ θ(1, 3). On voit facilement que
si θ(1, 2) ≤ θ(1, 3) alors θ(1, 2) ≤ θ(1, 3) ≤ θ(2, 3);
si θ(1, 3) ≤ θ(1, 2) alors θ(2, 3) ≤ θ(1, 3) ≤ θ(1, 2) .
Ce raisonnement implique qu’il y a seulement deux possibilite´s :
1) θ(1, 2) ≤ θ(1, 3) ≤ θ(2, 3) ou
2) θ(2, 3) ≤ θ(1, 3) ≤ θ(1, 2) .
Par conse´quent dans le cas 1)(cf. premier graphique)
sup{γi(θ), θ ≥ 0} =


γ1(θ) ∀ θ ∈ [0, θ(1, 2)]
γ2(θ) ∀ θ ∈ [θ(1, 2), θ(2, 3)]
γ3(θ) ∀ θ ≥ θ(2, 3) .
Dans le cas 2)(cf. deuxie`me graphique)
sup{γi(θ), θ ≥ 0} =
{
γ1(θ) ∀ θ ∈ [0, θ(1, 3)]
γ3(θ) ∀ θ ≥ θ(1, 3) ,
c’est a` dire que le premier morceau line´aire de la fonction sup{γi(θ), θ ≥ 0} est



















Cette remarque est valable aussi dans le cas ou` on veut calculer sup{γi(θ), θ ≥ θ¯}
si les droites γj , j = 1, 2, 3 satisfont γ1(θ¯) ≥ γ2(θ¯) ≥ γ3(θ¯) et b3−a3 > b2−a2 >
b1 − a1. En fait, conside´rons la fonction g(θ) = γ1(θ)− γ2(θ). Comme g(θ¯) > 0
et g est de´croissante, il existe un point θ0 tel que θ0 > θ¯ et g(θ0) = 0. Par la
line´airite´ de g on a que g(θ) > 0 pour tout θ < θ0 et g(θ) ≤ 0 pour tout θ ≥ θ0.
En particulier g(0) > 0, c’est a` dire a1b1 > a2b2. Avec la meˆme me´thode on a
que a2b2 > a3b3. On se retrouve alors dans les hypothe`ses de l’e´tude pre´ce´dente.
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Pour la repre´sentation de RcoE, il nous sera utile le lemme suivant ou` on
va e´tudier la fonction m(θ) = max
(a,b)∈K
ab + θ(b− a).
Lemme 4.5.4. Soit K =
n0⋃
i=1
(ai, bi), 0 < ai ≤ bi. Soient bk0 = max{bi}, a1b1 =
max{aibi}. Soient
θ(1, 2) = min{θ(1, j) ∀ j = 1, ..n0 : bj − aj ≥ b1 − a1, θ(1, j) ≤ bk0}
θ(2, 3) = min{θ(2, j) ∀ j = 2, ..n0 : bj − aj ≥ b2 − a2, θ(2, j) ≤ bk0}
...
θ(k0 − 1, k0) = min{θ(k0 − 1, j) ∀ j = k0 − 1, ..n0 :
bj − aj ≥ bk0−1 − ak0−1, θ(k0 − 1, j) ≤ bk0} .
Supposons aussi que
b1 − a1 = max{bj − aj , ajbj = a1b1};
b2 − a2 = max{bj − aj , θ(1, 2) = θ(1, j) ≤ bk0};
...
bk0 − ak0 = max{bj − aj , θ(k0 − 1, k0) = θ(k0 − 1, j) ≤ bk0}.
Alors pour tout θ ∈ [0, bk0 ]
max
(a,b)∈K
ab + θ(b− a) =


γ1(θ), θ ∈ [0, θ(1, 2)]
...
γk0(θ), θ ∈ [θ(k0 − 1, k0), bk0 ] .
De´monstration. Pour montrer la formule de l’e´nonce´ on va expliciter la fonction
m(θ) = max
(a,b)∈K
ab + θ(b − a). Avant de commencer on remarque que m(θ) est
une fonction line´aire par morceaux, comme K est compose´ par un nombre ﬁni
de points. Par ailleurs elle est convexe et croissante.
On peut maintenant e´tudier la fonction m : on va diviser l’analyse en pas,
et dans chacun on va e´tudier un morceau line´aire de m.
Pas 1) : Comme a1b1 ≥ aibi, pour tout i ∈ {1, .., n0} alors le premier morceau
line´aire sera de´ﬁni par γ1 par le the´ore`me de la permanence du signe. Or, soit
γj une droite telle que bj − aj > b1 − a1 (par convexite´ on conside`re seulement
ces droites). Cette droite ve´riﬁe
γ1(θ) ≥ γj(θ)
si et seulement si 0 ≤ θ ≤ θ(1, j). L’hypothe`se sur θ(1, 2) nous assure qu’il
existe une droite, γ2, telle que b2 − a2 > b1 − a1 et telle que l’abscisse du
point d’intersection avec γ1 appartient a` [0, bk0 ]. La remarque 4.5.3 avec cette
hypothe`se entraˆınent que m et e´gale a`
· γ1(θ) pour tout θ ∈ [0, θ(1, 2)] .
On va maintenant e´tudier le deuxie`me morceau line´aire de m.
Pas 2) : La remarque 4.5.3 et les hypothe`ses sur θ(1, 2) nous permettent de dire
que m est e´gal a` γ2(θ) pour tout θ dans un intervalle du type [θ(1, 2), θ¯]. On va
maintenant e´tudier θ¯. Or, e´tudions l’ine´galite´ γ2(θ) ≥ γj(θ). Par convexite´ on
conside`re seulement les droites γj telles que bj − aj > b2 − a2. De cette e´tude
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on tire que les droites candidates pour un troisie`me morceau line´aire sont les
droites γj : bj−aj > b2−a2 et θ(2, j) ≤ bk0 . On observe que ces droites ve´riﬁent
γ2(θ(1, 2)) ≥ γj(θ(1, 2)).
Or, la remarque 4.5.3 applique´e pour tout θ ≥ θ(1, 2) aux droites γj : bj − aj >
b2 − a2 et θ(2, j) ≤ bk0 et l’hypothe`se sut θ(2, 3) impliquent que m est e´gale a` :
· γ1(θ) pour tout θ ∈ [0, θ(1, 2)]
· γ2(θ) pour tout θ ∈ [θ(1, 2), θ(2, 3)] .
Par ite´ration on peut montrer le lemme. Le dernier morceau line´aire sera
γk0(θ) pour tout θ ∈ [θ(k0 − 1, k0), bk0 ]. En fait par le pas pre´ce´dent m(θ) =
γk0(θ) si θ ∈ [θ(k0 − 1, k0), θ¯] pour un certain θ¯ > θ(k0 − 1, k0). Supposons par
contradiction que dans [θ(k0 − 1, k0), bk0 ] il existe un autre morceau line´aire,
donne´ par γ¯(θ) = a¯b¯ + θ(b¯ − a¯). Suˆrement b¯ − a¯ > bk0 − ak0 . Alors on peut
dire que γ¯(bk0) > γk0(bk0), c’est a` dire γ¯(bk0) > b
2
k0
(comme on a vu dans la
proposition 4.2.6). Par le the´ore`me de la permanence du signe applique´ a` la
fonction γ¯(θ) − θ2 on a que γ¯(θ) > θ2 pour tout θ ∈ [bk0 , θ0] pour un certain
θ0 > bk0 , ce qui est absurde, puisque max
(x,y)∈K
xy+θ(y−x) < θ2 pour tout θ > bk0 ,
comme on a vu dans la proposition 4.2.6.
On va maintenant e´noncer la the´ore`me de repre´sentation de RcoE. On rap-
pelle que, comme on a vu dans la section isopreliminaires,
RcoE = {ξ ∈ R2×2 : λ2(ξ) ≤ σ(λ1(ξ))}
ou` σ est la fonction de´ﬁnie par 4.5. Ce qu’on va faire sera expliciter la fonction
σ.
The´ore`me 4.5.5. Soit




(ai, bi), 0 < ai ≤ bi. Soient bk0 = max{bi}, a1b1 = max{aibi}. Soient
θ(1, 2) = min{θ(1, j) ∀ j = 1, ..n0 : bj − aj ≥ b1 − a1, θ(1, j) ≤ bk0}
θ(2, 3) = min{θ(2, j) ∀ j = 2, ..n0 : bj − aj ≥ b2 − a2, θ(2, j) ≤ bk0}
...
θ(k0 − 1, k0) = min{θ(k0 − 1, j) ∀ j = k0 − 1, ..n0 :
bj − aj ≥ bk0−1 − ak0−1, θ(k0 − 1, j) ≤ bk0} .
Supposons aussi que
b1 − a1 = max{bj − aj , ajbj = a1b1};
b2 − a2 = max{bj − aj , θ(1, 2) = θ(1, j) ≤ bk0};
...
bk0 − ak0 = max{bj − aj , θ(k0 − 1, k0) = θ(k0 − 1, j) ≤ bk0}.






θ(j − 1, j)x + ajbj + θ(j − 1, j)(bj − aj)
x + θ(j − 1, j)
}
.
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Remarque 4.5.6. On peut toujours supposer les hypothe`ses du the´ore`me pre´ce´dent,
a` une permutation pre`s de K.
Remarque 4.5.7. On observe que ce re´sultat ge´ne´ralise celui de [7] (cf. pro-
position 6.8) pour un K compose´ par deux e´le´ments. En fait, soit
K = {(a1, b1), (a2, b2)}.
Supposons sans perte de ge´ne´ralite´ que a1b1 > a2b2. Alors il peut y avoir deux
cas :
a) : b1 ≥ b2 ;
b) : b2 > b1 ;
On va e´tudier le cas a) : b1 ≥ b2. Dans ce cas on peut avoir que b2 − a2 <
















On peut maintenant e´tudier le cas b) : b2 > b1 : ne´cessairement a1 > a2.







θ(1, 2)x + a1b1 + θ(1, 2)(b1 − a1)
x + θ(1, 2)
}
.
En re´sumant, si on suppose, a1 ≥ a2 on obtient trois diﬀe´rents cas :
de l’e´tude pre´ce´dent, sous l’hypothe`se a1b1 > a2b2 on a deux cas :






θ(1, 2)x + a1b1 + θ(1, 2)(b1 − a1)
x + θ(1, 2)
}
.








Maintenant il faut e´tudier le cas a1 ≥ a2 et a1b − 1 ≤ a2b2. En re´crivant
l’e´tude pre´ce´dent en appelant (a1, b1)(a2, b2) et vice-versa, on obtient le cas








En re´sumant on a, si on suppose a1 ≥ a2,






θ(1, 2)x + a1b1 + θ(1, 2)(b1 − a1)
x + θ(1, 2)
}
.
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qui correspondent au trois cas de [7] (cf. proposition 6.8).







On va diviser l’e´tude de cette fonction en x = 0 et x > 0.








Or, si γj est un morceau line´aire qui compose m(θ) on pose
l(θ) =
ajbj + θ(bj − aj)
θ
.
Cette fonction est monotone et donc elle atteint son minimum sur les extreˆmes





ajbj + θ(j − 1, j)(bj − aj)
θ(j − 1, j) , j = 2, .., k0 − 1
}
.





θx + ajbj + θ(bj − aj)
x + θ
On pose l(θ) = θx+ajbj+θ(bj−aj)x+θ . On remarque que l(θ) est monotone et donc
l(θ) atteint son inf sur les extreˆmes de l’intervalle ou` elle est de´ﬁnie, c’est a`






θ(1, 2)x + a1b1 + θ(1, 2)(b1 − a1)
x + θ(1, 2)
,
θ(j − 1, j)x + ajbj + θ(j − 1, j)(bj − aj)
x + θ(j − 1, j) , j = 2..k0 − 1
θ(j, j + 1)x + ajbj + θ(j, j + 1)(bj − aj)
x + θ(j, j + 1)
, j = 2..k0 − 1
θ(k0 − 1, k0)x + ak0bk0 + θ(k0 − 1, k0)(bk0 − ak0)
x + θ(k0 − 1, k0) , bk0
}
.
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θ(j, j + 1)x + ajbj + θ(j, j + 1)(bj − aj)
x + θ(j, j + 1)
, j = 1..k0 − 1
}
.




θ(j, j + 1)x + ajbj + θ(j, j + 1)(bj − aj)
x + θ(j, j + 1)




σ(x) = σ(0) par la continuite´ de σ. On a donc trouve´ la formule de
l’e´nonce´.
Exemple 4.5.8. On veut calculer l’enveloppe rang un convexe de l’ensemble
E = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ K}
ou` K est compose´ par trois e´le´ments (ai, bi), i = 1, 2, 3 qui satisfont les condi-
tions suivantes :
a1b1 > a2b2 > a3b3, b3 > max{b1, b2}.
Il suﬃt de calculer la fonction σ(x). On remarque que b3 − a3 ≥ b1 − a1, parce
que a1b1 > a3b3 et b3 > b1 impliquent que a3 ≤ a1 et donc b3 − a3 ≥ b1 − a1.
On va diviser l’e´tude en deux cas :
b2 − a2 ≤ b1 − a1;
b2 − a2 > b1 − a1 .
Dans le premier cas, c’est a` dire b2 − a2 ≤ b1 − a1, il n’existe pas un point
d’intersection entre γ1 et γ2 dans R2+. Par contre il existe un point d’intersection






xθ(1, 3) + a3b3 + θ(1, 3)(b3 − a3)
x + θ(1, 3)
}
.
Dans le deuxie`me cas, c’est a` dire b2 − a2 > b1 − a1, on va distinguer deux
possibilite´s :
b3 − a3 > b2 − a2 > b1 − a1;
b2 − a2 > b3 − a3 > b1 − a1 .
On note tout de suite que le dernier cas, c’est a` dire b2− a2 > b3− a3 > b1− a1
est impossible, parce que les hypothe`ses a2b2 > a3b3 et b3 > b2 impliquent que
a2 > a3 et b3 > b2. On va alors e´tudier l’unique cas possible, c’est a` dire b3 −
a3 > b2 − a2 > b1 − a1. On remarque que le point d’intersection entre γ1 et
γ3 satisfait θ(1, 3) ≤ b3. Graˆce au the´ore`me pre´ce´dent on peut alors dire que si






xθ(j, j + 1) + ajbj + θ(j, j + 1)(bj − aj)
x + θ(j, j + 1)
, j = 1, 2
}
.






xθ(1, 3) + a1b1 + θ(1, 3)(b1 − a1)










xθ(1, 3) + a3b3 + θ(1, 3)(b3 − a3)
x + θ(1, 3)
}






xθ(j, j + 1) + ajbj + θ(j, j + 1)(bj − aj)
x + θ(j, j + 1)
, j = 1, 2
}
,
si b2 − a2 > b1 − a1 et θ(1, 2) < θ(1, 3) .
4.6 Appendice
Cette section est divise´e en trois parties. Dans la premie`re on va rappeler la
de´ﬁnition des valeurs singulie`res d’une matrice de R2×2 et certaines des leurs
proprie´te´s. Dans la deuxie`me on va e´tablir deux propositions sur les ensembles
isotropes (dont on va donner la de´ﬁnition apre`s). Enﬁn dans la troisie`me on
va montrer que l’e´quivalence entre rang un convexite´ et polyconvexite´, qui est
vraie pour les ensembles isotropes compacts de R2×2, n’est pas valable pour les
fonctions isotropes : on donnera en fait un exemple de fonction isotrope rang
un convexe non polyconvexe.
4.6.1 Valeurs singulie`res
Si A est une matrice de R2×2, on de´note par λ1(A) ≤ λ2(A) les valeurs
propres de la matrice
√
AAt. On rappelle que
λ1(A) = 12
[√‖A‖2 + 2|det(A)| −√‖A‖2 − 2|det(A)|]
λ2(A) = 12
[√‖A‖2 + 2|det(A)|+√‖A‖2 − 2|det(A)|] .
On remarque que les fonctions λi(ξ), i = 1, 2 sont continues.
Par ailleurs ([20] page 144) on a la proposition suivante :
Proposition 4.6.1. Soit A ∈ R2×2. Alors
1) [λ1(A)]2 + [λ2(A)]2 = ‖A‖2 , λ1(A)λ2(A) = |detA| ,
2) ∃ U, V ∈ O(2) etD = diag(λ1(A), λ2(A)) telles que A = UDV .
On rappelle aussi cette proprie´te´ (voir [20], the´ore`me 3.3.16) :
Proposition 4.6.2. La fonction ξ → λ2(ξ) est une norme sur R2×2.
4.6.2 Ensembles isotropes
De´ﬁnition 4.6.3. Un ensemble W ⊂ R2×2 est isotrope si RWS = W pour
toute matrice R,S ∈ O(2).
Remarque 4.6.4. Un ensemble isotrope W de R2×2 est ne´cessairement de la
forme
W = {ξ ∈ R2×2 : (λ1(ξ), λ2(ξ)) ∈ w}
pour un certain w ⊂ T = {(x, y) ∈ R2 : 0 ≤ x ≤ y}.
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Proposition 4.6.5. Soit V ⊂ R2×2 isotrope et ferme´. Alors int V est isotrope.
De´monstration. Soit ξ dans intV . Soient R,S ∈ O(2) et conside´rons RξS : il
faut montrer que RξS ∈ intV , c’est a` dire que si D est une matrice de norme
suﬃsamment petite, alors RξS + D ∈ V. Comme ξ ∈ intV , alors il existe ε > 0
tel que Bε(ξ) ⊂ V. Par conse´quent on a que
‖RξS + D‖ = ‖R−1(RξS + D)S−1‖ = ‖ξ + R−1DS−1‖ < ε
si ‖R−1DS−1‖ = ‖D‖ est suﬃsamment petite, c’est a` direRξS ∈ intV .
Proposition 4.6.6. Soit V ⊂ R2×2 isotrope. Alors V est isotrope.
De´monstration. Soit ξ0 ∈ V ; alors il existe une suite ξn ∈ V telle que ξ0 =
lim
n→∞ ξn. Ceci implique que Rξ0S = limn→∞RξnS pour toute R,S ∈ O(2). Comme
V est isotrope, RξnS ∈ V , ce qui implique que Rξ0S = lim
n→∞RξnS ∈ V . On a
donc montre´ que V est isotrope.
4.6.3 Fonctions isotropes
De´ﬁnition 4.6.7. Soit F : R2×2 → R. On dit que F est isotrope si F (ξ) =
F (RξS) pour toute matrice R,S ∈ O(2). Dans une fac¸on e´quivalente on peut
dire qu’il existe une fonction f : T → R telle que F (ξ) = f(λ1(ξ), λ2(ξ)) , si
T = {(x, y) ∈ R2 : 0 ≤ x ≤ y} .
Dans cette section nous allons donner un exemple de fonction F : R2×2 →
R isotrope, qui soit rang un convexe mais non polyconvexe. On rappelle que,
au contraire, pour les ensembles isotropes de R2×2 Cardaliaguet-Tahraoui ont
montre´ qu’un ensemble compact isotrope K ⊆ R2×2 est rang un convexe si et
seulement s’il est polyconvexe (voir the´ore`me 4.2.2).
L’exemple que nous allons pre´senter a e´te´ trouve´ par Sˇilhavy´ [34]. Nous allons
en donner une de´monstration diﬀe´rente. On rappelle que Dacorogna-Marcellini
[11] et Aubert [2] ont donne´ des exemples de fonctions isotropes rang un convexes
non polyconvexes de´ﬁnies sur R2×2+ .
Pour montrer l’existence de telle F nous allons utiliser plusieurs re´sultats :
le premier est duˆ a` Sˇvera´k [31].
Proposition 4.6.8. Soient f, g : R2×2 → R deux fonctions rang un convexes.
Soit U une composante connexe de l’ensemble {ξ ∈ R2×2 : f(ξ) > g(ξ)} . Alors
F (ξ) =
{
f(ξ), si ξ ∈ U
g(ξ), ailleurs
est rang un convexe.
On aura besoin aussi du lemme suivant :
Lemme 4.6.9. Soit f : R2×2 → R une fonction polyconvexe telle que |f(ξ)||ξ| ≤
a, a ∈ R+ pour |ξ| suﬃsamment grand. Alors f est convexe.
Remarque 4.6.10. Pour la preuve on a e´te´ inspire´ par [8], page 152.
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De´monstration. Comme f est polyconvexe, on peut dire que pour tout A ∈ R2×2
il existe β(A) ∈ R2×2 et γ(A) ∈ R tels que
f(B) ≥ f(A)+ < β(A);B −A > +γ(A)(detB − detA),∀ B ∈ R2×2 .
(voir the´ore`me 1.3 page 106 de [8]). Pour montrer le lemme il suﬃt de montrer






, t > 0 on a
f(B)
|B| ≥
f(A)+ < β(A);B −A > +γ(A)(detB − detA)
|B| .
Si t est suﬃsamment grand on peut dire que
a ≥ f(A)+ < β(A);B −A > +γ(A)(detB − detA)|B| .
En passant a` la limite pour t→∞ on obtient a ≥ +∞ ce qui est une contradic-




et refaire le raisonnement
pre´ce´dent pour arriver a` une contradiction.
On peut maintenant montrer le the´ore`me suivant :
The´ore`me 4.6.11. La fonction F : R2×2 → R de´ﬁnie par
F (ξ) =
{
λ1(ξ)λ2(ξ), si λ2(ξ) < 1
λ1(ξ) + λ2(ξ)− 1, si λ2(ξ) ≥ 1
est isotrope, rang un convexe et non polyconvexe.
De´monstration. E´videmment la fonction F est isotrope. D’ailleurs elle n’est pas
polyconvexe : en fait, on observe tout d’abord que, comme λ2 est une norme
sur R2×2, alors il existe c1, c2 ∈ R+ tels que c1|ξ| ≤ λ2(ξ) ≤ c2|ξ| pour tout
ξ ∈ R2×2. Si |ξ| est suﬃsamment grande on peut e´crire
f(ξ) = |f(ξ)| = λ1(ξ) + λ2(ξ)− 1 ≤ 2λ2(ξ) ≤ 2c2|ξ| .
Supposons par contradiction que F soit polyconvexe. Alors F doit eˆtre convexe
par le lemme pre´ce´dent, mais elle n’est pas convexe, puisque F (ξ) = |det(ξ)| si
λ2(ξ) < 1.
La fonction F est rang un convexe : pour montrer ceci on va utiliser la
proposition 4.6.8. Conside´rons les fonctions
f(ξ) = λ1(ξ)λ2(ξ)
g(ξ) = λ1(ξ) + λ2(ξ)− 1 :
elles sont rang un convexes parce que f est polyconvexe et g est convexe (voir
[12], the´ore`me 7.8). Or, e´tudions l’ine´galite´ f(ξ) > g(ξ) : elle est ve´riﬁe´e si et
seulement si (λ1(ξ)−1)(λ2(ξ)−1) > 0; comme λ1(ξ) ≤ λ2(ξ), ceci est e´quivalent
a` λ1(ξ) > 1 ou λ2(ξ) < 1 . Cette e´tude implique que
A = {ξ ∈ R2×2 : f(ξ) > g(ξ)} = A1 ∪A2,
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ou`
A1 = {ξ ∈ R2×2 : λ1(ξ) > 1}, A2 = {ξ ∈ R2×2 : λ2(ξ) < 1} .
On va maintenant montrer que A2 est une composante connexe de A. On re-
marque que l’ensemble A2 est convexe, graˆce aux proprie´te´s de λ2(ξ), et donc
connexe. Supposons par contradiction que il ne soit pas une composante connexe
de A. Alors il existe C, composante connexe de A telle que
A2  C.
On remarque que A2 est ouvert, et donc ∂A2 ne peut pas eˆtre contenu dans A2.
D’autre part, ∂A2 ne peut pas eˆtre contenu dans A1, parce que
A2 ⊆ {ξ ∈ R2×2 : λ2(ξ) ≤ 1}
et
{ξ ∈ R2×2 : λ2(ξ) ≤ 1} ∩A1 = ∅.
De ceci on tire que ∂A2 ne peut pas eˆtre contenu dans A, et donc il ne peut pas
eˆtre contenu dans C ⊆ A. Par conse´quent
A2 = A2 ∩ C ;
ceci implique que A2 est ferme´ dans la topologie relative a` C. D’ailleurs A2 est
ouvert dans la topologie relative a` C, parce qu’il est ouvert dans R2×2. Ceci
entraˆıne que C, qui est connexe, contient un ensemble (A2) qui est ouvert et
ferme´ en meˆme temps, ce qui est une contradiction. Alors C = A2, et donc
A2 est une composante connexe de A. On peut, par conse´quent, appliquer la
proposition 4.6.8 aux fonctions f, g et a` la composante connexe A2 pour obtenir
le re´sultat.
Remarque 4.6.12. On remarque que les ensembles de niveau de la fonction
F de´ﬁnie dans le the´ore`me pre´ce´dent sont borne´s (et ferme´s, comme F est
continue). En fait, e´videmment si λ2(ξ) < 1 les ensembles de niveau sont borne´s.
E´tudions le cas λ2(ξ) > 1 : sur cet ensemble la fonction F (ξ) vaut λ1(ξ)+λ2(ξ)−
1 ; alors, ﬁxe´ s ∈ R, on a
{ξ ∈ R2×2 : λ1(ξ) + λ2(ξ)− 1 ≤ s} ⊆ {ξ ∈ R2×2 : λ2(ξ) ≤ s + 1}
ce qui est borne´, comme λ2(ξ) est une norme sur R2×2.
Ceci implique que l’exemple que nous avons pre´sente´ fournit une fonction F
dont tous les ensembles de niveau sont polyconvexes (par le re´sultat de Carda-
liaguet-Tahraoui [7], car ils sont isotropes et rang un convexes, par la rang un





Dans ce chapitre nous allons e´tudier l’existence de fonctions u : Ω ⊂ R2 → R




∣∣∣∣ = aij p.p. dans Ω
u(x) = ϕ(x) x ∈ ∂Ω
Du(x) = Dϕ(x) x ∈ ∂Ω
(5.1)
ou` aij ∈ R, aij > 0 pour i, j = 1, 2 et a12 = a21 et ϕ : Ω → R est une fonction
donne´e. On va trouver une fonction u ∈ ϕ+W 2,∞0 (Ω) solution de ce proble`me.
Ce proble`me peut eˆtre e´crit, de fac¸on e´quivalente sous forme d’inclusion
diﬀe´rentielle, c’est a` dire comme
D2u(x) ∈ E p.p. dans Ω, ou` E = {ξ ∈ R2×2s : |ξij | = aij , i, j = 1, 2} .
Avec cette formulation on peut maintenant e´noncer le the´ore`me d’existence que
nous avons e´tabli :
The´ore`me 5.1.1. Soient a11a22−a212 > 0 et ϕ ∈ C2morc(Ω¯) telle que D2ϕ(x) ∈
E ∪ intRcoE dans Ω. Alors il existe u ∈ ϕ+W 2,∞0 (Ω) : D2u ∈ E p.p. dans Ω.
Dans le the´ore`me d’existence cite´ ci-dessus nous avons utilise´ le re´sultat
suivant, e´tabli par Dacorogna-Tanteri (cas a11a22 − a212 ≤ 0)[15] et Dolzmann
(cas a11a22 − a212 > 0)[16] sur l’enveloppe rang un convexe de l’ensemble E :
The´ore`me 5.1.2. 1) Si a11a22 − a212 < 0 alors
RcoE = {ξ ∈ R2×2s : |ξ11| ≤ a11, |ξ22| ≤ a22, |ξ12| = a12}, intRcoE = ∅ ;
2) si a11a22 − a212 ≥ 0 alors
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RcoE = {ξ ∈ R2×2s : |ξij | ≤ aij , i, j = 1, 2,
|a22ξ11 − a11ξ22| ≤ −detξ + a11a22 − a212,
|a22ξ11 + a11ξ22| ≤ 2|ξ12|a12 + detξ + a11a22 − a212},
intRcoE = {ξ ∈ R2×2s : |ξij | < aij , i, j = 1, 2,
|a22ξ11 − a11ξ22| < −detξ + a11a22 − a212,
|a22ξ11 + a11ξ22| < 2|ξ12|a12 + detξ + a11a22 − a212}.
On remarque que dans le cas ou` a12 ∈ (0, 1) en particulier on a montre´





∣∣∣∣ = a12 .
Si a12 = 1 il semblerait (cf. Remarque 5.3.3) qu’il n’existe pas une telle solution.
Dans la dernie`re partie de ce chapitre nous allons e´tudier l’enveloppe po-
lyconvexe de l’ensemble E. On rappelle que Dolzmann a e´tabli pour premier
la formule de PcoE (voir aussi [15]) en prouvant par ailleurs que l’enveloppe
quasiconvexe co¨ıncide avec l’enveloppe rang un convexe ; nous allons pre´senter
une de´monstration diﬀe´rente du the´ore`me suivant :
The´ore`me 5.1.3. Soient aij > 0, i, j = 1, 2 ; alors
PcoE = {ξ ∈ R2×2s : |ξij | ≤ aij , i, j = 1, 2,
|a22ξ11 − a11ξ22| ≤ −detξ + a11a22 − a212} .
5.2 L’enveloppe rang un convexe
Dans cette section nous allons e´tablir la formule pour RcoE : conside´rons
les cas a11a22 < a212 et a11a22 ≥ a212 se´pare´ment. Le premier cas a e´te´ e´tabli par
Dacorogna-Tanteri [15] et nous ne reproduisons pas ici la de´monstration. Par
contre, dans l’autre cas nous allons pre´senter une version le´ge`rement diﬀe´rente
de la de´monstration de Dolzmann [16].
On de´ﬁnit alors
A = {ξ ∈ R2×2s : |ξij | ≤ aij , i, j = 1, 2, (5.2)
(ξ11 − a11)(ξ22 + a22) ≤ ξ212 − a212 (5.3)
(ξ11 + a11)(ξ22 − a22) ≤ ξ212 − a212 (5.4)
(ξ11 − a11)(ξ22 − a22) ≥ (|ξ12| − a12)2 (5.5)
(ξ11 + a11)(ξ22 + a22) ≥ (|ξ12| − a12)2 }. (5.6)
Le but sera d’e´tablir que A = RcoE, et on va le faire par double inclusion.
Remarque 5.2.1. On remarque que si a11a22 − a212 = 0 alors RcoE = PcoE .
En fait, dans ce cas les relations
|ξij | ≤ aij , i, j = 1, 2, |a22ξ11 − a11ξ22| ≤ −detξ (5.7)
impliquent automatiquement que
|a22ξ11 + a11ξ22| ≤ 2|ξ12|a12 + detξ .
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Pour montrer ceci, supposons par exemple que ξ12 > 0 (les cas ξ12 < 0 et
ξ12 = 0 sont similaires) : il faut alors prouver que
2ξ12a12 + det ξ − (a22ξ11 + a11ξ22) ≥ 0 ,
2ξ12a12 + det ξ + a22ξ11 + a11ξ22 ≥ 0 .
Posons g(ξ11) = 2ξ12a12+det ξ−(a22ξ11+a11ξ22) pour |ξ11| ≤ a11 : il faut mon-
trer que g(ξ11) ≥ 0 pour tout (ξ)ij , i, j = 1, 2 qui ve´riﬁent (5.7). Or, g′(ξ11) ≤ 0 .
On va e´tudier g(a11) . Les relations (5.7) impliquent pour ξ11 = a11 que
ξ212 ≤ a212 = a11a22 ≤ ξ212
c’est a` dire ξ12 = a12 . On a alors que g(a11) = 0, ce qui conclut la preuve. Avec
le meˆme raisonnement on peut montrer que 2ξ12a12+det ξ+a22ξ11+a11ξ22 ≥ 0 .
Dans la de´monstration il nous sera utile le re´sultat suivant :
Lemme 5.2.2. Soit E un ensemble de Rn×n. Soient A,B ∈ Rn×n deux matrices
telles que detA = 0, detB = 0. Alors
Rco(AEB) = ARcoE B .
De´monstration. En utilisant la proposition 3.2.4 il suﬃt de montrer que
Rico(AEB) = ARicoEB ∀ i ∈ N.
On fera la de´monstration par induction.
• Pour i = 0 le re´sultat est vrai.
• Supposons que Rico(AEB) = ARicoEB : on veut montrer que
Ri+1co(AEB) = ARi+1coEB .
On va montrer que
Ri+1co(AEB) ⊆ ARi+1coEB.
Soit ξ ∈ Ri+1co(AEB). Alors il existe M1,M2 tels que
ξ = tM1 + (1− t)M2 ,M1,M2 ∈ Rico(AEB), rg(M1 −M2) = 1 .
Par hypothe`se inductive, Rico(AEB) = ARicoEB : ceci implique que
M1 = AM˜1B, M2 = AM˜2B , M˜1, M˜2 ∈ RicoE .
Par conse´quent
ξ = tAM˜1B + (1− t)AM˜2B = A[tM˜1 + (1− t)M˜2]B;
puisque
0 = det(M1 −M2) = det(AM˜1B −AM˜2B) = detAdet(M˜1 − M˜2)detB
et detA = 0, detB = 0 on a det(M˜1 − M˜2) = 0 et donc
tM˜1 + (1− t)M˜2 ∈ Ri+1coE
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ce qui implique que
ξ ∈ ARi+1coEB.
On a alors que Ri+1co(AEB) ⊆ ARi+1coEB. On va maintenant montrer l’in-
clusion inverse :
Ri+1co(AEB) ⊇ ARi+1coEB :
celle-ci impliquera le re´sultat.
Soit ξ ∈ Ri+1coE ; alors
ξ = tM1 + (1− t)M2, M1,M2 ∈ RicoE, rg(M1 −M2) = 1.
Conside´rons AξB : alors
AξB = A[tM1 + (1− t)M2]B = tAM1B + (1− t)AM2B ,
avec AM1B,AM2B ∈ ARicoEB = Rico(AEB) (par hypothe`se inductive).
Comme det(M1 −M2) = 0, alors
det(AM1B −AM2B) = det(M1 −M2) = 0;
par conse´quent
AξB ∈ Ri+1co(AEB) .
On a alors prouve´ que Ri+1co(AEB) ⊇ ARi+1coEB.
Graˆce au lemme pre´ce´dent, pour calculer RcoE on peut supposer que a11 =
a22 = 1 : en fait si a11a22 − a212 = 0 on de´ﬁnit













































Avec cette re´duction notre but sera d’e´tablir que l’enveloppe rang un convexe
de
E = {ξ ∈ R2×2s : |ξ11| = |ξ22| = 1, |ξ12| = a12}
est
A = {ξ ∈ R2×2s : |ξ11| ≤ 1, (5.10)
|ξ22| ≤ 1, (5.11)
|ξ12| ≤ a12, (5.12)
(ξ11 − 1)(ξ22 − 1) ≥ (|ξ12| − a12)2 (5.13)
(ξ11 + 1)(ξ22 + 1) ≥ (|ξ12| − a12)2 (5.14)
(ξ11 + 1)(ξ22 − 1) ≤ ξ212 − a212 (5.15)
(ξ11 − 1)(ξ22 + 1) ≤ ξ212 − a212}. (5.16)
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Proposition 5.2.3. A ⊆ RcoE.
De´monstration. Puisque A est compact, il suﬃt de montrer que
∂A ⊂ RcoE.
En fait, soit ξ ∈ intA ; pour tout λ de rang un, il existe t1 = t1(λ) < 0 < t2 =
t2(λ) tels que ξ + tiλ ∈ ∂A, i = 1, 2. En posant ξi = ξ + tiλ, i = 1, 2, on a que
ξ =
t2ξ1 − t1ξ2
t2 − t1 ∈ RcoE .
Soit ξ ∈ ∂A; alors ξ satisfait une e´galite´ parmi les relations qui de´ﬁnissent
A (sinon, si ξ satisfait (5.10), (5.11), (5.12), (5.13), (5.14), (5.15) et (5.16) avec
des ine´galite´s strictes, alors ξ ∈ intA, comme A est l’intersection d’ensembles
de niveau des fonctions continues). Par syme´trie on peut supposer que ξ12 ≥ 0.
On va diviser la de´monstration en plusieurs e´tapes : dans chaque e´tape nous
allons e´tudier le cas ou` ξ satisfait une e´galite´ parmi (5.10), (5.11), (5.12), (5.13),
(5.14), (5.15), (5.16). Dans les e´tapes 1) et 2) on va e´tudier les cas simples ou`
un des |ξij | = aij .
e´tape 1 : Soit ξ un e´le´ment de ∂A tel que ξ11 = 1; par (5.16) on a que ξ212 ≥ a212,
et donc ξ12 = a12 ; d’ailleurs, puisque |ξ22| ≤ 1, il existe λ ∈ [0, 1] tel que
ξ22 = λ · 1 + (1− λ) · (−1). Par conse´quent











Comme rang(ξ1 − ξ2) ≤ 1, alors ξ ∈ RcoE.
Si ξ11 = −1, ou ξ22 = 1, ou ξ22 = −1, on fait un raisonnement analogue.
e´tape 2 : Soit ξ un e´le´ment de ∂A tel que ξ12 = a12; comme |ξ11| ≤ 1 et |ξ22| ≤ 1




























comme rang(η1 − η2) ≤ 1 , alors ξ ∈ RcoE.
Dans les e´tapes suivantes on peut supposer que |ξ11|, |ξ22| = 1, et ξ12 = a12,
parce que sinon on se retrouve dans les e´tape 1 et 2.
On va maintenant e´tudier les cas ou` ξ satisfait une e´galite´ parmi (5.13) ou
(5.14).
e´tape 3 : Supposons que ξ ∈ A satisfait (5.13) avec e´galite´, c’est a` dire







On va montrer que
∃ G ∈ RcoE avec det(A−G) = 0 telle que ξ = λA + (1− λ)G . (5.18)
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g11 = 1− 2a12(1− ξ11)
a12 − ξ12 , g22 = 1−
2a12(1− ξ22)






ce choix implique que ξ = λA+ (1− λ)G et det(A−G) = 0 par (5.17). Il nous
reste a` montrer que G ∈ RcoE. Ve´riﬁons que |g11|, |g22| ≤ 1 : ceci et le fait que
|G12| = a12 impliquent que G ∈ RcoE par l’e´tape 2.




(ξ11 − 1)(ξ22 − 1) = (ξ12 − a12)2
et
(ξ11 + 1)(ξ22 − 1) ≤ ξ212 − a212;
si on soustrait membre a` membre on obtient
−ξ22 + 1 ≥ a12(a12 − ξ12);
graˆce a` (5.17) on a
1
a12
≥ a12 − ξ12
1− ξ22 =
1− ξ11
a12 − ξ12 ,
c’est a` dire |g11| ≤ 1.
Avec un raisonnement analogue on obtient que |g22| ≤ 1 (on utilisera que
(ξ11 − 1)(ξ22 + 1) ≤ ξ212 − a212).
e´tape 4 : Supposons que ξ ∈ A satisfait (5.14), c’est a` dire





∈ E. Il suﬃt de suivre la meˆme de´marche que celle de
l’e´tape 3.
Maintenant on va e´tudier les derniers cas, ou` ξ satisfait (5.15) ou (5.16)
comme e´galite´.
e´tape 5 : Supposons que ξ satisfait l’e´galite´ (5.15). On de´ﬁnit deux ensembles :
V := {ξ ∈ R2×2s : (ξ11 + 1)(ξ22 − 1) = ξ212 − a212} et Y := ∂A ∩ V .
Alors ξ ∈ int relY (inte´rieur relatif). Maintenant on va montrer que
∃ W de rang 1 telle que ξ + tW ∈ V,∀ t ∈ R
(l’existence d’un tel W sera utile pour la suite). On cherche w = (u, v) ∈ R2,
uv = 0 tel que si
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alors ξ + tW satisfait l’e´galite´ (5.15) ∀ t ∈ R, c’est a` dire
(ξ11 + tu2 + 1)(ξ22 + tv2 − 1) = (ξ12 + tuv)2 − a212,∀ t ∈ R. (5.20)
Cette e´galite´ est e´quivalente a`
(ξ11+1)(ξ22−1)+t2u2v2+tu2(ξ22−1)+tv2(ξ11+1) = ξ212+t2u2v2+2tuvξ12−a212.
En employant que ξ satisfait (5.15), on en tire que
u2(ξ22 − 1) + v2(ξ11 + 1) = 2uvξ12.
Cette e´quation en u admet deux solutions, parce que son discriminant est posi-
tif : en fait
∆
4
= [ξ212 − (ξ22 − 1)(ξ11 + 1)]v2 = a212v2 > 0.
Graˆce a` l’existence de W on peut aﬃrmer, puisque Y est compact, qu’il existe
t1 < 0 < t2 tels que
ξ + tiW ∈ ∂Y, i = 1, 2 .
Ceci veut dire que ξ + tiW satisfait, en dehors de l’e´galite´ (5.15), une e´galite´
parmi les relations (5.10), (5.11), (5.12), (5.13), (5.14), (5.16). Si ξ+tiW satisfait
(5.10), (5.11), (5.12), (5.13) ou (5.14) sous forme d’e´galite´, les e´tapes pre´ce´dentes
impliquent que




t2 − t1 (ξ + t1W )−
t1
t2 − t1 (ξ + t2W ) ∈ RcoE .
Il reste a` e´tudier le cas ou` ξ+ tiW satisfait (5.16) sous forme d’e´galite´ : dans ce
cas aussi on veut montrer que ξ + tiW ∈ RcoE (et par conse´quent ξ ∈ RcoE).
On observe que ξ + tiW appartient a` H ∩ ∂Y , ou`
H := {ξ ∈ R2×2 : (ξ11 + 1)(ξ22 − 1) = ξ212 − a212, (ξ11 − 1)(ξ22 + 1) = ξ212 − a212} .
Nous allons prouver que
H ∩ ∂Y ⊆ RcoE.
Ceci impliquera que ξ + t1W, ξ + t2W ∈ RcoE et donc le re´sultat.
Il est utile de repre´senter les matrices dans H : si η ∈ H (sans perte de
ge´ne´ralite´ on peut supposer, par syme´trie, que η12 ≥ 0) alors (η11+1)(η22−1) =
(η11 − 1)(η22 + 1) ; donc η11 = η22 et η211 − 1 = η212 − a212. Ceci entraˆıne que les
matrices dans H sont toutes du type, pour η12 ≥ 0,(
σ
√
η212 + 1− a212 η12
η12 σ
√
η212 + 1− a212
)
, σ ∈ {−1, 1} .
On divise l’e´tude de l’inclusion H∩∂Y ⊂ RcoE en deux cas : a12 < 1 et a12 = 1.
cas a12 < 1 : Soit par exemple σ = 1 ; si η ∈ H ∩ ∂Y , η satisfait
(η11 − 1)(η22 − 1) ≥ (η12 − a12)2
ce qui est e´quivalent, dans H, a`
a12(a12 − 1) ≥ η12(a12 − 1).
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On a que η ∈ ∂Y et donc |η12| ≤ a12 ; comme a12 < 1 la dernie`re ine´galite´
implique que
η12 = a12 .
Par l’e´tape 2, η ∈ RcoE.




, σ ∈ {−1, 1}, avec η12 ∈ [0, 1].


























c’est a` dire qu’on peut exprimer les matrices de H comme combinaison rang un
convexe de deux matrices dans E, et donc H ∩ ∂Y ⊆ RcoE.
e´tape 6 : Supposons que ξ satisfait l’e´galite´ (5.16). On suit la meˆme de´marche
que dans l’e´tape 5).
On a alors montre´ que A ⊆ RcoE.
Nous allons maintenant montrer l’inclusion inverse RcoE ⊆ A ; pour cela
nous avons besoin des re´sultats suivants. On dira que X ∈ R2×2s est de´ﬁnie
positive (ne´gative) si ses valeurs propres satisfont µ2(X) ≥ µ1(X) > 0 (µ1(X) ≤
µ2(X) < 0). On dira par ailleurs que X est se´mide´ﬁnie positive (ne´gative) si ses
valeurs propres satisfont µ2(X) ≥ µ1(X) ≥ 0 (µ1(X) ≤ µ2(X) ≤ 0).
Proposition 5.2.4. La fonction F : R2×2s → R de´ﬁnie par
F (X) =
{
detX, si X de´ﬁnie positive
0 autrement,
est rang un convexe.
On rappelle que Sˇvera´k [32] a montre´ que F est quasiconvexe, dans un cadre
plus ge´ne´ral. Le re´sultat que nous allons pre´senter est plus faible, mais obtenu
par des me´thodes d’alge`bre line´aire, plus e´le´mentaires que celles de Sˇvera´k.
Nous allons rappeler les formules suivantes sur les matrices syme´triques.
Lemme 5.2.5. Soient C,D deux matrices syme´triques 2× 2. Alors
µ2(C) + µ1(D) ≤ µ2(C + D) ≤ µ2(C) + µ2(D); (5.21)
µ1(C + D) ≤ µ1(C) + µ2(D); (5.22)
µ1(C) ≤ µ1(C + H)∀ H se´mide´ﬁnie positive; (5.23)
µ1(C + D) + µ2(C + D) = µ1(C) + µ2(C) + µ1(D) + µ2(D). (5.24)
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Pour la de´monstration de (5.21), (5.22), (5.23) voir [4], pages 62-63 ; pour
(5.24) voir [19], page 194.
On peut passer maintenant a` la preuve de la proposition 5.2.4.
De´monstration. Soient A1et A2 deux matrices telles que rg(A1 −A2) ≤ 1, c’est
a` dire det(A1 −A2) = 0. Il faut montrer que
F (tA1 + (1− t)A2) ≤ tF (A1) + (1− t)F (A2) ∀ t ∈ [0, 1].
On va supposer que det(tA1 + (1− t)A2) > 0. Le cas det(tA1 + (1− t)A2) ≤ 0
est en fait trivial, car alors F (tA1 + (1− t)A2) = 0. D’ailleurs on peut supposer
que les deux valeurs propres de tA1 + (1− t)A2 sont positives, sinon le re´sultat
est a` nouveau trivial.
Il faut alors e´tudier les cas suivants, si µ1(Ai) ≤ µ2(Ai) sont les valeurs
propres de la matrice Ai :
i)detA1 > 0, detA2 > 0⇐⇒ µ1(A1)µ2(A1) > 0, µ1(A2)µ2(A2) > 0
ii)detA1 ≤ 0, detA2 ≤ 0⇐⇒ µ1(A1)µ2(A1) ≤ 0, µ1(A2)µ2(A2) ≤ 0
iii)detA1 ≤ 0, detA2 > 0⇐⇒ µ1(A1)µ2(A1) ≤ 0, µ1(A2)µ2(A2) > 0
iv)detA1 > 0, detA2 ≤ 0⇐⇒ µ1(A1)µ2(A1) > 0, µ1(A2)µ2(A2) ≤ 0 .
i) On voudrait montrer que A1 et A2 sont de´ﬁnies positives, c’est a` direµi(A1)
> 0 et µi(A2) > 0,∀ i = 1, 2. On observe qu’on ne peut pas avoir simultane´ment
µ1(A1) ≤ µ2(A1) < 0 et µ1(A2) ≤ µ2(A2) < 0, parce que sinon, graˆce a` (5.24)
e´crite pour C = tA1 et D = (1− t)A2, on aurait
0 < µ1(tA1 + (1− t)A2) + µ2(tA1 + (1− t)A2) =
= tµ1(A1) + tµ2(A1) + (1− t)µ1(A2) + (1− t)µ2(A2) < 0.
Supposons que
µ1(A1) ≤ µ2(A1) < 0 et 0 < µ1(A2) ≤ µ2(A2) (5.25)
(si µ1(A2) ≤ µ2(A2) < 0 et 0 < µ1(A1) ≤ µ2(A1) le raisonnement est analogue).
On a deux cas a` e´tudier, puisque det(A2 − A1) = 0 : µ1(A2 − A1) = 0 et
µ2(A2 −A1) = 0.
Dans le cas µ1(A2 − A1) = 0, en e´crivant (5.21) pour C = A1 et D = −A2
on obtient que
0 = −µ1(A2 −A1) = µ2(A1 −A2) ≤ µ2(A1) + µ2(−A2) = µ2(A1)− µ1(A2)
ce qui implique que 0 ≤ µ1(A2) ≤ µ2(A1) : ceci est en contradiction avec (5.25).
Dans le deuxie`me cas, µ2(A2 −A1) = 0, il suﬃt d’e´crire (5.21) avec C = A2
et D = −A1 pour obtenir
µ2(A2)− µ2(A1) = µ2(A2) + µ1(−A1) ≤ µ2(A2 −A1) = 0
ce qui implique que 0 ≤ µ2(A2) ≤ µ2(A1) : ceci est en contradiction avec (5.25).
Par conse´quent on a montre´ que
0 < µ1(A1) ≤ µ2(A1) et 0 < µ1(A2) ≤ µ2(A2) .
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On a alors que F (A1) = µ1(A1)µ2(A1) > 0 et F (A2) = µ1(A2)µ2(A2) > 0 ;
comme F (tA1 + (1 − t)A2) = det(tA1 + (1 − t)A2) = tµ1(A1)µ2(A1) + (1 −
t)µ1(A2)µ2(A2) (parce que la fonction det est rang un aﬃne, voir [8] page 117),
on obtient le re´sultat.
cas ii) On voit tout de suite que ce cas est impossible parce que, comme F (tA1+
(1− t)A2) = det(tA1+(1− t)A2) > 0, alors par la rang un aﬃnite´ de la fonction
det
0 < tdetA1 + (1− t)detA2 = tµ1(A1)µ2(A1) + (1− t)µ1(A2)µ2(A2) ≤ 0 .
Il nous reste a` e´tudier les cas iii) et iv). On observe qu’il suﬃt d’e´tudier le
cas iii). En fait, pour le cas iv) si on pose t = 1− s et on se retrouve dans iii).
iii) On voudrait montrer que A2 est de´ﬁnie positive, c’est a` dire 0 < µ1(A2) ≤
µ2(A2). Supposons par contradiction que
µ1(A2) ≤ µ2(A2) < 0 .
On note que −A2 est un matrice de´ﬁnie positive ; alors on peut e´crire (5.23)
avec C = tA1 + (1− t)A2 et H = − 1−t2 A2 :








Or, en e´crivant (5.22) avec C = tA1 et D = 1−t2 A2 on a, comme ne´cessairement








≤ tµ1(A1) + 1− t2 µ2(A2) < 0,
ce qui est absurde. On a alors que
µ1(A1) ≤ 0 ≤ µ2(A1) et 0 < µ1(A2) ≤ µ2(A2) .
Ceci implique que F (A1) = 0, F (A2) > 0 et donc le re´sultat, car comme rg(A1−
A2) = 1, on a
F (tA1 + (1− t)A2) = det(tA1 + (1− t)A2) = tdetA1 + (1− t) detA2
≤ (1− t) detA2 = tF (A1) + (1− t)F (A2) .
Corollaire 5.2.6. La fonction G(ξ) = F (−ξ) : R2×2s → R est rang un convexe.
De´monstration. Soient A une matrice syme´trique et λ une matrice syme´trique
de rang un. Alors, puisque F est une fonction rang un convexe,
G(tA + (1− t)(A + λ)) = F (t(−A) + (1− t)(−A− λ))
≤ tF (−A) + (1− t)F (−A− λ) = tG(A) + (1− t)G(A + λ).
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Remarque 5.2.7. On remarque que
G(X) = F (−X) =
{
detX, si det(X) > 0,X11 + X22 < 0 ,
0 sinon .
En fait il est utile de rappeler qu’une matrice η ∈ R2×2s est de´ﬁnie positive si
et seulement si det(η) > 0 et si η11 + η22 > 0; elle est de´ﬁnie ne´gative si et
seulement si det(η) > 0 et η11 + η22 < 0.
Dans la preuve de l’inclusion A ⊇ RcoE nous allons employer aussi les
observations suivantes.
On peut e´crire A sous la forme :
A = P ∩ {ξ ∈ R2×2s : ξ satisfait (5.13), (5.14)},
ou`
P = {ξ ∈ R2×2s : |ξ11| ≤ 1, |ξ22| ≤ 1, |ξ12| ≤ a12,
(ξ11 − 1)(ξ22 + 1) ≤ ξ212 − a212
(ξ11 + 1)(ξ22 − 1) ≤ ξ212 − a212}
(5.26)
est un ensemble polyconvexe, parce qu’il est l’intersection d’ensembles de niveau
de fonctions polyconvexes suivantes :
f1(ξ) = |ξii| − 1, i = 1, 2
f2(ξ) = |ξ12| − a12
f3(ξ) = (ξ11 − 1)(ξ22 + 1)− ξ212 + a212 = det(ξ −A)












Lemme 5.2.8. Soit ξ ∈ P , avec ξ11 · ξ22 ≤ 0 et ξ12 = 0. Alors ξ ∈ A.
De´monstration. Supposons par exemple que ξ11 ≤ 0 et ξ22 ≥ 0. Il faut montrer
que
(ξ11 ± 1)(ξ22 ± 1) ≥ a212.
Puisque −(ξ11 + 1)(ξ22 − 1) ≥ a212, on obtient le re´sultat si on ve´riﬁe que
(ξ11 ± 1)(ξ22 ± 1) ≥ −(ξ11 + 1)(ξ22 − 1),
qui est e´quivalent a`
(ξ11+1)(ξ22+1) ≥ −(ξ11+1)(ξ22−1), (ξ11−1)(ξ22−1) ≥ −(ξ11+1)(ξ22−1),
relations ve´riﬁe´es par hypothe`se.
Proposition 5.2.9. A ⊇ RcoE.
De´monstration. Comme A ⊃ E, il suﬃt de montrer que A est rang un convexe :
donc on veut prouver que si ξ et ξ+λ, ou` λ ∈ R2×2s est une matrice de rang un,
appartiennent a` A, alors
tξ + (1− t)(ξ + λ) ∈ A, ∀ t ∈ [0, 1].
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sans perte de ge´ne´ralite´. Suˆrement tξ+(1−t)(ξ+λ) ∈ P (ensemble polyconvexe) ;
par conse´quent il nous manque a` ve´riﬁer que tξ + (1 − t)(ξ + λ) satisfait les
ine´galite´s (5.13) et (5.14). Il y a deux cas a` e´tudier : ξ12(ξ + λ)12 ≥ 0 et ξ12(ξ +
λ)12 < 0 .
cas 1) Si ξ12(ξ + λ)12 ≥ 0 il suﬃt de re´e´crire les ine´galite´s (5.13) et (5.14) sous
la forme suivante, respectivement :






















c’est a` dire que si ξ12(ξ + λ)12 ≥ 0, A est l’intersection d’ensembles de niveau
de fonctions polyconvexes et donc A ⊇ RcoE.
cas 2) Soit ξ12 · (ξ + λ)12 < 0; sans perte de ge´ne´ralite´ on peut supposer que









avec α1α2 > 0, puisque ξ12 + α1α2 > 0 et ξ12 < 0. Conside´rons une matrice











 = t¯ξ + (1− t¯)(ξ + λ), t¯ = ξ12 + α1α2
α1α2
.
On veut montrer que ξ0 ∈ A; supposons par l’absurde que ξ0 /∈ A; comme
ξ0 ∈ P, alors ξ0 viole (5.13) ou (5.14). Nous allons e´tudier ces cas se´pare´ment.
Expliquons maintenant la structure de chaque cas. Nous allons chercher une
fonction f (diﬀe´rente dans chaque cas) rang un convexe et non ne´gative sur
R2×2s telle que
f(X) = 0 sur E (5.27)
et
f(ξ0) > 0. (5.28)
Ces conditions sont suﬃsantes pour arriver a` une contradiction : voyons pour-
quoi. La condition (5.27) entraˆıne que f ≡ 0 sur RcoE ; en fait, si RicoE
sont les ensembles de´ﬁnis dans la proposition 3.2.4 alors par induction on a
que f(RicoE) ≤ 0 pour toute i ∈ N ; comme f(X) ≥ 0∀ X ∈ R2×2s , alors
f(RicoE) = 0 pour tout i ∈ N et donc f(RcoE) = 0. En particulier f(ξ) = 0 =
f(ξ + λ), parce que ξ, ξ + λ ∈ A ⊆ RcoE. Par ailleurs, conside´rons la fonction
h(t) := f(tξ + (1− t)(ξ + λ)) :
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h est convexe, h(0) = h(1) = 0 ; alors h(t) ≤ 0,∀ t ∈ [0, 1] ; en particulier
h(t¯) ≤ 0. Ceci est une contradiction avec (5.28), qui entraˆıne h(t¯) > 0.
Comme explique´ ci-dessus, on va diviser la de´monstration en deux cas, selon
si ξ0 viole (5.13) ou (5.14).
e´tape 1 : Supposons que ξ0 viole (5.13), c’est a` dire ξ0 satisfait
(ξ011 − 1)(ξ022 − 1) < a212 ,
qui est e´quivalent a`
a212 − 1 + ξ011 + ξ022 > 0;
puisque a12 < 1, alors ξ011 + ξ
0
22 > 0. D’ailleurs le lemme pre´ce´dent applique´ a`
ξ0 nous permet de supposer que ξ011 · ξ022 > 0 qui implique que ξ011, ξ022 > 0.
Maintenant on va chercher une fonction f rang un convexe et positive sur
R2×2s qui satisfasse (5.27) et (5.28). On cherchera f du type
f(X) =
{
det(X −B), si X −B de´ﬁnie positive
0 autrement .
(pour une certaine matrice B = (bij), i, j = 1, 2 ∈ R2×2s a` de´ﬁnir apre`s) : en fait,
graˆce au lemme 5.2.4, cette fonction est rang un convexe et positive sur R2×2s .
On choisi b12 = 0 .
On a que f(X) = 0 sur E si X − B n’est pas de´ﬁnie positive sur E. Des
conditions suﬃsantes sont
b11 > 0, b22 > 0 et (1− b11)(±1− b22) < a212 (5.29)
(en fait ces conditions impliquent respectivement que
M =












α1 − b11 > 0
ξ22 − ξ12
α1














α1 − b11 > 0
ξ22 − ξ12
α1
α2 − b22 > 0 .
En re´e´crivant ces conditions avec (5.29) on a

bii > 0, i = 1, 2
(1− b11)(±1− b22) < a212
ξ11 − ξ12
α2
α1 − b11 > 0
ξ22 − ξ12
α1
α2 − b22 > 0 .
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que b11 < 1. Comme b22 > 0, la deuxie`me condition avec le − est satisfaite
trivialement. Alors re´e´crivons le syste`me (avec les conditions non triviales) :











< b22 < ξ22 − ξ12
α1
α2 .
Pour ceci choisissons b11 = b11(ξij , α1, α2, a12) tel que
ξ11 − ξ12
α2





1− ξ22 + ξ12α1 α2
}
,
et b22 = b22(ξij , α1, α2, a12) tel que
ξ22 − ξ12
α2








En fait ce choix est trivialement une solution du syste`me, parce que ξ0 viole
(5.13), ce qui implique que
ξ11 − ξ12
α2
α1 > 1− a
2
12
1− ξ22 + ξ12α1 α2
.
Par ailleurs ξ11 − ξ12 α1α2 > 0 , comme on a vu pre´ce´demment.
e´tape 2 : Supposons que ξ0 viole (5.14). On va suivre la meˆme de´marche de
l’e´tape 1. Comme ξ0 satisfait
(ξ011 + 1)(ξ
0
22 + 1) < a
2
12 ,
ceci implique que ξ011, ξ
0
22 < 0 graˆce au lemme pre´ce´dent. On va chercher une
matrice B telle que, selon les notations pre´ce´dentes, la fonction rang un convexe
f(ξ) = G(ξ −B) = F (−ξ + B) satisfasse
f(X) = 0 sur E (5.30)
et
f(ξ0) > 0. (5.31)
On choisi b12 = 0. On a que f(X) = 0 sur E si
bii ≤ 0, i = 1, 2, et (1 + b11)(±1− b22) ≥ −a212







( −1− b11 ±a12
±a12 ±1− b22
)
satisfont M11 + M22 > 0 et detN ≤ 0) et donc f(X) = 0 si X ∈ E graˆce a` la




α1 − b11 < 0
ξ22 − ξ12
α1
α2 − b22 < 0 .
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On va donc e´tudier le syste`me suivant :

0 > bii, i = 1, 2
(1 + b11)(±1− b22) > −a212
ξ11 − ξ12
α2
α1 − b11 < 0
ξ22 − ξ12
α1
α2 − b22 < 0 .
On trouve b11, b22 comme dans l’e´tape pre´ce´dente.
Les e´tapes 1) et 2) montrent que ξ0 appartient a` A. Or, soit X un e´le´ment
du segment tξ + (1 − t)(ξ + λ) : si X12 > 0, il existe s ∈ (0, 1) tel que X =
sξ0 + (1 − s)(ξ + λ), et donc X appartient a` A parce que (ξ0)12(ξ + λ)12 ≥ 0
(cas 1). Si X12 < 0 il existe r ∈ (0, 1) tel que X = rξ0 + (1 − r)ξ, et donc X
appartient a` A e´galement.
On a alors montre´ que A est rang un convexe.
5.3 The´ore`me d’existence
Dans cette section nous allons de´montrer le the´ore`me 5.1.1. Pour ceci nous
allons e´tudier si E et RcoE ont la proprie´te´ d’approximation : comme notre en-
semble E est compact, il suﬃra alors d’appliquer le the´ore`me 3.4.4 pour obtenir
notre re´sultat.
5.3.1 Proprie´te´ d’approximation
Nous allons ve´riﬁer si E et K(E) = RcoE ont la proprie´te´ d’approximation
(voir de´ﬁnition 3.4.1 ; on rappelle que ceci est important pour pouvoir utiliser le
the´ore`me d’existence 3.4.4). Ce re´sultat est nouveau. Nous allons montrer que
si a11a22 − a212 ≤ 0 alors E et RcoE n’ont pas la proprie´te´ d’approximation,
tandis qu’ils l’ont dans le cas a11a22 − a212 > 0.
Dans les de´monstrations on utilisera le re´sultat suivant :
Lemme 5.3.1. Soit a11a22 − a212 ≥ 0. Si ξ ∈ int RcoE alors ξ satisfait (5.2),
(5.3), (5.4), (5.5) et (5.6) avec des ine´galite´s strictes .
De´monstration. Soit ξ ∈ int RcoE. Supposons par l’absurde que ξ satisfasse une
e´galite´ parmi (5.2), (5.3), (5.4), (5.5), (5.6). Suˆrement ξ ne peut pas satisfaire
une des (5.2) comme e´galite´ : en fait supposons par exemple que ξ12 = a12.
Alors pour ε > 0 suﬃsamment petit






ceci est absurde parce que η12 > a12 .
D’ailleurs, ξ ne peut pas satisfaire (5.3), (5.4), (5.5), (5.6) avec e´galite´. En fait
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on aura qu’il existe t0 > 0 tel que, f(ξ + tλ) ≤ 0 ∀ t ∈ [−t0, t0] par de´ﬁnition
d’inte´rieur. Posons h(t) = fi(ξ + tλ) ; h est convexe, et h(0) = 0 et h(t0) ≤ 0
et h(−t0) ≤ 0. Ceci implique que h(t) = 0 pour tout t dans un intervalle de R,
c’est a` dire t(ξ22 − a22) = 0 (comme f(ξ) = 0) pour tout t dans un intervalle de
R et donc ξ22 = a22, ce qui est absurde.
Proprie´te´ d’approximation dans le cas a11a22 − a212 ≤ 0 :
The´ore`me 5.3.2. Si a11a22 − a212 < 0 alors E et RcoE n’ont pas la proprie´te´
d’approximation.
De´monstration. Si a11a22 − a212 < 0 alors intRcoE est vide et donc la premie`re
condition de la proprie´te´ d’approximation n’est pas ve´riﬁe´e.
Remarque 5.3.3. On va maintenant analyser le cas a11a22 − a212 = 0. On a
roussi a` montrer que E et RcoE n’ont pas la proprie´te´ d’approximation avec
K(Eδ) = RcoEδ, si Eδ est de la forme
Eδ = {ξ ∈ R2×2s : |ξij | = fij(δ), i, j = 1, 2} , δ ∈ [0, δ] (5.32)




En fait, on pose detAδ := f11(δ)f22(δ) − [f12(δ)]2; on va e´tudier deux cas :
detAδ ≥ 0 et detAδ < 0.
Dans le premier cas, supposons que 0 soit un point d’accumulation pour
l’ensemble {δ ∈ [0, δ¯] : detAδ ≥ 0} (sinon, il n’y a rien a` e´tudier). On remarque





∈ RcoEδ, mais elle n’est pas dans intRcoE .
Si detAδ < 0, supposons que 0 soit un point d’accumulation pour l’ensemble
{δ ∈ [0, δ¯] : detAδ < 0} (sinon, il n’y a rien a` e´tudier). Pour l’e´tude de ce cas
les observations suivantes sont utiles. Suˆrement on peut dire que |f12(δ)| < 2a12
pour tout δ ∈ (0, δ0(a12)), comme lim
δ→0
f12(δ) = a12.
Graˆce a` ces observations, nous allons montrer que la troisie`me condition
de la proprie´te´ d’approximation est viole´e. On choisit, pour un certain δ1 ∈












On a que η¯ ∈ intRcoE, parce que 0 < a122 + f12(δ1)4 < a12. D’ailleurs supposons
par l’absurde que η¯ ∈ RcoEδ pour tout δ suﬃsamment petit. Comme















ce qui est absurde par le choix de δ1.
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Proprie´te´ d’approximation dans le cas a11a22 − a212 > 0 :
On va montrer que E et RcoE ont la proprie´te´ d’approximation. Comme on
a vu dans la section pre´ce´dente on peut supposer que a11 = a22 = 1. Alors il
suﬃt de montrer le the´ore`me suivant.
The´ore`me 5.3.4. Si a11a22 − a212 > 0 alors E et RcoE ont la proprie´te´ d’ap-
proximation avec K(Eδ) = RcoEδ si, pour δ suﬃsamment petit
Eδ =
{













en fait il suﬃt de poser F (δ) = (1−δ)2−(a12− δ22 )2. F est une fonction continue,
et F (0) = 1 − a212 > 0; par le the´ore`me de la permanence du signe il existe δ0
tel que F (δ) ≥ 0 ∀ δ < δ0.




≥ 0, on peut utiliser le the´ore`me 5.1.2 pour
e´crire
RcoEδ = {ξ ∈ R2×2s : |ξii| ≤ 1− δ, i = 1, 2, |ξ12| ≤ a12 − δ
2
2 ,








(ξ11 − 1 + δ)(ξ22 − 1 + δ) ≥ (|ξ12| − a12 + δ22 )2
(ξ11 + 1− δ)(ξ22 + 1− δ) ≥ (|ξ12| − a12 + δ22 )2} .
Maintenant nous allons ve´riﬁer les trois conditions de la proprie´te´ d’approxi-
mation :
1)Rco(Eδ) ⊂ intRcoE : Soit ξ ∈ RcoEδ. Graˆce au lemme pre´ce´dent il faut
montrer que
|ξ11| < 1, |ξ22| < 1, |ξ12| < a12 (5.33)
(ξ11 − 1)(ξ22 + 1) < ξ212 − a212 (5.34)
(ξ11 + 1)(ξ22 − 1) < ξ212 − a212 (5.35)
(ξ11 − 1)(ξ22 − 1) > (|ξ12| − a12)2 (5.36)
(ξ11 + 1)(ξ22 + 1) > (|ξ12| − a12)2 . (5.37)
On va diviser l’e´tude en plusieurs cas.
e´tape 1 : On a |ξii| ≤ 1 − δ < 1, i = 1, 2 et |ξ12| ≤ a12 − δ22 < a12 . On a donc
montre´ (5.33).
e´tape 2 : On veut montrer (5.34), c’est a` dire
(ξ11 − 1)(ξ22 + 1)− ξ212 + a212 < 0.
On sait que ξ satisfait






∀ δ ≥ 0,
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c’est a` dire




alors il suﬃt de montrer que le membre de droite de l’ine´galite´ pre´ce´dente est
ne´gatif, c’est a` dire




comme 1 + ξ22 > δ et 1 − ξ11 > δ, il suﬃt de ve´riﬁer que a12 − 1 − δ24 < 0.
Ceci est une relation vraie pour δ suﬃsamment petit graˆce au the´ore`me de la
permanence du signe applique´ a` la fonction g(δ) = a12 − 1− δ24 .
e´tape 3 : On veut montrer (5.35), c’est a` dire
(ξ11 + 1)(ξ22 − 1)− ξ212 + a212 < 0.
On sait que






,∀ δ ≥ 0
c’est a` dire




alors il suﬃt de montrer que le membre de droite de l’ine´galite´ pre´ce´dente est
ne´gatif, c’est a` dire




Comme 1+ξ11 > δ et 1−ξ22 > δ, il suﬃt de ve´riﬁer que a12− δ24 < 1. Ceci est une
relation vraie pour δ suﬃsamment petit graˆce au the´ore`me de la permanence
du signe applique´ a` la fonction g(δ) = a12 − 1− δ24 .
e´tape 4 : On veut montrer (5.36), c’est a` dire
(ξ11 − 1)(ξ22 − 1)− (|ξ12| − a12)2 > 0.
On sait que
(ξ11 − 1 + δ)(ξ22 − 1 + δ) ≥
(




,∀ δ ≥ 0
c’est a` dire




alors il suﬃt de montrer que le membre de droite de l’ine´galite´ pre´ce´dente est
positif, c’est a` dire
1− ξ11 + 1− ξ22 + δ
3
4
+ δ(|ξ12| − a12 − 1) > 0;
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comme 1 − ξ11 > δ, 1 − ξ22 > δ et |ξ12| − a12 > −a12, il suﬃt de ve´riﬁer que
δ(1−a12)+ δ34 > 0. Ceci est une relation vraie pour le the´ore`me de la permanence
du signe applique´ a` la fonction h(δ) = 1− a12 + δ24 continue.
e´tape 5 : On veut montrer (5.37), c’est a` dire
(ξ11 + 1)(ξ22 + 1)− (|ξ12| − a12)2 > 0 :
On sait que
(ξ11 + 1− δ)(ξ22 + 1− δ) ≥
(




,∀ δ ≥ 0
c’est a` dire




alors il suﬃt de montrer que le membre de droite de l’ine´galite´ pre´ce´dente est
positif, c’est a` dire




comme 1 + ξ11 > δ, 1 + ξ22 > δ et |ξ12| − a12 > −a12, il suﬃt de ve´riﬁer que
δ(1−a12)+ δ34 > 0. Ceci est une relation vraie pour le the´ore`me de la permanence
du signe applique´ a` la fonction h(δ) = 1− a12 + δ24 continue.
2)∀ ε > 0 ∃ δ0 = δ0(ε) > 0 : dist(η, E) ≤ ε ∀ η ∈ Eδ, δ ∈ [0, δ0] : Soit
η ∈ Eδ. Alors il existe une matrice H(δ) telle que η+H(δ) ∈ E et |H(δ)11| = δ,
|H(δ)22| = δ, |H(δ)12| = δ2/2. On note que
dist(η,E) ≤ dist(η, η + H(δ)) ≤
√





∀ η ∈ Eδ,








< ε∀ η ∈ Eδ
pour δ < δ0(ε), parce que la fonction f(δ) =
√
2δ2 + δ42 est continue.
3)si η ∈ intRcoE alors η ∈ RcoEδ ∀ δ > 0 suﬃsamment petit : On
ﬁxe η ∈ intRcoE. On va diviser la de´monstration en plusieurs e´tapes pour
montrer les diverses ine´galite´s qui de´ﬁnissent RcoEδ :
e´tape 1 : On veux montrer que




On sait que |ηii| < 1, i = 1, 2 : ceci implique que |ηii| ≤ 1−δ, i = 1, 2, si on prend
δ ≤ min{1 − |η11|, 1 − |η22|}. D’ailleurs, en choisissant δ ≤
√
2(a12 − |η12|), on
a que |η12| ≤ a12 − δ22 .
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− (η11 − 1 + δ)(η22 + 1− δ) ≥ 0
pour δ suﬃsamment petit, c’est a` dire on veut montrer que






− (η11 − 1 + δ)(η22 + 1− δ) ≥ 0
pour δ suﬃsamment petit. On sait que (η11 − 1)(η22 + 1) < |η12|2 − a212, c’est
a` dire f1(0) > 0 ; puisque f1 est une fonction continue, alors, graˆce au the´ore`me
de la permanence du signe, il existe δ1(ηij) > 0 tel que f1(δ) ≥ 0 ∀ δ ≤ δ1(ηij).
e´tape 3 : On veut montrer que






− (η11 + 1− δ)(η22 − 1 + δ) ≥ 0
pour δ suﬃsamment petit, c’est a` dire on veut montrer que






− (η11 + 1− δ)(η22 − 1 + δ) ≥ 0
pour δ suﬃsamment petit. On sait que (η11 + 1)(η22 − 1) < |η12|2 − a212, c’est
a` dire f2(0) > 0; puisque f2 est une fonction continue, alors, graˆce au the´ore`me
de la permanence du signe, il existe δ2(ηij) > 0 tel que f2(δ) ≥ 0 ∀ δ ≤ δ2(ηij).
e´tape 4 : On veut montrer que
(η11 − 1 + δ)(η22 − 1 + δ)−
(





pour δ suﬃsamment petit, c’est a` dire on veut montrer que
f3(δ) := (η11 − 1 + δ)(η22 − 1 + δ)−
(





pour δ suﬃsamment petit. On sait que (η11 − 1)(η22 − 1) > (|η12| − a12)2, c’est
a` dire f3(0) > 0 ; puisque f3 est une fonction continue, alors, graˆce au the´ore`me
de la permanence du signe, il existe δ3(ηij) > 0 tel que f3(δ) ≥ 0 ∀ δ ≤ δ3(ηij).
e´tape 5 : On veut montrer que
(η11 + 1− δ)(η22 + 1− δ)−
(





pour δ suﬃsamment petit, c’est a` dire on veut montrer que
f4(δ) := (η11 + 1− δ)(η22 + 1− δ)−
(





pour δ suﬃsamment petit. On sait que (η11 + 1)(η22 + 1) > (|η12| − a12)2, c’est
a` dire f4(0) > 0 ; puisque f4 est une fonction continue, alors, graˆce au the´ore`me
de la permanence du signe, il existe δ4(ηij) > 0 tel que f4(δ) ≥ 0 ∀ δ ≤ δ4(ηij).
En conside´rant
δ(η) = min{1− |η11|, 1− |η22|,
√
2(a12 − η12), δ1(ηij), δ2(ηij), δ3(ηij), δ4(ηij)}
on a que si η ∈ int RcoE alors η ∈ Rco(Eδ) ∀ δ ∈ (0, δ(η)).
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Remarque 5.3.5. Si a12 = 1 alors, selon les notations de la preuve pre´ce´dente,
si






on a F (0) = 0 ; par ailleurs F ′(δ) = −2(1 − δ) + 2(a12 − δ22 )δ; alors F ′(0) =−2 < 0 et donc il n’existe pas δ0 > 0 tel que F (δ) ≥ 0,∀ δ ∈ [0, δ0]. Ceci ne
nous permet pas d’e´crire RcoEδ en employant le the´ore`me 5.1.2 et donc on ne
peut pas utiliser la preuve pre´ce´dente pour le cas a11a22 = a212 (ceci est cohe´rent
avec le fait que dans la section pre´ce´dente on a vu que E et RcoE n’ont pas la
proprie´te´ d’approximation si on choisit Eδ de la forme (5.32)).
5.4 L’enveloppe polyconvexe
Dacorogna et Tanteri [15] ont calcule´ PcoE dans le cas a11a22 − a212 = 0,
et Dolzmann [16] l’a calcule´ dans les autres cas. Nous allons pre´senter une
de´monstration diﬀe´rente.
Dans la preuve il nous sera utile le lemme suivant :
Lemme 5.4.1. Soit E un ensemble de R2×2. Si A,B ∈ R2×2 sont deux matrices
telles que detA = 0 et detB = 0, alors
APcoE B = Pco(AEB).
De´monstration. On va d’abord montrer que
APcoE B ⊆ Pco(AEB) .
Soit ξ ∈ APcoE B. Alors ξ = Aξ˜B, pour un certain ξ˜ ∈ PcoE. Par de´ﬁnition
























qui montre que Aξ˜B = ξ ∈ Pco(AEB).
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Il faut ve´riﬁe´r que
5∑
i=1


























ce qui est ve´riﬁe´, comme le membre de gauche de cette ine´galite´ est e´gal a` det ξ .
The´ore`me 5.4.2. Soient aij > 0, i, j = 1, 2 ; alors
PcoE = {ξ ∈ R2×2s : |ξij | ≤ aij , |a22ξ11 − a11ξ22| ≤ −detξ + a11a22 − a212} .
De´monstration. Graˆce au lemme pre´ce´dent pour calculer PcoE, on peut tou-
jours supposer que a11 = a22 = 1 : en fait il suﬃt de choisir les matrices
de´ﬁnies par (5.8) et (5.9). Donc, apre`s cette simpliﬁcation, il faut montrer que
A = RcoE , ou`
A = {ξ ∈ R2×2s : |ξii| ≤ 1, i = 1, 2, |ξ12| ≤ a12,
(ξ11 − 1)(ξ22 + 1) ≤ ξ212 − a212,
(ξ11 + 1)(ξ22 − 1) ≤ ξ212 − a212} .
On remarque toute de suite que A ⊃ E et A est polyconvexe, car il est de´ﬁni
comme intersection d’ensembles de niveau de fonctions polyconvexes (voir en-
semble P de´ﬁni par (5.26)) ; donc PcoE ⊆ A.
Maintenant, pour montrer l’inclusion inverse, il suﬃt de ve´riﬁer que ∂A ⊂
PcoE : ceci impliquera que A ⊆ PcoE. En fait soit X ∈ intA; comme A est
compact, pour toute matrice λ de rang 1, il existe γ1 < 0 < γ2 re´els tels que
X + γ1λ ∈ ∂A, X + γ2λ ∈ ∂A.
Puisque ∂A ⊂ PcoE, (comme nous allons montrer) X + γiλ ∈ PcoE, i = 1, 2.
On peut e´crire X sous la forme suivante :
X =
γ2
γ2 − γ1 (X + γ1λ)−
γ1
γ2 − γ1 (X + γ2λ);
comme rang(λ) = 1, cette relation prouve que X ∈ RcoE ⊆ PcoE.
On va maintenant montrer que ∂A ⊆ PcoE. Soit ξ ∈ ∂A; alors ξ satisfait une
e´galite´ parmi les ine´galite´s qui de´ﬁnissent A. Distinguons diﬀe´rents cas selon les
ine´galite´s satisfaites par ξ. Si |ξij | = aij , on a de´ja` montre´ (voir proposition 5.2.3)
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que ξ ∈ RcoE. Dans la suite on peut alors conside´rer |ξii| = 1 et |ξ12| = a12.
Nous allons maintenant traiter un cas qui sera utile pour e´tudier, apre`s, les
e´galite´s
(ξ11 ± 1)(ξ22 ∓ 1) = ξ212 − a212.
cas 1) Supposons que ξ satisfait les deux e´galite´s
(ξ11 − 1)(ξ22 + 1) = ξ212 − a212 et (ξ11 + 1)(ξ22 − 1) = ξ212 − a212 : (5.38)
alors (ξ11 − 1)(ξ22 + 1) = (ξ11 + 1)(ξ22 − 1), ce qui implique que















11 − 1 ξ11
)
∈ PcoE. (5.39)










11 − 1 ξ11
)
appartiennent a` PcoE pour tout ξ11 ∈ (−1, 1). En fait E est un ensemble de
matrices tel que ±A ∈ E pour toute A ∈ E. Comme E ⊂ R2×2, ceci implique
que ±ξ ∈ PcoE, pour toute ξ ∈ PcoE.
On va montrer (5.39) en e´tudiant les trois cas a12 < 1, a12 > 1 et a12 = 1
se´pare´ment.
a12 < 1 :
Observons que dans ce cas ξ11 = 0 : en fait si ξ11 = 0 et a12 < 1 alors
a212 + ξ
2
22 − 1 < 0 et donc ξ ne peut pas satisfaire (5.38), comme on a vu avant.
Nous allons traiter se´pare´ment les cas ξ11 > 0 et ξ11 < 0.

















detM = (t1 + t2 + t3)(1− a212)
t1 + t2 + t3 = 1.
Ceci est e´quivalent a`






= t1 − t2 − t3













t1 + t3 = ξ11 + t2
t1 + t3 = 1− t2
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Or, pour terminer ce cas, il faut ve´riﬁer que t1, t2, t3 ∈ [0, 1] :
t1 : Suˆrement t1 > 0, parce qu’il est somme de deux termes positifs ; t1 < 1




12 − 1 < 2a12 qui est vrai, parce que ceci est
e´quivalent a` |ξ11| < 1.
t2 : On voit tout de suite que t2 ∈ (0, 1) parce que ξ11 ∈ (0, 1).




12 − 1; en e´levant au carre´
on a ξ211(1 − a212) < 1 − a212, qui est une relation vraie, puisque a212 < 1 et




12 − 1 < 2a12 qui




12 − 1 < a12(2 − ξ11), qui est banalement satisfaite
comme les deux membres ont signe contraire. Donc M , avec ξ11 > 0 appartient
a` PcoE.
• Maintenant supposons que ξ11 < 0. Comme dans le cas pre´ce´dent, il faut
















detM = (t1 + t2 + t3)(1− a212)
t1 + t2 + t3 = 1.
Ceci est e´quivalent a`







= t1 − t2 − t3










t1 + t2 = −ξ11 + t3
t1 + t2 = 1− t3
qui est e´quivalent a`





















Pour terminer la preuve il faut ve´riﬁer que t1, t2, t3 ∈ [0, 1].





12 − 1 < a12 : en e´levant au carre´, on obtient ξ211+a212−1 <
a212, qui est vrai.




12 − 1 < −ξ11a12; comme ξ11 < 0, en
e´levant au carre´ on a ξ211(1− a212) < 1− a212, qui est une relation vraie, puisque




12 − 1 <
a12(2+ξ11), qui est banalement vrai comme les deux membres ont signe contraire.
t3 : On voit tout de suite que t3 ∈ (0, 1) parce que 0 < |ξ11| < 1.
On a alors que, si a12 < 1, M ∈ PcoE.
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a12 > 1 :















detM = (t1 + t2 + t3)(1− a212)⇔ 1− a212 = (t1 + t2 + t3)(1− a212)
t1 + t2 + t3 = 1.
Ceci est e´quivalent a`






= t1 + t2 − t3










t3 + t2 = 1− t1
t3 + t2 = t1 − ξ11
qui est e´quivalent a`





















Maintenant il faut ve´riﬁer que t1, t2, t3 ∈ [0, 1].
t1 : On voit tout de suite que t1 ∈ (0, 1) parce que ξ11 ∈ (−1, 1).




12 − 1; suˆrement cette ine´galite´
est vraie si ξ11 ≤ 0. Si ξ11 > 0, en e´levant au carre´, on obtient ξ211 + a212 − 1 >
a212ξ
2
11, qui est vrai, parce qu’il est e´quivalent a` a
2
12−1 > ξ211(a212−1) et |ξ11| < 1 .




12 − 1 < a12(2 + ξ11) ; en e´levant
au carre´ on a
ξ211(a
2
12 − 1) + 4a212ξ11 + 1 + 3a212 > 0.
On e´tudie le signe du discriminant : ∆4 = 4a
4




2, qui est positif. On peut alors calculer la solution de l’ine´galite´ :





la premie`re relation implique que t2 < 1.




12 − 1 < a12 qui est
vrai, car il suﬃt d’e´lever au carre´.
Donc aussi dans le cas a12 > 1, M ∈ PcoE.
a12 = 1 :
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avec ξ11 ≥ 0. Il suﬃt d’e´tudier ce cas, comme PcoE est un ensemble syme´trique.
On trouve t1, t2 ∈ [0, 1] tels que









t1 + t2 = 1 .
En fait ceci est e´quivalent a`
{
ξ11 = t1 − t2











On voit tout de suite que t1, t2 ∈ (0, 1) et donc M ∈ PcoE.
Par conse´quent M ∈ PcoE dans tous les cas.
cas 2) Supposons que ξ ∈ ∂A satisfait
(ξ11 + 1)(ξ22 − 1)− ξ212 + a212 = 0.
On peut supposer que
(ξ11 − 1)(ξ22 + 1)− ξ212 + a212 < 0.
En suivant le meˆme raisonnement que dans l’e´tape 5 de la proposition 5.2.3 on
de´ﬁnit
V1 = {ξ ∈ R2×2s : (ξ11 + 1)(ξ22 − 1)− ξ212 + a212 = 0} .
On a vu qu’il existe une matrice A de rang un telle que ξ + tA ∈ V1 pour tout
t ∈ R. Comme ξ ∈ rel int(∂A ∩ V1), et ∂A ∩ V1 est compact, alors il existe
t1 < 0 < t2 tels que ξ + tiA ∈ ∂(∂A∩ V1). D’ailleurs ξ + tiA ∈ ∂(∂A∩ V1) si et
seulement si
|(ξ+tiA)lj | = alj , l, j = 1, 2 , [(ξ+tiA)11−1][(ξ+tiA)22+1]−(ξ+tiA)212+a212 = 0
ou {
[(ξ + tiA)11 − 1] [(ξ + tiA)22 + 1]− (ξ + tiA)212 + a212 = 0
[(ξ + tiA)11 + 1] [(ξ + tiA)22 − 1]− (ξ + tiA)212 + a212 = 0 .
Dans les cas 1), 2) on a de´ja` montre´ que ξ + tiA ∈ PcoE. Par conse´quent
ξ ∈ PcoE.
cas 3) Supposons que ξ ∈ ∂A satisfait
(ξ11 − 1)(ξ22+)− ξ212 + a212 = 0.
On suit la meˆme de´marche du cas 2).
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