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DDVV-TYPE INEQUALITY FOR HERMITIAN MATRICES
JIANQUAN GE, SONG XU, HANGYU YOU, AND YI ZHOU
Abstract. In this paper we extend DDVV-type inequalities involving the Frobenius
norm of commutators from real symmetric and skew-symmetric matrices to Hermitian
and skew-Hermitian matrices.
1. Introduction
A DDVV-type inequality is an estimate of the form (cf. [13, 16, 11])
(1.1)
m∑
r,s=1
‖[Br, Bs]‖2 ≤ c
(
m∑
r=1
‖Br‖2
)2
,
considered for certain n × n matrices B1 . . . , Bm, where [A,B] = AB − BA is the
commutator and ‖B‖2 = tr(BB∗) is the squared Frobenius norm. Naturally, one is
interested in the best constant c so that (1.1) stays valid for all matrices in the re-
garded class. The name has its origin in submanifold geometry. The DDVV conjecture
concerns the following inequality between the scalar curvature ρ (intrinsic invariant),
the mean curvature H and the normal scalar curvature ρ⊥ (extrinsic invariants) of a
submanifold Mn in a real space form Nn+m(κ) with constant sectional curvature κ (cf.
[8]):
ρ+ ρ⊥ ≤ ‖H‖2 + κ.
Now, the equivalent algebraic version is precisely (1.1) with the value c = 1. As the
problem has a geometric background, only real symmetric matrices are taken into ac-
count. This claim was shown by Lu [14] and Ge-Tang [10] independently and differently.
The matrix tuples giving equality were completely determined and under some rotation
and orthogonal congruence, the matrices of such a tuple are all zero except for two in
the form of diag(A1, 0) and diag(A2, 0), where 0 is the zero matrix and
A1 :=
(
λ 0
0 −λ
)
, A2 :=
(
0 λ
λ 0
)
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with λ ≥ 0. The equality also has a geometric interpretation: submanifolds achieving
the equality everywhere are called Wintgen ideal submanifolds which are invariant un-
der conformal transformations and are not yet classified so far, although many partial
results and studies are available in the literature (cf. [6, 7, 19], etc.). Recently, the geo-
metric DDVV inequality was strengthened on the focal submanifolds of isoparametric
hypersurfaces in unit spheres. The points attaining the equality were explicitly cal-
culated, in particular, those focal submanifolds which are Wintgen ideal submanifolds
were classified in [12].
After the real symmetric matrices (which occur in the second fundamental tensor
in submanifold geometry), real skew-symmetric matrices were investigated in [9] for
the DDVV-type inequality (1.1), since they naturally occur in the integrability tensor
in Riemannian submersion geometry. There is an interesting phenomenon of “dual-
ities”: Lu [14] applied the DDVV inequality for symmetric matrices to give Simons
type inequality for minimal submanifolds of spheres in submanifold geometry; Ge [9]
established the DDVV-type inequality for skew-symmetric matrices and applied it to
give a Simons-type inequality for Yang-Mills fields in Riemannian submersion geome-
try. Simply speaking, the dualities appear in algebra as symmetric to skew-symmetric,
and in their applications in geometry as immersion (submanifold) to submersion. The
dual phenomenon between the objects (minimal submanifolds and Yang-Mills fields)
of applications of algebra to geometry was initially investigated by Tian [17]. Now, for
the skew-symmetric class, when m ≥ 3, c = 1/3 for n = 3 and c = 2/3 for n ≥ 4.
Similarly, for obtaining equality all but three matrices must be zero, and these are
again given via transforming the simplest representatives of the skew-symmetric class.
In the case m = 2 the best constant can be shown to be even smaller, c = 1/4 for
n = 3 and c = 1/2 for n ≥ 4; see [2]1 (see also Lemma 2.5 of [9]), which showed that
‖[B1, B2]‖2 ≤ c˜‖B1‖2‖B2‖2 with c˜ = 1/2 for n = 3 and c˜ = 1 for n ≥ 4. In fact, this
can be seen easily from
2‖[B1, B2]‖2 ≤ 2c˜‖B1‖2‖B2‖2 ≤ c˜
2
(‖B1‖2 + ‖B2‖2)2.
Indeed, when m = 2, the problem is closely related to the Bo¨ttcher-Wenzel in-
equality (cf. [3, 4], see also [18, 14, 15]): ‖[X,Y ]‖2 ≤ 2‖X‖2‖Y ‖2, which is even true
for arbitrary complex matrices (cf. [4]). A unified generalization of the DDVV inequal-
ity and the Bo¨ttcher-Wenzel inequality has been conjectured and ongoingly studied by
Lu and Wenzel [16].
In this paper, we extend the DDVV-type inequalities from real matrices to complex
matrices. As in the real case, we consider the complex matrices with symmetries,
namely, the Hermitian matrices and the skew-Hermitian matrices. In fact, since iB
1Notice that in [2] there is a scaling of the norm by a factor of
√
2 to the Frobenius norm.
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is skew-Hermitian for any Hermitian matrix B, the inequality for the skew-Hermitian
case is the same as the Hermitian case, which is slightly different from the real case.
Throughout this paper, we put K := U(n) × O(m). A K action on a family of
matrices (B1, · · · , Bm) is given by
(P,R) · (B1, · · · , Bm) :=

 m∑
j=1
Rj1P
∗BjP, · · · ,
m∑
j=1
RjmP
∗BjP

 ,
for (P,R) ∈ K, where R = (Rjk) ∈ O(m) acts as a rotation on the matrix tuple
(P ∗B1P, · · · , P ∗BmP ).
Theorem 1.1. Let B1, · · · , Bm be n× n Hermitian matrices.
(1) If m ≥ 3, then c = 43 in (1.1), i.e.,
m∑
r,s=1
‖ [Br, Bs] ‖2 ≤ 4
3
(
m∑
r=1
‖Br‖2
)2
.
The equality holds if and only if under some K action all Br’s are zero except
for 3 matrices in the form of diag(H1, 0), diag(H2, 0) and diag(H3, 0), where
H1 :=
(
λ 0
0 −λ
)
,H2 :=
(
0 λ
λ 0
)
,H3 :=
(
0 −λi
λi 0
)
,
with λ ≥ 0.
(2) If m = 2, then c = 1 in (1.1), i.e.,
2∑
r,s=1
‖ [Br, Bs] ‖2 ≤
(
2∑
r=1
‖Br‖2
)2
.
The equality holds if and only if under some K action B1 = diag(H1, 0) and
B2 = diag(cos θH2 + sin θH3, 0).
When considering skew-Hermitian matrices Br, the same statements are true with
Hj replaced by iHj, j = 1, 2, 3.
Clearly, H3 is a natural candidate for extending the real-symmetric matrices spanned
by A1 = H1 and A2 = H2 to the Hermitian class. The second inequality of Theorem
1.1 is implied by the Bo¨ttcher-Wenzel inequality and its proof can be even traced back
to Chern-do Carmo-Kobayashi [5] for real symmetric matrices; hence we omit its proof.
The equality condition follows simply by restricting the matrices to be Hermitian (cf.
[4]). It seems that the first inequality of Theorem 1.1 would also hold for arbitrary com-
plex matrices, at least for real matrices. The reason is that any matrix can be written
as the sum of Hermitian (symmetric) and skew-Hermitian (skew-symmetric) matrices,
which enables one to combine their orthonormal bases and use this combined basis to
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compute the commutators as in (3.4, 3.5, 3.6). As for possible geometric applications
of this DDVV-type inequality for Hermitian matrices, we believe that it would also de-
rive a Simons-type inequality in Ka¨hler (complex) geometry with certain “Hermitian”
tensors instead of the usual second fundamental tensor used in submanifold geometry
known from the real case (cf. [14]).
The proof follows the method of Ge and Tang [10], [9] and we refer to [11] for a
sketch. Here we introduce the key ideas simply to follow this method. First of all, one
needs to “find” (or guess) the best constant c by testing examples of matrices in the
regarded class. The number of the extreme matrices should not be too big (e.g. 2, 3 or
4, etc.) and certain symmetries would exist as in the known DDVV-type inequalities.
After the DDVV-type inequality (1.1) has been transformed into the non-positivity of
a quadratic form fQ(x) (x ∈ RN+ , Q ∈ SO(N)) as (3.9) which is expected to be negative
in the interior of RN+ for any Q ∈ SO(N), one has to verify three conditions (see (a)
to (c) on page 11) in the approximation procedure of the proof. The condition (b) is
automatically satisfied, while (a) and (c) (in particular, the inequality (3.14)) require
one to prepare the formulae (2.2, 2.3) and the preparatory lemmas (e.g. Lemmas 2.3,
2.4). The calculations of these preliminary results are similar to the original proof for
symmetric matrices but more involved, as the regarded matrix class varies. One would
succeed if the steps can be done, otherwise, one needs to try another c by testing more
examples. In fact, one could deduce some clues for finding the best constant c from the
estimates in the Lemmas 2.3 and 2.2 where 43 would have to be replaced by c.
The paper is organized as follows: in Section 2 we give all preliminary results
mentioned above; in Section 3 we firstly transfer the inequality to the non-positivity of
the quadratic form fQ(x) and then show (a-c) with the help of the preliminary results
from Section 2. For those who have seen the method before, Section 2 is the interesting
part. If you are new to the method, it could be better to skip the technical lemmas
and to read Section 3 first with Section 2 as a reference.
2. Notations and preparatory lemmas
This section contains the necessary adaptions of the core lemmas from the DDVV
proof given in [10] to the new constant we aim at. We denote the space of m× n real
matrices by M(m,n), the space of n×n real matrices by M(n), and the space of n×n
Hermitian matrices by HM(n), which has dimension N := n2. All spaces are regarded
as real vector spaces.
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For every (i, j) with 1 ≤ i, j ≤ n, let
Eˇij :=


Eii if i = j,
(Eij + Eji)/
√
2 if i < j,
i(Eij − Eji)/
√
2 if i > j,
where Eij ∈M(n) is the matrix with 1 in position (i, j) and 0 elsewhere. Clearly {Eˇij}
is an orthonormal basis of HM(n). The third component gives new basis elements
that were absent in the real-symmetric proof of [10]. The skew-symmetric case in [9]
regarded the natural basis spanned by (Eij−Eji)/
√
2 at this place. Let us put an order
on the index set S := {(i, j) | 1 ≤ i, j ≤ n} by
(2.1) (i, j) < (k, l)⇐⇒ i < k, or i = k and j < l.
We use this order to index elements of S with a single (Greek) index in the range
{1, ..., N}. Clearly, (i, j) 7→ α = (i− 1)n+ j can be inverted.
For α=ˆ(i, j) ≤ β=ˆ(k, l) in S, direct calculations imply
(2.2)
∥∥[Eˇα, Eˇβ]∥∥2 =


2 if i = l < j = k,
1 if i = j = k < l | i < j = k = l | i = j = l < k | j < i = k = l,
i < j = k < l | i = k < j < l | i < k < j = l | j = l < i < k |
1
2 if j < l < i = k | j < i = l < k | i < j = l < k | l < i < j = k |
i < l < j = k | i = l < j < k | i = l < k < j | j < k = i < l,
0 otherwise,
while arbitrary α and β may be tackled by symmetry. Note that the value 2 comes
from two matching index pairs, and 1 is obtained when three indices are equal. Beside
the value 12 , all non-vanishing configurations are given, in which two indices are equal.
It is worth to mention that these are only possible to realize when there are at least
three different numbers. Hence the third case will appear only for m ≥ 3, explaining
why m = 2 has a smaller constant.
Likewise, one checks for any α=ˆ(i, j), β=ˆ(k, l) in S,
(2.3)
∑
γ∈S
〈[Eˇα, Eˇγ ], [Eˇβ , Eˇγ ]〉 = 2nδikδjl − 2δijδkl,
where 〈A,B〉 = Re [tr (AB∗)].
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Let {Qˇα}α∈S be any orthonormal basis of HM(n). Then there exists a unique
orthogonal matrix Q ∈ O(N) such that
(2.4) (Qˇ1, · · · , QˇN ) = (Eˇ1, · · · , EˇN )Q,
i.e., Qˇα =
∑
β qβαEˇβ for Q = (qαβ)N×N , and if Qˇα = (qˇ
α
ij)n×n, γ=ˆ(i, j), τ=ˆ(j, i),
(2.5) qˇαij = qˇ
α
ji =

qγα if i = j,(qγα − qταi)/√2 if i < j.
This change of basis utilizes again the interpretation of matrix operations on a row of
non-scalar entries that has been seen before in the definition of the K action.
Let λ1, · · · , λn be n real numbers satisfying
∑n
i=1 λ
2
i = 1 and λ1 ≥ · · · ≥ λn. Define
I1 := {j | λ1 − λj > 2√3}, I2 := {i | λi − λn >
2√
3
}, and
I :=
{
(i, j) ∈ S | λi − λj > 2√
3
}
.
Let n0 be the number of elements of I. Then (1 × I1)
⋃
(I2 × n) ⊂ I ⊂ S. Now comes
the first technical lemma. It looks pretty much like the variant from [10] and [9], but
the sets I1, I2 and I differ in the lower bound imposed to the difference.
Lemma 2.1. Either I = {1} × I1 or I = I2 × {n}.
Proof. If n0 = 0, the three sets are all empty. If n0 = 1, the single element must
be (1, n) ∈ S, and the three sets are equal. If n0 ≥ 2, let (1, n) and (i1, j1) be two
different elements of I, that is λ1 − λn ≥ λi1 − λj1 > 2√3 and (1, n) 6= (i1, j1). We
assert that either i1 = 1 and j1 6= n or i1 6= 1 and j1 = n, which shows exactly that
I = {1} × I1 ∪ I2 × {n}. Otherwise, 1,i1,j1 and n would be four different elements in
{1, · · · , n}, and thus
1 ≥ λ21 + λ2i1 + λ2j1 + λ2n ≥
1
2
(λ1 − λn)2 + 1
2
(λi1 − λj1)2 >
4
3
is a contradiction. Next, without loss of generality, we assume (i1, j1) ∈ {1}× I1. Then
it will be seen that I2 × {n} = {(1, n)}, and thus I = {1} × I1, which completes the
proof. Otherwise, if there is another element, say (i2, n), in I2×{n}, then i2 6= j1 since
otherwise we would get the following contradiction
2 ≥ 2(λ21 + λ2n) ≥ (λ1 − λn)2 = (λ1 − λj1 + λi2 − λn)2 >
16
3
.
Hence i1 = 1, j1, i2 and n are four different elements in {1, · · · , n}, and we come to the
same contradiction as above. 
The following result is a straightforward consequence of the previous lemma. In
[10] and [9], similar inequalities with respect to the differing c were shown.
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Lemma 2.2. We have
∑
(i,j)∈I [(λi−λj)2− 43 ] ≤ 23 , where the equality holds if and only
if n0 = 1 and λ1 = −λn =
√
2
2 , λ2 = · · ·λn−1 = 0.
Proof. Without loss of generality,we can assume I = {1} × I1 by Lemma 2.1. Then
∑
(i,j)∈I
[
(λi − λj)2 − 4
3
]
=
∑
j∈I1
(λ21 + λ
2
j − 2λ1λj)−
4
3
n0
= n0λ
2
1 +
∑
j∈I1
λ2j − 2λ1
∑
j∈I1
λj − 4
3
n0
≤ (n0 + 1)λ21 +
∑
j∈I1
λ2j +
(∑
j∈I1
λj
)2 − 4
3
n0
≤ (n0 + 1)
(
λ21 +
∑
j∈I1
λ2j
)
− 4
3
n0
≤ (n0 + 1)
n∑
i=1
λ2i −
4
3
n0
= 1− 1
3
n0 ≤ 2
3
,
where the equality condition is easily seen from the proof. 
The next lemma is adapted slightly from the symmetric case in [10] to the Her-
mitian case. The difference comes from the index set S which now includes not only
those indices γ=ˆ(i, j) but also those τ=ˆ(j, i) (when i < j). This leads to a difference
in the expression (2.5) where qγα and qτα are two entries in a column of the matrix
Q ∈ O(N).
Lemma 2.3. For any Q ∈ O(N), given any α ∈ S and any subset Jα ⊂ S, we have
∑
β∈Jα
(∥∥[Qˇα, Qˇβ]∥∥2 − 4
3
)
≤ 4
3
.
Proof. Since the required inequality is invariant under unitary congruences, i.e.,
∑
β∈Jα
∥∥[Qˇα, Qˇβ]∥∥2 = ∑
β∈Jα
∥∥[P ∗QˇαP,P ∗QˇβP ]∥∥2 , for any P ∈ U(n),
we can assume without loss of generality Qˇα = diag (λ1, · · · , λn) (Notice also that
(P ∗Qˇ1P, · · · , P ∗QˇNP ) is also an orthonormal basis of HM(n) and can be expressed as
(2.4) by a Q ∈ O(N)), with ∑i λ2i = 1, λ1 ≥ · · · ≥ λn and I = {1} × I1 due to Lemma
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2.1. Then by (2.5) and Lemma 2.2,
(2.6)
∑
β∈Jα
(∥∥[Qˇα, Qˇβ]∥∥2 − 4
3
)
=
∑
β∈Jα

 n∑
i,j=1
(λi − λj)2 |qˇβij |2 −
4
3
· 1


=
∑
β∈Jα
∑
(i,j)=ˆγ∈S
(
(λi − λj)2 − 4
3
)
· |qˇβij|2
=
∑
β∈Jα
∑
(i,j)=ˆγ∈S
(
(λi − λj)2 − 4
3
)
· 1
2
(
q2γβ + q
2
τβ
)
≤ 2
∑
(i,j)=ˆγ,i<j
(
(λi − λj)2 − 4
3
)
·
∑
β∈Jα
1
2
(
q2γβ + q
2
τβ
)
≤ 2
∑
(i,j)=ˆγ∈I
(
(λi − λj)2 − 4
3
)
·
∑
β∈S
1
2
(
q2γβ + q
2
τβ
)
= 2
∑
(i,j)=ˆγ∈I
(
(λi − λj)2 − 4
3
)
· 1 ≤ 4
3
,
where τ=ˆ(j, i), the equality in the last line is because of Q ∈ O(N) and negative
summands coming from (i, j) 6∈ I were omitted. 
The last technical lemma bounds the sum of the commutator norms over the basis
matrices. For the more restricted classes considered in [10] and [9], it was at most half
as big.
Lemma 2.4. We have
∑
β∈S
∥∥[Qˇα, Qˇβ]∥∥2 ≤ 2n for any Q ∈ O(N) and any α ∈ S.
Proof. It follows from (2.3, 2.4, 2.5) that
∑
β∈S
∥∥[Qˇα, Qˇβ]∥∥2 = ∑
βγτξη
qγαqξαqτβqηβ〈[Eˇγ , Eˇτ ], [Eˇξ , Eˇη]〉
=
∑
γξ
qγαqξα
∑
τ
〈[Eˇγ , Eˇτ ], [Eˇξ , Eˇτ ]〉
=
∑
γ=ˆ(i,j),ξ=ˆ(k,l)
qγαqξα · (2nδikδjl − 2δijδkl)
= 2n
∑
γ
q2γα − 2
(∑
i
qˇαii
)2
≤ 2n.

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3. Proof of the main results
Now, we are going to detail the method introduced in [10], with only slight mod-
ifications to use the critical lemmas of the previous section. In the first step, the
inequality is rewritten in order to take profit of the matrix structure. As in [10] and
[9], we transform the DDVV-type inequality to the non-positivity of a quadratic form
fQ(x) (x ∈ RN+ ) parameterized by Q ∈ SO(N). In order to do this, we need to intro-
duce a “multiplicative” map ϕ as in [10] and [9]. Here we also provide the readers with
an alternative interpretation of ϕ for a better understanding.
Let ϕ : M(m,n) −→ M((m2 ), (n2)) be the map defined by ϕ (A)(i,j)(k,l) := A(klij),
where 1 ≤ i < j ≤ m, 1 ≤ k < l ≤ n, and A(kl
ij
)
= aikajl − ailajk is the discriminant of
the 2 × 2 submatrix of A that is the intersection of rows i and j with columns k and
l, arranged with the same order as in (2.1). One can verify directly that ϕ (In) = I(n2)
,
ϕ (A)t = ϕ
(
At
)
, and in particular, the map ϕ preserves the matrix product, i.e.,
ϕ(AB) = ϕ(A)ϕ(B) holds for A ∈ M(m,k) and B ∈ M(k, n). Alternatively, one can
regard ϕ as a “homomorphism”2 from M(m,n) ∼= Hom(Rn,Rm) to M((m2 ), (n2)) ∼=
Hom(Λ2(Rn),Λ2(Rm)), by extending the linear map A ∈ Hom(Rn,Rm) naturally to a
linear map ϕ(A) from the exterior algebra (of grade 2) Λ2(Rn) to Λ2(Rm):
ϕ(A)(x ∧ y) := (Ax) ∧ (Ay), for any x, y ∈ Rn.
An elementary proof via matrix was included in the first author’s Bachelor thesis which
was incorporated to the joint paper [1]. However, in [1] it was totally rewritten via
exterior algebra (see Section 3 there) and in this viewpoint, the properties of ϕ are
well-known.
Let B1, · · · , Bm be any n×n Hermitian matrices (n ≥ 2). Their coefficients in the
standard basis {Eˇα|α ∈ S} of HM(n) are determined by a matrix B ∈M (N,m) as
(3.1) (B1, · · · , Bm) =
(
Eˇ1, · · · , EˇN
)
B.
Since B is real and BBt is a N × N positive semi-definite matrix, there exists an
orthogonal matrix Q ∈ SO(N) such that
(3.2) BBt = Q diag(x1, · · · , xN ) Qt, where xα ≥ 0, 1 ≤ α ≤ N.
Thus
(3.3)
m∑
r=1
‖Br‖2 = ‖B‖2 =
N∑
α=1
xα.
Moreover, this orthogonal matrix Q determines an orthonormal basis {Qˇα|α ∈ S} of
HM(n) as (2.4) in Section 2.
2It is indeed a homomorphism when m = n.
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We use the lexicographic order as in (2.1) for the indices sets {(r, s) |1 ≤ r < s ≤ m}
and {(α, β) |1 ≤ α < β ≤ N}. Then we can arrange {[Br, Bs]}r<s and {[Eˇα, Eˇβ ]}α<β
into
(
m
2
)
- and
(
N
2
)
-vectors, respectively.
Now we observe that
(3.4)
(
[B1, B2], · · · , [Bm−1, Bm]
)
=
(
[Eˇ1, Eˇ2], · · · , [EˇN−1, EˇN ]
)
ϕ(B).
Let C(Eˇ) denote the matrix in M(
(
N
2
)
) defined by
(3.5) C(Eˇ)(α,β)(γ,τ) := 〈 [Eˇα, Eˇβ], [Eˇγ , Eˇτ ] 〉,
for 1 ≤ α < β ≤ N , 1 ≤ γ < τ ≤ N . Moreover we will use the same notation for
{Br} and {Qˇα}, i.e., the
(
m
2
)×(m2 ) matrix C(B) := (〈 [Br1 , Bs1 ], [Br2 , Bs2 ] 〉) and the(
N
2
) × (N2 ) matrix C(Q) := (〈 [Qˇα, Qˇβ], [Qˇγ , Qˇτ ] 〉) respectively. Then it is obvious
from (3.4) that
(3.6) C(B) = ϕ(Bt)C(Eˇ)ϕ(B), C(Q) = ϕ(Qt)C(Eˇ)ϕ(Q).
By (3.6) and the multiplicativity of ϕ, we have
m∑
r,s=1
‖[Br, Bs]‖2 = 2 tr C(B) = 2 tr ϕ(Bt)C(Eˇ)ϕ(B)(3.7)
= 2 tr ϕ(BBt)C(Eˇ) = 2 tr ϕ(diag(x1, · · · , xN ))C(Q)
=
N∑
α,β=1
xαxβ‖[Qˇα, Qˇβ]‖2.
Combining (3.2, 3.3, 3.7), the inequality (1) of Theorem 1.1 is now transformed
into the following:
(3.8)
N∑
α,β=1
xαxβ
∥∥[Qˇα, Qˇβ]∥∥2 ≤ 4
3
(
N∑
α=1
xα
)2
, ∀x ∈ RN+ , ∀Q ∈ SO (N) ,
where RN+ := {x = (x1, · · · , xN ) ∈ RN | xα ≥ 0, 1 ≤ α ≤ N}.
The next step is to show (3.8). For this, define the function:
(3.9) fQ(x) = F (x,Q) :=
N∑
α,β=1
xαxβ‖[Qˇα, Qˇβ]‖2 − 4
3
( N∑
α=1
xα
)2
.
Then F is a continuous function defined on RN × SO(N) (equipped with the product
topology of Euclidean and Frobenius metric spaces) and thus uniformly continuous on
any compact subset of RN × SO(N). Let ∆ := {x ∈ RN+ |
∑
α xα = 1} and for any
sufficiently small ε > 0, ∆ε := {x ∈ ∆ | xα ≥ ε, 1 ≤ α ≤ N}. Also let
G := {Q ∈ SO(N) | fQ(x) ≤ 0, for all x ∈ ∆},
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Gε := {Q ∈ SO(N) | fQ(x) < 0, for all x ∈ ∆ε}.
We claim that G = limε→0Gε = SO(N). Note that this implies (3.8) by the homogene-
ity of fQ and thus proves Theorem 1.1. In fact we can show
(3.10) Gε = SO(N) for any sufficiently small ε > 0.
To prove (3.10), we use the continuity method, in which we must prove the following
three properties and remember that there are only the two trivial sets that are open
and closed at the same time:
(a) IN ∈ Gε (and thus Gε 6= ∅);
(b) Gε is open in SO(N);
(c) Gε is closed in SO(N).
Proof of (a). For any x ∈ ∆ǫ, applying (2.2) we get
fIN (x) =
N∑
α,β=1
xαxβ‖
[
Eˇα, Eˇβ
] ‖2 − 4
3
= 4
∑
i<j
xijxji + 2
∑
i<j
(xiixij + xijxjj + xiixji + xjixjj)+
∑
i<j<k
(xijxjk + xijxik + xikxjk + xjixki + xkixkj + xjixkj + xijxkj+
xjkxki + xikxkj + xijxki + xikxji + xjixjk)− 4
3
( n∑
i,j=1
xij
)2
≤
∑
i<j
(
(xij + xji)
2 + 2(xii + xjj)(xij + xji)
)
+
∑
i<j<k
(
(xik + xjk + xki + xkj)(xij + xji) + (xik + xki)(xjk + xkj)
)
− 4
3
( n∑
i,j=1
xij
)2
=
∑
i<j
[
(xij + xji)
(
xij + xji +
n∑
k=j+1
(xik + xjk + xki + xkj) +
i−1∑
k=1
(xjk + xkj)
)]
+
∑
i<j
(
2(xii + xjj)(xij + xji)
)
− 4
3
( n∑
i<j
(xij + xji) +
∑
k
xkk
)2
<
(∑
i<j
(xij + xji)
)(∑
k<l
(xkl + xlk)
)
+ 2
(∑
k
xkk
)(∑
i<j
(xij + xji)
)
−
4
3
[( n∑
i<j
(xij + xji)
)2
+ 2
(∑
k
xkk
)(∑
i<j
(xij + xji)
)
+
(∑
k
xkk
)2]
< 0,
which means that IN ∈ Gε. In fact, we have proven fIN (x) < −13 for any x ∈ ∆ǫ. 
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Proof of (b). Since F is uniformly continuous on △ε × SO(N), the function
g(Q) := maxx∈∆ε F (x,Q) is continuous on Q ∈ SO(N) and thus Gε is obviously open
as the preimage of an open set (−∞, 0) of g. 
Proof of (c). We only need to prove the following a priori estimate: Suppose
fQ (x) ≤ 0 for every x ∈ ∆ε. Then fQ (x) < 0 for every x ∈ ∆ε. Provided with this,
for a sequence {Qk} ⊂ Gε which converges to a Q ∈ SO(N), we have
g(Q) = lim
k→∞
g(Qk) = lim
k→∞
max
x∈∆ε
F (x,Qk) ≤ 0.
Therefore, fQ (x) ≤ g(Q) ≤ 0 for every x ∈ ∆ε. Then fQ (x) < 0 for every x ∈ ∆ε and
thus Q ∈ Gε, proving the closedness of Gε.
The proof of this estimate is as follows: If there is a point y ∈ ∆ε such that fQ (y) =
0, we can arrange the entries decreasingly and assume without loss of generality that
for some 1 ≤ γ ≤ N ,
(3.11) y ∈ ∆γε := {x ∈ ∆ε | xα > ε for α ≤ γ, and xβ = ε for β > γ}.
With the given prerequisites, then y is a maximum point of fQ (x) in the cone spanned
by ∆ε and an interior maximum point of fQ (x) in ∆
γ
ε . Hence, applying the Lagrange
Multiplier Method, there exist numbers bγ+1, · · · , bN and a number a such that
(3.12)
(
∂fQ
∂x1
(y), · · · , ∂fQ
∂xγ
(y)
)
= 2a(1, · · · , 1),(
∂fQ
∂xγ+1
(y), · · · , ∂fQ
∂xN
(y)
)
= 2(bγ+1, · · · , bN )
or equivalently
(3.13)
N∑
β=1
yβ(‖[Qˇα, Qˇβ]‖2)− 4
3
=
{ a α ≤ γ,
bα α > γ.
Hence
fQ(y) =
( γ∑
α=1
yα
)
a+
( N∑
α=γ+1
bα
)
ε = 0 and
γ∑
α=1
yα + (N − γ)ε = 1.
Meanwhile, by the homogeneity of fQ we see
∂fQ
∂ν
(y) = 2(aγ +
∑N
α=γ+1 bα) ≤ 0, where
ν = (1, · · · , 1) is the vector normal to ∆ in RN . For any sufficiently small ε (such as
ε < 1/N), it follows from the last three formulas that a ≥ 0. Without loss of generality,
we assume y1 = max{y1, · · · , yγ} > ε. Let
J :=
{
β ∈ S | ‖[Qˇ1, Qˇβ]‖2 ≥ 4
3
}
,
and let n1 be the number of elements of J . Now combining Lemma 2.3, Lemma 2.4
and (3.13) will give a contradiction as follows:
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(3.14)
4
3
≤ 4
3
+ a =
N∑
β=2
yβ
∥∥[Qˇ1, Qˇβ]∥∥2
=
∑
β∈J
yβ
(∥∥[Qˇ1, Qˇβ]∥∥2 − 4
3
)
+
4
3
∑
β∈J
yβ +
∑
β∈S\J
yβ
∥∥[Qˇ1, Qˇβ]∥∥2
≤ y1
∑
β∈J
(∥∥[Qˇ1, Qˇβ]∥∥2 − 4
3
)
+
4
3
∑
β∈J
yβ +
∑
β∈S\J
yβ
∥∥[Qˇ1, Qˇβ]∥∥2
≤ 4
3
y1 +
4
3
∑
β∈J
yβ +
∑
β∈S\J
yβ
∥∥[Qˇ1, Qˇβ]∥∥2
≤ 4
3
N∑
β=1
yβ =
4
3
.
Thus a = 0, the third line shows yβ = y1 for β ∈ J and the fourth line shows∑
β∈J
(∥∥[Qˇ1, Qˇβ]∥∥2 − 43) = 43 , hence
(3.15)
∑
β∈J
‖[Qˇ1, Qˇβ ]‖2 = 4
3
(n1 + 1) ≤ 2n < 4
3
N (n ≥ 2).
Hence S\(J ∪ {1}) 6= ∅, and the last “≤” in (3.14) should be “<” by the definition of
J and the positivity of yβ for β ∈ S\(J ∪ {1}). ✷
Now we consider the equality condition of (1) of Theorem 1.1 in view of the proof
of the a priori estimate. When fQ(y) = 0 for some y ∈ ∆ and Q ∈ SO(N), we have
also (3.11-3.15) with ε = a = 0, all inequalities in (3.14) and thus in Lemmas 2.2 and
2.3 achieve the equality. For the eigenvalues {λ1, . . . , λn} of Qˇ1 in (3.14), because of
the equality condition of Lemma 2.2, λ1 = −λn = 1√2 , λ2 = · · · = λn−1 = 0, n0 = 1
and I = {(1, n)}. Without loss of generality, let Qˇ1 = 1√2(E11 − E22) (replace the
index n with 2 for simplicity and I = {(1, 2)} now). In the proof of Lemma 2.3 where
Jα = J , the fifth line of (2.6) shows qγβ = qτβ = 0 for γ=ˆ(1, 2) ∈ I, τ=ˆ(2, 1) and
β ∈ S\J ; the fourth line of (2.6) shows qγβ = qτβ = 0 for any γ ∈ S\{(1, 2), (2, 1)}
and β ∈ J . Then we have n1 = #J = 2 since Q is orthogonal (its column vectors
and row vectors are orthonormal). Moreover, for any β ∈ J , rank(Qˇβ) = 2, qˇβij = 0
for (i, j) ∈ S\{(1, 2), (2, 1)}, and qˇβ12 = qˇβ21 with norm 1√2 . These yield that the two
perpendicular matrices Qˇβ (β ∈ J) should be in the form of diag(H2, 0) and diag(H3, 0)
up to a rotation. Notice also that by (3.14), yβ = 0 for β ∈ S\(J∪{1}) and yβ = y1 = 13
for β ∈ J .
So far we have proven that fQ(x) = 0 (x ∈ RN+ ) if and only if in the orthonormal
basis {Qˇα}α∈S of HM(N) determined by Q ∈ O(N), there exist three of them, say
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Qˇ1, Qˇ2, Qˇ3, such that x1 = x2 = x3 ≥ 0, xα = 0 for 3 < α ≤ N , and for some P ∈ U(n),
P ∗QˇiP = diag(Hi, 0) for i = 1, 2, 3 (λ = 1√2 in Hi) up to a simultaneous rotation of
the three matrices.
Now let B1, · · · , Bm (m ≥ 3) be Hermitian matrices achieving the equality with
the corresponding matrices B ∈M(N,m), Q ∈ O(N) satisfying (3.1, 2.4, 3.2) and the
equality conditions in the last paragraph. Then we have QtBBtQ = diag(cI3, 0) for
some c > 0 (c = 0 only if Bi = 0 for all i = 1, . . . ,m). HenceQ
tB =
√
c(a1, a2, a3, 0, · · · , 0)t ∈
M(N,m) for some orthonormal column vectors ai’s in R
m. Thus there is an orthogonal
matrix R ∈ O(m) (by extending ai’s to an orthonormal basis {ai|i = 1, . . . ,m} of Rm
and taking R = (a1, . . . , am) ∈ O(m)) such that
QtBR =
√
c
(
I3 0
0 0
)
∈M(N,m).
It follows from (3.1, 2.4) that
(B1, · · · , Bm)R =
(
Eˇ1, · · · , EˇN
)
BR =
(
Qˇ1, · · · , QˇN
)
QtBR =
√
c
(
Qˇ1, Qˇ2, Qˇ3, 0, · · · , 0
)
.
Recalling the properties of Qˇi’s (i = 1, 2, 3), we have completed the proof of the equality
condition of (1) of Theorem 1.1.
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