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High throughput parallel genomic sequencing (Next Generation Sequencing, NGS) shifts the bottleneck in
sequencing processes from experimental data production to computationally intensive informatics-based
data analysis. This manuscript introduces a biomedical informatics pipeline (BING) for the analysis of
NGS data that offers several novel computational approaches to 1. image alignment, 2. signal correlation,
compensation, separation, and pixel-based cluster registration, 3. signal measurement and base calling, 4.
quality control and accuracy measurement. These approaches address many of the informatics challenges,
including image processing, computational performance, and accuracy. These new algorithms are bench-
marked against the Illumina Genome Analysis Pipeline. BING is the one of the ﬁrst software tools to
perform pixel-based analysis of NGS data. When compared to the Illumina informatics tool, BING’s
pixel-based approach produces a signiﬁcant increase in the number of sequence reads, while reducing
the computational time per experiment and error rate (<2%). This approach has the potential of increas-
ing the density and throughput of NGS technologies.
 2009 Elsevier Inc. All rights reserved.1. Introduction
In 1977, Sanger and Coulson introduced Sanger sequencing, a
scientiﬁc tool that would revolutionize the way in which genetics
would be studied [1]. Three decades later, with the introduction of
High-Throughput Sequencing, researchers are now able to examine
entire genomes for genomic variations that can aide in the discovery
of genetic elements that contribute to both traits and diseases.
Beginning with the Human Genome Project, researchers gained
a general understanding of the layout of the human genome [2].
This project highlighted the importance of sequence information
on a large scale and the challenges involved in the process of
acquiring it. The duration, cost and insight provided by this project
prompted the development of new high-throughput, parallel
sequencing methods.
Parallel sequencing, a.k.a. Next Generation Sequencing (NGS)
facilitates the sequencingofmillions of fragments of DNA in parallel,
shifting the burden from intensive wet laboratory processes and
production, aswas the casewith Sanger sequencing, to bioinformat-
ics. Informatics processes in support of DNA sequencing include
large-scale computation, storage and analysis of increasingly large
image and sequence data sets.With the rapid deployment of the lat-
est generation of sequencing technologies, such as Roche (formerlyll rights reserved.
medical Informatics, Arizona
85004-2157, USA.
man).454), Illumina (formerly Solexa), and Applied Biosystems (ABI), bio-
medical laboratories are struggling to ﬁnd an efﬁcient informatics
pipeline to manage this resource-intensive process.
The creation of an informatics analysis pipeline and introduc-
tion of novel algorithms for managing the data lifecycle can result
in a reduced error rate, decreased computation time, efﬁcient pro-
cesses, and minimizing of the storage footprint. At the same time,
incorporation of new algorithms, such as pixel-based image analysis
algorithms (as opposed to the current cluster-based algorithms),
into this pipeline will allow a potential increase in the amount of
sequence data generated per experiment.
In thismanuscriptwe introduce such an informatics analysis pipe-
line, named BING (Biomedical Informatics for Next Generation
Sequencing). BING was developed to improve the analysis workﬂow
of NGS image data. Using results generated with the Illumina Gene
Analyzer (versions GA and GA-II) Pipeline (versions 0.2.2.6, 0.3, and
1.0) as a baseline, we explored computational approaches for improv-
ing the 1. accuracy of base calls (measured using bar codes); 2. compu-
tational efﬁciency (speed of processing image data) and 3. density of
identiﬁed sequences (using pixel-based and cluster-based approaches).
BING is one of the ﬁrst software tools to perform pixel-to-base
analysis of NGS data. In a pixel-based approach a sequence base
call is made at each pixel, as opposed to the conventional clus-
ter-based approach where a centroid is derived from multiple
neighboring pixels. When compared to the Illumina informatics
tool, BING’s pixel-based approach produces a signiﬁcant increase
in the number of bar-code validated sequence data.
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throughput of NGS technologies. In comparison to the Illumina
Genome Analyzer Pipeline, which utilizes a cluster-based approach
[3], BING provides greater accuracy, delivers a signiﬁcant boost in
computational performance and sequence information, while
reducing the storage footprint. These ﬁndings open up the possibil-
ity for further exploration into higher density sequencing images,
potentially increasing the number of sequence data points per
sequencing experiment.2. Methods
2.1. BING approach
The BING approach comprises a set of distinct modules that
encompass the characterization, alignment, andanalysis of sequenc-
ing image data. The ﬁrst module performs image alignment, then
transitions data to the second module, cluster registration, where
clusters (parametrically deﬁned as one or more pixels) are detected
fromauniversalmapof aligned images.Next, the thirdmodule signal
measurementandbase calling,measuresandnormalizes intensityval-
ues, andbase-calling isperformed. The fourthmoduleperformsqual-
ity assurance, where signals are sampled for signiﬁcance and
validation of each sequence against a barcode library. The validated
sequences are then aligned against a reference sequence library or
genome and the genomic coverage is measured and compared to
the expected coverage. Finally optional modules generate a variety
of outputs including FASTA formats, which can be used in third party
reporting of genetic variation. Below we detail these steps.
2.1.1. Image alignment
Due to variation of the mechanical movement of the camera
across the ﬂow cell surface, the acquired images need to be aligned.
There is no camera movement between the acquisition of each
nucleotide image, only the introductionof lasers andﬁlters to isolate
the responses. Images are captured separately for each of the four
possible nucleotides, A, C, G and T. Thus, a super-positioning of all
four images of a cycle provides the location of every cluster regard-
less of which nucleotide it represents. The super-positioned images
for each cycle (e.g., there are 30–40 cycles, corresponding to read
lengths of 30–40 bases) must then be aligned to one another.
For image alignment, BING implements a variation of the Lucky
algorithm from the ﬁeld of Observational Astronomy [4]. The
‘‘shift, score and add” alignment begins by iterating through each
of the cycles and preparing a sample tile plane, a superposition
of all channels. The resulting planar image demonstrates intensity
peaks at all cluster positions regardless of its speciﬁc designation
(A, C, T, G). Next, a centered sample window of size M  N (e.g.,
200  200 pixels) is constructed to identify the offset of each im-
age. The cross-correlation coefﬁcient matrix is then computed be-
tween each sample tile plane and the initial tile plane, the offset is
determined by selecting the coordinate at which the correlation is
greatest between the reference plane and the plane in question.
The matrix is calculated by shifting the sample window, and mul-
tiplying the intensity values (for a particular sample S is the refer-
ence tile plane, T is the tile plane of a speciﬁc cycle, and the y and x
coordinates on the image).
Two-dimensional cross-correlation coefﬁcient scoring algo-
rithm used for image alignment.
Cðy; xÞ ¼
XðMÞ
y1¼0
XðNÞ
x1¼0
Sðy1; x1Þ  conj  ðTðy1 þ y; x1 þ xÞÞ ð1Þ
where C represents the scoring coefﬁcient, [x, y] represent offset
coordinates, [x1, y1] are the ‘scanning’ coordinates for which thesample iterates. conj is the complex conjugate. S and T are 2-D
matrices representing nucleotide signals.
The offset at which theminimumdistance exists is then recorded
for later use in coordinated base-calling. The maximum spatial do-
main is determined by themaximumoffset to prevent out of bounds
requests from being called. The selection of speciﬁc images in creat-
inga composite reference image is crucial to thequalityof alignment.
When processing images generated with the Illumina Genome Ana-
lyzer, a compilation of the ﬁrst ﬁve cycles results in a blurred repre-
sentation of cluster locations; this phenomenon is due to the initial
mechanical variation of the sequencing machine, while compilation
of the last ﬁve cycles results in a near accurate representationof clus-
ter locations with minimal adjustments required.
To better understand which images to utilize as a reference im-
age in the creation of the stack of aligned images, sample offsets
are calculated to determine the cycles to be used in the generation
of a compiled reference image.2.1.2. Signal correlation, compensation and separation
Signal correlation, compensation, and separation are applied to
the images to remove cross-talk between the ﬂuorescent signals.
The majority of the cross-talk phenomenon is illustrated by the
distinct correlation between the A and C channels and G and T
channels, respectively.
Another issue is the correlation between different cycles. As cy-
cles progress, the correlation between cycles increases for all
bases/channels as seen in Fig. 1A. This phenomenon likely occurs
due to the accumulation of ﬂuorophores at a low level of excitation
during progressive sequencing cycling. This may occur due to
incomplete cleavage of ﬂuorophores in previous cycles.
Throughout cycle progression baseline signals increase while
high intensity peaks diminish proportionally. In an effort to recover
high intensity peaks and restore the baseline signal, Pearson’s cor-
relation coefﬁcients are calculated and utilized in phase correction.
To remove the effect that one signal has upon the other (crosstalk),
the correlation is determined between two images, and the image
means subtracted. Next, the proportional contributions (correla-
tion mean-subtracted image) are subtracted resulting in the
elimination of spectral overlap as illustrated in Fig. 1B.
rx;y ¼
P
xiyi  nxy
ðn 1ÞSxSy ð2Þ
where x and y represent different bases while i are corresponding
pixel locations, Sx and Sy represent the standard deviation of x
and y, n is the sample size.
In order to compare signals in a standardized format, the mean
intensity value of the imagemust be subtracted from every pixel va-
lue. Thecorrelation is calculated for every channelpair and is applied
back to the images, such that the coefﬁcients of the other channels
are subtracted in proportion to the values of each image, respec-
tively. The values of each channel pair are corrected as in Eq. (3) as
there is insigniﬁcant correlation between the other combinations
of channels once themain correlation effects (A/C,G/T) are removed.
Functions used to standardize signals.
Acorrected ¼ A A rA;CC
Ccorrected ¼ C  C  rC;AA
Gcorrected ¼ G G rG;TT
Tcorrected ¼ T  T  rT;GC
ð3Þ
The application of this correlation compensation principle
throughout the progression of cycles achieves maximum signal
separation. When applied to the images, as illustrated in the clus-
ter evidence image in Fig. 2, the cross-talk and phasing have been
simultaneously minimized.
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Fig. 1. (A, top) Correlation between raw signal intensities increase as cycles progress. (B, bottom) Correlation ﬁltering corrects for spectral overlap.
Fig. 2. Evidence image of a single cluster. A single column represents a signal
collected from each base (four images). The collection of columns from left to right
represents the position in the sequence from 1 to 36. The top evidence image
represents the raw image data before correction and the bottom image represents
the data after the correction of cross-talk and phasing.
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single cluster across all cycles and bases displays the distinct sep-
aration of signals as seen in Fig. 3.Fig. 3. Illustration of signal correlation between the bases before and after the correctio
cycle, and the colors corresponds to each of the four bases.2.1.3. Cluster registration
The content of each image contains many point sources of illu-
mination. Cluster registration is the process of identifying these
signiﬁcant point sources across the ﬂow-cell. Due to the choice of
ﬂuorescent nucleotides and their responses, only one of the four
bases will always have a signiﬁcant intensity. BING utilizes two
approaches to cluster detection and registration (Fig. 4). The ﬁrst,
a pixel-based approach, registers every pixel in the image. The sec-
ond, a cluster based technique, leverages the characteristics of the
uniform signal response in deﬁning regions in registration of clus-
ters. The pixel-based approach ensures no loss of information,
whereas the cluster based method identiﬁes probable clusters.
Tradeoffs of coverage and performance are decided by the require-
ment of the experiment.
The pixel-based approach to cluster registration performs anal-
ysis of each pixel independently, eliminating the need to character-
ize a cluster region. The coordinates of signiﬁcant intensity values
between the different bases are recorded, identifying regions
where ﬂuorophores exist. This reduces the amount of data to be
processed (no base calling at that location).n algorithm. The unit of the Y axis is the standard score, the X axis represents each
Fig. 4. The accurate determination and broad coverage of clusters identiﬁed using
the cluster (left) and pixel (right) based algorithms, in conjunction with the barcode
indexes substantially reduces errors. Green dots represent bar-code validated
sequences. (For interpretation of color mentioned in this ﬁgure the reader is
referred to the web version of the article.)
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based processing in the identiﬁcation of signiﬁcant point sources.
The intensity of a point source becomes inversely proportional to
the square of its distance from its center, resulting in the appear-
ance of a point spread function or a Gaussian surface. For the pur-
pose of this analysis, the Laplacian operator is utilized, and deﬁned
as the second order differential of a two-dimensional space. It can
be applied to differentiate the peaks from the troughs across an im-
age. Computing the Laplacian matrix and applying the watershed
algorithm [5] identiﬁes all regional peaks across the image.
Laplacian operator:
I / 1
r2
: Df ¼ @
2f
@x2
þ @
2f
@y2
ð4Þ
To deﬁne a global reference coordinate, an image set is chosen
that has all nucleotides present with strong luminance. As there
are four speciﬁc nucleotide probes, a superposition of all four
images will result in an image where every oligonucleotide has
an active illuminating probe.
To achieve the highest possible quality in cluster registration, the
average of super-positions for each cycle is taken before the Lapla-
cian matrix is calculated and the watershed algorithm is applied.
2.1.4. Signal measurement, and base calling
The signal intensities across all four channels determine the
nucleotide that is present at each cluster location. Thus, the inten-
sities are recorded for each channel and each registered cluster (or
one pixel, in the pixel-based approach). Two different approaches
are implemented and maintained in BING, to allow for further eval-
uation based upon the experimental conditions such as cluster
density and ﬂuorescent probes.
One approach normalizes cluster intensities by converting them
to fractions across all four channels. Due to the different and over-
lapping spectral responses of each ﬂuorescently labeled nucleotide,
the fractions are adjusted such that their distributions are compa-
rable. For example, signals from channels 1 and 3 (A and G) are
never greater than 50%, while channels 2 and 4 (C and T) approach
100%. The adjustments scale and shift the distributions of each
channel between 0% and 100%. The result is a probability distribu-
tion for each channel. Using this approach, the base-call is chosen
as the maximum score between all four channels.
The second approach, the pipeline default algorithm, relies on
the standardizing effect of cross-talk compensation, explained pre-
viously, which allows the base to be directly determined by the
maximum signal for a location and cycle. This approach is a more
efﬁcient and simpliﬁed technique, removing the need for complex
base calling algorithms.2.1.5. Quality control and accuracy measurement
Several levels of quality measurement are utilized for error con-
trol. The ﬁrst level applies rules for probabilistic sequence cluster-
ing which calculates the probabilities of the validity of a sequence
at each pixel location based on the neighboring sequences. Based
upon the physical proximity of sequences, as determined by simi-
larity in neighboring pixels (conﬁguration parameter), regions are
deﬁned. The consensus sequence of the pixels deﬁned in each clus-
ter (a BING cluster is parametrically deﬁned as one or more pixels)
is then calculated and low scoring values (conﬁguration parame-
ter) are removed from the sequence set to eliminate redundancy
and reduce base calling error rates.
Next, utilization of indexes or ‘‘bar-codes” [6] as a further qual-
ity control measure ensures a speciﬁc sequence of nucleotides ex-
ists within the target sequence. Bar codes represent indexed DNA
sequences that are short (for this study, ﬁve or six nucleotides,
with Thymidine as the last nucleotide necessary for ligation of
the Adenosine overhang), known oligonucleotides designed to in-
clude multiple redundancy checks using a checksum mechanism
[6]. Barcode DNA sequences are ligated to the target sequences
for use in the identiﬁcation of a sample.
Sequence Position Consistency is calculated by the sum of QC
location provided by the bar code indexes; the QC location is based
upon the known ﬁnal Thymine position in the barcode DNA. For
each cluster the algorithm tests if the base call at the QC location
equals the expected base from the known barcode sequence. If
the test is positive, then increment the QC count. This count gives
the Feature Accuracy, which is calculated by summing the total QC
count and dividing by the number of valid sequences times 100 to
yield a percentage.
Barcodes Matches are calculated by comparing the intersection
between the barcode library and the BING sequences data set for
all clusters. If the sequence passes, it is ﬂagged as a valid cluster;
if it fails the cluster is removed from further processing, although
the index is stored for further QC analysis. The Barcode Accuracy
is determined by the sum of Barcode Hits divided by the total num-
ber of clusters multiplied by 100 resulting in a percentage. Valid
Clusters represent the total number of clusters which pass the Bar-
code Matching processing.
The pipeline parameters may be adjusted manually to discard
sequences that do not match the barcode library, or automated
to utilize the bar code indexes in the initial stages of the run to as-
sess quality of the read and make adjustments to application
parameters for each module (e.g., Image Alignment-window size,
cluster size, etc.) based upon the barcode matches; ensuring qual-
ity reads prior to completion of an experiment, reducing resources
allocated including personnel, machine utilization, and cost.
Optionally, sequence quality is evaluated by aligning the gen-
erated sequences to a reference library, or genome. As there are
a variety of efﬁcient short read alignment algorithms, the align-
ment algorithm may be deﬁned by the end user in the pipeline
conﬁguration parameters. For the purpose of this experiment,
the BLAST algorithm [7] was utilized to demonstrate alignment
to the provided reference library. The resulting Bit-Scores and
E-values of the sequence alignments provide indication to the
read quality. These scores are provided to the ends user for fur-
ther analysis.3. Results
This section provides a detailed comparative analysis between
the theoretical results described above, and the actual results
delivered by the BING and Illumina analytical pipelines. The data
illustrated below corresponds to a single experiment, lane and tile
for 36 cycles.
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from cycle 26 onward (A). This phenomenon, which is known as pre-phasing, is attributed to early sequencing kits, where poor ﬂuorophore cleavage resulted in accumulation
of signal over cycles [8].
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The cluster analysis performed with the BING and Illumina
pipelines demonstrate a signiﬁcant difference in quality-controlled
sequences that are identiﬁed. The Illumina technology is con-
strained by theoretical limits as to the number of clusters which
should be resolvable for a given image size. Experimental cluster
sizes in the Illumina technology vary from 6 to 8 pixels in diameter.
Based upon a 6  6 pixel cluster size, the theoretical maximum
cluster yield is 102,058 per image, while an 8  8 pixel cluster size
yield is 57,408 per image.
The introduction of pixel based processing methods allow for
detailed level examination of all pixels within an image, increasing
the theoretical yield to the maximum number based upon the spa-
tial distribution of clusters which can be reﬂected by of the Poisson
distribution. While this is a signiﬁcant increase in sequence possi-
bilities, consideration of cluster size, density, and distribution di-
rectly reﬂect the number of expected sequences in an image.
As illustrated in Fig. 7, BING sequence distribution using the
pixel-based approach has the ability to identify more unique, qual-
ity-controlled sequences than the Illumina pipeline.0
1x 2x 4x 8x 10x
Titration Level
Fig. 7. Quality-controlled sequence read yield per experiment, non redundant reads
(ﬁve lanes).3.2. Quality control
When comparing the base distributions (Fig. 5), it is evident
that the similarity between distributions is high. This correlationraises the conﬁdence level in the BING algorithm, and its ability
to accurately detect usable data from Illumina’s Genome Analyzer.3.3. Benchmark: BING vs. Illumina
Accuracy for both BING and Illumina was assessed by using
NCBI’s BLAST algorithm to ﬁnd the best alignment for each se-
quence [7]. The BLAST database consisted of a sequence library
which was designed and utilized in the sequencing experiment.
The Bit-Scores and E-values of the sequence alignments gave
Table 1
Sequence alignment quality assessment using the BLAST algorithm.
Illumina BING
Mean 4.76 e6 1.9 e6
Standard deviation 2.92 e6 1.32 e6
Table 2
Run time analysis results.
Run time analysis Illumina BING pixel BING cluster
Single read run Informatics pipeline
Total run time (eight lanes) 2.5 days [3] 5 h 4.5 h
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Illumina pipeline results. Table 1 provides the results of a statisti-
cal analysis of E-values between the qualities demonstrated by
both platforms. The alignment scores for the BING-generated se-
quences were smaller (p-value < 0.0001), indicating better matches
against the genomic library utilized for this experiment.
Moreover, since the genomic sequence library utilized for this
experiment was known, it was also possible to perform a cycle-
by-cycle error rate estimation (Fig. 6) by using direct comparison
of expected sequence vs. the sequence output from the Illumina
or BING pipelines. The error rates were comparable for the two
pipelines, with the BING pixel-based approach having a slightly
lower error rate. As illustrated in Figs. 6 and 7, BING consistently
outperforms Illumina providing more reads, and a low error rate.
As illustrated in Fig. 7, BING produces higher density reads
while maintaining <2% error for each experiment, as demonstrated
in Fig. 6. When compared to Illumina, BING signiﬁcantly outper-
forms the ability to accurately read high density experiments, as
illustrated above in titration levels 8 and 10. Based upon bar-
code validated sequences, the maximum yield is achieved between
2 and 4 titration levels.
3.4. Run time analysis
The BING pipeline was developed in an exploratory mode,
which was not focused on the improvement of run time perfor-
mance. However, Table 2 illustrates the signiﬁcant decrease in
run time with the application of the pixel-based approach. The re-
sults were obtained through execution of the BING pipeline, over
the course of an experiment where optimized parameters were se-
lected. Encapsulating the modules with timers facilitated the mea-
surement of the performance.
3.5. Results discussion
The Translational Genomic Research Institute (TGEN) supported
this research by providing synthetic DNA and undisclosed human
sequencing data, and their corresponding barcode libraries. In the
datasets under analysis, two bar code libraries were supplied.
The ﬁrst library contained 48 bar codes each made up of six-bases;
the second library contained 20 bar codes each made up of ﬁve-
bases. Control measures were implemented within the bar code
including corresponding bases, and the ﬁnal base which is con-
strained to Thymine, which is necessary for ligation to the target
sequence. The sequencing data and supplemental information,
including raw images, scores, and evaluation metrics, were ob-
tained from the Illumina Genome Analyzer (GA and GA-II). This
technology provided the mechanism to capture raw NGS image
data, which was used to develop the BING pipeline. The ability to
focus on the data provided with disregard to vendor, mechanics
and chemistry, allowed optimization of each step, independent ofthe mechanism of delivery. This ability to take a unique look from
an informatics perspective allowed for the construction of the sys-
tem using those principles, in speciﬁc the focus on the manage-
ment of information versus solution speciﬁc development, and
concentration on thorough evaluation and not time to market.
It has been demonstrated that using this approach, and the fo-
cus on information ﬂow and optimization of each step in the pro-
cess, delivers signiﬁcant gains in performance, deﬁned as high read
yields and low error rate, as opposed to comparable native solu-
tions. This effort has addressed many of the challenges in the
previous sections, and has identiﬁed new areas in which to focus.
4. Future directions
4.1. Sequencing technology
Further analysis of the pipeline may facilitate the ability to
increase read lengths, and overall throughput at the same cost.
The ability to utilize this general approach to assess new tech-
nologies facilitates further reﬁnement of the pipeline. Seamless
integration into the NGS technologies and image acquisition de-
vices would provide signiﬁcant performance increases. We are
currently proposing to develop a novel, highly parallel micro-
scopic imaging platform that will signiﬁcantly accelerate the col-
lection and analysis of genome-sequencing data relative to
current methods. The proposed imaging and informatics
improvements will raise the productivity of a common genome
analyzer by a factor of 20: From 52 runs/year to 100 runs/year
with ten times the data per run.
4.2. Real-time image near lossless compression
One challenge of NGS is the large amount of raw image data
generated (TBs of data per experiment). Integration of image com-
pression modules with the image capture device could facilitate di-
rect-to-compression algorithms and reduce the amount of storage
necessary to store the raw image data. The characteristics of the
images are both simple and predictable, and consist of a series of
two-dimensional Gaussian surfaces. This model based approach re-
cords the size and standard deviation of each Gaussian surface
which reduces the amount of data without losing information.
The BING Pipeline, and results discussed herein will be made
available for download by request at ftp.dinulab.org, and for execu-
tion (Spring 2010) at http://www.dinulab.org/bing on sample
datasets (or provided data) via the DINULAB BIO-Workbench, a
web-based dynamic workﬂow engine to facilitate the execution
and analysis of biomedical experiments.
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Appendix A
Illumina. approach
Illumina’s Genome Analyzer Pipeline (GA and GA-II) is sepa-
rated into four distinct modules to optimize processing. 1. The
General Oligo Analysis Tool (GOAT) is the initiating module for
subscript invocation. Although deﬁned as the initiating module,
any of the modules may be initiated independently. 2. Firecrest
is the imaging module which acquires image data from the Gen-
ome Analyzer and then applies cluster-based algorithms to
434 J. Kriseman et al. / Journal of Biomedical Informatics 43 (2010) 428–434identify intensities and calculate locations for base calling. To
initiate the analysis, each image is scaled and registered, then
passed through a set of ﬁlters to de-noise, sharpen and enhance
the clusters. Once the image has been adjusted, Firecrest per-
forms cluster detection based upon feature extraction. 3. Bustard
performs base calling by deconvolving the signal and applying
two distinct areas of correction to the clusters, spectral cross talk
and phasing. These corrections must be accounted for when
using the Genome Analyzer image capture technique as the reac-
tions are sensitive to both cross talk and phasing. 4. Generation
of Recursive Analyses Linked by Dependency (GERALD) provides
a mechanism for Sequence Analysis, Visualization, Filtering, and
Alignment. It is the only module which allows for conﬁgurable
levels of parallelism (Illumina, Genome Analyzer Pipeline Soft-
ware – User Guide, 2008).References
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