Parameter-Conditioned Sequential Generative Modeling of Fluid Flows by Morton, Jeremy et al.
Parameter-Conditioned Sequential Generative Modeling of
Fluid Flows
Jeremy Morton∗
Stanford University, Stanford, CA 94305
Freddie D. Witherden †
Texas A & M University, College Station, TX 77843
Mykel J. Kochenderfer‡
Stanford University, Stanford, CA 94305
December 17, 2019
Abstract
The computational cost associated with simulating fluid flows can make it infeasible
to run many simulations across multiple flow conditions. Building upon concepts from
generative modeling, we introduce a new method for learning neural network models
capable of performing efficient parameterized simulations of fluid flows. Evaluated on
their ability to simulate both two-dimensional and three-dimensional fluid flows, trained
models are shown to capture local and global properties of the flow fields at a wide
array of flow conditions. Furthermore, flow simulations generated by the trained models
are shown to be orders of magnitude faster than the corresponding computational fluid
dynamics simulations.
1 Introduction
Computational fluid dynamics (CFD) simulations (and other simulations that involve physics-
based models) often require fine spatial and temporal discretizations to achieve high levels of
fidelity. These fine discretizations can make the corresponding simulations expensive to run
due to the large number of degrees of freedom that must be modeled. In applications such
as design, which can require running many simulations across multiple design configurations,
this high computational cost can be prohibitive. Instead of running expensive simulations
across the entire design space, a technique known as surrogate modeling is often used [1–3],
wherein models are trained to approximate the mapping between design parameters and a
scalar-valued objective that evaluates design quality. Surrogate models can be constructed
from a limited amount of high-fidelity simulation data using techniques such as polynomial
or Gaussian process regression, and allow for efficient evaluation of design objectives at new
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design points. However, while surrogate modeling approaches can enable faster analysis and
design, they do not reduce the computational cost of running high-fidelity simulations.
In place of surrogate models, which only attempt to model the mapping from design
parameters to high-level objectives, a great deal of recent attention has focused on using
learning-based techniques to facilitate more efficient high-fidelity simulation. Many proposed
techniques seek a low-dimensional, reduced representation of the modeled system that
can be simulated more efficiently than the full system dynamics. This generally requires
first learning a mapping from the high-dimensional dynamical system states to reduced
states, and subsequently devising a method for integrating the reduced states forward in
time. Projection-based approaches [4, 5] learn a mapping from high-dimensional states to
a low-dimensional subspace, and then determine the reduced state dynamics through a
projection onto known governing equations. The learned mappings are generally obtained
through proper orthogonal decomposition (POD), which yields linear embeddings, although
some recent work has explored the use of nonlinear embeddings [6, 7]. One drawback of
projection-based approaches is that they must be integrated into existing simulation software,
which can be challenging and time intensive [8].
An alternative approach for determining the reduced-state dynamics is to learn the
dynamics directly from data. Provided the learned models are accurate, such a data-driven
approach requires no integration with existing simulation software and no knowledge of the
system governing equations. A number of recent works have applied two-stage (dimensionality
reduction and dynamics learning) deep learning procedures to the task of modeling fluid
flows [9–15]. These approaches generally require complex multi-stage training procedures,
and often can only be applied to simulation at a single flow condition. In contrast, this
paper proposes a new method, grounded in variational inference, for parameter-conditioned
modeling of fluid flows, in which the state mapping and reduced state dynamics are learned
jointly. The derived learning procedure allows the trained model to perform parameterized
simulations, thus enabling the efficient simulation of modeled systems at a wide range of
conditions. To motivate the proposed method, the discussion now proceeds by reviewing
relevant background material related to generative modeling.
2 Generative Modeling
Generative modeling refers to modeling the process by which data is generated in the real
world [16]. As such, physical models like the Navier–Stokes equations can be viewed as a
form of generative model. In the absence of known governing equations, learned generative
models can attempt to model real-world systems by approximating the distribution over
data, pdata(x). Several powerful generative modeling paradigms have emerged in recent
years, including variational autoencoders [17], generative adversarial networks [18], and
flow-based models [19, 20]. The following section provides an introduction to variational
autoencoders.
2.1 Variational Autoencoders
The goal in generative modeling is to learn pθ(x), a distribution over (possibly high-
dimensional) data x ∈ D, where θ represents the parameters that govern the learned
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distribution. An accurate learned distribution will be close to the true data distribution,
pdata(x), where the difference between the distributions can be measured through similarity
measures such as the KL-divergence:
DKL(pdata(x) || pθ(x)) = E
x∼pdata(x)
[
log
pdata(x)
pθ(x)
]
. (1)
It can be shown that minimizing the KL-divergence between these distributions is equivalent
to maximizing the log-likelihood the model assigns to the data [16]:
log pθ(D) =
∑
x∈D
log pθ(x). (2)
Success in generative modeling relies upon a model that (1) can be optimized efficiently
(i.e. the gradients ∇θ log pθ(x) are known and easy to calculate) and (2) is sufficiently
expressive in order to accurately approximate the true data distribution. For example, a
joint Gaussian distribution over pixel color intensities could be used to represent a distribution
over image data, but, if the true data distribution is non-Gaussian, then such a model would
be incapable of representing pdata(x) even under the optimal parameter settings.
The expressiveness of modeled distributions can be enhanced by introducing latent
variables, denoted by z. Latent variables are unobserved, but are assumed to summarize
high-level information about the data, and are often assumed to be (much) lower-dimensional
than the data. As an example, in image data the latent variable z may be taken to represent
the class of an image (e.g. dog or human or car), and the data x would then represent a
particular instantiation of that class. Under the presence of latent variables, the modeled
distribution becomes:
pθ(x) =
∫
pθ(x, z)dz
=
∫
pθ(x | z)pθ(z)dz.
(3)
When the distribution is modeled in this manner then, even if pθ(x | z) and pθ(z) are
Gaussian distributions, the resulting marginal distribution pθ(x) can be quite complex.
Unfortunately, calculating (and in turn optimizing) the likelihood as defined in Eq. (3)
is generally intractable due to the difficulty of evaluating the integral over z. Additionally,
finding the posterior over z given x, defined as:
pθ(z | x) = pθ(x | z)pθ(z)
pθ(x)
(4)
is also intractable due to the presence of pθ(x) in the denominator of the expression. In place
of this intractable posterior distribution, variational inference [21] introduces an approximate
posterior distribution qφ(z | x), which is defined by a set of parameters φ. Multiplying and
dividing the likelihood expression by this approximate posterior distribution yields:
log pθ(x) = log
∫
pθ(x | z)pθ(z)qφ(z | x)
qφ(z | x)dz
= log E
z∼qφ(z|x)
[
pθ(x | z)pθ(z)
qφ(z | x)
]
.
(5)
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Figure 1: Illustration of the training procedure for the variational autoencoder. Red lines
indicate relationships relevant to the optimization objective.
Through Jensen’s inequality the following expression can be derived:
log pθ(x) ≥ E
z∼qφ(z|x)
[
log pθ(x | z)− log qφ(z | x)
pθ(z)
]
≥ E
z∼qφ(z|x)
log pθ(x | z)−DKL(qφ(z | x) || pθ(z)).
(6)
The right-hand side of the above expression is often referred to as the evidence lower bound
(ELBO), and serves as a lower bound on the log-likelihood objective. It can be shown that
the ELBO will be equal to log pθ(x) when:
DKL(qφ(z | x) || pθ(z | x)) = 0, (7)
i.e. the approximate posterior distribution matches the true posterior distribution over z.
Thus, optimizing the evidence lower bound with respect to parameters θ and φ serves the
dual purpose of (1) approximately maximizing the true objective log pθ(x) and (2) driving
the approximate posterior closer to the true posterior distribution [16].
The variational autoencoder (VAE) [17] presents a method for performing variational
inference with neural network models. Much like standard autoencoders, VAEs consist
of encoder and decoder components. The encoder (or recognition model) is denoted by
qφ(z | x), and maps an input x to a distribution over the latent variable z. The decoder (or
generative model) is denoted by pθ(x | z), and maps samples from qφ(z | x) to a distribution
over x. The outputs of the neural networks are the distribution parameters, which are often
assumed to be Gaussian with diagonal or constant covariance matrices.
Training a variational autoencoder consists of optimizing the set of parameters θ and φ
in order to maximize the evidence lower bound presented in Eq. (6). Figure 1 illustrates the
VAE training procedure. Training inputs are fed into the encoder, which outputs parameters
to a distribution over the latent variable z. Subsequently, samples from that distribution are
mapped through the decoder to obtain a distribution over x. The optimization objective
balances maximizing the likelihood assigned to x with minimizing the KL-divergence between
the approximate posterior and the prior distribution. For simplicity, the prior is often assumed
to be a standard Gaussian distribution. Evaluating the gradients with respect to the encoder
parameters requires the use of a technique known as the reparameterization trick [22], which
treats the encoder as a deterministic mapping subject to exogenous noise, and allows for the
propagation of gradients through the sampling operation. A VAE that has been trained to
maximize the evidence lower bound can subsequently be employed in a generative fashion,
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Figure 2: Graphical models for VAE, CVAE, and sequential generative model.
where samples are drawn directly from the prior pθ(z) and passed through the decoder.
This process can result in the generation of new data that appears as if it was drawn from
pdata(x).
2.2 Conditional Variational Autoencoders
The conditional variational autoencoder (CVAE) [23] extends the VAE by attempting to
learn pθ(x | c), a conditional model for the data distribution. Rather than modeling the
distribution over the entire dataset, a CVAE models data distributions conditioned on
context parameters c. The graphical model for the CVAE can be found in Fig. 2b.
As with the variational autoencoder, a lower bound to the log-likelihood objective can
be derived for the CVAE:
log pθ(x | c) ≥ E
z∼qφ(z|x,c)
log pθ(x | z, c)−DKL(qφ(z | x, c) || pθ(z | c)). (8)
Optimizing for this objective requires relatively few modifications to the VAE training
procedure outlined in Section 2.1. Most notably, the encoder and decoder networks must
be modified to accept the context parameters as inputs. Furthermore, the prior over z
must be modeled as a conditional prior distribution, which is typically accomplished by
introducing an auxiliary neural network that is trained to take c as an input and output the
prior distribution parameters.
2.3 Generative Modeling of Sequential Data
Generative models for sequential data attempt to learn the joint distribution pθ(x1:T ),
where x1, . . . ,xT represent data with temporal relationships; here it is assumed that each xt
represents the state of a dynamical system at a given time step. In constructing sequential
generative models, it is common to assume the existence of (lower-dimensional) latent
variables z1:T , also referred to as latent states, that govern the time evolution of the modeled
system. Furthermore, the dynamics of the latent states are often assumed to be Markovian,
meaning that a latent state zt is conditionally independent of z1:t−2 given zt−1 (i.e. zt−1
summarizes all relevant past information). The graphical model that defines the problem
structure can be found in Fig. 2c; a model of this form is commonly referred to as a state
space model (SSM) [24].
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Analogous to the material presented in Section 2.1, the likelihood expression can be
written in a form that explicitly accounts for the presence of the latent variables:
pθ(x1:T ) =
∫
pθ(x1:T , z1:T )dz1:T
=
∫
pθ(x1:T | z1:T )pθ(z1:T )dz1:T .
(9)
Evaluating this integral is generally intractable due to the need to marginalize over the
latent states. Likewise, evaluating the posterior distribution pθ(z1:T | x1:T ) is generally
intractable, once again motivating the introduction of an approximate posterior distribution
qφ(z1:T | x1:T ).
Given the conditional independence assumptions encoded by the graphical model, the
conditional distribution pθ(x1:T | z1:T ) can be rewritten as:
pθ(x1:T | z1:T ) = pθ(x1 | z1:T )
T∏
t=2
pθ(xt | x1:t−1, z1:T )
=
T∏
t=1
pθ(xt | zt).
(10)
Likewise, the distribution pθ(z1:T ) can be simplified to:
pθ(z1:T ) = pθ(z1)
T∏
t=2
pθ(zt | z1:t−1)
= pθ(z1)
T∏
t=2
pθ(zt | zt−1).
(11)
Finally, the approximate posterior distribution can be expressed as:
qφ(z1:T | x1:T ) = qφ(z1 | x1:T )
T∏
t=2
qφ(zt | z1:t−1,x1:T )
= qφ(z1 | x1:T )
T∏
t=2
qφ(zt | zt−1,xt:T ).
(12)
Given these simplified expressions, a lower bound to the log-likelihood, log pθ(x1:T ), can
be derived by following the procedures outlined in Section 2.1. This lower bound is given by:
log pθ(x1:T ) ≥
T∑
t=1
[
E
zt∼qφ
log pθ(xt | zt)
]
+DKL (qφ(z1 | x1:T ) || pθ(z1))
+
T∑
t=2
DKL (qφ(zt | zt−1,xt:T ) || pθ(zt | zt−1)) .
(13)
The ELBO thus consists of T likelihood components, representing the likelihood of states xt
given latent states zt, and T KL-divergence components, representing the difference between
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Figure 3: Graphical model for parameter-conditioned generative model. Parameters c are
assumed to influence the time evolution of the latent states.
the approximate posterior and (conditional) prior distributions. If the latent states are
assumed to follow non-Markovian dynamics, then the ELBO becomes:
log pθ(x1:T ) ≥
T∑
t=1
[
E
zt∼qφ
log pθ(xt | zt)
]
+DKL (qφ(z1 | x1:T ) || pθ(z1))
+
T∑
t=2
DKL (qφ(zt | z1:t−1,xt:T ) || pθ(zt | z1:t−1)) ,
(14)
where the elements that differentiate Eq. (14) from Eq. (13) are highlighted in blue.
As with the variational autoencoder, the prior distribution pθ(z1) can be defined to be
a standard Gaussian. Additionally, the parameters of the conditional prior distributions
can be output by auxiliary neural networks. In contrast with the ELBOs for the VAE and
CVAE, the ELBOs derived in this section contain distributions that require conditioning on
sequences of variables. These distributions can be represented by standard feedforward neural
networks, but such architectures are generally incapable of accommodating exceedingly long
or variable-length sequences as inputs. This consideration motivates the use of recurrent
neural networks, which allow for learning from arbitrarily long input sequences. Common
recurrent neural network architectures include long short term memory (LSTM) [25] and
gated recurrent unit (GRU) [26] networks.
2.4 Parameter-Conditioned Generative Modeling
This work proposes an extension to generative models for sequential data that is akin to
the CVAE, wherein the latent state dynamics are assumed to be governed by parameters c.
In the context of dynamical systems, c may represent physical parameters that can affect
system behavior. Examples of such parameters include the mass and length of a pendulum,
or the Reynolds number of a fluid flow. Thus, a parameter-conditioned generative model
attempts to model the density pθ(x1:T | c).
The graphical model for this problem can be found in Fig. 3. Following the same
procedure as in Section 2.3, the evidence lower bound for the parameter-conditioned sequential
generative model can be derived. For the case of non-Markovian latent state dynamics, this
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lower bound is found to be:
log pθ(x1:T | c) ≥
T∑
t=1
[
E
zt∼qφ
log pθ(xt | zt)
]
+DKL (qφ(z1 | x1:T , c) || pθ(z1 | c))
+
T∑
t=2
DKL (qφ(zt | z1:t−1,xt:T , c) || pθ(zt | z1:t−1, c)) .
(15)
Hence, all prior and approximate posterior distributions must now condition on the parame-
ters c.
A trained parameter-conditioned generative model provides the opportunity to generate
sequential data that evolves according to the prescribed parameters c. In the context of
dynamical systems, this could enable the efficient study of how such parameters affect a
system’s behavior. Given a parameter space of interest, training data can be collected
by simulating (or experimentally evaluating) a system at a handful of parameter values.
Subsequently, a generative model trained on the collected data could potentially provide
insight into the nature of the studied system throughout the remainder of the parameter
space. A generative model’s ability to accurately simulate a system throughout the parameter
space is partly dependent on how well it learns to account for the manner in which the
parameters affect the system’s dynamics. A description of a new objective that encourages
the model to learn these relationships can be found in the next subsection.
2.5 Mutual Information Objective
Entropy, H(y), serves as a measure of uncertainty about a random variable y, and is defined
as:
H(y) = − E
y∼p(y)
log p(y). (16)
Intuitively, a random variable will have high entropy if its probability mass (or density) is
spread evenly across its support. The mutual information I(w,y) between random variables
w and y is defined as:
I(w,y) = H(w)−H(w | y). (17)
Thus, I(w,y) represents the reduction in uncertainty about w given knowledge of y; if w
and y are independent, then I(w,y) = 0.
To ensure that parameter-conditioned generative models can be used to perform simu-
lations throughout the parameter space, high mutual information is desired between the
prescribed parameters c and the latent states z1:T . This can be explicitly enforced by
training the generative model to maximize a mutual information objective,
∑T
t=1 I(c, zt), in
addition to the evidence lower bound from Eq. (15). Unfortunately, maximizing the mutual
information objective directly is challenging because it requires access to the generally
intractable posterior distributions pθ(c | zt).
In a procedure similar to variational inference, variational mutual information maxi-
mization [27–29] introduces a lower bound to the mutual information objective that can be
tractably optimized. Let rψ(c | zt) represent an approximate posterior distribution over c,
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which is defined by parameters ψ. Then the following lower bound to the mutual information
objective can be derived:
I(c, zt) ≥ H(c) + E
c∼p(c), zt∼pθ
log rψ(c | zt). (18)
It is assumed that p(c) represents the distribution over parameter values within the dataset,
and thus H(c) is treated as a constant. Hence, raising the lower bound on the mutual
information objective requires maximizing the log-likelihood assigned to c by the approximate
posterior distribution. This can be accomplished in practice by defining a reconstruction
model with parameters ψ, which takes in values of zt sampled from the prior distributions
and outputs parameters to a distribution over c. All model parameters, θ, φ, and ψ, can
then be jointly optimized to maximize the objective:
L = LELBO + λLInfo, (19)
where LELBO represents the lower bound to the likelihood objective, LInfo represents the
lower bound to the mutual information objective, and λ is a scalar value that trades off
between the objectives.
The next section presents experimental results that evaluate the performance of parameter-
conditioned generative models on simulating fluid flows.
3 Experiments
This section applies parameter-conditioned generative modeling to the task of simulating
fluid flows. Evaluations are performed in two problem domains: (1) two-dimensional airflow
over a pair of counter-rotating cylinders and (2) three-dimensional airflow over a half-cylinder.
The next section studies the ability of learned models to simulate two-dimensional airflow,
evaluating the accuracy of generated solutions at a range of flow conditions. A discussion of
generative modeling performance for three-dimensional flow follows thereafter.
3.1 Counter-Rotating Cylinders
The flow over non-streamlined, bluff bodies such as cylinders has been the subject of extensive
experimental and numerical study. The scientific interest in such flows is motivated by a
phenomenon known as vortex-induced vibration, where wake instabilities lead to unsteady
vortex shedding over the surface of bluff bodies. Vortex-induced vibrations can arise in
many engineered structures, such as buildings, bridges, and offshore piers. Vortex shedding
gives rise to strong transverse forces, and is associated with higher drag and unsteady lift
forces [30, 31]. The collapse of the Tacoma Narrows Bridge in 1940 serves as a particularly
stark illustration of the destructive potential of the induced structural vibrations [32].
This section considers the test case of airflow over counter-rotating cylinders, as depicted
in Fig. 4. The cylinder surfaces are assumed to be separated by a distance of 3d, where d is
the cylinder diameter, and rotate at a fixed non-dimensional rotation speed given by:
Ω =
ωd
2v∞
, (20)
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Figure 4: Counter-rotating cylinder configuration.
where ω is the angular velocity of the cylinder and v∞ is the velocity of the incident flow.
As with flow over a single bluff body, flow over a pair of cylinders has been shown to exhibit
unsteady vortex shedding [33–35]. Experimental and numerical results have demonstrated
that there exists a critical rotation speed, Ωcrit, above which the wake instabilities disappear
and the flow becomes steady, leaving a constant transverse load acting upon the cylinders [36–
38]. The thesis of Chan [32] performs a wide array of numerical experiments that characterize
the behavior of the double cylinder system as the cylinder separation, Reynolds number,
rotation speed, and rotation direction are varied. The experiments in this work only allow for
variation in rotation speed and Reynolds number (i.e. c = [Ω, Re]ᵀ); the cylinder separation
and rotation direction are assumed to be fixed.
All simulations are performed with the PyFR solver [39], which uses the flux recon-
struction (FR) approach [40], a high-order numerical method for unstructured grids. The
computational domain is defined as [−30, 50] in the stream-wise direction and [−30, 30] in
the cross-wise direction. The diameter of each cylinder is set to a value of one; the upper
cylinder is centered at (0, 2), while the lower cylinder is centered at (0,−2). A spatially
varying velocity is applied to the surface of each cylinder to model cylinder rotation. The
full mesh, depicted in the left figure of Fig. 5, consists of 3148 unstructured, quadratically
curved quadrilateral elements. To align with previous work, the Mach number is set to
M = 0.1, which implies a free-stream velocity of v∞ ' 0.118.
Training a model to generate flow quantities across the entire region shown in the left
figure of Fig. 5 would be challenging due to the limitations that memory constraints impose
upon the size of neural network inputs. Furthermore, the non-uniform spacing between the
solution points in the CFD simulations also presents a challenge, because many of the most
powerful neural network architectures are designed to handle image data, and thus assume
uniform spacing between points. To account for these challenges, the generative models
are only trained to simulate fluid flow on a grid of equispaced points in the vicinity of the
cylinders. Formatting the data in this manner allows for training on a set of image-like
inputs of dimension 175×350×4, where the first two input dimensions correspond to spatial
dimensions and the final input dimension corresponds to different flow quantities. The
10
Figure 5: Left: View of mesh used for simulation of counter-rotating cylinders over entire
computational domain. Right: Zoomed-in view of the mesh in the vicinity of the cylinders.
Generative models are trained to only simulate flow in the region with fine mesh resolution.
(a) Density (b) x-velocity (c) y-velocity (d) Pressure
Figure 6: Format of inputs to the generative model for Re = 150 and Ω = 0. Different
physical quantities are treated as different channels in the input.
modeled region spans from −2 to 14 in the stream-wise direction and −4 to 4 in the cross-wise
direction, which is selected to coincide with the area of fine mesh resolution depicted in
the right image of Fig. 5. Figure 6 shows an example training input at Reynolds number
Re = 150 and rotation speed Ω = 0; the modeled flow quantities are density, x-velocity,
y-velocity, and pressure. In all neural network inputs, flow quantities inside the cylinders are
set to be free-stream values, and the network predictions for those points are overwritten
with free-stream values during training and evaluation. The training data is generated by
running CFD simulations at a range of flow conditions and saving image-like inputs every
500 solver steps.
Training data is generated at a range of flow conditions, corresponding to a variety
of Reynolds numbers and rotation speeds. The set of Reynolds numbers considered is
Re ∈ {75, 85, 100, 125, 150, 200}. This set is designed to span the range of Reynolds numbers
over which vortex shedding occurs and the flow can still be considered two-dimensional.
Because viscous forces are inversely proportional to Reynolds number for a fixed flow velocity,
a change in Reynolds number has a more pronounced effect on flow behavior at Re = 75
than it does at e.g. Re = 150, and hence a finer spacing between simulation points is used at
lower Reynolds numbers. At each Reynolds number, simulations are run at rotation speeds
Ω ∈ {0, 0.25, 0.5, . . . , 2.5}. This range of rotation speeds is selected such that the training
data contains information about the system behavior with no cylinder rotation, as well
as the behavior of the flow as Ω is increased, including rotation speeds in excess of Ωcrit.
Figure 7 shows the points within the parameter space at which simulations are performed.
11
80 100 120 140 160 180 200
0
1
2
Reynolds Number
Ω
Figure 7: Illustration of parameter space for counter-rotating cylinder simulations. The
points at which CFD simulations are run are represented by the black dots.
The hope is that a generative model could be trained on CFD data from each point in the
plot, and subsequently be capable of simulating fluid flow anywhere in the shaded parameter
domain in Fig. 7.
By examining the training data, the effects of varying the rotation speed and Reynolds
number can be observed. Figure 8 shows the time evolution of the lift coefficients for the
top and bottom cylinders as a function of rotation speed at Reynolds number Re = 150.
The lift coefficient is defined as:
CL =
L
1
2ρ∞v
2∞d
, (21)
where L is the lift force, ρ∞ is the free-stream density, v∞ is the free-stream velocity, and d
is the cylinder diameter. From the individual plots, two trends can be observed. First, the
lift curves separate as the rotation speed is increased, with the mean lift coefficient becoming
more positive on the top cylinder and more negative on the bottom cylinder. Second, the
amplitude of oscillation in the lift curves is damped out at higher rotation speeds, with
a constant transverse force acting on the cylinders at a rotation speed of Ω = 2. From
examining these plots, it is apparent that the critical rotation speed, at which the flow
transitions from unsteady to steady flow, is somewhere in the interval Ωcrit ∈ [1.75, 2].
Figures 9 and 10 show the change in behavior of the cylinder system as the rotation
speed and Reynolds number are varied. Figure 9 visualizes the x-velocity component of
the training inputs for four different rotation speeds at a Reynolds number of Re = 150. It
is clear from these images that the curved wake regions of low x-velocity begin to flatten
out and emanate from different locations on the cylinders as the rotation speed increases.
Figure 10 likewise illustrates the variation in flow behavior for four Reynolds numbers with
a fixed rotation speed of Ω = 0. It can be seen that the extent of the region of low x-velocity
decreases with increasing Reynolds number. Although it cannot be observed from these
static images, an increase in Reynolds number also corresponds to a decreased period of
vortex shedding.
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Figure 8: Lift coefficients on top and bottom cylinder over time as a function of rotation
speed.
3.2 Two-Dimensional Flow Training Details
This section provides details about training parameter-conditioned generative models on data
from the counter-rotating cylinder system. All components of the generative model are jointly
defined and trained in Tensorflow [41]. The parameters to the prior and approximate posterior
distributions over z1, denoted by pθ(z1 | c) and qφ(z1 | x1:T , c), are output by feedforward
neural networks with a single hidden layer containing 128 units. The prior and approximate
posterior distributions over all remaining latent states, denoted by pθ(zt | z1:t−1, c) and
qφ(zt | z1:t−1,xt:T , c), are represented by two-layer feedforward neural networks with 256
and 128 units in each hidden layer. Long short term memory recurrent neural networks
with 256 hidden units are used to summarize information about the (latent) state sequences
upon which these distributions are conditioned. As explained in Section 2.3, defining the
distributions in this manner implicitly assumes that the dynamics of the latent states are
non-Markovian; treating the latent states this way was empirically found to yield better
performance than assuming Markovian dynamics in the latent space.
As defined above, the networks used to represent the approximate posterior distributions
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(a) Ω = 0 (b) Ω = 1 (c) Ω = 1.75 (d) Ω = 2
Figure 9: Variation of x-velocity components of training inputs as a function of rotation
speed at Reynolds number of Re = 150.
(a) Re = 75 (b) Re = 100 (c) Re = 125 (d) Re = 200
Figure 10: Variation of x-velocity components of training inputs as a function of Reynolds
number at a rotation speed of Ω = 0.
may have an insufficient number of parameters to learn effectively from the very high-
dimensional flow states. Therefore, a feature extractor network is introduced, which is trained
to provide a mapping from the network inputs, xt ∈ R(175×350×4), to a low-dimensional set of
features. The approximate posterior distributions over the latent states are then conditioned
upon these lower-dimensional features rather than the full flow state.
The feature extractor is comprised of a series of two-dimensional convolutional layers
with ResNet [42] skip connections and 256, 128, 64, 32, 16, 8, and 4 filters in each layer.
Convolutions are performed with a stride of two in the first five layers, and a striding of
one is employed in the remaining layers. An affine transformation maps the output of
the convolutional layers to a set of features with the same dimensionality as the latent
states; based on performance in numerical experiments, the latent states are defined to be
four-dimensional in all studies involving the counter-rotating cylinder system. The decoder
network, denoted by pθ(xt | zt), is constructed to invert all operations performed by the
feature extractor, which allows for the mapping of latent state samples back to the state
space. Finally, the reconstruction network introduced in Section 2.5, denoted by rψ(c | zt),
is defined to have a single 128-unit hidden layer. Rectified linear units [43] are used as the
activation functions across all feedforward layers in the model.
During training, all network parameters are concurrently optimized to maximize the
objective defined by Eq. (19). The likelihood components of the evidence lower bound are
optimized by minimizing the L1 error between the true flow states, xt, and the output of the
decoder network. This is equivalent to assuming that pθ(xt | zt) is a Laplacian distribution,
where the mean of the distribution is output by the decoder network and the variance is
constant. L1 error is used rather than L2 error because the L1 norm is more sensitive to
small errors, which encourages more accurate simulation of the subtle temporal variations in
the modeled flow quantities. To allow for the ELBO and mutual information objectives to
be of the same scale, a weight of λ = 104 is applied to the mutual information objective.
The generative model is trained on 20 distinct 32-step sequences from each flow condition
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present within the training data. Training is initialized with a learning rate of 6 × 10−4,
which is decayed by a factor of 0.75 whenever the loss fails to decrease on a validation
set. Training terminates once the learning rate falls below a value of 1× 10−5. The Adam
optimizer [44] is used to perform updates to the model parameters. In total, training takes
approximately 30 hours with the neural network parameters divided across two NVIDIA
K40 GPUs. While this represents a significant upfront cost, flow simulations generated by
the trained model are found to be approximately 120 times faster than the CFD simulations
used to generate the training data. This speedup suggests that an immense amount of
time could be saved by using generative models in place of CFD solvers, assuming that
the generative models prove capable of performing accurate simulations at a wide range of
flow conditions. The next section presents numerical experiments that evaluate the learned
model’s ability to generate flow solutions for the counter-rotating cylinder system.
3.3 Two-Dimensional Flow Results
The quality of generated solutions can be evaluated by first qualitatively studying whether
the trained model is capable of generating realistic solutions for multiple settings of the
prescribed parameter c. Figure 11 presents a visual comparison of x-velocity values over time
at four distinct flow conditions. For each flow condition, the top row of images corresponds to
the ground-truth CFD solutions, while the bottom row contains solutions that were sampled
from the generative model. To facilitate easier comparison, care was taken to approximately
align the CFD and generated solutions in time such that both simulations show the system
at similar moments within the vortex-shedding cycle. However, it should be noted that the
initial conditions for the respective solutions are not the same, so discrepancies that arise
should not necessarily be attributed to modeling errors by the generative model.
The results in Fig. 11 provide confidence that the generative model effectively captures
the changes in flow behavior that occur as the Reynolds number and rotation speed are
varied. Additionally, the generative model is shown to not just generate individual time
snapshots that are visually similar to the corresponding fluid flow, it also generates solutions
that appear to evolve in the same manner as the fluid flow. This temporal consistency is
critical if the generative model is to be used to simulate the system for long time periods.
The most noteworthy takeaway from Fig. 11 is the visual similarity between the CFD
and generated solutions at Reynolds number Re = 175 and rotation speed Ω = 1. These
flow conditions are not contained within the training data, and yet the generative model is
still able to generate solutions that are qualitatively similar to the ground-truth fluid flow.
Thus, these results imply that it may be possible to use the trained generative model for
simulation at many flow conditions, including flow conditions not contained in the training
data.
A more quantitative manner of assessing the accuracy of the generated solutions is to
look at how the lift forces acting upon the cylinder vary with prescribed Reynolds number
and rotation speed. As noted previously in the discussion about Fig. 8, the lift curves for the
top and bottom cylinders tend to separate as the rotation speed is increased, with the mean
lift on the top cylinder becoming more positive and the mean lift on the bottom cylinder
becoming more negative. To examine if the generated solutions are capable of recreating
this trend, Fig. 12 presents the mean lift coefficient for the top and bottom cylinders as a
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(a) Re = 150, Ω = 0
(b) Re = 150, Ω = 1.75
(c) Re = 75, Ω = 0
(d) Re = 175, Ω = 1
Figure 11: Visual comparison of x-velocity over time at four flow conditions. Solutions
generated by the CFD solver are shown in the top row, while flows sampled from the
generative model are shown in the bottom row.
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Figure 12: Mean lift coefficient as a function of rotation speed for top and bottom cylinders
with Reynolds number Re = 150.
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Figure 13: Variation of dominant frequency in lift signal as a function of rotation speed and
Reynolds number for CFD and generated solutions.
function of rotation speed for flow at Reynolds number Re = 150. It is clear from these plots
that the mean lift coefficients calculated from the generated solutions are nearly identical to
those determined from the CFD solutions.
In addition to trends in the mean lift coefficient, it can also be studied whether the
generative model is capable of capturing variations in the frequency content of the lift curves.
The time variation of the lift coefficient values presented in Fig. 8 is roughly sinusoidal,
meaning that the corresponding power spectral density (PSD) should show a single peak
at a dominant frequency denoted by fmax. Figure 13 shows how the dominant frequency
in the lift signal for the top cylinder varies with rotation speed and Reynolds number in
both the CFD and generated solutions. Results are only shown up to a rotation speed of
Ω = 1.5 because Ω = 1.75 is beyond the critical rotation speed for lower Reynolds numbers.
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Figure 14: Depiction of wake measurement location.
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Figure 15: Comparison of pressure values over time for CFD solutions (top) and generated
solutions (bottom) as a function of rotation speed at Reynolds number Re = 150.
The curves associated with CFD solutions show an increase in the dominant frequency with
Reynolds number and a slight decrease with rotation speed. The curves associated with the
generated solutions appear to capture these trends quite well, with only minor discrepancies
visible between the dominant frequencies identified from the CFD and generated solutions.
Lift is determined by integrating pressure values over the surface of an object. As such,
lift values can be largely insensitive to local errors in the pressure distribution, as long as
errors at one location on the object surface are balanced out by errors elsewhere. Therefore,
the next set of numerical experiments evaluates how accurately the generative model is able
to simulate the time evolution of flow quantities at a single point in space. The selected
point, represented by the black dot in Fig. 14, is positioned directly in the wake of the
top cylinder, located approximately two cylinder diameters downstream. The following
discussion is restricted to the modeling of pressure values at this measurement location;
similar results were obtained for density, x-velocity, and y-velocity.
Figure 15 shows the time evolution of pressure values at the measurement location as
a function of rotation speed for flow at Reynolds number Re = 150. The top row shows
the pressure signal obtained from the CFD simulations, while the bottom row shows the
corresponding results for the generated solutions. These plots show that the nature of the
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Figure 16: Variation of dominant frequency in pressure signal as a function of rotation speed
and Reynolds number for CFD and generated solutions.
pressure signal changes dramatically as the rotation speed increases, and the generative
model is able to track these changes quite well. Furthermore, note that the generative model
correctly predicts a steady solution at Ω = 2.
Once again, the similarity between these signals can be evaluated quantitatively by
considering the peaks in their power spectral density. In contrast with the PSD for the
lift signals, the PSD for the pressure signals will generally have more than one peak.
The comparison here thus considers only the frequency corresponding to the largest peak.
Figure 16 shows the variation of fmax with rotation speed and Reynolds number, and
demonstrates strong agreement between the curves associated with the CFD and generated
solutions. The largest relative error across all flow quantities, Reynolds numbers, and
rotation speeds is 11%, suggesting that the generative model is quite effective at modeling
the local properties of the flow. Furthermore, note that these curves include results from
Reynolds number Re = 175, which is not present in the training data, implying that the
model could be effective at modeling the flow properties even at unobserved flow conditions.
Having established confidence that the generative model can be used for accurate
simulation at multiple flow conditions, the model is now used to carry out an experiment
intended to mimic a design procedure. A design problem typically consists of a set of
parameters and objectives, and the goal is to identify design parameter values that perform
well according to the design objectives. Exhaustive searches of the design space can be
impractical if evaluations of individual design parameters are expensive, as is the case with
CFD simulations. However, given the relative low cost of sampling solutions from the
generative model, it may be possible to rapidly simulate a given system at a variety of design
parameters with the generative model in order to identify promising regions of the design
space. In this experiment, the parameter-conditioned generative model is incorporated into
a design-like procedure, where an exhaustive search across the parameter space is performed
in order to estimate how the critical rotation speed, Ωcrit, varies with Reynolds number.
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Figure 17: Left: Norm of time derivative in generated solutions as a function of Ω at
Re = 200. Right: Plot of parameter space with points representing identified critical rotation
speeds and the plausible region represented by the shaded area.
The goal in this experiment is to identify, as a function of Reynolds number, a plausible
range of rotation speeds within which the true critical rotation speed is likely to lie. This is
accomplished by first using the generative model to generate solutions at a large number of
Reynolds numbers and rotation speeds: Re ∈ {75, 76, . . . , 200} and Ω ∈ {1.10, 1.11, . . . , 2.10}.
This requires the generative model to simulate the cylinder system at nearly 13 000 different
flow conditions. In total, running these simulations with the generative model takes a little
under 10 hours; in contrast, running the same number of simulations with a CFD solver
would take nearly two months.
The critical rotation speed corresponds to the transition from unsteady to steady flow.
Thus, the critical rotation speed can be identified by considering the time variation between
successive snapshots in generated solutions; this time variation should go to zero when steady
flow is achieved. The blue line in the left plot of Fig. 17 shows the norm of the numerically
estimated time derivative of generated solutions as a function of rotation speed for Re = 200.
Note that the time derivatives do tend to decrease with rotation speed, with a sharp drop-off
observed at Ω ≈ 1.9. Given the smooth variation in the time derivatives, it is somewhat
difficult to identify definitively which rotation speed should correspond to Ωcrit. Instead, two
time-derivative thresholds, represented by the black dotted lines in Fig. 17, are considered,
which are assumed to yield a lower- and upper-bound on the true critical rotation speed. By
considering these two thresholds, a plausible range for the critical rotation speed:
Ωlow ≤ Ωcrit ≤ Ωhigh (22)
can be identified.
Furthermore, by identifying the plausible range at each Reynolds number, a plausible
region of the parameter space can be determined, wherein all critical rotation speeds are
assumed to lie. The shaded area in the right plot of Fig. 17 represents the plausible
region identified from the simulations generated by the parameter-conditioned generative
model. The size of this plausible region represents a significant reduction relative to the full
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Figure 18: Visualization of the mesh for the half-cylinder domain.
parameter space considered in Fig. 7. To determine if this plausible region is reasonable, a
bisection search was run at Reynolds numbers Re ∈ {80, 100, 120, 140, 160, 180, 200} to find
the true critical rotation speeds according to the CFD solver. These identified values are
represented by the plotted points in Fig. 17, and, importantly, are all found to lie within the
plausible region.
This section demonstrated that parameter-conditioned generative models can be used
to efficiently and accurately simulate two-dimensional fluid flows. The next section studies
whether the same techniques can be applied to modeling three-dimensional flows.
3.4 Three-Dimensional Flow over a Half-Cylinder
The test case under consideration is three-dimensional flow over an extruded half-cylinder at
an effectively incompressible Mach number of M = 0.2. This flow exhibits several complex
flow features, including separated shear layers, turbulent transition, and a fully turbulent
wake. The dynamics of the half-cylinder are noteworthy relative to the circular cylinder
because the flow separation point remains fixed at the boundary between the curved and
flat surfaces. Flow over this configuration has been the subject of several numerical and
experimental studies [13, 45–47].
In the given test case, the cylinder is taken to have a diameter d = 1 along its major axis.
The domain is taken to be [−9, 25], [−9, 9], and [0, pi] in the stream-, cross-, and span-wise
directions, and the cylinder is positioned such that the back surface is centered at (0, 0, 0).
A visualization of the mesh can be found in Fig. 18. The domain is divided into Nel = 40584
non-overlapping, conforming hexahedral elements. As in Section 3.1, the system is simulated
with the PyFR solver.
Because it is infeasible to train a model on data from the entire computational domain,
the models are once again trained only on data sampled from equispaced points in the vicinity
of the cylinder. The data at these points is obtained through multi-linear interpolation, where
the ParaView software [48] is used to perform both the interpolation and flow visualizations.
The sampling must be performed on a grid with sufficient fineness such that the vortical
structures in the flow can be recovered. Thus, samples are drawn at a grid of points that
is 128 × 64 × 32, spanning a domain of [−1, 11], [−3.75, 3.75], and [0, pi] in the stream-,
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(a) Full solution (b) Solution at equispaced points
Figure 19: Visual comparison between flow generated by CFD simulation of entire compu-
tational domain and solution obtained by sampling flow quantities at a grid of equispaced
points. The visualizations show iso-surfaces of vorticity magnitude, colored according to
pressure.
cross-, and span-wise directions, respectively. This sampling procedure yields training inputs
that are 128 × 64 × 32 × 5, where the first three input dimensions correspond to spatial
dimensions and the final input dimension corresponds to the five modeled flow quantities:
density, x-momentum, y-momentum, z-momentum, and pressure.
Figure 19 shows a qualitative comparison of the flow obtained by running CFD simulations
across the entire computational domain against the flow obtained by sampling the flow
quantities on the specified grid of points. The visualizations show iso-surfaces of vorticity
magnitude, colored according to pressure. It can be seen that the sampled solution retains
many of the key features of the original flow, but does not contain any information about
the fluid flow far downstream of the cylinder. Hence, the sampled solution represents an
approximation to the flow field obtained through CFD simulations, but such an approximation
is necessary for training to be tractable.
3.5 Three-Dimensional Flow Training Details
In this experiment, only the Reynolds number is varied. Training data is generated by
simulating the half-cylinder system at Reynolds numbers of Re ∈ {175, 200, 250, 300}. The
flow at these Reynolds numbers exhibits a range of behaviors, with solutions at Re = 175
showing mostly laminar flow with some turbulence downstream, and solutions at Re = 300
exhibiting a significant amount of turbulence in the cylinder wake. The neural network
architectures for the generative model are largely identical to those described for the two-
dimensional flow in Section 3.2, with one notable exception: the two-dimensional convolutions
in the feature extractor and decoder network are replaced with three-dimensional convolutions.
Additionally, to account for the added complexities inherent to modeling three-dimensional,
turbulent flow, 32-dimensional latent states are used in place of the four-dimensional latent
states employed previously.
Parameter-conditioned generative models are trained on 165 distinct sequences from
each flow condition. Training a single model takes approximately three days with the model
parameters divided across two NVIDIA K40 GPUs and one NVIDIA GeForce GTX 1070
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GPU. The longer training time can be attributed to the larger size of the training inputs and
the additional computational cost associated with performing three-dimensional convolutions.
Flow simulations generated by the trained model are once again found to be approximately
120 times faster than the corresponding CFD simulations. The next section studies how well
the generative models are able to model the fluid flow.
3.6 Three-Dimensional Flow Results
The results presented here are solely meant to demonstrate that the generative modeling
techniques can scale to larger problems; an in-depth quantitative evaluation of the generated
results is reserved for future work. Therefore, only a qualitative evaluation of the generated
solutions is presented in this section. Figures 20 and 21 present a visual comparison
between the CFD and generated solutions at the four flow conditions contained within
the training data. For each flow condition, the top row of images contains results from
the CFD simulations, while the bottom row contains results sampled from the generative
model. Figure 20 shows iso-surfaces of Q, the second invariant of the velocity gradient tensor,
colored according to vorticity in the downstream direction. Figure 21 shows iso-surfaces of
vorticity magnitude, colored according to pressure.
A strong visual similarity can be observed between the CFD solutions and the solutions
sampled from the generative model. In particular, the generative model seems effective
at capturing the variation in the quantity and nature of vortical structures with Reynolds
number. It is worth emphasizing that the iso-surfaces in all images are functions of spatial
derivatives of the flow velocities. These spatial derivatives are estimated through finite
difference, and thus the presence of the iso-surfaces is strongly reliant upon accurately
modeling the manner in which the velocity field varies in the cylinder wake. Hence, it is
noteworthy that the trained model is capable of generating flow fields that not only contain
these vortical structures, but also retain them across successive time steps while propagating
them downstream.
4 Conclusions
This paper presented a method for learning parameter-conditioned sequential generative
models. The central element of the proposed method is a variational inference procedure
that enables the discovery of low-dimensional latent states capable of accurately capturing
the dynamics of a modeled system. These inferred latent representations can be conditioned
on parameters that are assumed to govern the modeled system’s behavior, thereby enabling
the generative modeling of dynamical systems, where the modeled dynamics are a function
of prescribed parameters.
The proposed method was first evaluated based on its ability to simulate two-dimensional
airflow over a pair of counter-rotating cylinders. Extensive qualitative and quantitative
experiments demonstrated that learned generative models were capable of effectively mod-
eling both local and global properties of the flow field at a wide range of flow conditions.
Furthermore, it was found that, relative to a CFD solver, a speedup of approximately 120×
can be obtained by running simulations with a trained generative model. A final set of
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(a) Re = 175
(b) Re = 200
(c) Re = 250
(d) Re = 300
Figure 20: Comparison of iso-surfaces of Q-values, colored according to downstream vorticity,
over time at four flow conditions. CFD solutions are shown in the top row, while generated
solutions are shown in the bottom row.
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(a) Re = 175
(b) Re = 200
(c) Re = 250
(d) Re = 300
Figure 21: Comparison of iso-surfaces of vorticity magnitude, colored according to pressure,
over time at four flow conditions. CFD solutions are shown in the top row, while generated
solutions are shown in the bottom row.
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experiments with data from three-dimensional, turbulent flow simulations demonstrated that
the generative modeling techniques can scale to complex and high-dimensional problems.
There are some limitations to the proposed approach that should be addressed in future
work. First, in all experiments it was assumed that the flow geometries were fixed. However,
many aerospace design problems, such as airfoil or wing design, focus predominantly on
how changes in geometry affect the resulting flow. At the moment it is unclear how well
generative models would perform if, for example, the separation between the cylinders
were allowed to vary, thereby altering the location of the cylinders within the flow field.
Hence, more work is needed to identify and address potential shortcomings in this regard.
One further limitation is that the employed neural network architectures require the flow
quantities to be sampled at uniformly spaced points. Future work should be dedicated to
overcoming this restriction, which will make the techniques better suited to modeling fluid
flows from simulations with unstructured grids.
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