Introduction
1. The object of the present paper is to extend H. Bohr's famous theory of almost periodic functions [4, I] f to arbitrary groups, and to show that it gives just the maximum range over which the fundamental results of Frobenius-Schur representation theory [21; 22; 30] and its extensions by Peter and Weyl [32 ] hold. We shall see in particular that all bounded linear representations of a group are equivalent to unitary representations and belong to this class. Another point of importance is that we free ourselves completely from all topological assumptions (such as continuity, etc.) by the use of a definition of almost periodicity due to Bochner [2 ] . Thus we find that the general theory, which applies to every group © whatsoever, is completely free from topological assumptions, but all of its results (for example, all series expansions) have a property of closure ; if applied to functions which are continuous in a certain topology, they will lead only to functions of the same kind. It is remarkable that we find in the classical case of Bohr new almost periodic functions in addition to the known ones; even the elementary functions fia) = e2rXai can be generalized (this connects with results of Ursell [28] ). On the other hand, in some groups (for example in all semi-simple Lie groups) almost periodicity automatically implies continuity (this will be proved with the aid of a theorem of van der Waerden [29]).
2. The principal difficulty in building up a general theory of almost periodic functions lies in finding a generalization of the Bohr integral mean l rT hmfix)dx
T-"*> ¿1 J -T if the real numbers x and T are replaced by the elements of an arbitrary group ® which need not be even topological; also, the function fix) may be discontinuous. We meet this difficulty by finding an entirely new definition (cf. Definitions 4 and 5) which may be proved to be fit for the role of a "mean" under all conditions. The direct discussion of our mean is very simple and is given in Part I.
This mean is an extension of an integral in compact groups previously defined by the author [19] . It is defined by means entirely different from those employed in Haar's integral [11] with which it coincides for compact groups, but from which it differs widely for non-compact groups, first, because for such groups it is an integral-mean and not an integral ; second, because it is free from topological restrictions, while Haar's integral applies only to locally compact and separable groups; third, because it is defined for almost periodic functions while Haar's integral is defined for measurable functions, and in general neither of these two classes contains the other.
3. The content of Parts I-V is as follows: Part I gives our general theory of the mean. Part II applies this theory (by using the powerful method of Weyl [31 ] ) to prove the fundamental theorems of the Bohr theory, Parseval's formula and the approximation theorem. As we have to combine the devices contained in two papers of Weyl [30; 31] we find it advisable to give the proofs in full, even though the repetition is often almost literal. Part III repeats the main results of the Frobenius-Schur and Peter-Weyl theory of representations, and connects them with the theory of almost periodic functions. It provides a basis for the statement that the present general theory of almost periodic functions is the widest range over which this theory of representations holds without any loss of strength. Part IV connects our theory with topological and other restrictive conditions. By investigating the details of eight examples we illustrate the principal types of combinations of these notions which are likely to occur. Finally, we discuss the question as to how many almost periodic functions exist in a given group. Part V is entirely devoted to the proof that the maximal amount exists in Abelian groups (subject, however, to certain topological restrictions). Here the integral of Haar is used in combination with certain theorems of the author on operators and functions of operators [17] . The extension of some results of Haar on countably infinite Abelian groups [10 ] is of great importance for these investigations. 4 . It is probable that most of the further developments of the Bohr theory will also apply to our general theory. Among these developments are finer convergence theorems, summability theorems, and Stepanoff's generalizations (where some topological restrictions will be necessary, as the Haar integral must be applied). In this connection it may be of interest to point out a needed generalization of an important notion of the Bohr theory, namely, the fact that the product of two elementary almost periodic functions is a function of the same kind: e2rXaie2ri"" = e2Ta+ii'>ai. This is unchanged for Abelian groups and leads to the important character-group; but in nonAbelian groups the corresponding situation is that the direct product of two irreducible representations (the elements D"«(a; Ê) of which are the analogues of e2rXai, cf. Definitions 11 and 12, and Theorems 24 and 28) is a sum of a finite number of irreducible representations, that is, there is the so-called composition formula (*) D"ia; <5)7>r"(a; 2)) = £ r£,,,@(p, a; G | r, v; 3»Dt,(a; @).
Another important notion in Bohr's theory is the independence of the expansion functions e2xXai, e2r"ai, ■ ■ ■ (that is, the linear independence of their exponents with integral coefficients), since almost periodic functions with such expansions possess particularly simple convergence properties. The corresponding requirement in our general theory is probably that the righthand member of (*) should contain no term originating from the representation Dia; Gs) = l if the left-hand member is any product of powers of Dia; <£), Z»(a; £>),■••.
I. Existence of the mean, general properties 5 . Let © be a group, that is, a set in which the operations ab and a-1 are defined and satisfy the group postulates. While @ may be topological* this property is not needed in Parts I-III and we do not yet make this assumption concerning @. Elements of ® will be denoted by a, b, c,x,y,z, • • ■ , real or complex numbers by m, n,u,v, a, ß, £, i), ■ ■ ■ , and functions defined in ® with complex numbers as values by fix), gix), • • • .
For such functions fix) and gix) we define distance f by Dif,g)=l.u.h.x\fix)-gix)\.
A set SDÎ of such functions is called conditionally compact (c.c.) if every sequence ft, f2, ■ ■ • extracted from it contains a subsequence/""/"" • • • such that Difn¡¡, /",)-*0 as p., v->°o (that is, a "fundamental" subsequence [13, p. 107] ); this means that there exists a function/ (not necessarily belonging to 9ft) such that 7>0/»M,/)^O as ju-»<» .
We now extend Bohr's notion of almost periodic functions [4; 2, §5] to all fix) in ®, but we prefer to generalize the definition given by S. Bochner [2] , as it allows us to rid ourselves completely of topological conditions on fix) (continuity, etc.).
* That is, a topological set in the sense of Hausdorff [13, pp. 226-230] . One may take his topological system based on the notion of a neighborhood by means of Axioms 1, 2, 3 (or A, B, C) and one of the "separation" Axioms 4-8, such as 5. Furthermore, certain continuity assumptions have to be made concerning ab and a-1. In Parts I-III we shall need no topology at all, in Part IV we must assume that ab is continuous in a for fixed b and in b for fixed a, and in Part V we must assume that ab is continuous in (a, b) and that a-1 is continuous in a.
f We shall consider only bounded functions. l.u.b.z denotes the least upper bound for all x's in ©. The equivalence of this definition to the obvious generalization of the Bohr definition is shown in the usual way if f(x) is continuous; similarly, the uniform continuity of f(x) follows in this case. But as we do not wish now to assume any topology in ®, we shall not go into the details of this matter. On the other hand, the following theorems are of major importance : Theorem 1. Each of the three notions r.a.p., l.a.p. and a.p. is invariant under the following operations :f(xa),f (ax), f(x), af(x) (a any complex number), f(x)+g(x),f(x)g(x), and the operation of passing from fx(x),f2(x), ■ ■ ■ to fix) if fn(x) converges uniformly to f(x) as »-►<». Passing from f(x) to f(x~l) interchanges r.a.p. and l.a.p. and leaves a.p. invariant.
The statement concerning /(x_1) is obvious. In the other cases we need to consider only r.a.p., as l.a.p. results, for example, by replacing ab by ba when defining ®, and a.p. results by combining r.a.p. and l.a.p. That/(xa) is r.a.p. is seen by replacing ax, a2, • ■ ■ (Definition 1) by aia, a2a, • • ■ ; that f(ax) is r.a.p. results from replacing x by ax; the situation concerning/(x) and ctf(x) is obvious; the r.a.p. of/(x) +g(x) and of /(x)g(x) is proved by applying Definition 1 first to/(x) and ax, a2, ■ ■ ■ , and then to g(x) and the subsequence which has been selected. An obvious and simple application of the diagonal process shows the invariance of r.a.p. under the operation of passing from fn(x) to/(x). Theorem 2. Every r.a.p. or l.a.p. function f(x) is bounded.
Again it is sufficient to consider r.a.p. If f(x) were not bounded, we could select a sequence ax, a2, ■ ■ ■ such that |/(an)|->°° as w->°o, and then no subsequence of f(xai), f(xai), • ■ ■ could have a finite limit at x = 1. and denote it by 00(90?).
6. We prove As all/(a;'a/) ^C, they all must also be ^C -ne.
Now choose a ô>0 and find a finite number of elements of L¡ such that each element of L¡ has a distance ^ S from one of them (cf. the proof of The-[July orem 3). That is, find a finite number of elements ax, • • • , a" of ® such that for every a of ® there exists a p = 1, 2, • • • , » for which |/(a,,x) -/(ax) | ¿ 8 identically. Now choose a b of ® and repeat the argument just described in the case where e = 8/n, ai = ar1 b, ■ ■ ■ , a"' = añ1 b. Thus an x' exists for which all f(x'ar1b) = C -8, v = l, 2, ■ ■ ■ , », and therefore, for a properly chosen Ai = l, 2, • • ■ , », all/(a^ar1^ ^C-2ô. If v=p., then/(è) ^C-25.
On the other hand,/(2>) = C and, as 8 was arbitrary, it follows that/(Z>) = C. Finally,/(x) is constant since b was arbitrary. This completes the proof of the theorem.
Theorem 5. Iff(x) is a.p., there exists a constant A toward which a certain sequence extracted from CoRf converges uniformly.
Since/(x) is r.a.p., Rf and Coi?/ are c.c. Denote real and imaginary parts by 9Î and $ respectively, consider the non-negative numbers Ose* (¡Rg(x) +Osd Sg(x), gc CoRf and call their greatest lower bound w. We can extract a sequence gi(x), g2(x), • • • from Coi?/ such that Ose* 9îg"(x)+OsCi Sgn(x) -ho as m-><», and from this a subsequence gni(x), gn,(x), • ■ ■ , which converges uniformly to a function g(x). Hence Osd dtg(x)+Oscx 3g(x) =«. It is obvious that, f(x) being l.a.p., every element/(xa) of Rf is l.a.p. Therefore every element of Coi?/ is l.a.p., and the uniform limit g(x) as well as the real functions 9tg(x) and 3g(x) are l.a.p. If we show that Oscz dtg(x) = OsCxSg(x)=0, we have ?Hg(x) = constant, 3ig(x) = constant, that is, g(x) = constant, which proves our statement.
Suppose that Ose* 9îg(x) >0. Then Theorem 4 shows that an Äc Coi?9î" exists such that Osc^x) < Oscxdtg(x). Here h(x) = ax<¡Rg(xai) + ■ • ■ +a"9tg(xa") (ax, ■ ■ ■ , an each ^0, ax+ ■ ■ ■ +an = l). Putting k(x) =axg(xai)+ ■ ■ ■ +ang(xan), we have h(x)=dik(x), so that Oscx dtk(x) <OsCx 3îg(x). But it is obvious that Osc* 3&(x)^Oscx Sg(x). Therefore Oscr "iRk(x)+Oscx $k(x) <o). Now g(x) can be uniformly approximated by functions I c Coi?/, that is, l(x) = ßxf(xbi) + ■ • ■ +ßmf(xbm) (ßx, ■ ■ ■ , ßm eacĥ 0, ßx+ ■ ■ ■ +ßm = l). Hence k(x) can be uniformly approximated by func- Similarly Osc* 3g(x) >0 is disproved.
Remark. If a finite number of a.p. functions f,(x), ■ ■ ■ , ft(x) are given, it is possible to find a set of constants Ax, • ■ ■ , At, toward which t sequences extracted from CoR/" ■ ■ ■ , CoRft respectively, with the same «i, • • • , an, ax, ■ ■ ■ , an, converge uniformly (that is, sequences of the form ax(r)fx(xaxM)
The argument which proved Theorem 5 may be repeated here if we use Osc* mfiix) + Ose* 3fi(x)+ ■ ■ ■ +OSC* ïflft(x)+Oscx $ftix) instead of Osc, 8t/(*)+Osc, 3/0e). Therefore \A -B\ g2e and, as e may be arbitrarily small, 4 =B.
is a.p., we call the common value of its uniquely determined right-and left-means the mean of f(x), and denote it by Mxf(x).* We now state the most important properties of the mean. * Definitions 3-5 and the argument of Theorems 3-6 are in very close analogy to the author's construction of the Haar-Lebesgue measure in compact groups [19] . It is noteworthy that fur noncompact groups, where Haar proved by his method the existence of an integral [11] , our method leads to an integral-mean. 
The equations (1), (3), (5), (6) and the first half of (4) are obvious; as every left-mean of fix) is a left-mean oí fixa) and as every right-mean oí fix) is a right-mean of/(ax), (7) and (8) to fix) and gix).)
In order to prove the second half of (4), assume/(x) ^0 everywhere and fix0)>0 for one particular x0. For any e>0 a finite number of elements of Rf exist such that each element of Rf has a distance g e from one of them (cf. the proof of Theorem 3). Hence there is a finite number of the elements ax, • • ■ , an such that, for every a, there exists a p = l, 2, ■ ■ ■ , n such that \f(xaj) -f(xa) | g e identically. Now take e =f(x0)/2. The substitution x = Xoa^1 shows that f(xoa~*a) ¡zf(xo)/2. Hence, for each a it follows that fixoa^a) ^0 for every v = l, ■ • ■ , n, but that/(x0ar1ti) ^f(x0)/2 for at least one v. Thus f(xoaïxa) + ■ ■ ■ +f(xoazla) ^f(x0)/2, that is, the function g(y) =f(xoarxy) + ■ ■ • +f(xoañ1y)-f(xo)/2 is always ^0. Hence the first half of (4) leads to the result that Myg(y)^0, (2), (3), (6), (7), and (8) show that Mvg(y) = nMyf(y) -f(xo)/2, and it follows that f(xo) Mvf(y)^J-\^>0. 2n
Theorem 8. The formal properties (l)-(9) determine Mxf(x) uniquely; in fact, (l)-(3), the first half of (4), and (7) or (8) are sufficient.
It is sufficient to consider (l)-(3), the first half of (4), and (7), as (8) may be obtained by replacing ab in ® by ba. So assume that a functional Mx'f(x), defined for all a.p. f(x) and satisfying (l)-(3), the first half of (4), and (7), is given.
For every e>0 we can choose au • ■ ■ , an, ai, ■ ■ ■ , an (ai, ••-,«" eacĥ
Then (l)-(3), the first half of (4), and (7) show that Mxf(x)-e^M¿f(x)
Mxf(x)+e, and as e was arbitrary, Mx f(x) = Mxf(x). Property (1) with a = i shows that this holds also for pure imaginary f(x), and property (2) shows that it holds for every f(x). Theorems 6-8 show that, for a.p. functions f(x), there is exactly one way to define a notion Mxf(x) possessing the essential formal properties of a mean. Our Mxf(x) is the equivalent of the well known integral mean This mean is even easier to handle than our right-and left-means (which are special cases of it). This is due to the following fact: choose two arbitrary 7. The applications to be made in the next chapter necessitate our proving some facts concerning double means. We therefore pass to this subject.
The group ® can be "doubled," that is, we can consider the set ®® of all pairs [a, a'], which by the definitions [a,
becomes a group, and we will denote functions in it by/(x, x') instead of by/([x, x']). All our notions apply to ®®: we have a.p. functions f(x, x') in ®®, and a mean Mx<x>f(x, x').
Interchange of x and x', of ab in ® with ba, and of f(x) with/(x_1) reduces our task to discussing /(xx') and /(xx'_1) alone. Their a.p. character in @® means that the sets of functions f(axa'x'), f(xax'a'), /(axx/_1a'_1), f(xaa'~1x'~1) in ®® are c.c. or else that the sets of functions of one or of two variables, f(axby), f(xayb), f(axb), f(xay) in ® are c.c. The third case arises from the first by setting y = 1, the fourth from the second by setting 6 = 1, and the second from the first by interchanging a and x with b and y, and ab in ® with ba. So we need to discuss only f(axby).
Choose an e>0. As f(x) is r.a.p., there is a finite number of elements Theorem 10. If f(x, x') is a.p. in ®@, it is also a.p. in ® as a function of x or as a function of x'. Thus we can form Mxf(x, x') and Mx>f(x, x') which are. a.p. in ® as a function of x' and as a function of x, respectively. Thus we can form Mx\Mxf(x, x')] and Mx[Mx>fix, x')]. These expressions are both equal to Mxx,fix, x').
The first statement is obvious. In the second and third statements it is sufficient to consider Mxfix, x') and Mx\Mxf(x, x')], as interchange of x with *' and oif(x, x') with f(x', x) leads to the rest of the theorem. Consider a sequence at, a2, ■ ■ ■ of elements of ®. Asf(x, x') is r.a.p., the sequence f(x, x'a/), f(x, x'on), • ■ • contains a uniformly convergent subsequence/0*;, x'ant),f(x, x'an,), ■ ■ ■ such that, for every e>0 and almost all p and v, |/0r, x'anii)-f(x, x'an,)\ ge. This implies that \Mxfix, x'anß) -Mxfix, x'an,) | g e. Thus the set of functions of x', Mxfix, x'a), is c.c. Therefore Mxfix, x') is r.a.p. and interchange of ab in @ with ba shows that it is l.a.p. Hence it is a.p. Now it is obvious that M'xx.fix, x')=Mx>[Mxf(x, x')] has Properties (l)- (4) and (7) enumerated in Theorem 7 if we look at it as an [x, x'J-mean. Therefore we may conclude from Theorem 8 that it is Mxx.fix, x'). Theorems 9 and 10 may be extended by iterating them m times to functions of 2m variables; by choosing 2m2ï w and taking the functions constant in the last 2m-n variables these theorems may be extended to functions of n variables.
II. Application
of the method of Weyl and E. Schmidt Proof of the fundamental theorems 8 . The results of Part I enable us to apply the method of Weyl to the proof of the fundamental theorems of Bohr's theory of a.p. functions (in the addition group of real numbers) and to the discussion of the linear-orthogonal representations of continuous groups.* The present part, II, contains a proof of "ParsevaPs formula" (equivalent to Theorem 15), which runs exactly along the lines of Weyl's proof. It also contains the proof of the "approximation theorem" (equivalent to Theorem 18) where a different device, due to N. Wiener, has to be used because of the difficulties of constructing in our general case an a.p. function with the required properties (cf. [31, pp. 348-349] , and our Theorem 17). The next part, III, contains an interpretation and application of these theorems connecting the theories of a.p. functions and of representations.
In this, Weyl's method is of fundamental importance.
Definition
6. If fix) and gix) are a.p., we set
We observe that the two expressions for h(x) are equal by Theorem 7 and Properties (7) and (9), after making the substitution y~lx for y, and that h(x) is a.p. by Theorems 9 and 10. * Cf. H. Weyl [31] , H. Weyl and F. Peter [32] . The operational methods used there are partly based on the thesis of E. Schmidt [20] . Theorem 11. The "multiplication" fXg is distributive (linear) in both factors, associative, and if ® is A belian, commutative.
The theorem is obvious except for associativity. Our second form for A =/Xg gives (1) Iff^O, Nf>0.
Statements (1), the first part of (2), and (3) are obvious. The second part of (2), after being squared, means that
This obviously follows from (6) . The third part of (2) If we replace/ and g by 7/ and g/y (7 real and >0) we see that |/Xg(x) | and
The greatest lower bound of this expression is (A/) (Ng). This completes the proof of (5) and (6).
Theorem 13. Let fix) be an a.p. function ¿¿0. Put
(rn)2 g rn_!rn+i, rm+" g rmr".
First we prove that the four expressions above for Tn are equal. Indeed the first and third expressions for T" are equal, and so are the second and the fourth, since igXh)' = h'Xg'. The equality of the third and fourth expressions follows from with m and n factors respectively, we obtain rm+ngrmr". That r"2:0 is obvious; but the condition T" = 0 would imply that r"_i = 0 (because r"2_i = r"_2r" provided that n^3), so that T2 = 0. This means that A|/X/']=0,/X/'0<0=-0, hence A[/]2=/X/'(l) =0 (that is, Ti = 0) and/=0, contrary to our assumption. Thus we have Tn>0.
Theorem 14. Let fix) be as before, and define Ti, T2, ■ ■ ■ as before. Then as w-»°o,
Furthermore, 0<7^Ti, 1^/c, fax) is a.p., and fa = fa faX<p = fa fXf'X<p = faXfXf' = yfafal)=K.
The formulas of Theorem 13 imply that r2 r3
and therefore r"+i/r" has a limit y as »-><», 0<7^Ti. and therefore r"/7n has a limit k as »-> <x>, k è 0. Finally we have rm+n ;£ rmrn, that is,
A m+n -i = \ r J
The limiting process m->«> shows that Tn^yn and rn/7n^l, and then the limiting process »->oo shows that k^I.
By (4) and (2) of Theorem 12,
y »,2n ,ym+n yim I
As »î and «->«> the last expression converges to 0; thus the first expression converges uniformly to 0, that is, as «-► «>, (JXf')n(x)/yn converges uniformly to a limiting function c6(x). As the functions (fXf')"(x)/y are a.p., fax) is also a.p.
The relations
show that, when n becomes infinite (the convergences involved all being uni- Apply Theorem 14, and put there 7 = 71, <p(x) = fa(x). fa(l) = k è 1 proves that <Ai(x)^0. Now put f*=f-faXf. Thenf*(x) is a.p. and
, that is, the Theorem holds for a_sequence consisting of one element. Assume that/*^0.
Then fXf'Xfa = faXfXf = ytfa implies that iJ*Xf*')n = (jXf -yifaT = (fXfT-y"fa, and thus if*Xf*')n(x) (fXf')\x) .. n -=-fa(x) -» 0 as n -> co . /<»-» X /t""1'' X fa = fa X /i""1' X /("-"' = 7n0n, /(n) = /("-l) -fa X /<»», these sequences ending when an /<n> becomes = 0, otherwise never ending.
These rules again imply the relations /(n)X/(n)'=/(n_"1)X/(n_1)'-7n0n.
By adding these relations for all n = l, ■ • ■ , p, we obtain (*) 7r0l + • • ■ + yPfa = / X /' -/(î,) X fpy. [July We now wish to prove that <pmXfa = 0 for m^n. Application of (') shows that it is sufficient to consider m>n, that is, it is sufficient to prove that Thus <f>=fa, for a sufficiently large n, yields the desired result. Following N. Wiener, consider the "translation function" oí fix), eix)=l.U.b.y\fix-iy)-fiy)l which was introduced by S. Bochner [2] . As fix) is a.p., it is easily seen that eix) is also a.p. Furthermore, e(ic) ^0, e(l) =0. Now define the function For finite groups ® Frobenius and Schur gave a complete theory of all representations [21, 22] ; for continuous groups © close analogues of their results were established by Schur for the rotation group in three dimensions, and in much broader generality by Weyl for all compact Lie-groups [30] . These results were extended to all compact groups © by Haar [11, pp. 166-169] with the help of his notion of "right-invariant" Lebesgue measure in groups. We shall push the extension further to all groups ®, but in order to do this it is natural and necessary to restrict the domain of representations Of ® by means of t Cf. footnote to Theorem 16. Î These are the fundamental notions of the Frobenius-Schur theory of group representations [21, 22, 30] .
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 11. The fundamental theorems of the theory of orthogonal representations may now be proved in the classical way [21, 22, 30, 32] . Theorem 20 . Let Dia) and Eia) be completely irreducible normal representations of degrees s and t respectively, and let A be a rectangular matrix with s rows and t columns. If Dia)A = AEia) for every a, then either 4=0 or s = t and det 4 5^0, the latter alternative of course implying the equivalence of Dia) and Eia). If Dia) =£(a), then A =al (a being a complex number).
In all these statements (except the last) 7?(a) and Eia) may be replaced by two equivalent representations. Therefore we may assume them to be unitary. Even then further transformations by unitary matrices X and Y are possible. They carry A into A' =X~1AY. Now by such transformations we can obtain 4'= {APJ }, p = l, ■ ■ ■ , s; a = l, ■ ■ ■ , t, such that Therefore we may assume that 4 itself has this form.
Under these conditions the relation 7J>(a)4 =4£(a) implies that 7>^(a) =0 for p>r and cr^r, and that £p"(a) =0 for p^r and <r>r. Since 4* also has the form we assumed for 4, 0(a)* = D(d)-1 = 7?(a-1), £(a)* = £(a)-1 = £(a~1), we get, by applying* and replacing a by a-1, A*Dia) =Eia)A*, so that Dpa(a) =0 for p¿r and a>r, and Ep"(a) =0 for p>r and o^r. Thus the complete irreducibility of D(a) requires that r be 0 or s, and the complete irreducibility of E(a) requires that r be 0 or /. Hence either r = 0, in which case A =0, or r = s = t, in which case det ^4^0. (the variable y being replaced by z = xy~l and z=ya respectively), and therefore Eia)A = ADia).
Thus we can apply Theorem 20. If Dia) and E(a) are inequivalent, it results that ^4=0, and if Z>(a) =£(a), A =ap"(x)l8 (ap"(x) being a complex number).
This implies (1) that ^"=0, that is, Dp"XE^ix) =0 if £>(a) and E(a) are Theorem 22. For normal representations reducibility and complete reducibility are equivalent, so that irreducibility and complete irreducibility are also equivalent.
That complete reducibility implies reducibility is obvious. Assume now that Dia) is reducible without being completely reducible. As we can replace Dia) by any equivalent representation, we may assume 7J>(a) to be in the form described in Definition 9. Then there would be a pair of indices p and cr such that 7)^(a;) = 0. By Theorem 21, this relation implies that Dpa XD"P=DPP =0, in spite of the fact that DPPil) = 1. Thus Dia) must be completely reducible. Here every matrix aM = {a(£ } is idempotent, that is, aM* = aM icf. footnote on page 465), iaM)2=aw.-\ Conversely, every fax) which is formed in this way iwhere DMia) and aM satisfy our conditions) is a unit.
By a suitable choice of Z?(M)(a) we can give the matrices aM the form If we define f(x) to be \j/(x, a), we find by a simple computation that faXf=f and fXgi (1) =0. Therefore/(x) =0, \f/(x, a) =0, and, as a was arbitrary, faix, y) =0, that is, we obtain exactly the conditions in our Theorem. Furthermore it is clear that every matrix aM = {o^}, being idempotent, can be transformed into the form given at the end of our Theorem. And the inverse transformations of the representations DM(x), which carry them into equivalent representations, bring about just these «('"'-transformations. 13 . We choose a system of "représentants" for the inequivalent irreducible (normal or orthogonal) representations of ® : The proof is contained in the well known computation wÂere the series £g contains at most countably infinitely many terms ^0, and is absolutely convergent (if infinite at all).
If this is proved iovf=g, we obtain the real part of the statement by replacing our/ by (f+g)/2 and (/-g)/2 and subtracting. Replacing/ and g by if and g gives the imaginary part and completes the proof. Hence we may assume that/=g, that is, we must show that (a/)2-£*(S) £ |5",(e)|2 = o. Thus it is the expansion coefficient of Z>"x(3)) in fXg, and this is equal to zero if the expansion matrix of A* (35) in / is zero (cf. the statement of Theorem 25 concerning fXg).
Theorem 30. Each a.p. function is the limit of a uniformly convergent sequence of functions each of which is a linear aggregate of a finite number of elements LV((E), and conversely.
The statement follows from Theorem 29 by putting € = 1, i, I, ■ • ■ in succession. The converse statement is a consequence of the a.p. character of all elements Z>P"((E).
IV. Almost periodicity and closed families of functions 14 . Parts I-III give a fairly complete theory of a.p. functions in an arbitrary group ®, absolutely free from the customary restriction of continuity. We now introduce restrictions of this type, but in a more general manner, by considering certain families of functions. [July and, on the other hand, it is clear that (***) makes (**) a definition prescribing a unique value for faa) which satisfies (*). So the general solution is (**), with the further condition (***). An alternative way of writing (* *) is
Example 2. Take the same ® = ®rat, but take its normal topology T = T0 (distance \a -b\) and consider 5= [To] . The question then is, for which X"'s does the faa) of (**) belong to [T0]? That is, when is it To-continuous? It is obvious that this means that »!X" is bounded, and as (**) implies that »!X"=Xi+l!/>i+ • • • +(» -l)!/>n-i, it means that only a finite number of the pm's are ¿¿0. Thus «!X" is ultimately constant, say X, and we have ( §) faa) = e2**ai (Xreal).t Example 3. Take the same ® = ®rat, hut take its />-adic topology T = TP (p = 2,3,5, ■ ■ -a prime number; distance is then 2No, where N0 is the minimal exponent N = 0, +1, ±2, • • • for which the least denominator of pN(a -b) is not divisible by p) and consider S= [T,]. The question is, for which X"'s is the faa) of (**) 7>continuous? In Tp, p"/nl ->0 as j>->oo (» = 1,2, • • • , but fixed), so that exp (2ifKnpvi)-^l, A«^'->0 (mod 1), which implies, of course, that there is ac = cn for which \np' is an integer. This can be expressed in the foUowing manner : there is a v for which \xp' is an integer, and pn in (ÎÎ) is divisible by the greatest divisor of «+1 which is prime to p. On the other hand, it is not difficult to see that this condition is sufficient. where only a finite number of terms are ¿¿0, and thus r(o+i)(£) = r(o)(£) +r(6)(£). From this it follows at once that every solution faa) of (*) for real a's is of the form (t) 0W = II *t(T<*>(í)),
tin.fi where each fa(c) is a solution of (*) for rational c's, and thus only a finite number of factors are j±l. Conversely, it is obvious that every faa) in (f) is a solution. Therefore the general solution is given by (|) if, for every £ of B, we choose a <p((c) from (**) and (**) withXn=Xf," and pn = Pi,n dependent on £. Example 5. Take the same ® = ®reai, but consider the set of all Lebesguemeasurable functions, S = Sm, which is obviously a cl.f. The question is, which functions faa) of (f) are Lebesgue-measurable ? As they are solutions of faa)fab) =faa+b) and |0(a)| =1, we can infer from their measurability that they must be of the form Hence the condition an-^>a in r(Xi, • • • , X*) as n-><» means that an-^>a with Î This is analogous to a result of Fréchet [9] who discussed/(a)+/(£>) =/(a+i). Cf. also Sierpinski [23] and Banach [1] . The simplest way to prove our statement is this:
Put^e(a)=/a" <j>(x)dx. Then<pt(.a) is continuous in a and satisfies <J/e(a)<f>(b) =\¡/t{a+b). If we had e(a)=0 for every t, then, as (d/de)^e(a) is equal to <j>(a+e) except over a set of measure zero, it would lead to a function <fi(a+e)=0, except over a set of measure zero, which contradicts the condition I <t>(a+c) |=1. Thus we can find «o and do such that 4>t0(ao) 5^0, and then our equation shows that 4>(b) =&(<!+&)/&"(«o), that is, 4>(b) is continuous. Then \j/t (a) is differentiable, so that (by our last equation) (¡>(b) is also. Now we differentiate <¡>{a)<¡>{b) = <j>(a+b) and get <j>\a)<j>{b) =<j>'{a+b), that is, (t>'(b) = ß<t>(b) when a=0. This means that <f>(a)=ae9a, and our original conditions makeo:=l, /3=2xX¿, X real.
|| Thus there exist discontinuous a.p. functions of a real variable, but they are all non-measurable. These facts have also been proved by Ursell [28, First Note] .
H For k = 1 this is not only a new topology in ®"j, but this also implies an identification of elements congruent mod 1/Xi. After this identification it is the normal topology. For k> 1 it implies no identifications, but it is a new topology. These two cases are indeed the two extremes which can occur. If ® and 5 are minimally a.p., then for every a.p. fix) of 5 we always have/(a) =/(l), that is, the constants are the only a.p. functions in S. And for every normal representation Did) with the elements 7J>p,(a) in S, it must be 7)(a) =7>(1) = 1, so that if Dia) is irreducible its degree must be 1. If, on the other hand, ® and 5 are maximally a.p., then there exists, for every pair a and b in ®, a^b, a g from C such that all 7J>pir(g) are in 5 with Dia; g)^7J>(ô; g), and an a.p. function fix) in 5 such that /(a) 7e fib). Even more is true : Theorem 35. Iffix)gix) is in S whenever fix) and gix) are in S, and if ® and S are maximally a.p., then, for any finite set ai, ■ ■ • , an of distinct elements of © and any set of complex numbers at, ■ ■ ■ , an, an a.p. function fix) exists in S with the prescribed values fiai) =au ■ ■ ■ ,/(a") =a".
If a^b, there is an a.p. function gix) in S1 such that gia)^gib), so that ,. .
is an a.p. function in 5 with A(a) = l and A(¿>)=0. For every pair a and b ia^b), choose such a function A(x) and denote it by hia,b;x). Then n n f(x) = £ a, II h(a,,bß;x)
,-1 ll=zl,tl7*P has all the properties required. There are also some other ways to characterize ®05, but we shall not discuss them here. B. ® is locally compact\ and separable^ in T, ® is an Abelian group, and ab and a-1 are T-continuous in a and b, and a respectively.% If ® is compact in T, every continuous fix) is a.p.: for ® being compact, fix) is uniformly continuous; if any sequence at, a^, • • ■ is given, we can extract from it a subsequence an , a" , ■ ■ ■ which converges to a limit a, and then we have the result that/(za" )->fixa) and/(a"":*;)->fiax) uniformly as v-*<*>. Thus [T] consists only of a.p. functions. Now it is possible to define a distance D (a, b) in ® which is equivalent to the topology T [27, 25] V. Abelian groups 19 . We assume throughout Part V that the assumptions of Theorem 36, case B (which we shall finally prove), hold ; thus we assume that a group ® and a topology T are given, that © is locally compact and separable in T and Abelian, and that ab, a-1 are T-continuous.
Under the above topological assumptions, A. Haar has shown the existence of a right-invariant Lebesgue integral [11, pp. 166-167 ] . Thus it is possible to define for complex-valued functions fix) defined in © (i) a notion of measura-bility, (ii) a notion of summability, (iii) an integral f^f(x)dx. On the basis of (i) and (ii), moreover, it is possible to do this in such a manner that (i)-(iii) have aU the formal properties of these notions as in the usual Lebesgue theory, and besides are invariant under the substitution of f(xa) for f(x).
We now consider aU measurable functions f(x) in ® for which |/(x) |2 is summable, that is, /©|/(x) 12dx is finite. These functions form a Hilbert space §® if we define the inner product (/, g) to be f®f(x)g(x)dx'\, provided that ® is infinite, which we will assume to be the case. where c/>a(X) is a complex-valued function of the variable X. § That the functions </>"(X) can be used for the discussion of the group ® has been noted by Haar and successfuUy applied to countably infinite AbeUan groups [10, p. 131]; cf. also Wiener and Paley [33] . Theorem 37 will be an application of this idea in the fuU generality allowed by Haar's right-invariant Lebesgue integral. It must be remarked, however, that Haar's method of discussing countably infinite AbeUan groups has been considerably simplified by Wiener and Paley [33] , but that their simplification seems not to apply to our general case, and that we have to use Haar's original method.
Theorem 37. If ® and T fulfill the assumptions formulated at the beginning of this part (that is, if © is locally compact, separable, and AbeUan), there exists a function in two variables <p(a, X) (a in ®, X real) with the following properties: For the function faa, X) =0O(X) in ('##), the theorem mentioned in the footnote! on page 484 leads to all our statements except for the Baire character of 0(a, X) in (a, X) (it would show the Baire character in X, but we need it also in a).
We know that finite linear aggregates of functions /q where O is a conditionally compact open set, therefore having finite measure, and If we let Oi converge to O, then /q £> (<z) converges everywhere to, and is majorized by, f&ia), so th&t fs^ia) is its limit in the sense of the distance ||/-g||. Therefore continuous functions / which are ?*0 only in conditionally compact sets are everywhere dense in our functional space. Since an-*a implies xan->xa, we have/0*;an)->/(a;a) for these functions, and, by the second property, \\OaJ -Oaf\\ = T J] fixan) -fixa) |2¿s] -* 0.
Hence a"->a implies OaJ-*C>af for an everywhere dense set of f's, but as all * That is, it can be obtained from continuous functions in (a, X) by successive limiting processes wherein the limit is always taken of everywhere convergent sequences. t /_" is a Lebesgue-Stieltjes integral over X. For an explanation of the terminology used, see [15, ..,.-*-. lim -when this limit exists, i,e-.o+ G{p + °) -Gip -e) 0 otherwise t Cf. [5, pp. 544-545] . Analogous results concerning "central derivatives" of F with respect to G are due to Daniell [8] . § If Gin) is discontinuous at /i=mo, the image of p=ßo is supposed to be the whole jump-interval GO'o-OÍSíáGG.o+O). ment just now proved still holds if we replace <S2'(,I) by <S2'(<,)+©i which is also a set of zero X-measure.
If a does not belong to ©/, we have faa, X) =faia, X) except for a X-set with zero X-measure, that is, with a £ = G(X)-image (cf. the footnote § on page 486) of zero Lebesgue measure. This proves, as at the end of the proof of Theorem 37, that (04, i) = f Ma, X) d(E(\)f, g) identically in f(x) and g(x) if a does not belong to ©i". Since ©/ has zero (Haar) measure, the domain of validity in a is everywhere dense. But both sides are continuous functions of a: this was shown for the left side at the beginning of the proof of Theorem 37, and follows for the right side from the continuity of fa(a, X) in a for all X's. Hence our equation holds for all a's.
Thus fa(a, X) meets all our requirements.
Theorem 39. If the assumptions of Theorems 37 and 38 are satisfied, and if ab and a-1 are continuous in (a, b) and in a respectively, then the condition faa, X) =<f>(b, X) for all X's is equivalent to the condition a = b, and the condition <p(an, \)-*p(a, X) as »-»«> for all X's is equivalent to the condition an-^a as n-*<x>.
The first statement follows from the second by putting a1 = a2= • ■ • =b. The necessity of the criterion in the second statement is obvious, as all the functions <p(a, X) are continuous in a. So the only thing we need to prove is its sufficiency. 
