Abstract. We give an accurate asymptotic estimate for the gap of the generator of a particular interacting particle system. The model we consider may be informally described as follows. A certain number of charged particles moves on the segment 1 L ] \ N according to a Markovian law. If k 2 Zis the charge at a site k 2 1 L ] \ N one unitary charge, positive or negative, jumps to a neighboring site, k 1 at a rate which depends on the charge at site k and at site k 1. The total charge P L k=1 k is preserved by the dynamics, in this sense our dynamics is similar to the Kawasaki dynamics, but in our case there is no restriction on the maximum charge allowed per site. The model is equivalent t o a n i n terface dynamics connected with the stochastic Ising model at very low temperature: the \unrestricted solid on solid model". Thus the results we obtain may be read as results for this model. We give necessary and su cient conditions to ensure that gap shrinks as L ;2 , independently of the total charge. We follow the method outlined in some papers by Y au (Lu, Yau (1993 ), Yau (1994 ) where a similar spectral gap is proved for the original Kawasaki dynamics.
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Introduction
In this paper we will prove a sharp asymptotic estimate for the spectral gap of a particular interacting particle system. The system we consider may be informally described as follows. Fix L 2 N and consider the segment 1 L ] \ Zin the one dimensional lattice Z. The points of this segment will be called sites. The process we are going to study consists of a certain number of charges moving on this segment according to a Markovian law.
Suppose that to every site k is attached an integer charge k 2 Z. A con guration of our system will be an integer valued vector The chain evolves in the following way. Suppose that the system is initially in the state , t h e n f o r e v ery site k, with certain rates which depends only on the charges at sites k and k 1, a unitary charge (positive or negative) jumps from the site k to one of the neighboring site k;1 o r k+1. This means that only transition of the type 7 ! k k+1 are allowed ( k stands for the vector with all the components identically equal to zero except the k th which is equal to one). This dynamics obviously preserves the total charge of the system, and the jump rates may b e c hosen so that the generator of the process is self adjoint i n L 2 ( J N L ). This kind of processes, in which the total number of particles (charges in our case) is preserved, have been studied by s e v eral authors. In particular we refer to Lu, Yau (1993) , Yau (1994) and Landim, Sethuraman, Varadhan (1995) where spectral gap for similar models are computed.
In Lu, Yau (1993) , for the rst time, the so called martingale approach is used to prove the exact asymptotic convergence rate, i.e. L ;2 , of the gap of the original Kawasaki dynamics for the Ising model in a nite cube of side L in the one phase region. In this model only one particle per site is allowed.
New di culties arise if one tries to extend the proof to the case in which more than one particle per site is allowed. These di culties are overcome in Yau (1994) . Here the exact asymptotic estimate on the logarithmic Sobolev constant, and virtually on the gap, is computed for a model in which a xed number of particles, greater than one, per site is allowed. In Landim, Sethuraman, Varadhan (1995) using the martingale approach, a similar spectral gap is proved for a class of dynamics, the so called Zero-Range Processes. In this case a xed number of particles moves on a discrete segment (or cube) of side L and every particle jumps from a site to another site at a rate which depend only on the number of particles at the site that the particle is leaving. In this case there is not an upper bound to the number of particles allowed for any site, but because the total number of particles is xed it is clear that the number of particles at a site can not excess this total number.
In our model the maximum charge per site is not xed. From a technical point of view, this fact produces new di culties in the use of the martingale approach. Moreover the asymmetry of the measure . Given 2 C we denote by P( ) R 2 the collection of all bonds separating sites x and y in Z 2 where (x) 6 = (y).
If moreover we use the convention that any pair of orthogonal bonds that intersects in a given site x of the dual lattice ; Z 2 are a linked pair of bonds if they are both on the same side of the forty-ve degrees line across x , then we immediately see that P( ) splits up in a unique way in a collection of nite closed contours 1 ( ) : : : n ( ), and a unique in nite open contour or interface ;( ). The correspondence between con gurations and contours we obtain in this way i s 1 ; 1. An open contour ; is said to be admissible if there exists 2 C such that ; = ;( ). It is possible to write explicitly the probability t o h a ve a xed admissible contour ; using the low temperature cluster expansion (see Dobrushin, Konteck y, Shlosman (1992) ), if we assume for simplicity that J l = J r = 1 (being the general case easy to gure out) we h a ve: ( : ; ( s) = ;) = exp ;2 j;j + W( ;)] Z(C) :
(1:2)
Here j;j is the length, i.e. the numb e r o f b o n d s , o f ; a n d W( ;) is a cluster term. This cluster term becomes small for large values of . The study of the evolution of ; under the Markovian dynamics (1:1) is not an easy task. In order to attack the problem one can simplify the model by supposing that: i) ; is the graph of an integer valued function ii) there are no closed contours. t h e r a n d o m v ariable ( ) ( 1 1 + 2 : : : 1 + + L ) 2 Z L it simple to check that ( k k+1 ) = ( ) k . Thus our particles system with jumping charges is equivalent to the solid on solid model, and the results we will obtain may be read as results about this model.
The solid on solid model is a good approximation of the Ising model for large values of . H o wever in this paper we d o n o t i n vestigate the connection between the solid on solid model and the Ising model.
Notation and Results
Our sample space is L Z L for xed L 2 N. Sometimes it will be useful to consider the in nite product space Z N . Con gurations, i.e. , elements of the sample space ( L or ) will be denoted by greek letters, e.g. =
( 1 : : : L ) 2 L . I f f is a real function on L , are de ned the following discrete derivatives: The gap can be also characterized as: 
for every L > 0 and N 2 Z.
Two corollaries follow from this theorem:
Corollary 2:2. Suppose that 0 < J l < J r < 1 and de ne J = ( J l J r ). Then there exists K 1 ( J l J r ) and K 2 ( J l J r ) such that:
for every L > 0 and N 2 Z. Corollary 2:3. Suppose that 2 (0 1) and de ne J = ( ). Then for every N 2 Zthere exists K 1 ( N ) and K 2 ( N ) such that:
Remark 2.1. The approach w e present here to prove a spectral gap estimate is adapted from Lu and Yau's method in Lu, Yau (1993) and Yau (1994) . The method works properly when the spectral gap is independent of the number of particles N as in Corollary 2:2, but it does not when the gap depend on the number of particles as in Corollary 2:3. Since the constants in (2:4) are dependent o n N and we will not study this dependence, this is a v ery poor result. However this result still has a physical motivation for N = 0 i t g i v es the correct bound for the gap of the solid on solid model (see Section 1) with horizontal interface.
It is interesting to understand physically why the symmetric case is so di erent from the asymmetric one.
A w ay to understand this problem is to think to the con gurations which a r e \ t ypical" for the measure J N L . In order to determinate these con gurations, we h a ve to minimize the energy J l j 1 j + P L;1 k=2 j k j + J r j L j under the constrain 1 + : : : + L = N. It is easy to check that the solution to this problem in the case J l = J r is given by the con gurations such that L = N ; 1 , 1 = 0 : : : Nand k = 0 for k = 2 : : : L ; 1. This says us that the energy landscape has, in this case, a \plateau" in its minimum.
The cardinality of the plateau is proportional to N, this suggest that the spectral gap of the process should depend on N. This fact does not happen in the asymmetric case. In fact if for example J l < J r , then the minimum of the energy J l j 1 j+ P L;1 k=2 j k j+J r j L j under the constrain 1 +: : : + L = N is attained only by the con guration = ( N 0 : : : 0). So in this case there is no plateau and the gap does not depend on N.
The above discussion gives information about the solid on solid interface . In the symmetric case the \typical interface" is at and stays over the x axis at an height b e t ween 0 and N. In the asymmetric case the typical interface is again at, but it prefer to stay a t h e i g h t N over the x axis. Remark 2.2. The asymmetry introduced by < 1 in Theorem 2:1 i s essential in proving a one site spectral gap of N L which does not depend on the total charge N, a s w e will see in Section 6. This uniform estimate on the one site spectral gap is one of the basic technical tool to use the Lu and Yau method (Lu, Yau (1993) and Yau (1994) ), as it will be clear by reading Section 3. In the symmetric case = 1 the one site spectral gap does depend on N.
The same problem, i.e. how t o p r o ve a o n e s i t e s p e c t r a l g a p , i s a l s o i n Landim, Sethuraman, Varadhan (1995) , but because in that case the model is a nite state Markov c hain, the solution is simpler.
Preliminary Results
The proof of the results stated in Section 2 unfortunately requires heavy technical preliminaries. The aim of this section is to give a concise list of this results in the hope that this will make more readable the next section in which the main results are proved. The results stated in the present section will be proved in sections 6, 7 and 8. The rst result we p r e s e n t i s a o n e s i t e P oincar e inequality. This result and others related to the one site marginal of J N L will be proved in Section 6. ii) There exists K 2 ( ) > 0, such that: 
for every L > 0 and N 2 Zwith jN=Lj .
The following proposition is of very technical nature. It is close to a similar result obtained by Y au in Yau (1994) , in the simpler context of bounded random variables and it is one of the key ingredient in the proof of 
).
Proof of Main Results: Lower Bound
In this section we w i l l p r o ve the rst and more di cult inequality i n ( 2 :2).
The proof we present is adapted from the proof of a similar result proved in Yau (1994) .
It is important to understand the following obvious property o f 
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where 2 (0 1) and J = ( 1). We are going to use the rst of these inequalities to prove our lower bound on the gap. In order to make simpler the notations in this section we suppose that > 0 a n d 2 (0 1) are xed constant. When we speak about constants in this section these constants may depend on and . H o wever if the constants depend on L or N this fact is explicitly mentioned.
De ne:
for L > 0. By Proposition 3:5 V (L) < +1. The aim of this section is to
This yields immediately (2:2).
The idea is to prove ( 4 :2) recursively. This is done in the following fundamental proposition:
Proposition 4:1. There exists a positive constant K such that:
for every L > 0.
From this lemma the bound (4:2) follows easily. In fact, for n 2 N, de ne
and notice that (4:2) is equivalent to prove that the sequence fW n : n 2 Ng is bounded above b y a constant. Let L n 2 2
. Using Proposition 4:1 i t i s e a s y t o c heck that:
Proof of Proposition 4:1. We w i l l p r o ve ( 4 :3), the proof of the other estimate (4:4) being similar.
The general strategy of the proof is to show that for every " 2 (0 1) there exists C(") and L(") > 0 such that for every L > L we h a ve:
taking " = 1 =2 in the previous estimate we obtain:
i.e. (4:3). The proof of (4:5) is divided into several steps for purposes of clarity.
Fix L 2 N and de ne the subsets f j : j = L : : : 2L + 1 g of N as: j = 8 < :
Step 1 
This implies:
Now substituting this estimate into (4:7) we obtain (4:6).
t u
To obtain (4:5) we shall bound each term in the sum on the right hand side of (4:6) with terms proportional to E N 2L (f f) and terms proportional to the variance of f. More precisely we w ould like to prove an inequality o f the form:
The next step is in this direction:
Step 2. Suppose that L + 1 j 2L. Then there exists K and > 0 such t h a t i f B j is the set de ned by B j 2 2L : jN ; j j L the following inequality holds: The three terms on the right hand side of this expression correspond to the three term on the right hand side of (4:9). The last one is exactly the same, while the rst two can be easily transformed. We start estimating the rst one.
It is elementary to check that (@ j i f) = P j;1 k=i (@ k+1 k f)( 
where "(L) = o(L ;1 ).
The next step to obtain (4:8) is to bound the last term of (4:9). The basic idea is to use on this term the \two block estimate" (3:4). Notice that to apply this result we need identically distributed random variables with bounded density 1 L P L i=1 i . The naive w ay to obtain identically distributed variables is to condition the covariance term on the left hand side in (4:9) with respect to 1 . Before doing so, in order to have a bounded density, w e h a ve to bound above j 1 j.
Step 3. There exists K and M( ) > 0 such that:
where "(L) = o(L ;1 ) and A f 2 2L : j 1 j ML g. This and a trivial estimate concludes the proof of (4:17). t u
In the next step we will condition with respect to 1 the last term on the right hand side of (4:17) and we will use the \two block estimate". This will produce some \good terms" (the rst three term on the right hand side of (4:18) and an \extra term" (the last term on the right hand side of (4:18)) which will be estimated later.
Step 4. For every " > 0 there exists K(" ) > 0 such that: t u
It remains to estimate the gradient term on the right hand side of (4:20). We will use the same technique we u s e d i n S t e p 2 .
Step 6. For every " > 0 there exist a positive constant K(" ) such that: 
Suppose that = 1 . Then there exists K 2 ( ) > 0 such that:
Proof. We will rst prove ( 5 :2). We will show that for every L > 0 and
where C( ) is a positive constant. Direct calculation shows that for every L 2 N there exists g(L) such that:
. F rom property ( 5 :3) and some simple estimates it follows that:
where C 1 is a positive constant. To complete the proof of (5:2) it remains to prove that Var
L 2 _ 1 . This simple estimate is proved in the appendix (Lemma 9:3).
We n o w turn to the case 2 (0 1). We will use the same test function As we did in the proof of Theorem 2:1 w e claim that to prove Corollary 2:2 it su ces to show that
where K 1 ( J) a n d K 2 ( J) are positive constants. We start proving the rst of these inequalities. for every g local in L . In particular:
This relation and the analog of (4:11) give:
for a bounded function g L;1 local in L;1 . By the Schwarz inequality and (5:6 ) w e h a ve:
This estimate and (5:5) prove the rst inequality i n ( 5 :4). The proof of the second inequality i n ( 5 :4) is a repetition of the proof of In particular we will prove Proposition 3:1. Our main tools are the so called Cheeger inequality (see Lawler, Sokal (1988) ) and the local limit theorem (see Petrov (1975) , Chapter VII, Theorem 13). To k eep notation simple we shall write k (x) N L ( k = x).
We begin de ning some auxiliary probability measures. For every real number with j j < de ne on Zthe probability measures: In what follows will be crucial the following result that can be proved by direct computation: 1 (b)
for every L > L and N 2 Zsuch that jN=Lj . This relation and (6:4) gives (3:1). The proof of (6:9) is divided into several lemmas. Each lemma bounds the ratio 1 (z+1) 1 (z) in an interval where 1 has a di erent qualitative aspect. Because ). This estimate together with (6:14) completes the proof.
The following three lemmas can be proved in the same way w e proved lemmas 6:3, 6:4 and 6:5 respectively. W e omit the proof for brevity. for every a such t h a t x < a x _ 0 + "(L ; 1), where C 13 ( " ) i s a positive constant. By (6:7), (6:15), (6:16) and (6:19) we h a ve:
for a positive constant C( " ) a n d L large enough.
In order to complete the proof of (6:9) we need to prove that: The proof of this inequality is omitted since it follows closely the proof of (6:20). This concludes the proof of Proposition 3:1.
The last part of this section is dedicated to the proofs of some large deviation results for 1 . More precisely we will prove Lemma 3:2 and Lemma 3:3. where we used the trivial estimate~ ( 1 + + L = N) ~ ( 1 = N)p L;1 (0) and the local limit theorem. In order to prove ( 3 :3) we h a ve to show that there exists C 1 ( ) and ( ) > 0 such that e ( ; ) E(e ) < e ;C 1 for > ( ). Direct calculation yields:
E(e ) = 1 Z ( 0) e ;( + ) e ( ; ) E(e ) C 3 ( ) e ( ; )
1 ; e ; :
We claim that the last factor in this estimate can be made smaller than 1 taking large enough. In fact a simple calculation permits us to write explicitly the \Cram er transform":
" (e + e ; ) + p 2 (e ; e ; ) 2 + 4 2( + 1 ) # and it is easy to check t h a t 1 ; e ; = O( ;1 ) f o r ! +1. t u Proof of Lemma 3:3. Notice that
An elementary calculation yields: In this section we will prove Proposition 3:4. This is a generalization of a similar result obtained by H . T . Y au (see Yau (1994) ) in the simpler context of bounded random variables. Our main tool is again local limit theorem (see Petrov (1975) , Chapter VII, Theorem 13). Throughout this section we will assume = 1 and jN=Lj < +1. W e will use notation and results from Section 6. Taylor's expansion, (7:10), and a few calculations yields: Now u s i n g ( 7 :11) and (7:12), it is elementary to prove ( 7 :6).
t u
As a consequence of Proposition 7:2 w e h a ve the following results that can be read as \equivalence of ensembles". Corollary 7:3. In the same setting as in Proposition 7:2 we h a ve: These estimates and (7:6) give:
Taking the limit for # 0 w e h a ve ( 7 :13). t u and that E (F ) 2 = o(L ;1 ). This fact together with (7:15) implies (7:14).
We are nally in a position to prove Proposition 3:4. Proof of Proposition 3:4. The proof is divided into several steps for purpose of clarity.
Step 1. For every " > 0 there exists n( ) and k( " F ) > 0 such that for any k > k it is possible to nd L( " k ) > 0 so that:
for every L > L. . Using (7:17) we obtain (7:16). t u
Step 2. Let n and k be xed positive i n teger. Then there exists C( n k ) > 0 such that: 
A simple computation shows that:
Using Jensen and Schwarz inequalities we obtain: 
This inequality and (7:21) give:
Using this estimate and (7:20) we h a ve ( 7 :19). t u
Step 3. For every " > 0 there exists n( ) and k( " F ) > 0 such that for any k > k it is possible to nd L( " k ) > 0 so that:
for every L > L. and that by Corollary 7:3 f o r j j nk, the latter expectation may b e rewritten as:
where:
Var ( 1 ) 2 ; E ( 1 1 h 1 )
Var ( where in the last line we used Cram er's theorem (see Varadhan (1984) ). For " 0 small enough and j ; j < " 0 , w e can expand g k ( ) i n T aylor series:
Now w e can conclude the proof of Proposition 3:4. Fix " > 0 and
). By (7:16) there exists n( ) a n d k( " F ) > 0 s u c h that for every k > k it is possible to nd L( k ) > 0 so that:
for any L > L. Because of (7:19) the last term in this estimate is bounded above b y
Finally using (7:22) we obtain:
t u 8. \A Priori" Estimates In this section we will prove Proposition 3:5 and 3:6. These are lower bounds on the spectral gap of some processes. The estimates we will obtain are not sharp, but this is not important for what they are used. The proposition is proved if we can show t h a t a n y term in this expression is io :
Again induction assumption shows that the last term in this expression is
This concludes the proof. The root is the vertex 0 (0 : : : 0) 2 V . F or every 2 V we can de ne a geodetical path between 6 = 0 and 0 in the following way:
Let i 1 be the rst index such that i 1 > 0 a n d j 1 the rst index such that j 1 < 0. De ne e 1 ( i 1 j 1 ) 2 E e 1 is the rst edge in our path.
If i 1 j 1 = 0 then the geodetic path is fe 1 g else we repeat the procedure starting from the vertex i 1 j 1 . It is easy to convince ourselves that this procedure leads up to the construction of a geodetical path e 1 e 2 : : : e k( ) . Notice that if (h) 2 V is the rst vertex of the edge e h then H( (h + 1)) = H( (h)) ; 2 for every h = 1 : : : k ( ) ; 1. This means that the geodetical distance of from the root is 1 2 H( ). We are in the setting of the random walk on a rooted graph treated in Lawler, Sokal (1988) . By Corollary 5.5 in that paper we h a ve that: 1 (G) 1 2Mz 2 (2 ) where M 2L 2 and z(2 ) Z (2 0 This relation implies (9:5). t u I would like to thank F. Martinelli who posed m e t h i s p r oblem and helped me with many constructive discussions. I would also like to thank H.T. Yau for the enlightening discussion we had in Rome in the Spring of 1994.
