Estimating exposure to contaminants emitted into workroom air is essential for worker protection. Although contaminant concentrations are often not spatially uniform within workrooms, many methods for estimating exposure do not adequately account for this variability. Here the impact of temperature differences within a room on spatial contaminant distribution was studied. Tracer gas (99.5% propylene) concentrations were monitored automatically at 144 sampling points with a photoionization detector. One wall was chosen to represent a building's external wall and was heated or cooled to simulate summer or winter conditions. Experiments were preformed at two flow rates (5.5 and 3.3 m 3 min
INTRODUCTION
Knowledge of workers' exposures to airborne contaminants is essential for occupational health and hygiene professionals to evaluate workplace hazards and protect workers. A thorough understanding of exposures leads to cost-effectiveness of both shortterm (e.g. personal protective equipment) and longterm solutions (e.g. local exhaust ventilation design). Currently, the most fundamental approaches for assessing workers' exposures to airborne contaminants are air sampling and biological monitoring methods (Burstyn and Teschke, 1999) . However, exposures measured by these methods cannot be readily generalized to estimate exposures in other workplaces and under different conditions. Thus, rather *Author to whom correspondence should be addressed. Tel: +1-803-777-5225; fax: +1-803-777-3391; e-mail: dtq5@cdc.gov than depending on monitoring alone for analyzing exposures, other methods are being developed for estimating workplace exposures.
One way to estimate exposure in workplaces is the use of deterministic models, such as the one-zone completely mixed model, the two-zone completely mixed model and the uniform turbulent diffusivity model (Nicas, 1996; Keil et al., 1997; Keil, 2000) . Such models have several significant advantages including the ability to estimate exposure retrospectively and prospectively. However, most commonly used models do not explicitly account for various characteristics of the work environment that may affect exposure. One such characteristic is the temperature gradient within a workroom. The thermal buoyancy effects caused by heat sources and sinks in a workroom may affect contaminant concentrations in the breathing zone. If temperature differences affect the distribution of contaminant concentrations within a room, then they should be accounted for in exposure models, either directly, as a model parameter, or indirectly, to determine the errors in model estimates.
Several studies have investigated the effect of temperature differences on spatial concentration patterns either computationally or experimentally. However, findings of most of these studies are applicable only to unique conditions in displacement ventilation (Brohus and Nielsen, 1996; Mattsson and Sandberg, 1996; Bjorn et al., 1997; Mattsson et al., 1997; Bjorn and Nielsen, 2002) . Displacement ventilation is a common method in Europe where mixing is suppressed by low inlet velocity and thermal stratification, and thereby contaminants emitted from warm sources rise to the upper portions of room where they are removed. On the other hand, mixing ventilation is prevalent in North America, but only few studies (Hosni et al., 1996; Xue and Shu, 1999; Sinha et al., 2000) have investigated thermal effects in more common circumstances where air mixing is not intentionally suppressed, resulting in various degrees of mixedness. Hosni et al. (1996) and Nielsen (1998) found that air movement patterns in experimental rooms were significantly different for isothermal and non-isothermal conditions. Also, Sinha et al. (2000) and Xue and Shu (1999) investigated distributions of velocity and temperature in two-dimensional (2-D) rooms for non-isothermal conditions using computational fluid dynamics. The effect of buoyancy due to temperature differences was clearly observed: an increase in temperature difference increased the intensity of air circulation and yielded better mixing of room air. However, most previous studies investigated the effect of temperature differences on air velocity patterns or temperature distributions in a room, not on contaminant concentrations and exposures of interest to occupational health and industrial hygiene professionals. Also, previous studies were limited to comparing either heating or cooling effects. Comparisons of both heating and cooling conditions for the same room configuration would be valuable for determining seasonal effects.
Therefore, the objective of this study is to investigate the impact of temperature differences on the distribution of contaminant concentrations in a room with mixing ventilation. Findings will provide information needed for addressing the impact of temperature differences on exposure.
MATERIALS AND METHODS

Overview
Previous studies in 3-D rooms under isothermal conditions have shown that airflow patterns are determined by Reynolds (Re) numbers and locations of inlet and outlet (Awbi, 1991) . Re number, a function of air velocity and flow geometry, represents the ratio of the inertial forces to viscous forces. Re for a room has been defined as:
where D h = hydraulic diameter of room (m) = 2WH/ (W + H), U = room equivalent velocity (flow rate/ cross-sectional area) (m s À1 ) = Q/(WH), Q = volumetric flow rate (m 3 s À1 ), W = width of room (m), H = height of room (m) and n = kinematic viscosity (m 2 s
À1
). Bennett et al. (2000) investigated distributions of contaminant concentrations over a wide range of Re. Bennett et al. (2000) observed a linear relationship between flow rate and contaminant concentration at specific locations when room geometry and locations of inlet(s), outlet(s) and source(s) were the same.
However, when a difference between temperatures of the wall and the supply air exists, natural convection due to temperature gradient would interact with the mechanically forced airflow, and thereby introduce new driving forces in different directions. Under typical, non-isothermal conditions, the distribution of contaminant concentrations in a room is affected primarily by temperature gradient caused by heat sources and sinks and secondarily by Reynolds number (Awbi, 1991) . The effect of buoyancy due to temperature gradients can be characterized by the Archimedes (Ar) number. Ar is the ratio of buoyancy forces to inertial forces and is defined as:
where g = acceleration due to gravity (9.8 m s À2 ), T m = mean room temperature ( K), T s = supply air temperature ( K) and T w = wall temperature ( K). Because temperature gradients exist in most 528 E. Lee et al.
workplaces, often both Ar and Re must be considered. This study employed a factorial design of two Re numbers and six Ar numbers, shown in Table 1 , along with the temperature differences, (T w À T s ), needed to achieve these conditions. In preliminary tests, an additional Re, 330, was utilized. However, concentration measurements with time at six of the nine preliminary monitoring locations appeared chaotic and did not reach a stationary condition even over periods of 6 h. Thus, estimation of the average tracer concentrations at this Re, although an important finding, was not feasible.
Experimental set-up
A rectangular room of dimensions 2.86 m (L) · 2.86 m (W) · 2.35 m (H) was constructed with an interior surface of plywood coated with Teflon Ò paint (Fig. 1) . The exterior of the room was insulated with Rmax-plus Ò (Rmax Inc., Dallas, TX). The room included a dilution air inlet, a room air exhaust on the outside and a source pedestal. The east wall had a transparent acrylic (Lexan
for viewing the workroom. The 1 m high source pedestal had a small opening in the upper surface with a windscreen through which tracer gas was discharged into the room. That height was chosen because it is nearly midway between two recommended heights for a standing and a sitting workplace (Eastman Kodak Company, 1983) . Table 2 shows dimensions of objects and positions of their centers (axes shown in Fig. 1 ).
Two airflow rates, Re = 2100 (5.5 m 3 min À1 ) and Re = 1220 (3.3 m 3 min À1 ), were determined by measuring velocity along two perpendicular sixpoint traverses across a 4 inch diameter duct with a thermoanemometer (Model 8350 VelociCalcÔ; TSI Inc., St Paul, MN). To confirm the mass balance of air between the supply and the exhaust, airflow rates in the exhaust duct were compared with the airflow rates at the inlet, as well as comparing the pressure difference between the inside and outside of the room. A constant airflow rate through the room was confirmed by measuring velocity before and after experiments. To achieve steady-state conditions, the room was allowed to equilibrate for 2 h at constant air and tracer gas flow rates before collecting concentrations.
Concentration measurements were made automatically at a total of 146 sampling points: 144 points within the room, plus 2 points in the exhaust duct. For the automatic monitoring system, eight sets of sampling tubes were suspended from each of the eight Temperature difference between heated/cooled wall and supply air ( C). parallel pulleys across the room ceiling. Each set had tubes for sampling at three heights, 0.4, 1.2 and 2.0 m above the room floor. Each sampling tube was connected to a solenoid valve located outside the room and controlled by a data acquisition system (National InstrumentsÔ, Austin, TX). Tube sets traversing the experimental room moved to designated sampling points by a stepper motor (DM4050, Microkinetics Corporation, Kennesaw, GA) connected to a motion controller (MN100, Microkinetics Corporation). Figure 2 is the schematic representation of automatic monitoring system.
Pure propylene (99.5%) was bled from a compressed gas tank at a constant pressure through a calibrated rotameter at known flow rates. The tracer gas entered the room through a screened opening in the top of the source pedestal, promoting uniform distribution of tracer across the opening emitted at a low velocity. Emission rates of the tracer gas were 200 cm 3 min À1 for Re = 2100 and 150 cm 3 min À1 for Re = 1220. Different emission rates were employed to keep the tracer gas within measurable range, and also no significant effect of emission rate on flow patterns was found from a previous study (Feigley et al., 2002) . A rotameter, calibrated against a 1.0 l bubble calibrator, was used to monitor and maintain constant propylene flow during experiments. A PI analyzer (PID 102, Process Analyzers, LLC, Walpole, MA) was used to measure contaminant concentrations. For quality assurance, the instrument was calibrated before and after each experiment using a known concentration of propylene (100 p.p.m.) in a Tedlar Ò bag. A Tedlar Ò bag was made before each experiment at ambient temperature and pressure. Also, the tracer concentration in the exhaust-known from the measured flow of tracer and dilution air-was measured once before, once during and once after each experiment to ensure constant instrument sensitivity. From preliminary experiments, a different monitoring time for each sampling point was applied to obtain representative measurements by a method adapted from Luoma and Batterman (2000) . The method developed by Luoma and Batterman (2000) allowed calculation of the monitoring time required to achieve a specified level of precision in the estimation of mean concentrations at specific locations within the room. A precision limit of 10% was applied for most sampling points, and if the required monitoring time was longer than 15 min, a precision limit of 15 or 20% was used.
Three replicate sets of measurements were taken on different days for each combination of experimental factors tested. The first minute of data at each sampling location was discarded to eliminate errors resulting from delays in flushing out sampling tubes and in instrument response.
Heating and cooling system. The north wall (shaded wall) shown in Fig. 1 was chosen to represent a building's external wall for simulating summer and winter conditions. The temperature of the north wall was controlled to a preset value to achieve the desired Ar number. All other walls in the workroom were insulated: plywood has a thermal conductivity <0.12 W (m-K) À1 ; similarly Lexan has a low thermal
]. The conductivity of insulation material (Styrofoam) had a thermal conductivity of 0.029 W (m-K)
À1
. Figure 3 is the schematic representation of the heating and cooling system.
The temperature-controlled wall was made of a 1.5-mm-thick aluminum sheet with 10 rows of copper tubes (ID = 1.25 cm) attached. The aluminum sheet was chosen because of its high thermal conductivity
], promoting uniformity of temperature on the room side of the wall. The external surface of the temperature-controlled wall was insulated with 2.5-mm-thick rigid Styrofoam insulation. Water from a water heater/chiller (Model 3013, Fisher Scientific International Inc.) was circulated through the copper tubes. Preliminary characterization of the wall temperature was performed to ensure an accurate understanding of this boundary condition. Twelve K-type thermocouples were randomly attached to the surface of the heated or cooled wall. The average of the readings from these thermocouples, collected by the data acquisition system, was defined as the wall temperature. Three extra thermocouples were added: one at the water inlet, one at the outlet of copper tubes to measure the temperature and enthalpy change across the tubing network and one in the air inlet. This allowed tracking of the temperature difference between the wall and the inlet air stream.
Analysis
Observed average concentrations (C avg ) at each sampling location were normalized based on the concentration at the exhaust (C e ). Concentration at the exhaust was chosen because of the equivalency to the concentration when the room air is completely mixed. Deviation of C avg /C e indicates the passage of either dilution air or contaminant to the exhaust without mixing with room contents.
To explore uniformity of concentrations within the room (i.e. mixing), the coefficient of variation (CV), standard deviation (SD) divided by mean concentration (C avg ), was calculated and compared among cases investigated.
Qualitative graphical comparisons of contaminant concentrations were performed using Tecplot 9.2 (Amtec Inc., Kirkland, WA). Discrete data were interpolated by a Kriging algorithm, and contour plots at three heights within the room, 0.4, 1.2 and 2.0 m above the floor, were prepared.
For quantitative comparisons of the measured concentrations under different thermal conditions, analyses based on a randomized complete block design were performed separately for each Re. A commercial statistical package SAS version 9.1 (SAS Institute Inc., Cary, NC) was used for statistical analysis. These analyses used the 144 sampling positions in the room as a blocking variable and the six thermal conditions as the 'treatments' of interest. Thus, variation among positions is adjusted for when comparing the thermal conditions. When significant differences among thermal conditions were found, a Tukey multiple comparison procedure was used. A significance level of a = 0.05 was used for all analyses.
RESULTS AND DISCUSSION
The normalized average concentrations (C avg /C e ) ranged from 0.82 to 1.38 (normalized SD: 0.15-0.64) for Re = 2100 and from 0.53 to 1.69 (normalized SD: 0.09-1.61) for Re = 1220, as shown in Fig. 4 . Generally, lower average concentrations were observed in the top plane. Interestingly, winter conditions for both flow rates generated higher average Fig. 3 . The schematic representation of the heating and cooling system comprising the north wall of the experimental room. Fig. 4 . Normalized average concentration for each plane and overall. 531 Temperature differences and distribution of airborne contaminants concentration in the bottom plane, but not in the middle plane. It is probable that the incoming jet carried tracer gas towards the north wall, where it was cooled by contact with the wall. Thus, air and tracer moved downwards along this wall, propelled by both mechanical and natural convection. This cooler, denser gas had a tendency to stay near the floor and caused poor mixing of room air. The summary of contaminant concentrations for both Re numbers and various Ar numbers is in Appendix A. Figure 5 is the plot of the coefficients of variation (CV) that indicates the effectiveness of mixing of room air. The CVs in all conditions of Re = 2100 (range: 0.29-0.34) and in the isothermal and summer conditions of Re = 1220 (range: 0.34-0.42) were nearly the same. Xue and Shu (1999) investigated mixing characteristics of the airflow under different air supply velocities and temperatures. In their study, factorial combinations of three inlet velocities (Re = 714, 1429 and 2857) and three temperature differences between the wall temperature (T w ) and the supply air temperature (T 0 ) [DT = (T w À T 0 ) = 1, 8 and 15 K] were studied. The range of Ar numbers to achieve the desired temperature difference is from 0.2 to 416 for all three Re numbers. They (Xue and Shu, 1999) concluded that the effectiveness of mixing room air was increased with increasing Re and Ar numbers. However, the estimated CVs for two Re numbers and six Ar numbers of the current study do not show better mixing of room air with increasing Ar numbers. The Ar = 4900 summer (DT = 2.3 C) and the Ar = 4900 winter (DT = À2.3 C) conditions at Re = 1220, kept the same magnitude of temperature difference between the supply air and the external wall, but had different signs. The CV for the Ar = 4900 summer condition was 0.29, which was similar to the CV for the isothermal condition (0.31), whereas the CV for the Ar = 4900 winter condition was 1.10 showing a large difference from the isothermal condition.
The higher CV indicated poor mixing of room air under these conditions. Figure 6 shows the ratio of maximum and minimum concentrations (C max /C min ) in the breathing zone (middle plane) for each thermal condition. For both flow rates, the ratio of isothermal and summer conditions was below or close to 5, while the ratio for winter conditions ranged from 6.7 (Re = 2100 and Ar = 4900 winter condition) to 22.7 (Re = 1220 and Ar = 4900 winter condition). This indicates that a considerable error can occur, if climatic effects (outdoor conditions) are ignored in monitoring or modeling a worker's exposure. For example, the concentration at a sampling point near the source [x, y, z (m) = 1.6, 1.2, 1.2] was $15 times greater for Ar = 4900 winter condition than for Ar = 4900 summer condition at Re = 1220. Figure 7 is the contour plot of measured contaminant concentrations for middle planes (Y = 1.2 m) at Re = 2100 with all thermal conditions investigated. The lighter shades of gray indicate lower concentrations. For the isothermal condition of the Re = 2100, the middle plane (Y = 1.2 m) generated two higher concentration areas, one area just above the source and one north of the source, and the dispersion pattern was similar to the pattern of Ar = 2500 summer condition. High concentration gradients towards the east wall were observed for other summer conditions, the Ar = 4900 and Ar = 7400.
For the isothermal condition of Re = 1220, the tracer gas in the middle plane was dispersed to the east, creating two higher concentration areas on the east side of the room. As the external wall temperature increased (summer conditions), the high concentration area moved towards the south for the Ar = 2500 summer and Ar = 4900 summer, and then to the southeast for the Ar = 7400 summer.
As shown in Fig. 7 , very similar patterns of contaminant concentrations in the middle plane were observed for both winter conditions (i.e. Ar = 2500 and Ar = 4900) at Re = 2100. This similarity was also found for winter conditions at Re = 1220. The distribution of contaminant concentrations in the bottom plane (Y = 0.4 m) was similar for the isothermal and summer conditions; dispersion pattern was observed to the east of the room for Re = 2100 and the southeast of the room for Re = 1220. Interestingly, higher concentration areas in winter conditions occurred at different locations compared with other thermal conditions; for example, contaminant concentrations in the bottom plane of the Re = 2100 were higher in the west for winter conditions, while higher concentrations were observed in the north of the source pedestal for the isothermal and summer conditions. Figure 8 shows an example of how the summer and winter conditions for Re = 2100 and Ar = 4900-the same temperature difference, but different signs (DT = -6.6 C)-generated clearly different patterns. The average concentration in the bottom plane was 39.9 p.p.m. for the summer condition (Ar = 4900) and 50.1 p.p.m. for the winter condition (Ar = 4900), and better mixing of room air was observed for the summer condition. Table 3 shows the overall statistical results from the tests to compare room average contaminant 
Statistical analysis
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Temperature differences and distribution of airborne contaminants concentrations among six thermal conditions. The overall P-value was 0.0002 for both Re = 2100 and Re = 1220, indicating statistically significant differences in the room average concentrations of six thermal conditions. For Re = 2100, room average concentration was higher when Ar = 2500 and Ar = 4900 (summer or winter) than when Ar = 7400 summer condition. No other differences were detected. For Re = 1220, average concentration was higher for Ar = 4900 winter condition than for Ar = 7400 summer condition and Ar = 2500 winter condition. Also, average concentration was higher for Ar = 0 than for Ar = 2500 winter condition. No other differences were detected.
Interestingly, an individual comparison of summer and winter conditions at Ar = 2500 resulted in statistically non-significant differences for both Re numbers. The same statistical result was observed from the comparison of summer and winter conditions at Ar = 4900 for both Re numbers. It seemed that the sign (-) of temperature difference (i.e. DT = -3.3/ 6.6 C for Re = 2100 and DT = -1.2/3.5 C for Re = 1220) did not influence the overall room average concentration quantitatively. However, the qualitative comparison using contour plots of contaminant concentrations showed very different dispersion patterns in the middle and bottom planes. Therefore, it is not wise to base conclusions upon statistical tests of room mean concentration alone, without consideration of qualitative comparisons.
CONCLUSION
The effect of temperature differences between wall temperature and supply air temperature was investigated qualitatively and quantitatively by comparison of experimental results for factorial combinations of two Re numbers and six Ar numbers. These analyses showed distinct differences in the contaminant distributions within the room among the thermal and flow conditions investigated. The specific concentration patterns observed are limited to the particular conditions in the experimental room studied here (e.g. room size and shape; inlet and outlet configurations; source at the center of the room; only factorial combinations of two ventilation rates and six thermal conditions). However, these experiments covered a wide range of thermal conditions and, thus, exemplify the impact of temperature differences on contaminant distribution within a workroom. The occurrence of high concentration areas in the middle and bottom plane depends strongly on thermal conditions. The experiments with the coldest wall (Ar = 4900 winter) yielded the highest normalized concentrations for both Re numbers in the bottom plane; this suggests that the colder the wall, the more stable the temperature structure of room air, i.e. warm air above cooler air. This stability seems to have inhibited the dilution of the tracer, released at a 1 m height, and enhanced its segregation in the lower portion of the room.
Despite the pronounced effect of winter conditions, neither the average concentrations nor the location of high concentration areas is easily predicted from these results because the airflow pattern does not appear to be related to Re and Ar in a simple manner. Xue and Shu (1999) investigated mixing characteristics of the airflow for factorial combinations of three Re and three Ar numbers using 2-D numerical simulations; unlike the current study, they observed better mixing of room air with increasing Ar for each Re number. However, Xue and Shu (1999) did not investigate winter conditions. Here, it was observed that CVs increased with increasing Ar for winter conditions, indicating decreased mixing.
These findings have implications for exposure modeling and air monitoring. Because the summer and winter simulations generated different average concentrations and greatly different dispersion patterns, occupational hygiene professionals should not assume that monitoring data for a single season is representative of the entire year. For example, at Re = 1220 and Ar = 4900 winter condition, the concentration at one sampling point near the source [x, y, z (m) = 1.6, 1.2, 1.2] was $15 times greater than the concentration of the summer condition. Thus, consideration of seasonal effects is necessary when room temperature (including air and wall temperatures) or airflow rates change significantly with time of year, even if emission rates do not change.
Most mathematical models for exposure estimation do not explicitly account for the effects of temperature differences within a workroom. For application of such models, it should be recognized that thermal factors may impact accuracy and precision of exposure estimates. Models that explicitly address thermal effects, such as computational fluid dynamics and zonal models, have not been widely used in occupational hygiene but hold promise for future application.
It should also be noted that comparing the effects of different thermal and flow conditions on the overall contaminant mean concentration using statistical methods sometimes showed no significant differences while the spatial distribution of contaminants showed marked differences. If one was interested in the exposure of a worker moving about the room, perhaps a comparison of the mean breathing zonelevel concentration would be very valuable. On the other hand, if the worker is stationary, a comparison of the concentration at the worker's particular location will be more relevant at different thermal and flow conditions. Thus, both types of comparisons have strengths; selection of the most appropriate comparison depends upon job characteristics and intended application. Temperature differences and distribution of airborne contaminants APPENDIX A: SUMMARY OF THE CONTAMINANT CONCENTRATION Normalized concentration (C avg /C e , where C avg = average concentration, p.p.m. and C e = concentration at the outlet, p.p.m.). 
