This talk centers on two extreme negative dependence structures in different dimensions and presents their novel characterizations and applications to risk management.
In the second part, the notion of mutual exclusivity is introduced as a generalization of countermonotonicity to a multi-dimensional setting. Various characterizations of mutually exclusive random vectors are presented, including their pairwise counter-monotonic behavior, minimal convex sum property, and the characteristic function of their aggregate sums. These properties highlight the role of mutual exclusivity as the strongest negative dependence structure in a multi-dimensional setting. As an application, the practical problem of deriving general lower bounds on the convex expectations and Tail Value-at-Risk of aggregate sums with arbitrary marginal distributions is considered. The sharpness of these lower bounds is characterized via the mutual exclusivity of the underlying random variables. Compared to existing bounds in the literature, the new lower bounds proposed enjoy the advantages of generality and simplicity. All interested are welcome
