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Open access under CCThe urban heat island intensity (UHI) can be scaled with the urban
length scale and the wind speed, through the time-dependent
energy balance. The heating of the urban surfaces during the day-
time sets the initial temperature, and this overheating is dissipated
during the night-time through mean convection motion over the
urban surface. The energy balance shows that this cooling effect
can be quantiﬁed in an exponential decay in time. The minimum
temperature reached at the end of this cooling period corresponds
to the UHI, which increases with increasing urban length scale and
decreasing wind speed. The temporal data for Phoenix, Arizona are
reasonably accurately traced by this model, for the time period,
from 1983 to 2010 during which Phoenix has undergone substan-
tial expansion and therefore an increase in the urban length scale.
Comparisons with the data in several cities around the world also
yield quantitatively correct results for the effect of the wind speed.
This model does require one correction factor to account for differ-
ent urban topology in different cities. Thus, using a small number
of readily available data for the urban length scale and the wind
speed, the UHI intensity can be described with possible predictions
for future trends.
 2012 Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
There have been many studies on the causes and impact of the heat island effect (e.g. Baker et al.,
2000, 2002; Christy et al., 2006; De Laat and Maurellis, 2006; Kalnay and Cai, 2003; Pearlmutter and BY-NC-ND license.
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attributed, including the land surface energy balance (or imbalance) due to urbanized land surface
and built structures, anthropogenic heat release and different atmospheric constituents over the city
(Landsberg, 1975; Sailor, 2011). While the signiﬁcance of the urban heat island effect is universally
recognized (Arnﬁeld, 2003; Chow et al., 2012), the approaches to its understanding and mitigation
are quite varied, ranging from simple ‘‘slab’’ approach (Grimmond et al., 1991) to sophisticated models
that resolve urban canopy physics (Chen et al., 2011; Wang et al., 2011). One of the important aspects
is quantifying the magnitude of the urban heat island effect in terms of relevant variables, which again
vary widely depending on the authors. A key step in this quantiﬁcation is ‘‘scaling’’, i.e. developing a
functional relationship between the urban heat island effect and causal variables. The urban heat is-
land intensity (UHI) is typically the departure from the undisturbed temperature, although the deﬁni-
tion of the ‘‘undisturbed’’ often is not clariﬁed.
Many authors have contributed toward this scaling approach. The most consensual one appears to
be the one based on the steady-state convection of the thermal boundary layer over the urban surface.
This work is credited to Summers (1964), and has been used by many authors in computational and
experimental studies (Uno et al., 1988, Rydin, 1992; Richiardone and Brusasca, 1989; Raman and
Cermak, 1975; Lu et al., 1997a,b; Cenedese and Monti, 2003). In this scaling, the horizontal (x-direction)
convection is balanced by vertical (z-direction) heat ﬂux term. This steady-state energy balance results
in an estimate of the urban heat island intensity, expressed as the temperature difference with respect
to the ‘‘surrounding’’ area.DT ¼ Tu  Tr ¼ 2HocvqcpUm
 1=2
ð1ÞTu is the urban temperature, and Tr, the rural (surrounding) temperature. Ho is the surface heat ﬂux,
c the potential temperature gradient in the approach ﬂow in the vertical direction, q the air density, cp
speciﬁc heat, and Um layer-averaged wind speed.
Two comments can be made concerning this result. First, it is based on steady-state heat balance.
As shown in Fig. 1 the urban temperature is certainly not steady-state. In some laboratory experi-
ments, it takes hours for the steady-state conditions to be achieved in scaled-down convection cur-
rents. As seen in Fig. 1, the time scale of the energy exchange is also measured in hours, where the
‘‘nighttime’’ minimum temperature is reached just before sunrise hours between 6 and 7 AM. InFig. 1. Temperature decay as a function of time, in Phoenix, AZ for years 1960–2010.
18 T.-W. Lee et al. / Urban Climate 2 (2012) 16–24Fig. 1, the ﬁnal minimum temperature is arrived at, not necessarily because it reaches steady-state,
judging from the slope of the decay, but because daytime heating has begun to take effect. Secondly,
while we would like to get as accurate estimates of the urban heat island intensity as possible, we also
prefer to come up with this estimate based on easily obtainable thermal-ﬂuid data. The vertical tem-
perature gradient, c, requires multiple measurements using airborne vehicles or elaborate remote
sensing devices. Also, the surface heat ﬂux, Ho, is not as easy to determine as, say, the surface temper-
ature. Thus, the scaling represented in Eq. (1) has some practical limitations as well, where compre-
hensive measurements are needed to assess the UHI effects.
In this work, we propose an alternate method of analysis, based on our previous work on scaling of
the urban heat island effect (Lee and Ho, 2010). It is still based on convective energy balance, except
under time-dependent conditions. The starting point is the fundamental energy balance equation,
which is what we had used in our previous work to show the scaling of the UHI intensity with respect
to the urban length scale (Lee and Ho, 2010). This energy balance naturally leads to an expression for
the UHI intensity as a function of time, the urban length scale, and the wind speed, as will be shown in
the next section. We use multiple sets of data from various sources, as ﬁrst steps to validate this time-
dependent UHI analysis.
2. Methods of analyses
For the data, two primary sources were used: (1) climactic data from weather-source.com have
been used, which include the hourly temperature data at various stations in Phoenix, starting from
1960 to 2010; and (2) NASA ASTER (Advanced Spaceborne Thermal Emission and Reﬂection Radiom-
eter). The latter data were used primarily to determine the extent of the ‘‘overheated’’ urban surface,
i.e. the urbanized surface area and, from that, the urban length scale. In contrast to the LANDSAT
images which require elaborate image processing algorithm to discern urbanized surfaces, the ASTER
thermal images offer an attractive alternate method for identifying the urban length scale. The urban
length scale, as in our previous work, turns out to be one of the key variables in the scaling of the UHI
intensity. The post-processed product of NASA ASTER L1A is used for the surface temperature analysis
and area calculations. One swath covers 60 by 60 km, while the metropolitan Phoenix encompasses an
area over 120 by 90 km, so that at least six different ASTER images are used in composites for analyses.
From the surface temperature contours, a threshold temperature was taken as that at Cave Creek,
Arizona, well in the outskirts of the Phoenix metropolitan area. Any area exhibiting surface tempera-
ture above that at Cave Creek, Arizona at that given time for the satellite image was assigned as the
‘‘urban’’ area. For assessments of the wind speed effects, a number of sources reported in the literature
have been used to assess the effect of the wind speed in various cities, as referenced below. These data
were used to evaluate and validate the energy balance model of the urban heat island effect.
As noted above, we describe herein an alternate method of analysis based on our previous work on
scaling of the urban heat island effect. The starting point is again the fundamental energy balance
equation (Lee and Ho, 2010).qcp
@Tu
@t
þ qcpU @Tu
@v ¼ _q00 ð2Þwhere q00 is the divergence of the eddy-diffusive heat ﬂux. The spatial gradient in the temperature can
be approximated and moved to the right-hand side. In our previous work (Lee and Ho, 2010), we con-
sidered the time evolution of the urban temperature during night hours, after the heat ﬂux from the
surface has led to some ‘‘equilibrium’’ temperature above the urban surface. This argument considers
the heat ﬂux term to set some initial urban temperature, prior to subsequent cooling, and thus heat
ﬂux term in Eq. (2) has been removed and absorbed into the initial temperature difference (Tu  Tr)o.
For now, we can retain this term, as it can have additive effect on the urban air temperature during
the night hours.@Tu
@t
 U Tu  Tr
L
þ _q00
qcp
ð3Þ
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poral evolution of the UHI intensity. This assumes that the convection effect is much stronger than the
heat ﬂux term.DTðtÞ ¼ Tu  Tr ¼ ðTu  TrÞo exp K
U
L
t
 
ð4Þwhere K = 1 in the limiting case of q00 = 0, and K < 1 in general, if the diffusive heat ﬂux retarding the
night cooling process is taken into account.
On the other hand, if we consider the other extreme case of zero wind speed and retain only the
heat ﬂux term, then we obtainTu  Tr ¼ ðTu  TrÞo þ
_q00
qcp
t ð5ÞFrom Eq. (4), we can see that the wind speed, U, has the obvious effect of enhancing the cooling of
the heated air over the urban surface. The larger the urban length scale, L, the longer it would take to
cool Tu. The heat ﬂux term, as shown in Eq. (5), adds to the urban temperature until the heat is com-
pletely dissipated. The urban–rural breeze usually results in an enhanced convection motion due to
mean wind in urban areas, which dominates the heat transfer process over the heat ﬂux term due
to eddy diffusion. For compactness, we retain the solution form of Eq. (4), and use a correction factor,
K, to reﬂect the facts that (1) the temperature decay will be delayed by the heat ﬂux term; and (2) dif-
ferent urban surface morphologies, aerodynamic properties and atmospheric stability may affect the
effectiveness of wind speed in cooling of the urban temperature. Thus, a large heat ﬂux term and
structural impedance to convection cooling will both result in smaller value of K. We can observe from
Eq. (4) then that the cooling itself should undergo an exponential decay as a function of time, and
depending on the above factors the ﬁnal minimum temperature achieved will be the so-called
night-time minimum temperature typically reported in meteorological data sets.
Various authors have used somewhat different approaches for calculating the urban heat island
intensity (UHI). Park (1986), whose data that we have used in this work, used the averaged temper-
ature from 20 measurement sites for the urban temperature. Park (1986) notes some temperature dif-
ferences from the central business district to areas near water surfaces in Seoul metropolitan area.
Richiardone and Brusasca (1989) used the data from the METROMEX experiments, where again the
temperatures from various sites are averaged. Morris et al. (2001) uses the temperature difference be-
tween the central business district (CBD) and the rural temperature, where the latter is calculated
from average of three sites surrounding the CBD. In this work, we have used the temperature averaged
over four sites in Pheonix roughly centered at and including the Phoenix Skyharbor Airport, subtracted
by the representative rural temperatures at Cave Creek, Arizona.3. Results and discussion
Fig. 1 shows the hourly temperature variations averaged over the ‘‘summer’’ months (June, July and
August) at various years. The ‘‘nighttime’’ minimum temperatures are achieved at about 6 AM. After
this time, the temperature starts to rise with a sharp inﬂection due to the solar heating that begins
with the sunrise. The curvature is also reversed between these cooling and heating phases. Following
the analysis described in the previous section, exponential decay functions (Eq. (4)) are compared with
the temperature decay during the cooling phase. The data follow this exponential decay, with the ur-
ban length scale (L) being the only variable from year to year. If we use the average wind speed data of
3.3 m/s (Western Regional Climate Center), then we ﬁnd that the best ﬁt with the data is obtained for
K = 0.45 for the exponential functions used in Fig. 1, for Phoenix, Arizona.
It can also be observed the temperatures at the start of the temperature decay, in Fig. 1, are close in
magnitudes with one another, and there is no observable increase or decrease with the years. For
example, the starting temperature at 1983 is a full degree Celsius higher than that at 2000. Thus,
the heating during the daytime appear to have remained more or less constant (within about one de-
gree Celsius) during the time span in Fig. 1, and it is the cooling phase that determines the urban heat
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tial functions in Eq. (4), with the decay rate again determining the ﬁnal minimum temperature
reached. It can be seen that there is a steady increase in this minimum temperature in Fig. 1, which
is referred to as the increase in UHI intensity.
The increase in the urban length scale has been analyzed in a previous study from this laboratory
using LANDSAT images from 1980 to 2000 (Lee and Ho, 2010). For the analysis of the temperature data
for 2010, the urban length scale has been obtained from NASA ASTER images described below. These
scales have been used in the exponential functions of Eq. (4) in Fig. 1. Thus, the bulk convection model
represented in Eq. (4) appears to be accurate in describing the exponential decay of temperature as a
function of time, with the urban length scale, L, affecting the rate of this decay. The air mass is heated
during the day and into the evening hours from the surface heat ﬂuxes. The subsequent convection
cooling, or its rate, determines the minimum temperature achieved, for which again key parameters
are the wind speed, urban length scale, and the time available for this cooling.
Next, we examine the effect of the wind speed in the context of this time-dependent bulk convec-
tion model. Fig. 2 shows the UHI intensity as a function of the wind speed in Seoul, Korea (Park, 1986),
Melbourne, Australia (Morris et al., 2001), and St. Louis, USA (as compiled by Richiardone and
Brusasca, 1989). The urban length scales have been estimated from the urban area (A) by taking
L =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4A=p
p
. This is the equivalence circular diameter based on the reported area. Again, a correction
factor was used in the exponential function (K = 0.3–0.8), while a ﬁxed cooling time (tf) of 4 h was used
to ﬁnd the minimum in the temperature decay curve:FDT ¼ ðTu  TrÞo expðKUtf=LÞ ð6Þ
The ‘‘initial’’ temperature ((Tu  Tr)o) in this case is taken as the projected temperature difference at
the zero wind speed, based on the measured data. The choice of 4 h for the cooling time is arbitrary,
and only represents the rough time scale. This choice is made so that a ﬁxed cooling time is used to
compare the effects of the wind speed and the length scale and thus to test the effectiveness of Eq.
(6). For wind speed range of 0–10 m/s, the wind effect on the UHI intensity is reasonably well ﬁtted
by the bulk convection model in Fig. 2. Seoul data set (Park, 1986) is the most extensive, and exhibits
the largest UHI intensity with some residual effects even at wind speed close to 10 m/s. For the St.
Louis data compiled by Richiardone and Brusasca (1989), there is more scatter in the data since the
data set is a compilation of work from various authors. For Melbourne, the UHI intensity is only aboutig. 2. The effect of the wind speed on the UHI intensity in Seoul, Korea, St. Louis, USA and Melbourne, Australia.
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speed. Again, the exponential function in Eq. (6) is able to capture the wind effect; however, smaller
value of K = 0.3 were needed for both the St. Louis and Seoul data. This is possibly reﬂective of the
more concentrated urban structure due to small urban length scale, i.e. higher aspect ratio of the ur-
ban structures, in St. Louis and Seoul, which in turn would impede the cooling effect of the wind. For
Melbourne, K was set at 0.8. In this work, we are using the available data to ﬁnd optimum values of K
that ﬁt the data, and parameterization with respect to quantiﬁable variables would be a useful addi-
tion to using the current scaling rule.
Although the effect of the urban length scale is implicitly illustrated in Fig. 1 as it affects the rate of
temporal decay, we can examine the explicit dependence of the UHI intensity as a function of the ur-
ban length scale for Phoenix. In order to accomplish this, we need to obtain reliable estimates of the
urban length scale. Fig. 3 shows an example of the NASA ASTER thermal imagery of the Phoenix metro-
politan area, displaying the surface temperature distributions. This set of data offers an alternate way
of estimating the urban length scale, as opposed to the LANDSAT-based algorithm that we had used
before. It can be said that thermal images are more direct indicator of the spread of the urban surface
heating, and also that the image processing algorithm for LANDSAT images took time to process and
also prone to errors, requiring operator corrections. In Fig. 3, major arterial roadways and adjacent
concrete-covered surfaces exhibit the highest temperatures. From a series of the images as shown
in Fig. 3, we can extract the urban area exhibiting substantially elevated temperatures above a set
threshold temperature. From this area, the urban length scale is calculated, again using the equivalent
diameter, L ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ4A=pp .
Fig. 4 shows the changes in the urban length scale, extracted from the NASA ASTER images, from
2002 to 2010. The data are combined with those from our previous study taken from LANDSAT images
up to year 2000. The processed ASTER images were available only for 2002 and afterward, so no direct
comparison could be made for the prior years between the LANDSAT and ASTER images. Nonetheless,Fig. 3. Composite NASA ASTER images of the Phoenix meteropolitan area, analyzed for the surface temperature on July 5, 2005.
Fig. 4. Phoenix metropolitan area analyzed from the LANDSAT (up to 2000) and NASA ASTER images (after 2000).
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from 2008 onward, the increase in the urban area has nearly stopped following that year, as shown in
Fig. 4.
Now, we can plot the explicit dependence of the UHI intensity on the urban length scale for Phoe-
nix, Arizona, in Fig. 5, where the UHI intensity is taken as the minimum temperature departure
achieved from the temporal data shown in Fig. 1. The data for temperature departure are plotted
for four years (1983, 1990, 2000, and 2010), for which the Phoenix urban length scale data are directly
available. During this time period, the urban length scale varies from 28 to approximately 40 km,
while the temperature departure is from 1 C in 1983 to close to 3 C in 2010. The line is the calculatedFig. 5. Past and projected effects of the urban length scale on the UHI intensity for Phoenix, AZ.
Fig. 6. Projected effect of the wind speed for the UHI intensity in Phoenix, AZ, USA.
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urban length scale. In Fig. 5, we can also examine the expected UHI intensity if the Phoenix area grew
to larger extents. For a 50% increase in the urban length scale (nearly doubling the urbanized surface
area), the temperature departure would grow in a nearly linear fashion to over 5 C, assuming other
variables remain the same as was done for the extrapolated line beyond L = 40 km in Fig. 5.
Based on the same method, we can also examine the projected effect of the wind speed for Phoenix,
Arizona, as shown in Fig. 6. Using the urban length scale of 40 km as of 2010 and K = 0.45 (as calibrated
in Fig. 1), the effect on the wind speed on the UHI intensity is shown where low wind speed will cause
the UHI to go up substantially. At sufﬁciently low wind speed, however, the Grashoff number effect
(the natural convection effect) will start to become more important. For the UHI to be below 0.5 K,
wind speed of 15 m/s or higher is required for Phoenix. These trends are similar to the observed wind
effects in other cities (Park, 1986; Morris et al., 2001).
Thus, the time-dependent energy balance leads to a solution in which exponential decay of the UHI
intensity as a function of the wind speed and inverse of the urban length scale. To be sure, there are
other major parameters in this exponential solution: the initial temperature difference, (Tu  Tr)o at
the start of the convective cooling process during nighttime hours; a correction factor, K, that reﬂects
the effects of different urban surface structures; and the time available for the convection cooling, tf.
The initial temperature difference would depend on the solar ﬂux, surface albedo and heat capacity,
meteorological and anthropogenic effects. The available cooling time, tf, also depends on local condi-
tions such as the sunset and sunrise hours, and to some extent is related to K. Thus, although the num-
ber of parameters represented in Eqs. (4), (6) is small, multiple effects are embedded into these
parameters. On a positive note, once these parameters have been ‘‘calibrated’’ for a given city, based
on historical or current observational data (as done in this study), then future trends can easily be pro-
jected as it is expected that some of these parameters, like K and tf, would remain the same unless the
city went through drastic structural changes.
4. Conclusions
Effects of the urban length scale and the wind speed on the urban heat island effect are quantiﬁed
through time-dependent energy balance. The heating of the urban surfaces during the daytime sets
the initial temperature, and this overheating is cooled during the nighttime through mean convection
24 T.-W. Lee et al. / Urban Climate 2 (2012) 16–24motion over the urban surface, resulting in an exponential decay in the temperature. This overheating
is cooled during the nighttime, through mean convection motion over the urban surface, resulting in
an exponential decay in the temperature. The solution to the time-dependent energy balance equation
reproduces this temporal decay with good accuracy, with the main factors being the length scale of the
urban area and the wind speed. The temporal data for Phoenix, Arizona are reasonably accurately
traced by this model, when the urban length scale is varied from 1983 to 2010. The minimum temper-
ature reached at the end of this cooling period then corresponds to the UHI intensity, which increases
with increasing urban length scale and decreasing wind speed. The wind speed effect is also accurately
re-traced using this method; however, different correction factors are required for different cities,
indicating the effects of the urban surface heat content, structural morphology and density. Thus,
using a small number of readily available data for the urban length scale and the wind speed, the
UHI intensity can be described with possible projections for future trends.
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