This article investigates the stability of the collocation method for the Radiosity equation. We introduce graded meshes and trial spaces of piecewise poynomials and prove stability for some modified collocation method. Next we show that graded meshes are necessary, even for linear convergence. The generation of triangulations which allow higher order approximations leads to geometrical problems which are interesting of their own, but do not affect the stability of the collocation method.
Introduction
The radiosity equation is a second kind integral equation which is given in the following form Here S is a surface in R 3 and one should think for example of the surfaces building up the interior of a room, although one can also consider non closed surfaces without changing much for the theory. The emissivity function E : S → R describes the emission of light at point x, caused by internal properties of the surface like the emission of a lamp. The unknown function u characterizes the brightness at every point x and formula (1.1) implies that this brightness is due to the emissivity (E(x)) and the reflection of incoming light (Ku). Formula (1.2) describes the physics which we assume to be valid. The incoming light is calculated in the integral (1.2), here the function β(x, y) is 1 if the light rays from point y can reach x and 0 otherwise. The term n(x) · (y − x)
x − y n(y) · (x − y) x − y 1 x − y 2 (1.3) describes the dependence of received light, which is emitted at point y, from the angle to the inner normal at the emission point (second term). The angle between the incoming ray and the inner normal at the absorption point determines the ratio of absorbed light (first term) and the 1/r 2 dependence is the well known decay property for a flux in R 3 . At this point we already see that the light emission at point y does not depend on the direction. The reflectivity function ρ : S → [0, 1), determines the amount of incoming radiation which is reflected. This means in our model all incoming light is collected and some portion is reflected equally in all directions (lambertian diffuse reflector). Equation (1.1) describes the balance between the emissivity E and the redistributed light Ku for all points x ∈ S. This shows clearly the limitation for the surfaces which we can describe (no mirrors or polished metall) but in the books of [8, 16] a lot of applications of (1.1) are described and one can see that the calculation of accurate approximations u N to the solution u of (1.1) is necessary to calculate photo realistic pictures of rooms or buildings.
There are already several articles on the mathematical properties of the solution of equation (1.1) resp. its two dimensional counterpart. In the works [1, 3, 14, 10 ] the existence of a unique solution u is proved (under different assumptions on S or E, but [14, 10] are sufficient for the present case). The properties of this solution u are also studied. The mapping properties of the operator K and numerical algorithms are studied in [1, 4, 5, 11, 15] . Traditionally the numerical approximations are calculated by Galerkin methods [8, 16, 15] . But the papers [1, 4, 5] show that the collocation method is also well suited and in some sense simpler than the Galerkin method. But like in the case of the double layer potential for the Laplace equation the stability of the collocation method is not clear for the case that the surface S is not smooth, which is common in applications.
In this paper we show that the collocation method with piecewise continuous trial functions, which are locally polynomials of an arbitrary degree, is stable. But like in the two dimensional case one has to introduce some modification (i * -trick, see [7] ) near the edges. In section 2 we define a graded triangulation of the polyhedral surface S. Then we construct our trial space and the definition of our i * -modification is given. For this kind of triangulation we can prove the stability of the collocation method, but we will remark in chapter 4 that this is only an example of a large class of triangulations where some sort of i * -modification will lead to stability. In section 3 we deal with the mapping properties of the operator K. The first result, which we only quote, is the contractivity of the operator K in L ∞ (S). This is sufficient for the above mentioned invertibility of I − K in L ∞ (S). For the next result we fix a face ∆ j of S and investigate the properties of Ku on ∆ j . If we denote by N j the faces of S which are neighbors of ∆ j , so we show in Lemma 3.2 that K(u| S\Nj ) is Lipschitz continuous. In Lemma 3.3 we prove the differentiability of K(u| Nj ) on∆ j . Here we assume a condition (NSL) which essentially implies that there are no shadow lines created locally near the vertices.
With the results of section 3 it is easy to prove in section 4 that the operator P N K is also a contraction in L ∞ (S), if N is sufficiently large and some i * -modification is used. Here we denote for short by P N the collocation projector introduced in section 2. This is enough to prove the stability of the collocation method in Corollary 4.2, the main result of our article.
In section 5 we will give an application of the above results and prove the convergence of our collocation method to the exact solution u in L ∞ (S). Here it becomes clear that we need some kind of mesh grading to achieve linear convergence. But it it also shows up, that one needs more results on u than the one presented in section 3 (but see [10] ), to get higher order convergence. The great impact of the geometry on the operator K, introduced by the visibility function β, makes it plausible, that we also have to include information on the shadow lines during the generation of the triangulation to get higher order convergence. This means that no lines of non smoothness of u should cross the triangulation boundaries. To some extent the position of these lines can be predicted, see [1, 8, 10] , but in general this seems to be a difficult geometrical problem.
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The triangulation of the boundary and the trial space
Let Ω ⊂ R 3 be a compact set with a polyhedral boundary S
The ∆ j are closed triangles with∆
where∆ j denotes the relative interior. We further introduce the following notations n j = inner normal of surface ∆ j ,
I j contains the indices of the faces which are adjacent to ∆ j and N j is the corresponding neighborhood of ∆ j . We will also assume that the reflectivity ρ is constant on each surface ∆ j .
It is clear that we can map every face of S on a reference triangle ∆ R ⊂ R 2 . From now on we will assume that we have fixed these mappings T j :
For a number N ∈ N and a grading vector α = (α 1 , . . . , α j ), α j ∈ [0, ∞), j = 1(1)n, we introduce a triangulation G(N, α) in the following way. It is clear that it is sufficient to construct a triangulation
a triangle similar to ∆ R if i is sufficiently small, see (2.10). The vertices of ∆ N,αj ,i are given by 
By Σ N,αj,i we denote the difference between successive ∆ N,αj ,i
Now we have to give a triangulation of Σ N,αj ,i , i = 0(1)I j , I j = I j (N, α j ). First we divide each side of Σ N,αj,i into equal rectangles, orthogonal to the boundary and as close to a square as possible. To achieve this we introduce
rectangles along the shorter sides of Σ N,αj,i and
rectangles along the long side of Σ N,αj,i , see figure 1 . Each of these rectangles is divided into two triangles, see also figure 1. Now remain 3 parts ( * ) of Σ N,αj,i , they are divided into 2 triangles each, according to figure 1. The last question is how many stripes and triangles do we get ? One can calculate that we get
The last triangle ∆ N,αj,I(N,αj) is added to the triangulation without further refinement. The diameter of each triangle ∆ in Σ N,αj,i is proportional to the width of Σ N,αj,i
where C 1 does not depend on N and α j . The triangle in the middle has a diameter
where C 2 does not depend on N but on α j . One can calculate that the number of triangles τ (N, α j ) in G(N, α j ) can be estimated in the following way
Here C 3 is independent of N and α j . For the asymptotics of the number τ (N, α) of all triangles in G(N, α) we get τ (N, α) ∼ τ (N, α j0 ), where α j0 = max{α 1 , . . . , α n }. We will denote the triangles in ∆ j by d N,j,i
Denote by
Because of the regularity of the triangulation G(N, α j ) we get also
Now we come to the construction of our trial space Π(N, α). We will directly describe the projection on Π(N, α). First we choose two interpolation formulas P 1 and P 2 on ∆ R . The first formula is given by
The norm P 1 : C(∆ R ) → C(∆ R ) depends on the degree of the polynomial Lagrange-Basis l j and the position of the interpolation points (x j , y j ). But if we fix a degree d 1 we can assume n P1 = (d 1 + 1)(d 1 + 2)/2 and
and
see [2] . The second interpolation formula is fixed and given by
Obviously P 0 = 1. To define finally our trial space, respectively the projection, we introduce a further
(2.21) P N, α,i0 is well defined and can be extended to L ∞ (S), see [6] . The above very complicated looking formula is very easy in practice. First it says that we interpolate piecewise continuous. In an area of i 0 stripes along the boundary of each S j we use piecewise constant interpolation and in the remaining triangles we use locally the interpolation P 1 . For fixed α this gives a sequence of uniformly bounded operators in L ∞ (S).
The corresponding trial space Π(N, α, i 0 ) is given by
a j,i,l ∈ R, j = 1(1)n, i = 1 (1)τ (N, j) . We see that the dimension of the trial space is proportional to the number of triangles in G(N, α) (≤ n P1 G(N, α) and ≥ G (N, α) ).
3 The mapping properties of the Radiosity operator
In this section we prove some mapping properties of the Radiosity operator K which we will use in the next section to prove the stability of the collocation method. For abbreviation we define
The proof of the first theorem can be easily deduced from Lemma 2.1 in [10] , see also [3] or [11] for slightly different surfaces.
This implies also that the equation
has exactly one solution (I − K) −1 f .
In the following we study the regularity of Ku, u ∈ L ∞ (S), on one face S j (but j is arbitrary) by splitting up the contributions in Ku. First we consider the integral over the non adjacent faces of S in Lemma 3.2 and show that this is a Lipschitz continuous function. The remaining integral over the adjacent faces is treated in Lemma 3.3.
Lemma 3.2. Let j ∈ {1, . . . , n}, and define f : ∆ j → R by
Then we get
The constant L > 0 is independent of j and n.
Proof: Let u ∈ L ∞ (S). First we fix j ∈ {1, . . . , n} and show (3.4) with L = L(j), but there are only finitely many faces S j so this is sufficient. Because of
it is enough to show (3.4) for one ∆ i , i ∈ {1, . . . , n} \ I j . We consider two cases
is continuous for all k ∈ N. Especially the Lipschitz continuity follows.
b. β(x, y) is not a constant function. Then we get
k(x, y)u(y) dy
In [10] it was shown that ∆ i (x) = ∆ i \∪ m k=1 t k (x), where the t k (x) are triangles, may be degenerated to a line segment. The vertices of these triangles are C ∞ functions of x. The problem is that these triangles overlap and this is the reason that the boundary of ∆ i (x) is not C ∞ moving. But this boundary is Lipschitz continuous in the following sense
(This is clear for each t k (x) and therefore also for ∆ i (x)). We again remind of the fact that k(x, y) ∈ C ∞ (∆ j × ∆ i ) and this implies
This proves the lemma in Case b) and because of our remarks at the beginning of the proof we have proved the whole lemma.
¾
Now we introduce a condition on the local structure of S near the vertices. This condition implies that locally near the vertices there are no shadowlines. To the author it is not clear in the moment if this is necessary for the proof of the following lemma.
Condition (NSL):
For all j ∈ {1, . . . , n} and k ∈ I j \ {j} we assume that either
From now on we will assume that condition (NSL) is fulfilled.
There exists a constant L S > 0 that for f : ∆ j → R, defined by
we have
where ν is a unit vector in the plane tangential to ∆ j .
Proof: First it is clear that it is sufficient to prove the statement for one ∆ i , i ∈ I j , instead of N j and only for the case β(x, y) ≡ 1, this already implies that ∆ i and ∆ j have different normal vectors. After the application of an suitable rotation and translation we can assume
and that
. For the components of our vectors we will use the following notations x = (x 1 , x 2 , x 3 ) ∈ ∆ j , x 3 > 0, y = (y 1 , y 2 , y 3 ) ∈ ∆ i and n j,k resp. n i,k are the components of n j resp. n i . For u ∈ L ∞ (S) the function
is a well defined C ∞ function in R 3 \ ∆ i and we first calculate the derivatives
This implies
Introducing polar coordinates y 1 − x 1 = r cos(ϕ), y 2 − x 2 = r sin(ϕ) we get
All integrals can be estimated very easily, we give two examples.
Similar estimates hold for all other integrals and we get
since ∆ j is not contained in the set {(x, y, 0) | x, y ∈ R}.
¾ 4 The stability of the Collocation method for the Radiosity operator
Here we combine the properties of the triangulation, which we constructed in section 2 with the mapping properties derived in section 3. Together these two results show, that we can prove a stability result for the collocation method, which is very similar to the result of [7] in two dimensions and there is also a connection to the proofs in the papers of Rathsfeld, [12, 13] , on quadrature methods.
Theorem 4.1. Assume that condition (NSL) is fulfilled and let δ > 0 and α ∈ [1, ∞) n . There exist N 0 , i 0 such that for N ≥ N 0 and i ≥ i 0 we get
Proof: It is clear that it is enough to show (4.1) for all faces ∆ j , j = 1(1)n. So we fix ∆ j . Next we split again the contributions in Ku analogous to section 3.
Now we choose i ∈ N, i ≥ 1, and estimate
By theorem 3.1 (4.1) is proved in this case.
and by (2.19)
by lemma 4.3. Now
Here C P1 depends only on the chosen interpolation formula, L s depends on the geometry of S and C(T j ) depends on the chosen parametrization of the faces of S. By (2.11) we get
Now we can choose
We define
The first formula of (2.19) shows
By (4.3) and (4.4) we get
which shows the statement for case 2.
¾
The above proposition makes it easy to prove the main statement of the article as a corollary. Proof: Choose δ = (1 − c K )/2. Then by proposition 4.1 we get i 0 , N 0 such that
The Neumann series proves that
exists and
Here we always consider Π(N, α, i) as a subspace of L ∞ (S).

Remark:
If one looks at the proof of theorem 4.1 it is clear that the stability holds for a large class of triangulations of S. The most important part is that we have a control parameter like i 0 (we call it τ 0 in this remark) such that for ε > 0
for all d N,j,i , where P 1 is used, if i 0 is sufficiently large. For example assume that we have a sequence of triangulations G(N ) of S,
and there must be some linear mappings T N,j : ∆
where C is independent of N and k. Define the ratios r N,k by
Then the modified trial space Π(N, τ 0 ), τ 0 ∈ [0, ∞], is given by: f ∈ Π(N, τ ) if
Then one can prove the stability of the collocation method with trial space Π(N, τ ) for N ≥ N 0 and τ ≤ τ 0 , if τ 0 is sufficiently small.
The convergence of the collocation method
As we mentioned in the introduction it is well known that the solution u of (1.1) is continuous on each open face∆ j and there exists a continuous extension to ∆ j , but u is not continuous on S. Here we have assumed that the emissivity E has the same properties. For j ∈ {1, . . . , n} we denote by
the reparametrization of the solution on face j. Our calculation in section 3 shows already that we can assume that each v j is Lipschitz continuous in ∆ N,αj,i , i ≥ 1, see (2.6),
But the article of Rathsfeld [14] and the results in [10] suggest that we can assume the following
The constant γ j ∈ (0, 1) depends on the geometry of S near ∆ j and can be calculated numerically, see table 1 in [14] or Corollary 4.2 and figure 3 in [10] .
Lemma 5.1. Let u : S → R and u fulfills (5.3) and (5.4). For α j ≥ 1/γ j , j = 1(1)n, and i ≥ 0, we get
with C independent of N .
Proof: It is enough to prove it on one face ∆ j . Let
Then we have by (5.3) and the first estimate of (2.19)
Here the constant C changes in every line, but is independent of N . We also don't have to care if we use the projector P 1 or P 2 , this changes only the constant. 
where the constant C can again change their value from line to line.
¾
The collocation method for the approximate solution of (1.1) is now defined by: Find u N ∈ Π(N, α, i) such that P N, α,i (I − K)u N = P N, α,i E. where C is independent of N .
Remark:
The convergence rate in Corollary 4.2 is not very impressive (!), but one sees that we need the grading in order to achieve it. One can ask, why we have invented the second projector P 1 in (2.21) if we only get linear convergence.
The main reason for the bad convergence is that we only have the condition (5.3) (we would like to see the both conditions as independent). The condition (5.4) seems to be inevitable near the boundary of the faces, see [14, 10] . But also (5.3) can not be improved for general S, see [10, Section 4] , because the solution is in general only Lipschitz continuous. If S is convex the v j become C ∞ -functions in the interior of the faces and one can hope for If S is not convex one can try to generate a triangulation in a way that on all triangles of the triangulation u is smoother than only Lipschitz continuous. Also in this case one gets better convergence results. But a general strategy to find such triangulations seems not to be very easy to find, see [1] or [10, Section 4] .
This already implies that not the convergence result Corollary 5.2 but the stability result Corollary 4.2 and the following remark is the main result of the present paper. This result is valuable if one is able to generate triangulations which respect the smoothness properties of u. Then the polynomials with higher degree are sufficient for a higher convergence rate.
