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I. INTRODUCTION
C OLLECTIVELY known as V2X in the United States and Car2X in Europe, connected vehicle technologies have seen a rapid growth and received tremendous interests from academics, industries, and government agencies. Though connected vehicles are still yet launched to the public, many test beds have been established in the US, Europe, and Asia. In the US, as of the date, there are seven test beds affiliated to the US Department of Transportation (USDOT) supporting the public-and private-sector testing and certification activities of connected vehicles and connected infrastructure [1] . Typically, connected vehicles are tested in a selected real world network in the presence of regular vehicles (i.e., in a mixed traffic environment where connected and non-connected vehicles coexist). In the test bed of connected vehicles, it is routine that the detailed trajectory data are recorded for connected vehicles only. This empirical data greatly assists the analysis and evaluation of the characteristic of connected vehicles. However, this data set is seemingly insufficient to study the car-following behavior of connected vehicles following non-connected vehicles.
In general, the car-following behavior in a mixed traffic environment are divided into three cases according to the relative position of vehicles as below:
• Non-connected vehicles following connected or nonconnected vehicles.
• Connected vehicles following connected vehicles.
• Connected vehicles following non-connected vehicles.
For the first case, the car-following behavior of nonconnected vehicles (i.e., regular vehicles) have been well studied in the literature. For the second case, both leading and following vehicles are connected vehicles whose trajectory data are assumed known. There is a large amount of literature on calibrating the car-following behavior based on trajectory data. A brief review is presented in Section II. Challenges occur in the third case, where the trajectories of leading vehicles (nonconnected vehicles) are not available.
In this study, we propose an optimal estimation approach to account for the challenge in the third case. The main contributions of this paper are:
• An optimal estimation approach is proposed to calibrate the car-following behavior of connected vehicles (whose trajectories are assumed known) following non-connected vehicles (whose trajectories are assumed unknown).
• The trajectory of non-connected vehicles are considered as unknown states. The trajectory of connected vehicles are considered as measurements with errors. The calibration problem is formulated as to obtain an optimal estimation for both states and model parameters based on measurements.
• State dynamics are captured by the simplified carfollowing model with disturbances. It is shown that the customized state-space model is identifiable under the mild assumption that the error covariance of the state update process is diagonal.
• A modified Expectation-Maximization (EM) algorithm based on Kalman smoother is proposed to solve the optimal estimation problem. The performance of the EM algorithm is validated through simulation data.
• A numerical case is conducted based on the empirical data of connected vehicles from the Michigan test bed to analyze the mobility benefit of connected vehicles with different penetration rates and demands.
The rest of the paper is structured as follows. Related work is summarized in Section II. Section III is devoted to the introduction of the simplified car-following model, reformulation of the calibration problem, details of the EM algorithm and the validation through simulation data. Section IV describes the trajectories data of connected vehicles in the Michigan test bed, and conducts numerical cases to analyze the mobility benefit of connected vehicles under different penetration rates and demand scenarios. Finally, Section V concludes the paper and discusses future research directions.
II. RELATED WORK
Heterogeneous driver's anticipation or overreaction to unexpected events such as the sudden break or deceleration of the leading vehicle is the main cause of traffic oscillations [2] , [3] . For example, an aggressive driver responds differently from a conservative driver to the speed change of the leading vehicle. Connected vehicles behave differently from non-connected vehicles due to the communication feature. The communication feature warns vehicle about the potential danger in advance and enables the vehicle to quickly and robustly respond to the speed change of the leading vehicle. Thus, the traffic oscillation (or the stop-and-go waves) reduces in the connected vehicle environment [4] .
In the literature, a popular research direction to model the traffic flow with connected vehicles is by integrating the traffic flow simulation and network communication simulation. Towards this end, one approach is to develop a trace-based mobility model and then insert the trace to the network communication simulation. The trace-based mobility model can be based on either real-world observations or traffic flow simulator. E.g., in [5] , the trace-based mobility model is developed by using the GPS taxi data. In [6] , the trace data is generated by running the traffic simulator VISSIM [7] . One major limitation of the trace-based mobility model is that the traffic simulation and network communication simulation are independent, i.e., there is no interaction between these two simulations. Addressing this issue, in [8] , a coupled simulation platform is developed integrating the network simulator OMNET++ and traffic simulator SUMO [9] , which allows dynamic interaction between both simulators. In [10] , the impact of the penetration rate of connected vehicles on the stability of traffic flow and road capacity is studied. In the modeling framework, the inter-vehicle communication is modeled by a VANET simulator named JiST/SWANS [11] , and the traffic flow is modeled by cellular automaton. It is found that the traffic efficiency is improved even for a 5% penetration rate of connected vehicles. However, the improvement is based on the connected vehicle's willingness to adjust acceleration and speed under certain circumstances. From a different perspective, a multi-agent framework is proposed in [12] including three layers, namely, the physical layer, the trust layer, and the communication layer. The cooperative driving behavior (e.g., car-following, lane changing) of connected vehicles is modeled by integrating the three layers.
Most of the above literature relies on making assumptions on the traffic flow dynamics of connected vehicles and is short of validating the assumption through empirical data from the real world. To overcome the limitation, a handful of researchers focus on calibrating car-following models for connected vehicles. Car-following models, which describe the process that vehicles follow one another in the traffic stream, have been studied for more than half a century since its inception in 1950s and are common in microscopic traffic simulators (e.g., VISSIM, PARAMICS, SUMO). In [13] , car-following models are categorized into five categories: Gazis-Herman-Rothery models [14] , safety distance or collision avoidance models [15] , linear models [16] , psychophysical or action point models, and fuzzylogic based models. There is a vast literature for the calibration of car-following models by making use of detailed trajectory data [17] - [24] . However, most of them require the trajectories of both leading and following vehicles to be known. They do not address the challenge in a mixed traffic environment where trajectories of non-connected vehicles are not available.
There is limited literature studying the car-following behavior of connected vehicles based on empirical data. In [25] , four types of car-following models are calibrated based on the next-generation simulation program (NGSIM [26] ) data. The models are reformulated as bidirectional car-following models to account for the backward information propagation in the connected vehicle environment. However, the NGSIM data are not collected from connected vehicles. In [27] , a new car-following model is proposed assuming drivers can adjust acceleration rates according to the prevailing traffic information (especially the accident condition) from inter-vehicle communication. However, the model has not been verified or calibrated through empirical data, and the effect of different penetration rates is not revealed. In [28] , different types of car-following models are calibrated based on the naturalistic driving data of 100 connected vehicles collected by the Virginia Tech Transportation Institute. Though the non-connected vehicles' information are not available in the naturalistic data, the car-following event can be identified through the radar object tracking data and the forward-facing video data. However, due to the significant errors in the object tracking, the radar data are not reliable hence all car-following events are manually verified by using the recorded video data. Finally a total data set of 1000 min of data from the initial 30 213 min of data were identified for the car-following calibration process. Nevertheless, it is concluded in [28] that the data reduction process is complex and costly. A sound method for studying the car-following behavior of connected vehicles remains to be explored.
III. OPTIMAL ESTIMATION APPROACH
It is a challenging task to calibrate the car-following behavior based on the following vehicle's trajectory only as: 1) parameters of the car-following model are unknown; 2) headways between the leading vehicle (non-connected vehicle) and following vehicle (connected vehicle) are unknown. To address these challenges, we consider the trajectory of non-connected vehicles as hidden states and the trajectory of connected vehicles as measurements of the state with errors. The simplified carfollowing model is applied to describe the state update dynamics. Thus the calibration problem is formulated as an optimal estimation problem where states and model parameters are to be estimated simultaneously.
A. Simplified Car-Following Model
In this study, we focus on the simplified car-following model proposed by [29] due to its simplicity and effectiveness in simulation, as well as its flexibility to incorporate different types of driving behaviors. In [30] , the simplified car-following model is verified by the trajectory of vehicles discharging at signalized intersections. In [31] , the vehicle trajectory data shows that the formation and propagation of stop-and-go traffic oscillations are caused by different driving behaviors (e.g., the timid or the aggressive driving behavior). To simulate the traffic oscillation, the simplified car-following model is extended to the behavioral car-following model which is validated by [32] in empirical observations.
The simplified car-following model provides an exact solution to the simplified version of the Lighthill-WhithamRichards [33] , [34] traffic flow model, whereby the fundamental diagram of traffic flow and density is assumed to be in a triangular form [35] , [36] . As shown in Fig. 1(a) , the fundamental diagram is described by the free flow speed, V , the shockwave speed, W , and the jam traffic density. On a single lane, considering that vehicle (i + 1) follows vehicle i, then we have:
where g i t denotes the position of vehicle i at time t, τ i denotes the response time of vehicle i, and d j denotes the jam spacial headway.
The first term of (1) represents the congestion condition where two vehicles are separated by the jam spacing and the response delay, while the second term represents the free-flow traffic condition where vehicles travel in free flow speed. The spacing between the leading and the following vehicle are further expressed as ( Fig. 1(b) ):
where s i+1 t represents the spacial headway between the leading vehicle i and the following vehicle (i + 1) at time t.
B. Optimal Estimation Formulation
As the trajectory of connected vehicles are known and that of non-connected vehicles are unknown, we consider the trajectory of connected vehicles as measurements and the trajectory of non-connected vehicles as hidden states. According to (2) , the spatial headway is linear on the speed of the following vehicle, i.e.,
where the vehicle index i is omitted in the notation hereafter for the sake of brevity; d and τ are unknown model parameters.
In the literature, researchers have spent lots of efforts to calibrate the parameters for non-connected vehicles. However, little is known for the parameters of connected vehicles. The rest of this section is devoted to estimate and validate the most accurate parameters for connected vehicles.
Firstly, let g t denote the position and v t denote the speed of a non-connected vehicle, then we have:
where w g,t and w v,t represents the disturbance of position and speed. Denote state variables in a vector form as
then the dynamic model of states is written as:
where
, δ is the time step size. It is assumed that w t follows a normal distribution with zero mean and covariance Q (unknown). Similarly, we denote measurements as y t = y t , where y t represents the position of a connected vehicle. According to (3), we obtain the linear model of measurements as:
wherev t represents the speed of the connected vehicle (the following vehicle), and ζ represents random noise. In Newell's simplified car following model, we can obtain the speed relationship between the leading vehicle and the following vehicle as:v
In a general traffic environment, it is reasonable to consider that v t = v t−τ + w v,t , where τ is of a small value (referring to the reaction time of the following connected vehicle), and w v,t is a random term with zero mean representing the disturbance of speed. Thus (8) can be written as:
Thus we have:
Further, we denote the disturbance of ζ − τw v,t with a new variable, γ t , then we have
where C = 1 −τ , γ t represents a random disturbance term following a normal distribution with zero mean and variance R (unknown). Now that we have formulated the calibration problem in the framework of linear state-space modeling (SSM). In the presentation, the latent process follows a vector autoregressive (VAR) model as shown in (6) . The observed measurements are a linear mixture of the latent processes with white noise as shown in (11) . In this estimation problem, both the state x t and the part of the parameter matrix of the dynamic model (Q, τ, d, R) are unknown. The objective is to estimate states and model parameters simultaneously based on the measurement y. Note that parameter matrix A and the first entry of C are known. However, if we directly apply (6) and (11) to estimate model parameters of the SSM, we may encounter the over-parameterization issue [i.e., it is possible to have an infinite number of parameterizations fulfilling (6) and (11)]. This issue is also known as the lack of identifiability of SSM [37] , [38] . To overcome this identifiability issue, we impose a mild assumption on the state update dynamics: there is no correlation between the position noise and the speed noise in the state update process. Then the covariance Q can be written as Q = σ
, where σ Notice that A is known, and parts of the parameter matrix Q and C are known. Based on these known parts, along with the mild assumption that w g,t and w v,t are uncorrelated, we show that the customized SSM is identifiable in Lemma 1.
Lemma 1: The customized SSM model given by (6) and (11) is identifiable if Q is diagonal.
be an arbitrary nonsingular matrix. Insert Φ into (6) and (11), then we have
Note that A is transformed to ΦAΦ −1 . Since A is known, we have
Further, replace A with A = 1 δ 0 1 , we have
Moreover, C is transformed to CΦ −1 , we have
Substituting a 3 = 0 and a 1 = a 4 into (16) leads to
From the fact that C(1) = 1, we have: a 1 = a 4 = 1. Moreover, Since Q is transformed to ΦQΦ , we have
Since the first and the third entry of Q is known to be zero, we have
In all, the arbitrary matrix Φ is restricted to be the identity matrix 1 0 0 1 .
C. Modified EM Algorithm
In the SSM model given by (6) and (11), both the latent state and model parameters are unknown. The ExpectationMaximization (EM) algorithm proposed by [39] is a potential solution for this problem. EM algorithm has been widely used in different areas of transportation research, i.e., cooperative driving [40] , traffic flow prediction [41] , vehicular communication [42] , fuel consumption [43] , etc. It is a powerful tool to estimate the hidden model with missing data by maximizing the model log likelihood [44] . In [45] , [46] the EM algorithm is extended in the linear state-space system to estimate latent state and missing parameters simultaneously.
The EM algorithm alternates between two steps: E-step and M-step. The purpose of the E-step is to compute the expected log-likelihood based on the initiated or estimated values of model parameters, while the purpose of the M-step is to determine model parameters to maximize the expected loglikelihood function. This two-step process is iterated until the desired convergence requirement is fulfilled.
1) E-Step of the EM Algorithm:
In the E-step of the EM algorithm, we apply the Kalman filter and smoother techniques [47] , [48] to compute the expectation value of the state variable and other interim terms.
Firstly, denote X t|n = (X t |Y 1 = y 1 , . . . , Y n = y n ) as
which reads as X t|n = N (x t|n , P t|n ). The Kalman filter consists of two steps: the time update step and the measurement update step. In the time update step, we need to compute the priori distribution of X t+1|t from X t|t
In the measurement update, we compute the posteriori distribution of X t+1|t+1 as
where K t+1 denotes the Kalman gain of the Kalman filter. Note that Kalman filter only provides the forward update of the state variable, we also need to compute X t|T e for 0 ≤ t < T e , where T e denotes the total number of time steps. The backward pass update is as below
The forward and backward pass process of Kalman smoother provides the needed input to compute the expected loglikelihood as below
E (x t x t ) = P t|T e +x t|T ex t|T e (30)
2) M-Step of the EM Algorithm: Firstly, the likelihood function of the model parameter based on x t and y t is given as
Taking the log likelihood of (33) gives
The purpose of M-step is to maximize the expectation of the log likelihood. Thus, we have
where const denotes a constant term.
The log likelihood function can be further written as (36) where (x t+1 − Ax t ) 1,2 refers to the first (or second) element of the vector (x t+1 − Ax t ).
E(ln L|y)
To optimize the parameter for the deviation of position disturbance, i.e., σ 1 , we have
Similarly, to optimize the parameter for the deviation of speed disturbance, i.e., σ 2 , we have
To optimize the parameter for the critical headway, i.e., d, we have
∂E(ln L|y
To optimize the parameter for the linear relationship between headway and speed, i.e., τ , we have
where (x t ) 1,2 refers to the first (or second) element of the vector (x t ).
Applying (43) to (42), we have
where (·) = (
To optimize the parameter for the variance of the measurement update disturbance, i.e., R, we have
Finally, the pseudo-code of the overall EM algorithm is presented in Algorithm 1. Note that the complexity of the algorithm is dependent on the number of iterations and time to compute E and M steps. The number of iterations is dependent on the termination criteria (a stopping threshold or a fixed upper bound). For each iteration, the E step is corresponding to Kalman smoother whose computational time is O(dim 3 ) per time step, where dim refers to the dimension of state variables. In this paper, dim = 2. Hence, the complexity of E step is constant [i.e., O(1)] per time step. Moreover, the time complexity of M step is constant per iteration since the analytical update equations for the unknown variables are presented in Algorithm 1.
D. Simulation Validation
It is preferable to test the performance of the EM algorithm through the empirical trajectory data. However, to the best of our knowledge, no test bed of connected vehicles has collected data for non-connected vehicles. Thus in this section we validate the performance of the EM algorithm by constructing simulation data. The validation procedure is as below. Firstly the traffic flow simulation data is constructed based on assumed model parameters for the mixed traffic environment. The trajectory of non-connected vehicles is considered as the real data in the comparison later. Then the trajectory of connected vehicles is extracted and fed into the EM algorithm. Once the convergence requirement fulfills, the EM algorithm outputs the estimated model parameters and trajectories of non-connected vehicles. Then we conduct a comparison analysis on the es- TABLE I  PARAMETER SETTINGS OF THE SIMULATION   TABLE II  COMPARISON OF THE ESTIMATED AND THE TRUE PARAMETERS timated trajectory and the real trajectory (from simulation) of non-connected vehicles.
In constructing the simulation data, in order to generate the traffic oscillation as realistic as possible, we consider three different types of driving behaviors for non-connected vehicles, i.e., aggressive, timid, and neutral driving behaviors [31] , [32] . Fig. 2 presents the demonstration of the trajectories for the three types of non-connected vehicles.
The car-following model is coded for these driving behaviors under a single lane scenario. Parameters of non-connected vehicles are applied from [31] , [32] . Parameters of connected vehicles are assumed. In the simulation setting, the demand input is 600 vph, and the penetration rate of connected vehicles is 20%. Among the non-connected vehicles, the percentage of the neutral, timid, and aggressive driving behavior is assumed to be 40%, 40%, and 20%, respectively. Details of the parameter settings are presented in Table I. In the validation step, we consider three cases with varied model parameters of the SSM, as shown in Table II . For each case, the trajectory of connected vehicle is extracted and considered as the only input to the EM algorithm which produces the trajectory of non-connected vehicles and estimated model parameters. Table II presents the comparison of the estimated and true values of the model parameters. As expected, the estimated parameters and the true parameters do not always match due to the disturbance of the model dynamics and the challenge that both states and model parameters are unknown. Still, the difference between the estimated and true parameters are within a reasonable range. Fig. 3 presents the evolution of the trajectory estimation error (difference between the estimated and real trajectories over time) for all the cases. For case 1 (2, 3), the mean and deviation of the error evolution are 0.64 (0.16, 0.80) meter and 3.52 (5.78, 5.02) meters, respectively. These results are encouraging. Case 2 is roughly the worst. Even in this case, the mean error is less than one meter. Moreover, the density distribution of the error evolution is presented in Fig. 4 with the logistic distribution fitting curves. It confirms that the error course of the last iteration centers tightly around zero and significantly outperforms that of the first iteration across all three cases. Further, Fig. 5 shows the estimated and real trajectories of a sampled (randomly selected) nonconnected vehicle under case 1. Generally it is seen that the two trajectories match closely with each other. It confirms the performance of the modified EM algorithm in calibrating the carfollowing behavior of connected vehicles.
IV. NUMERICAL CASE STUDY

A. Michigan Test Bed Data Analysis
The empirical data [49] On-board Equipments (OBEs) and the Dedicated Short-Range Communications (DSRC) devices. The raw data are collected by the OBEs and the mounted sensors from the connected vehicles. Here we focus on the processed data of trajectories of connected vehicles obtained from the open-access Research Data Exchange (RDE) system [49] . Fig. 7 presents the time-distance trajectories for a sample of connected vehicles. It is seen that the trajectories look sparse because they are only the connected vehicles' trajectories. In the mixed traffic environment, connected vehicles are mixed with non-connected vehicles. There may be non-connected vehicles traveling between connected vehicles. Still, from Fig. 7 , several observations can be made as follows. (1) The trajectories of connected vehicles also witness traffic oscillation, These estimated parameters will be applied to the numerical study in the following section.
B. Experiment Design
The purpose of this numerical case study is to test the mobility benefit of connected vehicles in the mixed traffic environment. Towards this end, we code the car-following model for a single lane scenario. Parameters of connected vehicles are estimated with the Michigan test bed data as presented in Section IV-A. Other parameters are the same as in Section III-D unless specified otherwise.
In the experiment design, we consider five demand scenarios including 600 vph, 900 vph, 1200 vph, 1800 vph, and 2400 vph to represent different levels of traffic loading. For penetration rates of connected vehicles, we consider five different scenarios include 0%, 20%, 40%, 60%, and 100%. For the non-connected vehicles, the neutral, timid, and aggressive driving behavior is assumed to account for 40%, 40%, and 20%, respectively. For comparison analysis, we consider the total travel time and total traveled distance as the Measures Of Effectiveness (MOE). Total travel time refers to the summation of vehicles' travel time to drive pass a fixed distance (set at 5000 m), while the total traveled distance refers to the summed distance traveled by all the vehicles within the time period (set at 1800 s).
C. Result Analysis
The MOE results for different simulation scenarios are presented in Table III (the results of the case of zero CV penetration is considered as the benchmark for comparison). There are several observations from Table III as below: • Across all five demand scenarios, the mobility benefit (in terms of both total travel time and distance) of connected vehicles is growing with the penetration rates of connected vehicles.
• The mobility benefit of connected vehicles also grows with the traffic demand. For example, with 100% connected vehicles, the total travel time reduces by 25.5% in the 2400 vph demand case, while the reduction drops to 14.6% in the 600 vph demand case.
• Though there is consistently positive mobility benefit for connected vehicles, the benefit is not significant under the low penetration case. For instance, in the case of 20% connected vehicles, the reduction in travel time never exceeds 4%.
• The benefit of connected vehicles is significant under the heavy traffic demand scenario. For instance, in the 1800 vph demand case, the reduction of travel time goes up to 25%, and the increase of traveled distance goes up to 36.4%.
• There is a critical demand for the mobility benefit of connected vehicles. Before the critical demand (in this case, 1200 vph), the mobility benefit increases with demand, however, the improvement rate is marginal after the critical demand.
V. CONCLUDING REMARKS
This paper is devoted to calibrating the car-following behavior of connected vehicles following non-connected vehicles based on the trajectory data of connected vehicles only. The calibration problem is formulated as an optimal estimation problem whereby the trajectory (unknown) of nonconnected vehicles is considered as hidden states while the trajectory (known) of connected vehicles is considered as observations with errors. The state-space system dynamics is captured by the simplified car-following model with unknown model parameters. As both states and model parameters are unknown, the formulated estimation problem causes the identifiability issue where there exists an infinite number of parameterizations. To solve this over-parameterization issue, the disturbance of the state update process is constrained to be uncorrelated. It is shown the customized system-space model is identifiable. Further, the Expectation-Maximization (EM) algorithm based on Kalman smoother is applied to obtain the optimal estimation of states and model parameters simultaneously. In the E-step, the Kalman smoother is employed to compute the expected log-likelihood based on the initiated (at the first iteration) or estimated (at other iterations) model parameters. In the M-step, model parameters are updated by maximizing the log likelihood of the state. As data of nonconnected vehicles are rarely collected in the test bed of connected vehicles, we generate simulation data to validate the performance of the EM algorithm. In the validation, we compare the reconstructed trajectory with the real trajectory (from simulation) of non-connected vehicles. It is found that the two trajectories match closely. In the second part of the paper, the empirical data of connected vehicles from the Michigan test bed is applied to estimate the car-following model of connected vehicles. A numerical case study is constructed to analyze the mobility benefit of connected vehicles with different penetration rates and demand scenarios. It is found that the mobility benefit of connected vehicles grows with the penetration rate and the traffic demand. The benefit of connected vehicles is especially significant under the heavy traffic demand scenario.
In the future, more and more connected vehicles may be equipped with ranging sensors such as millimeter wave radar, laser sensors, front cameras, etc. The characteristic of connected vehicles in a mixed traffic environment can be more thoroughly studied with the help of comprehensive data. However, the data reduction and fusion processes are complex and costly [28] . As a complement, this paper provides an inexpensive solution to study the car-following behavior of connected vehicles following non-connected vehicles based on the trajectory data of connected vehicles only. There are several limitations of this study that are worthwhile to address in the future.
• In the simulation validation section, though the error of the estimated trajectory is centered around zero, the deviation of the error evolution can go up to 5 meters. This reliability issue can be improved by collecting and incorporating the prior information about the non-connected vehicles (e.g., the headway data from the front-camera of connected vehicles).
• The most important feature of connected vehicles lies in the exchanging of short range and real time traffic information, based on which connected vehicles can alter routes or departure time. Incorporating both the cooperative driving behavior and the route choice behavior of connected vehicles will be an interesting topic.
• The empirical data from the Michigan test bed is of limited size. Given more test beds of connected vehicles are established in US, Europe, and Japan, it will be more convincing to develop and validate the car-following behavioral models for connected vehicles based on more empirical data.
