The optimal control problem for time-invariant linear systems with quadratic cost is considered for arbitrary, i.e., non-necessarily positive semidefinite, terminal cost matrices. A classification of such matrices is proposed, based on the maximum horizon for which there is a finite minimum cost for all initial states. When such an horizon is infinite, the classification is further refined, based on the asymptotic behavior of the optimal control law. A number of characterizations and other properties of the proposed classification are derived. In the study of the asymptotic behavior, a characterization is given of those matrices A such that the image of A t S 0 converges in the gap metric for any subspace S 0 .
Introduction
This paper is intended as a homage to the impressive scientific career of one of the founding fathers of Mathematical System Theory: Our esteemed colleague and friend Paul A. Fuhrmann. It is written in occasion of his 70th birthday. The results of this paper that hinges on an analysis of relevant Riccati and Lyapunov equations, are, at least indirectly, connected with his work [3, 4] .
Optimal control of linear systems with quadratic cost (LQ optimal control) has been investigated very extensively. In this paper, we focus on discrete, time-invariant systems. As well known, when the horizon of the optimization is infinite, the optimal control policy is a time-invariant linear feedback and the cost index is a quadratic form in the initial state. Under broad conditions, the matrix corresponding to this quadratic form is the unique positive definite solution of the discrete algebraic Riccati equation (DARE) associated with the system. Analogous developments hold when the horizon has finite duration T and the terminal cost is a positive semidefinite quadratic form X 0 . The optimal policy is still a linear feedback, although in general it is time variant. However, if the terminal cost is allowed to be non-positive semidefinite, then there may not be an optimal policy since, for some initial states, arbitrarily small values of the index are attainable. A negative terminal cost for a given state can model a gain or reward associated with reaching that state; therefore, considering arbitrary terminal costs can be of interest in some situations.
As an example of terminal reward, consider a situation where a catastrophic event is predicted to occur at a certain point and time and one is interested in moving a target far from that place. We can imagine a government organization interested in moving a population away from an area that will be hit by a hurricane. We can also envision a military organization interested in moving a valuable asset away from an area that will be hit by a missile. In general, an instantaneous cost will be incurred in moving the target to be saved. There will also be a reward, or negative cost, associated with the position reached by the target at the time of the catastrophic event. In a coordinate system with the origin at the catastrophe point, the situation can be modeled by letting the terminal cost of the optimal control problem be a definite negative quadratic form of position.
As another example, let us consider an electric network, say, of resistors, capacitors (whose voltages are the state variables), and generators (whose voltages are the input variables). Let us further assume that time is quantized into steps of equal duration, during each of which the inputs are held fixed. The resulting dynamical system is then discrete-time, linear, and time invariant. Further consider a scenario where energy can be produced by the generators during a given time interval (the control horizon), at a certain unit cost, and sold later, at a possibly higher unit price. The objective is to minimize the cost incurred during the control interval, due to the energy dissipated in the resistors, plus the cost of the final state, which is proportional to the energy stored in the capacitors, via a suitable constant. This constant represents the difference between the cost of producing a unit of energy and the sale price of a unit of stored energy. From standard laws of electrical circuits, it is easy to see that the one-step cost is a positive quadratic form in the input and state variables, while the terminal cost is a quadratic form in the state variables alone. The latter form will be negative definite, thus representing a reward, whenever the value of stored energy exceeds the cost of generating the energy; a particular instance of this situation will be detailed in Example 2.1.
In addition to the potential of capturing situations of real interest, the general case of an arbitrary quadratic terminal cost sheds light on the mathematical structure of the LQ problem and of the associated difference and algebraic Riccati equations, cornerstones of modern system, control, estimation, and identification theories, to mention but a few. In fact, the analysis of the proposed problem clarifies for which time intervals and initial conditions (non-necessarily sign definite) a difference Riccati equation can be associated to an optimal control problem. This allows to push a step further the comprehension of the phase portrait of the matrix difference Riccati equation. It also leads to necessary and sufficient conditions for the convergence towards a steady-state solution (i.e., a solution of the algebraic Riccati equation). Another insight is that, in the generalization we introduce, each one of the (possibly infinitely many) solutions of an algebraic Riccati equation can be naturally associated to a suitable optimal control problem, not just the positive solution which has been typically considered. Finally, motivated by the study of the asymptotic behavior of the cost function as the horizon of the control problem increases, we develop a necessary and sufficient condition for the convergence of a sequence of subspaces of R n obtained by repeated transformation of a given subspace under the action of a given linear operator. The latter problem appears to be basic and natural, from a linear algebraic point of view. It is likely to be of interest in other contexts as well. Surprisingly enough, it is not yet solved in the literature.
In this paper, we systematically investigate the LQ optimal control problem in the case when the terminal cost is an arbitrary quadratic form, given by a symmetric matrix X 0 . Specifically, for a fixed linear system and a fixed one-step quadratic cost, we classify all quadratic terminal costs based on the maximum horizon duration such that the index remains finite for every initial state. We let F C(T ) denote the set of all X 0 's for which such quantity is T . These concepts are introduced in Section 2.
The sets F C(0), F C(1), . . . , F C(+∞) form a partition of the set of all symmetric matrices of appropriate dimension; the structure of this partition is investigated in Section 3. A pivotal role in determining such structure is played by the least solution X − of the DARE. Indeed, if we let δ 0 denote the smallest eigenvalue of X 0 − X − , then X 0 ∈ F C(+∞) if and only if δ 0 0. Otherwise (δ 0 < 0), X 0 ∈ F C(T ), for some T = O(ln1/|δ 0 |). Intuitively, as δ 0 approaches 0 from below, the index remains finite for increasingly larger horizons and, once δ 0 becomes non-negative, the index remains finite for all horizons.
In Section 4, we develop a finer analysis of the set F C(+∞), investigating whether, for large horizons, the control law converges to some time-invariant linear feedback. In this context, a role emerges for all the solutions of the DARE: they all belong to F C(+∞) and are characterized by the fact that the corresponding optimal policy is time invariant and independent of the horizon duration. In general, for an X 0 ∈ F C(+∞), we need two distinguish two subcases. If δ 0 > 0, then, for large horizons, the optimal control law converges to that associated with X + , the greatest solution of the DARE, which is also the optimal control law for the infinite horizon problem. Else (δ 0 = 0), a more sophisticated analysis is required, based on the kernel of X 0 − X − . For a wide class of systems, we can show that, for each X 0 with δ 0 = 0, the optimal control law converges to that associated with a suitable solution of the DARE. Specifically, the convergence of the control law turns out to be related to the convergence, according to the gap metric, of a sequence of subspaces of the form S(t) = im(A t S 0 ), for a suitable matrix A and a suitable subspace S 0 . In Section 4.1, we characterize those matrices A for which S(t) converges for any initial subspace S 0 .
We conclude in Section 5 with some open problems and directions for further research.
Notation.
For the reader's convenience, we briefly review some, mostly standard, matrix notation used throughout the paper. Given a matrix B, we denote by B its transpose and by B † its Moore-Penrose pseudo-inverse, the unique matrix B † that satisfies
The kernel of B is the subspace {x : Bx = 0} and is denoted ker(B). Given a square matrix A, we denote by σ (A) its spectrum, i.e., the set of its eigenvalues; if all eigenvalues are real, then max σ (A) and min σ (A) are the maximum and the minimum eigenvalue of A, respectively. We denote by ρ(A) := max{|λ| : λ ∈ σ (A)} the spectral radius of A; matrix A is stable when ρ(A) < 1 and antistable when A is non-singular and ρ(A −1 ) < 1. A subspace S is A-invariant if Ax ∈ S, for every x ∈ S. We denote by 
Problem formulation
In this section, we formally state the questions explored in this paper as well as some of the key results established in subsequent sections. We begin by formulating the LQ optimal control problem to be studied.
be a linear system with one-step cost quadratic in the state-input pair, with dynamics
and cost function over an horizon (of duration) T
where X 0 = X 0 ∈ R n×n (not necessarily positive semidefinite) is the terminal cost matrix. The optimal control problem LQ T ,X 0 (x 0 ) consists in finding a sequence of inputs u(0), u(1), . . . , u(T − 1) minimizing the cost function 2.2, subject to relations 2.1.
This work focuses on the role of X 0 and T in the LQ problem, while remains fixed. Hence, for simplicity, the dependence upon of J (and other quantities) is not made explicit in the notation. Throughout, = (F, G, ) is taken to satisfy the following assumptions: A1. The pair (F, G) is reachable, that is, the controllability matrix C has full rank:
A2. The one-step cost is positive semidefinite, i.e.:
where Q = Q ∈ R n×n , R = R ∈ R m×m , and S ∈ R n×m . A3. The one-step cost is positive definite with respect to the input, i.e.:
A4. There exists a matrix L such that F − GR −1 S + L(Q − S R −1 S) has no eigenvalues with unitary modulus. A5. Dynamics and cost are jointly constrained by the relation
Assumption A4 is equivalent to the fact that the eigenvalues on F − GR −1 S with unitary modulus are observable for the pair (F − GR −1 S, Q − S R −1 S). It is clearly weaker than detectability of the pair (F − GR −1 S, Q − S R −1 S) (i.e., existence of a matrix L such that
. Indeed, it is the weakest assumption guaranteeing that the discrete algebraic Riccati equation (DARE)
has a stabilizing solution X + i.e., a solution such that the corresponding closed-loop matrix 
As well known, X + is unique, is positive semidefinite, and is the greatest solution of the DARE, i.e., X + X for any symmetric solution X of (2.7). Moreover, X − is unique, is negative semidefinite, and is the least solution of the DARE, i.e., X − X for any symmetric solution X of (2.7). Finally, the gap X + − X − is strictly positive definite. Assumption A5 appears to be very technical: We shall briefly discuss some aspects of this assumption in the Conclusion Section. Example 2.1. Consider the following simple instance of the general class of problem discussed in Section 1. We have the electrical network as in Fig. 1 .
Assume the energy cost production to be unitary and that the energy unit stored at time T in the capacitor is valued 1 + g (g being the gain). The input voltage is assumed to be piecewise constant for time intervals of length :
). Assume finally the we want to minimize the quantity given by the cost for energy production minus the value of the energy at final time T .
In this case, it is easy to see that the problem can be formulated in the setting above described and all the assumptions are satisfied. In particular, by defining a := 1/rc, we have F = exp(−a ),
and X 0 = −g. Notice that as long as the gain g is positive X 0 is negative.
Next, we propose a classification of terminal-cost matrices X 0 , which will be analyzed in depth in the reminder of this paper. Definition 2.2. Given , for T = 0, 1, . . ., we let F C(T ) be the set of symmetric matrices X 0 for which the cost index remains finite (for any x 0 ) for any time horizon q T and is −∞ (for some x 0 ) when the time horizon is q = T + 1:
We also let F C(+∞) be the set of the remaining symmetric matrices X 0 , for which the cost index remains finite for any x 0 and any time horizon q:
It is a simple exercise, using basic reachability arguments, to show that if X 0 ∈ F C(T ) then, for all k 1, there is some x 0 such that J * T +k,X 0 (x 0 ) = −∞. Thus, T is the largest horizon for which the cost index is finite for all initial states. Furthermore, for k n, J * T +k,X 0
It is also easily seen that the sets F C(T ), for 0 T +∞, form a partition of the symmetric n × n matrices. For the study of such sets, it is useful to introduce the generalized Riccati operator
and to associate with each X 0 the following three sequences of matrices:
A simple, useful consequence of these definition is that, for any t 0,
In the next section, we investigate a number of properties of the sets F C(T ). A summary of the main results is stated in the next theorem.
Theorem 2.1. Given , the sets F C(T ) of Definition 2.2 satisfy the properties below:
P1. For any 0 T +∞, letting min(∅) = +∞, the set F C(T ) can be characterized as
In particular,
P2. Set F C(+∞) admits the following alternate characterization:
F C(+∞) = {X 0 = X 0 ∈ R n×n : X 0 X − }. (2.18) P3. For any ε > 0 there exists T 0 such that, for any T T 0 , if X 0 ∈ F C(T ) then X 0 + εI X − or, equivalently: ∀ε > 0 ∃T 0 ⎛ ⎝ ⎧ ⎨ ⎩ X 0 + εI : X 0 ∈ T T 0 F C(T ) ⎫ ⎬ ⎭ ⊆ F C(+∞) ⎞ ⎠ . (2.19)
P4. For any 0 T +∞, the set F C(T ) is non-empty.

In Section 4, we further analyze the structure of F C(+∞), based on the convergence properties of the sequence X(t).
Before delving into the technical developments necessary to establish Theorem 2.1, it may be helpful to gain some intuition on the sets F C(T )'s. We start with the basic observation that an increase of the terminal cost implies an increases of the cost index, for any initial state and any input. Thus, if X 1 X 2 with X 1 ∈ F C(T 1 ) and X 2 ∈ F C(T 2 ), then T 1 T 2 . Informally, as T grows, F C(T ) contains larger matrices.
For one-dimensional systems, this monotonicity property implies that the F C(T ) sets partition the real line (the set of possible X 0 's) into intervals. Indeed, there is a monotonically increasing sequence of real numbers
, for positive and finite T , and F C(+∞) = [X − , +∞). More specifically, Theorem 2.1 has the following implications. Eq. (2.17) yields y 0 = −R/G 2 while, with simple manipulations, Property P1 also determines the remaining y T 's by the recurrence y T −1 = y T − R † (y T ); for first-order systems, this relation can be analytically inverted to yield y T in terms of y T −1 . Property P2 provides us with the stated form of F C(+∞), where X − is the smallest of the two solutions of the DARE, which is a quadratic equation, when n = 1. Property P3 essentially tells us that lim T →+∞ y T = X − , while Property P4 tells us that y T is strictly monotone. As T increases, the intervals F C(T ) become progressively smaller and accumulate at the left of X − .
For n-dimensional systems with arbitrary n, the landscape is more complex, since the symmetric cost matrices X 0 form a space of dimension d(n) = n(n + 1)/2. However, the sets F C(T ) can be still visualized in terms of (d(n) − 1)-dimensional surfaces partitioning the space of symmetric matrices. In particular, it is easy to see that F C(0) is the region below surface Y 0 (included) defined by
This means that F C(0) may be characterized as (2) and so on. Property P2 tells us that F C(∞) may be characterized as the region above surface Y ∞ (included) defined by:
More precisely,
Property P3 says that, as T increases, the regions F C(T ) become progressively "thinner" and accumulate below the surface Y ∞ so that, with a suitable notion of convergence, lim T →+∞ Y T = Y ∞ . Property P4 tells us that each region F C(T ) is non-empty. Consider now, for an arbitrary symmetric matrix Z, the "line"
It is a simple exercise to show that this line is in F C(0) for all λ λ 0 , where λ 0 is uniquely determined by the condition min σ (R + G ZG + λ 0 G G) = 0. Similarly, the line is in F C(∞) for all λ λ ∞ , where λ ∞ = min σ (X − − Z). Therefore, the line X 0 = Z + λI crosses all surfaces Y T and, typically, will have non-empty intersection with each F C(T ).
To better visualize the surfaces Y, consider the electrical network example, outlined in the Introduction, in cases where Assumptions A1-A5 are met. For simplicity, assume that production cost of a unit of energy is 1, while the value of a unit of energy stored in the capacitors at time T is 1 + g (g 0 being the gain). Further assume that the state variable associated with a capacitor of capacitance C i and voltage v i is chosen as x i = √ (C/2)v i , so that the stored energy is exactly x 2 i . Then, the terminal cost matrix is X 0 = −gI . The value g ∞ 0 such that (−g ∞ I ) ∈ Y(∞) represents the gain for which one can break even. For g > g ∞ , some amount of energy can be profitably stored, by applying a suitable control, over any horizon. For T large enough (as a function of g), an arbitrary amount of energy can be stored, if the horizon has duration at least T .
Characterization and properties of sets F C(T )
In this section, we develop the proof of Theorem 2.1 as well as of several other interesting properties of the optimal control problem stated in Definition 2.1. A key role will emerge for the matrices R(t), X(t), and S(t) introduced in the previous section. We will see that the cost over an horizon T admits a finite minimum value for each initial state x 0 if and only if the matrices R(0), R(1), . . . , R(T − 1) are all positive definite. When this is the case, then cost index is J *
We begin by rewriting the cost function (2.2) in order to replace the quadratic form in the final state with one in the initial state. Proposition 3.1. Using the matrix sequences ((2.12)-(2.14)), the cost function (2.2) can be reformulated as
where,
W (t) := S(t)R(t) † S(t) S(t) S(t) R(t) . (3.2)
Proof. Any sequence X(0), X(1), . . . , X(T ) of n × n matrices satisfies the identity
Then, Eqs. (3.1) and (3.2) follow after several, but straightforward manipulations implementing the following steps:
3) be the sequence defined by (2.12);
with the right hand side of (3.3) in (2.2); (iii) rewrite x(t + 1) as F x(t) + Gu(t) and x(0) as x 0 , according to (2.1); (iv) write X(T − t) in terms of X(T − t − 1), according to (2.15).
We next consider the infimization of the quadratic form W (t), for fixed x and variable u.
Proposition 3.2.
For any x ∈ R n and t 0, let
Proof. Clearly, Property 1 follows from 2 and 3, thus we only need to establish the latter two properties. Property 2 is an immediate corollary of the fact that, when R(t) > 0, then (3.2) can be rewritten as
and it is an easy exercise to show that ∀xI t (x) = −∞.
Otherwise, R(t) 0 and there is a v such that R(t)v = 0. From Eqs. (2.13) and (2.14), one can derive that
Clearly, the above function of α admits no finite lower bound, so that, for the chosen x, I t (x) = −∞, thus establishing Property 3.
Remark 3.1. The main contribution of Proposition 3.2 is that it gives a necessary and sufficient condition involving only matrix R(t), for the index I t (defined in (3.4)) to be bounded from below. On the other hand, since the cost function J T ,X 0 of the original optimal control problem is essentially a constant plus the sum of terms of the form of that infimized in (3.4), it is reasonably intuitive that J T ,X 0 is bounded from below if and only if I t is such, or equivalently R(t) > 0, for all t = 0, . . . , T − 1. This fact is rigorously formulated and proven in Proposition 3.3 were we derive a necessary and sufficient condition for the optimal cost for a given horizon to be finite for all initial states. 
Property P1 of Theorem 2.1 is now an immediate corollary of Proposition 3.3.
Remark 3.2.
If X 0 ∈ F C(T ), then, for q > T , the cost index is no longer a finite quadratic form. Then, the quantity x 0 X(q)x 0 does not necessarily equal the index cost, but it provides an upper bound to it, since the control law u(t) = −R(
as it can be easily checked.
Another immediate corollary of Proposition 3.3 is obtained next, taking into account that, for any symmetric solution X of (2.7), R + G XG > 0 (see [7, Eq. (3.142) , p. 105]).
Corollary 3.1. Let X be any symmetric solution of the DARE (2.7). Then X ∈ F C(+∞). Moreover, independently of T , the optimal cost is
and the optimal control input is given by the time-invariant feedback law:
As well known, in the infinite-horizon version of the LQ problem, a key role is played by the greatest solution of the DARE, X + . While the other solutions are not directly related to the infinite-horizon problem, they do share with X + some interesting properties. One is that they are "matched" to the system (in a sense similar to that in which an impedance is matched to a transmission line), so that the optimal cost depends only upon the initial state and not upon the extent of the horizon. Another property is that the corresponding optimal feedback is time invariant.
For the classification of symmetric terminal costs X 0 into the F C sets, a crucial role is played by the least solution of the DARE, X − , and more precisely by the smallest eigenvalue of X 0 − X − : Definition 3.1. Given X 0 = X 0 ∈ R n , we let
Indeed, let X 0 ∈ F C(T ). If δ 0 0, then T = +∞. Otherwise, T is finite and bounded from above by a logarithmic function of 1/|δ 0 |. These results are formally developed below. The case δ 0 0 is straightforward to argue, since for all states the terminal cost under X 0 is at least as large than the cost under X − . The case δ 0 < 0 is considerably more complex, since it only guarantees the existence of one direction along which the terminal cost corresponding to X 0 is smaller than that corresponding to X − . That, over a suitably long horizon, a final state in that direction can be profitably reached is true, but non-trivial to establish, as reflected by the proof of Proposition 3.5 below.
Proof. For any T 0, X 0 , x 0 and u(·), Eq. (2.2) can be rewritten as
where we have exploited the assumption X 0 − X − 0. Then, recalling definition (2.8) of the cost index, making use of Eq. (3.9) with X = X − , we obtain
whence the stated property.
14)
where T and β are constants associated with , but independent of X 0 .
Proof. The proof strategy consists in showing that the matrix X(t) associated with X 0 by Eq. (2.12) becomes arbitrarily negative with t so that, for a suitable T satisfying (3.14), R(T ) = R + G X(T )G is no longer positive definite, hence, by Proposition 3.3, X 0 ∈ F C(T ). In order to develop an upper bound to X(t) that decreases with t, for any normalized initial state x 0 with x 0 = 1 and any integer τ 0, we construct an input sequence of t = 2n + τ steps, with the following properties: (i) During the first n steps, the initial state x 0 is controlled to 0, with a trajectory cost of at most B 1 , a value determined solely by = (F, G, ), (hence independent of x 0 , τ , and X 0 ). (ii) During the next n steps, the system is driven to reach a suitably chosen normalized state y 0 ; the trajectory cost is bounded by a value B 2 , determined solely by . (iii) For τ steps, the input coincides with the optimal control for terminal cost X − . The choice of y 0 is such that this control drives the system to a δ 0 -eignenvector y(τ ) of X 0 − X − . Due to the anti-stability of the closed-loop dynamics F − , the norm of y(τ ) is exponentially large in τ , yielding an exponentially negative cost, with an upper bound of the form B 3 − |δ 0 |γf τ , where B 3 depends upon while γ > 0 and f > 1 depend upon F − .
Clearly, for τ large enough, as the cost matrix X(2n + τ ) keeps decreasing, the quantity R(2n + τ ) = R + G X(2n + τ )G can not remain positive definite.
Next, we provide the details of the outlined strategy. For every τ 0 and every x 0 ∈ R n with x 0 = 1, we will define an input sequence of n + n + τ steps and decompose the corresponding cost as follows: A1, (F, G) is reachable, there exists a feedback matrix L such that σ (F + GL) = {0}, whence (F + GL) n = 0. Thus, the input trajectory u(t) = L(F + GL) t x 0 , for t = 0, 1, . . . , n − 1, yields x(t) = (F + GL) t x 0 , hence x(n) = 0. Correspondingly, the cost is a quadratic form in x 0 , i.e., J 1 = x 0 K 1 x 0 . Observe that K 1 is determined solely by . If we let B 1 = max σ (K 1 ) and recall that x 0 = 1, we obtain
(ii) Consider now a normalized δ 0 -eigenvector of X 0 − X − :
and define the following normalized state, in terms of the closed-loop dynamics F − in the optimal control for terminal cost X − (see also paragraph after Eq. (2.7)):
Recalling that C is full rank (by 2.3), consider now the input segment defined by the relation
It is straightforward to check that, with this input, starting from x(n) = 0, the system reaches x(2n) = y 0 , along a trajectory where both u(t) and x(t) are linearly related to y 0 . Correspondingly, the cost is a quadratic form in y 0 , i.e., J 2 = y 0 K 2 y 0 , with K 2 is determined solely by . If we let B 2 = max σ (K 2 ) and recall that y 0 = 1, we obtain
(iii) We finally choose u(2n), . . . , u(2n + τ − 1) to be the optimal control for terminal cost
We can then rewrite the quantity J 3 introduced in Eq. (3.15), using also 
where we have made use of (3.17), of y 0 = 1, and of δ 0 < 0. Since F − is antistable, ρ(F −1 − ) < 1, so that there exist γ > 0 and f > 1 such that
(see, e.g., Corollary 5.6.13 in [6] ). Thus, we can conclude that 
Below, we establish that T 2n + τ 0 , by arguing that, if T 2n + τ 0 then T = 2n + τ 0 . First, observe that, from (3.27) and (3.28), we can infer that 
By Definition 2.13, we have R(2n
In summary, R(2n + τ 0 ) ≯ 0 and, by Property P2 of Theorem 2.1, T = 2n + τ 0 , as claimed.
To complete the proof, we just need to observe that, in view of (3.28), we can write 2n
Property P2 of Theorem 2.1 clearly follows from Proposition 3.4 (if X 0 X − then X 0 ∈ F C(+∞)) and Proposition 3.5 (if X 0 X − then X 0 / ∈ F C(+∞)). Property P3 is also a straightforward corollary of Proposition 3.5. In fact, if we let T 0 = T + βln(1/ε) and assume X 0 ∈ F C(T ) for some T T 0 , by Proposition 3.5, we have δ 0 = min σ (X 0 − X − ) −ε, which implies X 0 + εI X − . It only remains to establish Property P4, which we do next.
Proposition 3.6. For any 0 T +∞, the set F C(T ) is non-empty.
Proof. For T = +∞, simply recall that X − ∈ F C(+∞), by Proposition 3.4. For T < +∞, we proceed by constructing a matrix X 0 ∈ F C(T ), for some T T ; it is then straightforward to argue that X(T − T ) ∈ F C(T ), where X(t) is defined in (2.12).
Informally, we construct X 0 of the form X − − ηI . Using (2.17), it is not too difficult to argue that, for large enough η, one has X 0 = X − − ηI ∈ F C(T ), with T 1. Resorting to the same line of argument for a sampled version of the system, with sampling period T , yields a matrix X 0 ∈ F C(T ), with T T .
More formally, letˆ be the system obtained from by considering the state only every T steps, so thatx(t) = x(T t) andû(t) = (u(T t + T − 1), u(T t + T − 2), . . . , u(T t)) ∈ R
mT . Clearly,
mT ×mT withR > 0. (Here F T denotes the T th power of F , not to be mistaken with its transpose F .) It is also straightforward that, ifX 0 = X 0 , thenX(t) = X(T t), for any t 0 (cf. Eq. (2.12) ). In particular, ifX 0 = X − , then X(t) = X − , for any t 0; furthermore, X − ∈F C(+∞) whenceR − (0) =R +Ĝ X −Ĝ > 0. For an arbitraryX 0 , we can write Eq. (2.13) aŝ
In fact, X 0 ∈F C(T ) for some finiteT (by Property P2 of Theorem 2.1 and X 0 < X − ) andT 1 (by Property P1 of Theorem 2.1 andR(0) > 0). Finally, we conclude that X 0 ∈ F C(T ) for some T T , as desired.
Remark 3.3.
A byproduct of the above line of argument, based on the sampled version of the system, is the following alternate characterization of the F C sets:
where, for clarity, we have made the sampling period T explicit in the notationR T andĜ T .
Obviously, F C(T ) = F C[0, T ] − F C[0, T − 1], with F C(−1) = ∅.
This characterization may be of interest, since, unlike the one provided by property P1 of Theorem 2.1, it does not involve the non-linear Riccati operator.
Refining the set F C(∞)
We have shown that if X 0 X − then and only then X 0 ∈ F C(+∞), that is, the cost function remains finite for any initial state and for any length of the control horizon. In this section, we further classify terminal cost matrices X 0 on the basis of the asymptotic behavior of the corresponding cost matrix X(t). We have already seen that there is a matrix K 1 , depending solely upon , such that X(t) K 1 for every t n and for every symmetric X 0 (cf. the argument that leads to Bound (3.16)). Thus, as t increases, either X(t) converges or it "oscillates". It is also straightforward to see that, in the case of convergence, the limit must be a solution of the DARE (2.7).
The following result [10] provides a key property of the set of solutions of the DARE. Given an F − -invariant subspace S, we denote by X S the solution of (2.7) corresponding to S. Special cases are X + = X {0} and X − = X R n as it is immediate to check.
In view of the preceding considerations, we can now formally introduce the refinement of F C(+∞) to be investigated in this section. 1 :
Proposition 4.2. The set F C(+∞) can be partitioned as follows
where I(F − ) denotes the family of F − -invariant subspaces and
We will see that the place of X 0 in the above partition is determined by ker(X 0 − X − ). More precisely, what matters is the asymptotic behavior (as captured by the gap metric, reviewed next) of the sequence of subspaces im(F −t − ker(X 0 − X − )). Definition 4.1. Given two subspaces S 1 , S 2 of R n , the gap metric is the function
where P S i , i = 1, 2, is the orthogonal projection onto the space S i . The function d is a distance on the set of subspaces of R n ; we refer to [5] for a discussion of its properties. We say that a subspace sequence S(t) converges to S and write S(t)
We are now ready to state the main results of this section, a characterization of the sets introduced in Proposition 4.2 and of the systems for which F C(+∞, ∼) is empty. 
F C(+∞, X
S ) = {X 0 ∈ F C(+∞) : S(t) t→∞ → S}, (4.5) P6. F C(+∞, ∼) = {X 0 ∈ F C(+∞) : S(t) does not converge}. (4.6)
P7. The set F C(+∞, ∼) is empty if and only if different eigenvalues of F − have different magnitude.
Before turning to the proof of this theorem, it may be helpful to see how the stated results can be visualized, with respect to the intuitive picture outlined at the end of Section 3. We recall that F C(∞) is the region bounded below by the surface Y ∞ , formed by those matrices X 0 such that δ 0 = min σ (X 0 − X − ) = 0.
Consider now any matrix X 0 in the interior of F C(∞), that is, such that X 0 > X − . Clearly, ker(X 0 − X − ) = {0}. Hence, S(t) = {0} for any t and S(t) t→∞ → {0}. Then, by Property P5 and by the fact that X {0} = X + , we conclude that X 0 ∈ F C(∞, X + ). It is also the case that, if X 0 ∈ Y ∞ , then all the spaces in the sequence S(t) have the same dimension (which is positive), so 1 The symbol ∼ in the notation F C(+∞, ∼) is meant to recall that X(t) does neither converge nor diverge, rather it keeps somehow oscillating.
either the sequence does not converge or it has a limit S / = {0}. In conclusion, F C(∞, X + ) coincides with the interior region of F C(∞). The remaining sets F C(∞, X S ), with S ∈ (I(F − ) − {0}), and F C(∞, ∼) form a partition of the surface Y 0 . It is also straightforward that X S ∈ F C(∞, X S ) and that F C(∞, X − ) = {X − }.
Proof (of Theorem 4.1). It is convenient to reformulate the DARE in homogeneous form, in terms of the matrix (t) := X(t) − X − . Under our assumptions, R(t) > 0 for all t 0, hence (2.12) can be rewritten as X(t + 1) = X(t) − R † (X(t)) = X(t) − R(X(t)). In terms of (t), we get (t + 1) = (t) − R(X(t)) and, since R(X − ) = 0,
where the last equality is a particular instance of a general identity (see [1, p. 382] ). Finally, reusing (t + 1) = (t) − R(X(t)), one gets the homogeneous DARE:
where
Interestingly, Eq. (4.8) can be interpreted as the recurrence (2.12) for the cost-index matrix (t) associated with a system H = (F − , G, H ), where H = diag{0 n×n , R − }. Observe now that, since H 0 and (0) = X 0 − X − 0, the cost function y 0 (t)y 0 over an horizon of length t is never negative and can be zero if and only if both the trajectory cost and the terminal cost are zero. This is equivalent to the input being identically zero for time steps 0, 1, . . . , t − 1 (since R − > 0) and the final state y(t) = F t − y 0 being in ker (0). In summary, we have that, for all t 0,
(4.10)
Proof of Claim 1. The fact that S is F − -invariant is obvious. The asymptotic behavior of X(t) = X − + (t) will be established by showing that the restriction ⊥ (t) of (t) to the orthogonal complement of S satisfies an equation which is a DARE, up to vanishing terms.
Let Z(t), Z, P (t) = I − Z(t), and P = I − Z be the orthogonal projections onto S(t), S, S(t) ⊥ , and S ⊥ , respectively. Let U and V be matrices whose columns form an orthonormal basis for S and S ⊥ , respectively.
) and write
, where G ⊥ = V G has n − dim(S) rows. Next, we analyze the blocks of the matrix
consider the identity (t)U = (t)(Z − Z(t))U + (t)Z(t)U . The latter term is null, since the columns of Z(t)U are in ker (t), by the very definition of projection Z(t).
The former term gap vanishes, by Definition 4.4.
(ii) ⊥ (t) is non-singular for t greater than a suitablet. In fact, we can write
and observe that P (t)V t→∞ → P V = V , whence η(t) must converge to the zero matrix. Moreover, there existst 1 such that, for t >t 1 , the rank of P (t)V equals that of P V so that P (t)V has full column rank and its columns form a basis for S(t) ⊥ . Therefore, for t >t 1 , V P (t) (t)P (t)V > 0. Combined with the convergence of η(t), this implies that there existst such that ⊥ (t) > 0 for t >t.
By continuity, from (4.8) it now readily follows that
with ε 3 (t) t→∞ → 0. For t >t, by the Sherman-Morrison-Woodbury formula, (4.13) yields
(4.14)
Define (t) := ⊥ (t) −1 . By continuity, we have The last step follows from the fact that, if X 0 = X S , then S(t) = S for all t. We remark that, if X 0 − X − > 0, then S(t) = S(0) = {0} and lim t→+∞ X(t) = X + .
Claim 2. If S(t) does not converge as t goes to infinity, then neither does X(t), i.e., X 0 ∈ F C(+∞, ∼).
Proof of Claim 2. By contradiction, assume that X(t) t→∞ → X. Then, clearly X is a solution of the DARE (2.7) and, by Proposition 4.1, there exists an F − -invariant subspace V such that X = X V with V = ker(X V − X − ). From (4.10), we have that, for all t, dim S(t) = dim ker(X 0 − X − ). Then, clearly dim V dim S(t).
Below, we will show that in fact dim V = dim S(t) whence, in view of [5, Theorem 15.3.1, p. 446], we can conclude that S(t) t→∞ → V, reaching the sought contradiction. It remains for us to rule out the case dim V > dim S(t), which could in principle occur, if some of the non-zero eigenvalues of (t) = X(t) − X − were to tend to zero as t → ∞. More rigorously, let V (t) be a matrix with orthonomal columns spanning S(t) ⊥ and let, for t 0,
be the smallest non-zero eigenvalue of (t), as implied by relations (4.9) and (4.10). We want to prove that m(t) does not asymptotically vanish (for simplicity, below we will simply write vanish).
We can see that m(t) vanishes if and only if, for every ε > 0, there is a time t ε and an initial normal state y ε orthogonal to ker (t ε ) = F −t ε − ker (0), such that a suitable control in the time interval [0, t ε − 1], of total cost smaller than ε, drives system H (see paragraph below Eq. (4.8)) to a state z ε of terminal cost z ε (0)z ε smaller then ε. With a little reflection, the preceding characterization shows that the vanishing of m(t) is unaffected if we consider a "sampled" version of the system (as in the proof of Proposition 3.6), wherex(t) = x(ht), for a suitable sampling period h. If h is large enough that any state can be reached in h steps, then vanishing of m(t) is also unaffected if the state-transition equationx(t
, with the input cost matrix being set atR − = I ∈ R n×n . Indeed, any valuev can be realized by a combination of u's with cost upper bounded byv K 1v (see Part (i) in the proof of Proposition 3.5) and, due to the topological equivalence of norms, vanishing of the costs is independent of the actual input cost matrix (as long as it is positive definite). Finally, the antistability of F − allows us to further constrain h to satisfyλ
The above observations tell us that m(t) vanishes if and only if the corresponding quantitym(t) vanishes for the systemˆ = (F h − , I, diag{0 n×n , I }). The special form ofˆ affords a simplification of the algebraic manipulations needed next. We start by writing its DARE:
whereˆ (0) = (0). We then make two observations:
wherem(t) := min σ (ˆ (t)).
(ii) OperatorĤ is monotone non-decreasing, i.e., if 1 2 thenĤ( 1 ) Ĥ ( 2 ), since a larger cost for a t-step horizon can not result in a smaller cost for a (t + 1)-step horizon.
Then, Eq. (4.20) implieŝ
Since, for square matrices A and B, σ (AB) = σ (BA), we have
It is now a simple exercise to show that matrix Y := P (t)(F − ) h (F − ) h P (t) has a zero eigenvalue with eigenspace S(t). Any other eigenvector y is then orthogonal to this space, so that P (t)y = y and y Yy = y (F − ) h (F − ) h y λ y y, the latter step following from (4.19). Then, all the non-zero eigenvalues of Y are non-smaller thanλ. Correspondingly,
Sinceλ > 1, whenm(t) <λ − 1 thenm(t + 1) >m(t). Considering thatm(t) > 0, this implies thatm(t) does not vanish.
Clearly, Properties P5 and P6 in the theorem statement are implied by Claims 1 and 2. Property P7 is a corollary of results that we develop in the next subsection.
On the convergence of the image of A t S 0
Below, we develop a necessary and sufficient condition on a matrix A ∈ R n×n for the sequence of subspaces im(A t S 0 ) to converge, in the gap metric, for any subspace S 0 . When A = F 
Proof.
It is straightforward to show that, for a real matrix A, property E is equivalent to the following property E1: E1: The eigenvalues of A are all real and no two of them have opposite values.
Below, we establish the equivalence between C and E1, by showing how one implies the other. C ⇒ E1. Assume, by contradiction that σ ± jω ∈ σ (A) with ω / = 0 and let v = v r ± jv i , v r , v i ∈ R n , be the corresponding eigenvectors. The real space generated by v r and v i is invariant under the action of A and does not contain any 1-dimensional, real, A-invariant subspace. Hence, if S 0 is, e.g., the space generated by v r , then S(t) cannot converge.
Similarly, assume by contradiction that ±λ ∈ σ (A) and let v + , v − ∈ R n , be the corresponding eigenvectors. Let S 0 be the space generated by v 0 := v + + v − . Then, it is easy to see that S(t) = S 0 for all even values of t and that S(t) is the space S − generated by v + − v − for all odd values of t. Since S 0 / = S − , S(t) does not converge. E1 ⇒ C. Let s = dim(S 0 ) and let V 0 be an n × s matrix such that S 0 = im(V 0 ). We are interested in the asymptotic behavior of im(A t V 0 ). In general, the entries of matrix A t V 0 may diverge or vanish so that the image of the limit is not necessarily the limit of the image. To circumvent this obstacle, we will show how to transform the sequence of matrices {A t V 0 } into another sequence {L(t)} such that im[ It is straightforward that S must be A-invariant. It remains to show how to actually construct P s (t). For j = 1, . . . , s, P j (t) is obtained from P j −1 (t). Inductively, we assume that Properties 1 and 2 are satisfied by columns from 1 to j − 1 of P j −1 (t) and by the corresponding rows h(1), . . . , h(j − 1). We then consider the j th column q j (t) of t P j −1 (t) and identify the row h(j ) containing the element q j h(j ) (t) whose magnitude is asymptotically the largest as t goes to infinity, i.e., such that In case of ties, we break them arbitrarily. Clearly, h(j ) / ∈ {h(1), . . . , h(j − 1)}, as the elements of column j in these rows are zero. Let q j h(j ) = r j (t), . . . , r s (t) be the entries of row h(j ) of matrix P j −1 (t) in columns j to s and let r(t) be the product of such entries. Matrix P j (t) is now obtained by multiplying each column k j of P j −1 (t) by r(t)/r k (t) and then subtracting column j from each column k > j. These operations do not alter the image of the matrix, i.e., im(P j (t)) = im(P j −1 (t)), and they zero out the entries in columns k > j of row h(j ), thus establishing Property 2 for P j (t). Property 1 is guaranteed by the criterion to choose h(j ). 
Conclusions
In this paper, we have explored the optimal control problem for discrete-time linear systems with quadratic cost, allowing the terminal cost function to be an arbitrary quadratic from. For a given system, we have proposed and analyzed a classification of the terminal costs, based on the maximum length of the horizon for which the optimal cost remains finite for all states and, where appropriate, we have considered the asymptotic behavior of the optimal cost. Beside a potential intrinsic interest, the problem leads to a better appreciation of the relation between the optimal control problem and the algebraic Riccati equation, in particular since all the symmetric solutions of the latter have a special place in the classification.
Our work could be naturally extended in several directions. Within the assumptions of the present paper, one could further refine the classification in various ways, for instance, with respect to the smallest horizon length for which the cost is negative infinity for all initial states. Another question is the characterization of those terminal cost matrices X 0 that belong to the boundary Y T of the F C(T ) sets. One could also ask for which matrices in F C(+∞, ∼) does X(t) asymptotically approach a periodic behavior.
A complete analysis of the F C sets in a setting where Assumptions A1-A5 are weakend or removed does not appear straightforward. We observe that, when Assumption A3 is not satisfied and R is singular, the existence of a stabilizing solution of the DARE can be guaranteed by reformulating Assumption A4 in a form (involving the generalized eigenvalues of a symplectic matrix pencil) which does not require R −1 (see, [7, Theorem 5.5.1] ). More delicate is the situation concerning the existence of the anti-stabilizing solution. In fact, if the stabilizing solution exists, the anti-stabilizing solution also exists if and only if F + is invertible or, equivalently, if and only if Assumptions A3 and A5 are met. The lack of anti-stabilizing solution can change the structure of the F C sets. For instance, when F + is nilpotent (Assumptions A3 and/or A5 being not satisfied), it is easy to see that the sequence X(t) defined by (2.12) converges in at most n steps to X + so that F C(T ) is empty for T n and T / = ∞. In the more extreme situation when both F = 0 and S = 0, it is immediate to check that only the two sets F C(0) and F C(∞) are non-empty. Of course, the intermediate situations when F + is singular but not nilpotent are more complicated.
To deal with such situations, it is probably convenient to decompose the DARE into two parts, one corresponding to a nilpotent F + and the other to a non-singular F + , in the spirit of [2] .
Perhaps, the most radical departure from the standard assumptions will lead to greater insights. In particular, one could revisit the LQ problem, including the classification proposed here, for arbitrary trajectory costs, that is, where not only matrix X 0 but also matrix can be indefinite, as considered, e.g., in [9] for infinite horizons. This formulation could model scenarios where both the journey and the destination may entail costs as well as gains.
