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We study the competition of spin- and charge-density waves and their quantum multicritical
behavior for the semimetal-insulator transitions of low-dimensional Dirac fermions. Employing the
effective Gross-Neveu-Yukawa theory with two order parameters as a model for graphene and a
growing number of other two-dimensional Dirac materials allows us to describe the physics near the
multicritical point at which the semimetallic and the spin- and charge-density-wave phases meet.
With the help of a functional renormalization group approach, we are able to reveal a complex
structure of fixed points, the stability properties of which decisively depend on the number of
Dirac fermions Nf . We give estimates for the critical exponents and observe crucial quantitative
corrections as compared to the previous first-order  expansion. For small Nf , the universal behavior
near the multicritical point is determined by the chiral Heisenberg universality class supplemented by
a decoupled, purely bosonic, Ising sector. At large Nf , a novel fixed point with nontrivial couplings
between all sectors becomes stable. At intermediate Nf , including the graphene case (Nf = 2)
no stable and physically admissible fixed point exists. Graphene’s phase diagram in the vicinity
of the intersection between the semimetal, antiferromagnetic and staggered density phases should
consequently be governed by a triple point exhibiting first-order transitions.
I. INTRODUCTION
Dirac materials [1], such as graphene [2–4] and a grow-
ing number of novel two-dimensional systems, exhibit a
huge variety of possible ordered states in the presence
of sufficiently strong interactions [5–16]. By inreasing,
for instance, repulsive onsite or nearest-neighbor density-
density interactions, these systems are expected to ex-
hibit a continuous quantum phase transition from the
semimetallic phase into spin-density-wave (SDW) and
charge-density-wave (CDW) phases, respectively [16–19].
More exotic interaction-induced states have also been dis-
cussed, such as Kekule´ states [20–23] or a topological
Quantum (Spin) Hall state [12–14, 24]. In fact, the na-
ture of an ordered state crucially depends on the system’s
precise interaction profile, e.g., the magnitudes and ra-
tios of the local and non-local short-ranged interaction
terms.
Current experimental data suggests that free-standing
graphene is in the semimetallic (SM) phase [25, 26].
From the theoretical side, calculations based on the con-
strained Random Phase Approximation (cRPA) and be-
yond provide values for the interaction parameters of the
Coulomb repulsion for graphene and its few-layer rela-
tives [27, 28]. Quantum Monte Carlo (QMC) studies
for these parameters confirm the semimetallic behavior
of physical graphene in agreement with the experimen-
tal findings [29, 30]. At the same time, however, these
results sugggest that the material may be not too far
from a possible transition into an ordered state. Other
QMC calculations also find sizable charge-density and
spin-current correlations, although they do not become
long-ranged within the accessible parameter region [31].
Furthermore, a uniform and isotropic strain of about
15% can be expected to induce an interaction-driven
metal-insulator transition in graphene [32]. It is therefore
not inconceivable that physical graphene could possibly
be tuned through a symmetry-breaking quantum phase
transition [6, 9, 33, 34]. Similar conclusions may be ex-
pected to hold for other Dirac materials [1] and should
also be relevant for “artificial graphene” [35].
Despite the great progress in the last years, our theo-
retical understanding of the role of interactions in Dirac
materials is far from being complete. In fact, QMC simu-
lations typically suffer from a sign problem when nonlocal
interaction parameters grow large, inducing a strong bias
toward the antiferromagnetic state [36]. Fermionic renor-
malization group approaches have provided important
contributions to the understanding of interacting elec-
trons in Dirac materials accounting for further-ranged
interactions on equal footing [9–11, 23, 24]. These ap-
proaches are well-suited for the identification of the or-
dering tendencies and their classification by symmetries.
However, the purely fermionic approach typically misses
important order-parameter fluctuations and the descrip-
tion of symmetry-broken regimes in the phase diagram
is intricate [37]. An inclusion of order-parameter fluctu-
ations aiming at more quantitative studies of the phase
transitions and their critical behavior in Dirac materials
can be achieved within bosonized approaches [38] that
also allow to describe the symmetry-broken regime. In
this spirit, the SDW and CDW transitions have been
investigated, however, only as completely separate tran-
sitions [16, 19].
Here, we take the vicinity of graphene-like materials to
both the SDW and the CDW ordered states as a moti-
vation to study the nature of the quantum multicritical
point connected to the intersection of the different phase
transition lines. Such a study can be expected to reveal
fascinating details of the phase diagram of Dirac materi-
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2FIG. 1: (a) Schematic phase diagram of the extended Hub-
bard model on the honeycomb lattice with onsite interaction
U and nearest-neighbor interaction V . Neutral suspended
graphene is found to be in the semimetallic state indicated
by the star. Solid lines denote second-order and dashed lines
first-order transitions. The neighborhood of the multicriti-
cal point (gray shaded area) may be governed by either a (I)
second-order tetracritical point or a (III) second-order bicriti-
cal point with first-order transition between the ordered states
or by a (II) first-order triple point. (b) Sketch of stability
ranges of fixed points for generalized fermion flavor number
Nf . Two different fixed points FP1 and FP2 are stable for
small and large Nf , respectively. Graphene lies in the hatched
region, where no stable fixed point exists. This leads to a first-
order triple point in the phase diagram [situation (II)]. The
critical flavor numbers Nci change considerably when includ-
ing nonperturbative effects. In our approximation we find
Nc1 = 1.6 and Nc2 = 3.6.
als, in particular, whether first-order or continuous phase
transitions appear as a result of the competition of or-
der parameters and whether there can be a coexistence of
two ordered phases. In principle, we can distinguish three
different possibilities for the multicritical point: we can
have either (I) a second-order tetracritical point, allow-
ing for the coexistence of the two ordered states, or (II) a
triple point at which all transitions become first order, or
(III) a second-order bicritical point with first-order tran-
sitions between the ordered states. A sketch of the phase
diagram together with the three possible behaviors near
the multicritical point is depicted in Fig. 1(a).
For graphene and related materials multicritical behav-
ior has previously been studied in different contexts using
the  expansion to first order, with  being the distance
from the upper critical space-time dimension of four [39–
41]. Concerning the multicritical behavior and compe-
tition of CDW and SDW orders, we have recently put
forward a corresponding study in Ref. [41] using an effec-
tive Gross-Neveu-Yukawa model. To first order in , we
have there found that a rather complex picture emerges
as a function of the fermion “flavor” number Nf , i.e. the
number of Dirac fermions. The graphene case, Nf = 2,
appeared to be dominated by a second-order tetracritical
point [situation (I) in Fig. 1] with the universal behavior
being in the same universality class as the SM-SDW tran-
sition, i.e., the “chiral Heisenberg” universality class [42].
The first-order  expansion is a formidable tool to detect
and discover the qualitative aspects of these systems. It
may, however, be subject to considerable quantitative
corrections when including higher orders [43, 44]. Fur-
thermore, the convergence properties of the asymptotic
series related to this type of expansion are a priori not
clear, in particular when  becomes of order one.
This paper aims at a considerable improvement in pre-
cision of our previous qualitative investigation by employ-
ing the functional renormalization group (FRG), which
has proven to be a versatile and reliable tool to study
both fermionic [19, 38, 45–47] and bosonic systems [48]
at criticality. In the context of multicritical behavior of
bosonic systems with O(N1)⊕O(N2) symmetry, the sig-
nificant quantitative improvement of the FRG approach
as compared to the first-order  expansion has been ex-
plicitly demonstrated [49].
Employing the FRG, we are able to confirm the quali-
tative picture that we established in Ref. [41]. However,
large quantitative modifications appear concerning the
stability of the various fixed points as a function of Nf ,
with severe implications for the phase diagram in the
graphene case, Nf = 2. We find that:
(1) For small number of fermion flavors, Nf < 1.6,
the decoupled fixed point related to the antiferro-
magnetic transition (“chiral Heisenberg” universality
class) is stable.
(2) For intermediate fermion flavor numbers, 1.6 < Nf <
3.6, including the graphene case Nf = 2, there is no
admissible stable fixed point, suggesting a triple point
and corresponding first-order transitions.
(3) For large number of flavors, Nf > 3.6, we rediscover
the novel stable fixed point with nontrivial interac-
tions between the different sectors, found previously
in the  expansion [41].
Our results concerning the ranges of stable fixed points
are sketched in Fig. 1(b). In the case where stable fixed
points exist, we furthermore study the critical behavior in
detail by investigating critical exponents and anomalous
dimensions.
The rest of the paper is organized as follows: In the
next section we introduce our effective model that couples
the fermionic and bosonic degrees of freedom that be-
come dominant in the vicinity of the multicritical point.
We give an overview over the relevant terminology in
Sec. III and explain our method in Sec. IV. In Sec. V
we discuss the resulting fixed-point structure and the
concomitant critical behavior as function of space-time
dimension and fermion flavor number Nf , and compare
various limits to literature results. In the limit of large
Nf we are able to present an analytic solution of the
flow equations, including the full form of the fixed-point
potential. The implications for the nature of the phase
diagram are studied in Sec. V D and we draw our conclu-
sions in Sec. VI.
3II. EXTENDED HUBBARD MODEL AND
EFFECTIVE RELATIVISTIC THEORY
Let us start with the single-particle Hamiltonian for
electrons with spin s on the honeycomb lattice at half-
filling,
H0 = −t
∑
R,i,s
[
u†s(R)vs(R + δi) + h.c.
]
, (1)
summing over the sites R of the triangular sublattice
and the three nearest-neighbor vectors δi. u
(†)
s and v
(†)
s
correspond to annihilation (creation) operators on the
two different sublattices of the honeycomb lattice. This
leads to two energy bands k = ±t
∣∣∣∑3i=1 exp(ik · δi)∣∣∣
with linear and isotropic slope close to the pointlike Fermi
surface located at the two inequivalent points K, K′ at
the corners of the Brillouin zone.
Onsite and nearest-neighbor interactions are imple-
mented by the interaction terms
HI = U
∑
i
ni,↑ni,↓ + V
∑
〈i,j〉,s,s′
ni,snj,s′ , (2)
with the density operators ni,s on site i. Retaining the
Fourier modes near K, K′ only, the low-energy model of
the free electrons at temperature T = 0 can be written
as a relativistic Dirac field theory in the continuum [9]
SF =
∫
dτdxD−1
[
Ψ¯ (12 ⊗ γµ) ∂µΨ
]
, (3)
with space-time index µ = 0, . . . , D − 1 and the D-
dimensional derivative ∂µ = (∂τ ,∇). The (4× 4) gamma
matrices obey the Euclidian Clifford algebra {γµ, γν} =
2δµν . In D = 2 + 1 dimensions they are explicitly repre-
sented by γ0 = 12 ⊗ σz, γ1 = σz ⊗ σy, γ2 = 12 ⊗ σx.
In this frame the spin- 12 electrons and holes are described
by an 8-component Dirac fermion Ψ = (Ψ↑,Ψ↓)
T
and its
conjugate Ψ¯ = Ψ†(12 ⊗ γ0). The Dirac field Ψ is related
to the Grassmann fields u, v by
Ψ†s(x, τ) =
∫
dωdD−1q
(2pi)D
eiωτ+iq·x
[
u†s(K + q, ω),
v†s(K + q, ω), u
†
s(−K + q, ω), v†s(−K + q, ω)
]
(4)
with K′ = −K. We can define two additional (4 × 4)
matrices that anticommute with all γµ: γ3 = σx ⊗ σy
and γ5 = σy⊗σy. Their product γ35 = −iγ3γ5 commutes
with all γµ, while it anticommutes with γ3 and γ5.
To describe the multicritical point in the phase dia-
gram we introduce bosonic degrees of freedom related to
the SDW and CDW fluctuations. These can be written
in terms of the order-parameter fields [9, 50]
Φ =
(
χ,φ
)
=
(〈Ψ¯Ψ〉, 〈Ψ¯(σ ⊗ 14)Ψ〉) , (5)
which can also be understood as order parameters for the
various possible chiral symmetries [51].
Another very interesting set of order parameters, with
possibly the same quantum critical behavior [16], is given
by
Φ˜ =
(
χ˜, φ˜
)
=
(〈Ψ¯γ35Ψ〉, 〈Ψ¯(σ ⊗ γ35)Ψ〉) . (6)
These can be related to the much-discussed Quantum
Anomalous and Quantum Spin Hall states [52], and may
also be relevant in the phase diagram of Dirac materi-
als [12]. Note that Φ˜’s zeroth component χ˜ breaks the
time-reversal symmetry, defined by the time-reversal op-
erator [11]
T = (σy ⊗ iγ1γ5)K , (7)
where K denotes complex conjugation, while its spatial
part φ˜ breaks the SU(2) spin-rotational symmetry but
respects time-reversal symmetry. In the following, we will
focus on a condensation of the chiral order parameters χ
and φ only, cf. Eq. (5), and assume that the fields χ˜
and φ˜ are sufficiently massive so that their fluctuations
become subdominant.
The spin-singlet Ising field χ ∝ u†sus − v†svs charac-
terizes the staggered density phase, i.e., the CDW state,
whereas the Heisenberg triplet φ ∝ u†sσss′us′ −v†sσss′vs′
corresponds to the antiferromagnetic SDW state. Near
the putative transitions into the CDW and SDW states
the fluctuations of the corresponding order parameters
play a crucial role. We incorporate their dynamics in the
bosonic action
SB=
∫
dτdxD−1
[1
2
χ(−∂2µ +m2χ)χ+
1
2
φ(−∂2µ +m2φ)φ
+
1
8
λ2,0χ
4 +
1
8
λ0,2
(
φ2
)2
+
1
4
λ1,1χ
2φ2
]
, (8)
where we also allow for a coupling λ1,1 between the two
order parameters. Finally, bosonic and fermionic degrees
of freedom are coupled in terms of the Yukawa interac-
tions
SY =
∫
dτdxD−1
[
g¯χχΨ¯(12 ⊗ 14)Ψ + g¯φφΨ¯(σ ⊗ 14)Ψ
]
.
The complete action S is then given by
S = SF + SB + SY , (9)
which respects Lorentz, spin-rotational, time-reversal
and sublattice-exchange symmetry. The ordered phases
are characterized by a finite expectation value of one or
both bosonic fields, leading to the spontaneous breaking
of the spin-rotational or sublattice-exchange symmetry.
In the following, it will prove useful to consider an
arbitrary number Nf of Dirac points in the spectrum,
implemented by the replacement
Ψ¯(σ ⊗ 14)Ψ 7→ Ψ¯(σ ⊗ 12Nf )Ψ , (10)
Ψ¯(12 ⊗ 14)Ψ 7→ Ψ¯(12 ⊗ 12Nf )Ψ , (11)
4where Ψ and Ψ¯ now have 2Nf components for each spin
projection. We will refer to Nf as the fermion “flavor”
number, with Nf = 2 for graphene. Let us note that the
explicit implementation of the flavor number is not im-
portant. To derive the results, only the Clifford algebra
and the product dγNf is needed, where dγ denotes the
dimension of the gamma matrices. We will also consider
general space-time dimension 2 < D < 4, with an eye on
the physical D = 2 + 1.
III. FIXED POINTS AND CRITICAL
BEHAVIOR
A. RG β functions and fixed points
Renormalization group theory describes the scale de-
pendence of a physical system by providing β functions
for the different couplings of a theory. The β functions
are differential equations encoding the evolution of the
system with respect to the energy (or momentum) scale
k. Starting from a “microscopic” model for a system at
some ultraviolet (UV) cutoff scale k = Λ, one can then
infer the low-energy, or infrared (IR), characteristics in
terms of the solution of the β functions. In our case, the
UV scale Λ corresponds to the scale at which our effective
model, Eq. (9), is valid, and as such is much smaller than
the bandwidth (at which an accurate lattice description
would have to be employed).
More explicitly, we introduce the generalized set of di-
mensionless couplings for the theory by αi, i ∈ {1, 2, . . .}.
The β functions can be written in the form ∂tαi =
βi(α1, α2, . . .), where the change in scale is written in
terms of the renormalization group time t = ln(k/Λ) ≤ 0.
A fixed point α∗ of these equations is given by
βi(α
∗
1, α
∗
2, . . .) = 0 ∀ i, (12)
and can be associated to a possible continuous phase
transition.
The critical properties and scaling behavior near such
a transition are encoded in the RG flow in the vicinity of
the fixed point α∗,
∂tαi =Bi,j(α
∗
j − αj) +O
(
(α∗j − αj)2
)
, (13)
where Bi,j = (∂βi/∂αj)|α=α∗ . The eigenvalues θi of
(−Bi,j) (“critical exponents”) are universal quantities
that characterize the scaling laws at the putative con-
tinuous phase transition. All positive critical exponents
θi correspond to RG-relevant directions, i.e., the fixed
point repels the flow in that direction. In turn, nega-
tive θi are RG irrelevant and correspond to attractive
directions. Fixed points with no more than two rele-
vant directions (corresponding to no more than two pos-
itive critical exponents, θ1 and θ2) can be accessed by
tuning two microscopic parameters, e.g., onsite interac-
tion U and nearest-neighbor interaction V for the micro-
scopic theory, Eq. (2), or the two masses m2χ and m
2
φ
in our effective model, Eq. (9). In this work, we will
call such fixed points “stable”. The third largest criti-
cal exponent θ3 then decides over the stability of a fixed
point. In addition, unitarity requires real Yukawa cou-
plings gχ,∗, gφ,∗ ∈ R, and the action has to be bounded
from below, i.e., λ∗2,0, λ
∗
0,2 ≥ 0 and λ∗1,1 > −
√
λ∗2,0λ
∗
0,2.
B. Classification of fixed points
As pointed out above, we are interested in the sta-
ble fixed point of the system, governing the quantum
multicritical behavior of its phase diagram. The model
incorporates the separate SM-to-SDW and the SM-to-
CDW transitions described by the chiral Ising and chiral
Heisenberg universality classes, respectively, as well as a
purely bosonic model with a O(1)⊕O(3). Just as in such
bosonic models, we can deduce the existence of some of
the appearing fixed points and critical properties from
symmetry considerations and from the limiting cases of
the separate models [19, 49]:
(1) The bosonic system, when the fermions completely
decouple, i.e., g2χ,∗ = 0 and g
2
φ,∗ = 0, which puts
the fermionic sector at its Gaussian fixed point. For
the remaining bosonic sector there are three possible
fixed points of the O(1)⊕O(3) model: the decoupled,
the isotropic and the biconical one.
(2) The chiral Ising sector with the Ising field χ at its
nontrivial fermionic fixed point g2χ,∗ 6= 0, and with
the fermions decoupled from the Heisenberg field φ,
g2φ,∗ = 0, which is then either at its bosonic Gaussian
or Wilson-Fisher (Heisenberg) fixed point. The latter
will be called “chiral Ising plus Heisenberg” (cI+H)
fixed point in the following.
(3) The chiral Heisenberg sector with the Heisenberg
field φ at its nontrivial fermionic fixed point g2φ,∗ 6= 0,
and with the fermions decoupled from the Ising field
χ, g2χ,∗ = 0, which is then either at its bosonic Gaus-
sian or Wilson-Fisher (Ising) fixed point. The latter
will be called “chiral Heisenberg plus Ising” (cH+I)
fixed point.
Regarding the stability of these fixed points, we can in-
fer the following: Every fixed point of the separate sectors
will have one relevant direction related to its mass pa-
rameter. The chiral Heisenberg and the chiral Ising fixed
point do not show further relevant directions in the indi-
vidual, uncoupled systems [19]. In contrast, the Wilson-
Fisher fixed point of the uncoupled sector i (i ∈ {χ,φ}),
specified by g2i
∗
= 0, features one additional relevant di-
rection corresponding to the Yukawa coupling. But upon
coupling this sector to the second bosonic field, this di-
rection may or may not become irrelevant. Thus, the
cI+H and the cH+I are the most promising candidates
for stable fixed points. Due to the Yukawa couplings be-
ing relevant below four space-time dimensions, the purely
5bosonic fixed points are unlikely to become stable by the
coupling of both systems.
This general expectation was indeed confirmed in the
first-order -expansion study of the coupled model, see
Ref. [41], in which the cH+I fixed point appeared stable
in the case of graphene (Nf = 2). On the other hand,
for large Nf a novel fixed point with both Yukawa inter-
actions g2χ,∗ 6= 0 and g2φ,∗ 6= 0 became stable. A third
option, which was found in Ref. [41] for intermediate Nf ,
is that there is no stable fixed point at all. In this case
the flow does not exhibit scale-invariant behavior and
the phase diagram close to the intersection of the vari-
ous phase (SM, SDW and CDW) is goverened by a triple
point with first-order transitions.
IV. FUNCTIONAL RENORMALIZATION
A. Method
We employ the functional renormalization group
(FRG) to derive nonperturbative flow equations for the
couplings of the quantum multicritical system [53]. The
FRG provides a systematic approach to implement Wil-
son’s idea of successively performing integration over de-
grees of freedom in the functional integral representa-
tion. It yields an exact functional differential equation
describing the evolution of the generating functional for
the one-particle irreducible correlation functions, i.e., the
effective action Γ, with an infrared momentum scale k,
reading [54]
∂tΓk =
1
2
STr
[
(Γ
(2)
k +Rk)
−1∂tRk
]
. (14)
The scale-k-dependent or flowing action Γk interpolates
between the microscopic action Γk→Λ = S at UV cutoff
Λ and the full quantum effective action Γk→0 in the IR.
To ensure the interpolation, we have introduced the reg-
ulator function Rk. It induces the iterative integration
procedure and ensures that only modes with high mo-
mentum |q| & k give a contribution to the integral in Γk,
thereby avoiding infrared singularities. Therefore it has
to satisfy the requirements Rk(q) → ∞ for k → Λ → ∞
and Rk(q)→ 0 for k/|q| → 0.
Explicitly, the regulator modifies the microscopic ac-
tion which appears in the functional integral represen-
tation of the partition function, Z =
∫
Λ
Dϕe−S[ϕ], by
replacing
S → S +
∫
dDqdDp
(2pi)2D
[
1
2
χ(−q)R(B)χ,k (q, p)χ(p)
+
1
2
φ(−q)R(B)φ,k (q, p)φ(p) + Ψ¯(q)R(F )k (q, p)Ψ(p)
]
.
The flowing action is then defined as the Legendre trans-
form of the regularized Schwinger functional Wk[J ] =
lnZk, see, for instance, Ref. [53] for details.
Further, in Eq. (14) (the so-called “Wetterich” equa-
tion) we have abbreviated ∂t = k∂k, using the renormal-
ization group time t = ln(k/Λ). The Hessian Γ
(2)
k is given
by (
Γ
(2)
k
)
i,j
(p, q) =
−→
δ
δΦ(−p)T Γk
←−
δ
δΦ(q)
, (15)
with Φ = (χ,φ,Ψ, Ψ¯T )T representing a collective field
variable for all fermionic and bosonic degrees of freedom
of our model (9).
In the Wetterich equation, the regulators for this model
are combined to
Rk =

R
(B)
χ,k 0 0 0
0 R
(B)
φ,k 0 0
0 0 0 R
(F )
k
0 0 −R(F )Tk 0
 . (16)
and STr sums over all degrees of freedom including a
minus sign in the fermionic sector as well as a loop inte-
gration over momenta.
The FRG method provides a unified framework to ac-
cess universal as well as nonuniversal properties of phys-
ical systems. It may be employed to describe the crit-
ical behavior in the vicinity of continuous classical or
quantum phase transitions and is also applicable to sys-
tems away from criticality. By means of suitable expan-
sion schemes it has also been used to study first-order
phase transitions [53]. The FRG can be applied in arbi-
trary (fractional) dimension, and even low-order trunca-
tions already appear to give reasonably accurate results
in both purely bosonic as well as coupled boson-fermion
systems [19, 38, 48].
B. Truncation
While the Wetterich equation itself is an exact iden-
tity, it can usually not be solved exactly. In this work,
we use a scheme inspired by the derivative expansion,
which we truncate after the leading order. Explicitly, we
employ the following ansatz for Γk [so-called “improved
local potential approximation” (LPA’)],
Γk =
∫
dDx
(
ZΨ,kΨ¯(12 ⊗ γµ)∂µΨ
− 1
2
Zχ,kχ∂
2
µχ−
1
2
Zφ,kφ∂
2
µφ + Uk(ρ¯χ, ρ¯φ)
+ g¯χ,kχΨ¯(12 ⊗ 14)Ψ + g¯φ,kφΨ¯(σ ⊗ 14)Ψ
)
, (17)
which is a direct generalization of the quantitatively suc-
cessful truncation used for the separate chiral Heisenberg
and chiral Ising universality classes [19, 38]. In the first
line of Eq. (17), we have introduced the kinetic part of the
fermion fields, followed by the kinetic parts of the order-
parameter fields in the second line. We assume scale-
dependent, but field-independent wave-function renor-
malizations ZΨ,k, Zχ,k and Zφ,k. In the third line, the
6Yukawa couplings also become scale-dependent quanti-
ties. The scale-dependent effective bosonic potential Uk,
also appearing in the second line, only depends on the
invariants ρϕ =
1
2ϕ
2, ϕ ∈ {χ,φ}, as imposed by the
symmetry of the original action, Eq. (9). For most pur-
poses, we will in the following expand the effective poten-
tial about its scale-dependent minimum (ρ¯χ,min, ρ¯φ,min),
the latter being either zero or positive, then describing
a regime of spontaneously broken symmetry. In case a
nonvanishing (ρ¯i,min survives the integration towards the
IR, k → 0, it corresponds to a finite vacuum expectation
value for the order-parameter fields χ and/or φ, i.e., an
ordered phase.
C. Flow equations
1. Effective potential
In order to determine the scaling behavior of the ef-
fective action, we will consider dimensionless quantities
in the following. Therefore, we define the dimensionless
version of the effective potential
u(ρχ, ρφ) = k
−dU
(
kD−2
Zχ,k
ρ¯χ,
kD−2
Zφ,k
ρ¯φ
)
, (18)
and the corresponding Yukawa couplings
g2χ/φ =
kD−4
Zχ/φ,kZ
2
Ψ,k
g¯2χ/φ,k . (19)
We also define the anomalous dimensions
ηχ/φ = −
∂tZχ/φ,k
Zχ/φ,k
and ηΨ = −∂tZΨ,k
ZΨ,k
. (20)
To obtain the flow equation for the dimensionless scale-
dependent effective potential u, Eq. (14) is evaluated for
constant bosonic fields χ, φ and vanishing fermion fields
Ψ. The resulting flow equation can be compactly written
as
∂tu =(D − 2 + ηχ)ρχu(1,0) + (D − 2 + ηφ)ρφu(0,1) −Du
+ IR(ωχ, ωφ, ω
2
φχ) + 2IG(u
(0,1))
− 2Nf
[
Iψ(ω
+
ψ ) + Iψ(ω
−
ψ )
]
, (21)
where we have defined the following quantities
u(i,j) =
∂i+j
∂ρiχ∂ρ
j
φ
u(ρχ, ρφ) , (22)
ωχ = u
(1,0) + 2ρχu
(2,0) , (23)
ωφ = u
(0,1) + 2ρφu
(0,2) , (24)
ω2φχ = 4ρφρχ
(
u(1,1)
)2
, (25)
ω±ψ = 2ρχg
2
χ + 2ρφg
2
φ ± 4
√
ρχρφgχgφ . (26)
The threshold functions IR, IG, and IΨ involve the loop
integrations and the regulator dependence. For a suit-
able choice of the regulator functions for the bosons and
fermions, these integrations can be performed analyti-
cally and the result can be given in a closed form, see
Appendix D.
The effective dimensionless potential u is expanded
about its scale-dependent dimensionless minimum at
(κχ, κφ) = ((k
D−2/Zχ)ρ¯χ,min, (kD−2/Zφ)ρ¯φ,min). Its IR
limit corresponds to the vacuum expectation values of χ
and φ, limk→0 κϕ = 〈 12ϕ2〉, ϕ ∈ {χ, φ}. We may dis-
tinguish four qualitatively different combinations for the
location of the minimum of u:
(i) Both sectors remain in the symmetric regime (SYM-
SYM) with (κχ, κφ) = (0, 0), or
(ii) either of the symmetries is spontaneously broken
κχ 6= 0, κφ = 0 (SSB-SYM) or vice versa (SYM-
SSB), or
(iii) both order parameters attain a nonzero vacuum ex-
pectation value κχ,φ 6= 0 (SSB-SBB).
The following parameterization of the effective potential
in terms of a two-dimensional Taylor expansion accounts
for all of these scenarios
u(ρχ, ρφ) =
m+n=N∑
m+n≥1
λn,m
n!m!
(ρχ − κχ)n(ρφ − κφ)m , (27)
with λ1,0 = m
2
χ if κχ = 0 and λ1,0 = 0 if κχ 6= 0. Anal-
ogous definitions are used for λ0,1, κφ and m
2
φ. The β
functions for the expansion parameters in the different
regimes are then obtained by the projections:
(i) SYM-SYM regime:
∂tλn,m =(∂tu)
(n,m)|ρχ=0
ρφ=0
. (28)
(ii) SSB-SYM regime:
∂tm
2
φ = (∂tu)
(0,1) + λ1,1∂tκχ
∣∣∣ρχ=κχ
ρφ=0
, (29)
∂tκχ = − (∂tu)
(1,0)
λ2,0
∣∣∣∣ρχ=κχ
ρφ=0
, (30)
∂tλn,m = (∂tu)
(n,m) + λn+1,m∂tκχ
∣∣∣ρχ=κχ
ρφ=0
. (31)
The projections of the SYM-SSB regime can be
obtained accordingly by exchanging χ and φ in
Eq. (29) - (31).
7(iii) SSB-SSB regime:
∂tκχ =
λ1,1(∂tu)
(0,1) − λ0,2(∂tu)(1,0)
λ2,0λ0,2 − λ21,1
∣∣∣∣∣ρχ=κχ
ρφ=κφ
, (32)
∂tκφ =
λ1,1(∂tu)
(1,0) − λ2,0(∂tu)(0,1)
λ2,0λ0,2 − λ21,1
∣∣∣∣∣ρχ=κχ
ρφ=κφ
, (33)
∂tλn,m =
[
(∂tu)
(n,m) + λn+1,m∂tκχ
+ λn,m+1∂tκφ
]∣∣∣ρχ=κχ
ρφ=κφ
. (34)
For our numerical results we expand the effective po-
tential up to order χ8,φ8 (LPA’ 8) and check the conver-
gence of critical quantities with respect to the inclusion of
higher orders in the fields up to order χ12,φ12 (LPA’ 12).
An interesting option to overcome the limitations of lo-
cal expansions in field space makes use of pseudo-spectral
methods. This has recently been put forward within the
FRG approach to access fixed points and critical expo-
nents, see Ref. [55]. We leave the implementation of these
methods in the present context for future work.
2. Yukawa couplings
For the projection of the flow of the Yukawa couplings
we split the two-point function into its fluctuation de-
pendent and independent parts Γ
(2)
k,0 = Γ
(2)
k
∣∣∣
χ=φ=Ψ=0
,
and ∆Γ
(2)
k = Γ
(2)
k −Γ(2)k,0 . Then we expand the Wetterich
equation in the following way
∂tΓk =
1
2
∂˜tSTr
[
ln(Γ
(2)
k +Rk)
]
(35)
=
1
2
∂˜tSTr
[
ln(Γ
(2)
k,0 +Rk)
]
+
1
2
∂˜tSTr
∞∑
n=1
(−1)n+1
n
[
(Γ
(2)
k,0 +Rk)
−1∆Γ(2)k
]n
.
Here, the scale derivative ∂˜t acts only on the t-
dependence of the regulator. The fields are divided into
their vacuum expectation value and a fluctuating part,
χ = χ0 + ∆χ, φ3 = φ3,0 + ∆φ3, and φ1,2 = ∆φ1,2. This
allows us to devise suitable projection rules to extract
the flow of Yukawa couplings
∂tgχ =
1
6Nfdγ
Tr
 −→δ
δ∆χ(p′)
−→
δ
δΨ¯(p)
∂˜tSTr
( ∆Γ(2)k
Γ
(2)
k,0 +Rk
)3 ←−δ
δΨ(q)

p′=p=q=0
Ψ¯=Ψ=∆χ=∆φ=0
, (36)
∂tgφ =
1
6Nfdγ
Tr
(σ1 ⊗ 14) −→δ
δφ1(p′)
−→
δ
δΨ¯(p)
∂˜tSTr
( ∆Γ(2)k
Γ
(2)
k,0 +Rk
)3 ←−δ
δΨ(q)

p′=p=q=0
Ψ¯=Ψ=∆χ=∆φ=0
. (37)
The resulting β-functions can again be calculated analyt-
ically and presented in a closed form. For these Yukawa
couplings, the expressions, however, are rather lengthy
and are therefore deferred to Appendix A.
3. Anomalous dimensions
We finally need a projection prescription for ∂tZi,
i ∈ {χ,φ, ψ}. To this end, the expansion of the Wet-
terich equation, Eq. (35), is evaluated for momentum-
dependent fields to calculate the anomalous dimensions
according to Eq. (20). Here, we choose to project onto
the Goldstone modes. Note that a projection onto the ra-
dial mode would provide admixtures of additional terms.
Details on this choice are presented in Appendix C. For
the anomalous dimension of the Heisenberg field we can
arbitrarily select one of the two Goldstone modes in or-
der to determine ∂tZφ. For the Ising field, however, there
is no Goldstone. Here, we define ηχ as the limiting case
N → 1 of N copies of the Ising field, see Appendix C for
details. In summary, we use the following prescriptions:
∂tZψ =
i
4DNfdγ
Tr
(12 ⊗ γµ) ∂
∂pµ
∫
dDq
(2pi)D
−→
δ
δΨ¯(p)
∂˜tSTr
( ∆Γ(2)k
Γ
(2)
k,0 +Rk
)2 ←−δ
δΨ¯(q)
∣∣∣∣∣∣p=q=0
∆χ=∆φ=Ψ¯=Ψ=0
. (38)
8and
∂tZχ = lim
N→1
−14 ∂∂p2
∫
dDq
(2pi)D
−→
δ
δ∆χG,1(−p) ∂˜tSTr
( ∆Γ(2)k
Γ
(2)
k,0 +Rk
)2 ←−δ
δ∆χG,1(q)
∣∣∣∣∣∣p=q=0
∆χ=∆φ=Ψ¯=Ψ=0
 , (39)
∂tZφ = −1
4
∂
∂p2
∫
dDq
(2pi)D
−→
δ
δ∆φ1(−p) ∂˜tSTr
( ∆Γ(2)k
Γ
(2)
k,0 +Rk
)2 ←−δ
δ∆φ1(q)
∣∣∣∣∣∣p=q=0
∆χ=∆φ=Ψ¯=Ψ=0
, (40)
with χ → (χR + ∆χR,1,∆χG,1, . . . ,∆χG,N−1). The full
analytical expressions for the anomalous dimensions in
terms of threshold functions are given in Appendix B.
Further, in Appendix D, the corresponding threshold
functions are listed for general regulator, as well as ex-
plicit expressions for the linear and sharp regulators are
given.
In this study, we use the linear regulator to calculate
critical exponents and the sharp regulator to determine
the perturbative limit of the above flow equations. We
use this as a crosscheck in the following way: The up-
per critical space-time dimension of the theory is four.
Consequently, in D = 4 −  dimensions, perturbation
theory becomes reliable. The one-loop flow equations
obtained in a standard Wilsonian approach can be re-
produced from the FRG approach as a limiting case. To
this end, we consider the symmetric regime and neglect
all perturbatively irrelevant operators in the ansatz for
the effective action. Then, expanding the flow equations
in  = 4−D yields exactly the 1-loop results of Ref. [41].
V. RESULTS
Using the FRG flow equations, we can now search for
fixed points and study their evolution as a function of
space-time dimension D and number of fermion flavors
Nf . We start with benchmarking by comparing to the
results on the separate chiral Ising and the chiral Heisen-
berg universality classes from Ref. [19, 41].1
A. Chiral Ising and chiral Heisenberg universality
class for Nf = 2
In Tables I and II, we give our best estimates for
the critical exponents of the chiral Ising plus Heisenberg
(cI+H) and the chiral Heisenberg plus Ising (cH+I) fixed
1 We have also checked the existence and properties of the purely
bosonic fixed points, which can be compared with Ref. [49]—
however, since these fixed points turn out to have more than three
relevant directions when fermions are present (as expected), they
will not play a role in the remainder of this study.
points, respectively, for Nf = 2 and D = 3. As an im-
portant result, we find that both of these fixed points
exhibit three relevant directions and are therefore unsta-
ble. This finding is different from the leading-order 
expansion, in which the cH+I fixed point appeared sta-
ble, featuring only two relevant directions. Since these
fixed points are composites from a chiral and a purely
bosonic model, we can compare several quantities with
previous (FRG) calculations and other methods. The ex-
ponent θ1 is given by the correlation length exponent in
a O(1) or a O(3) model for the cH+I and the cI+H fixed
point, respectively. The second critical exponent θ2 is in-
herited from the chiral Heisenberg (chiral Ising) model.
Additionally, the values of the anomalous dimensions are
inherited from the separate models, cf. Table I. In the
case of the cI+H fixed point, the anomalous dimensions
ηχ and ηψ come from the chiral Ising model, and ηφ from
the bosonic O(3) (Heisenberg) model. For the cH+I fixed
point, ηφ and ηψ can be inferred from the chiral Heisen-
berg system, while ηχ is adopted from the bosonic O(1)
(Ising) model. As can be read off from Table I (Table II),
we find good agreement between our estimates with the
well-known results for the bosonic Heisenberg (bosonic
Ising) universality class, i.e., for the exponents θ1 and
ηφ (ηχ). For the chiral Ising (chiral Heisenberg) univer-
sality class, the exponents [θ2 and ηχ (ηφ)] are not pre-
cisely known. In any case, we find very good agreement
TABLE I: Anomalous dimensions and largest critical expo-
nents from this work (first line) in comparison with different
methods and models for the chiral Ising universality class,
Nf = 2 and D = 3. The boldface numbers show the values
of the decisive third critical exponent, exhibiting that this
multicritical fixed point is unstable.
model method θ1 θ2 θ3 ηχ ηφ ηψ
cI+H FRG 1.359 0.983 0.719 0.760 0.041 0.032
1 exp [41] 1.545 1.048 0.571 0.571 0 0.071
cI FRG [19] 0.982 0.760 0.032
FRG [47] 0.996 0.789 0.031
2 exp [42] 1.055 0.695 0.065
MC [56] 1.00 0.754
O(3) 5 exp [57] 1.419 0.037
MC [58] 1.406 0.038
9TABLE II: Anomalous dimensions and largest critical ex-
ponents from this work (first line) in comparison with differ-
ent methods and models for the chiral Heisenberg universality
class, Nf = 2 and D = 3. The boldface numbers show the val-
ues of the decisive third critical exponent. Note the dramatic
change in θ3 for the cH+I when going from the  expansion
to the FRG results, rendering the cH+I fixed point unstable.
model method θ1 θ2 θ3 ηχ ηφ ηψ
cH+I FRG 1.564 0.773 0.241 0.044 1.015 0.084
1 exp [41] 1.667 0.473 -0.8 0 0.8 0.3
cH FRG [19] 0.772 1.015 0.084
2 exp [42] 0.834 0.959 0.242
MC [59] 1.19 0.70
O(1) 5 exp [57] 1.590 0.036
MC [60] 1.587 0.036
with previous FRG computations [19, 47], and reason-
ably good agreement with the second-order -expansion
results [42]. When comparing our estimates with the
Monte-Carlo results, we find good agreement in the case
of the chiral Ising universality class [56], whereas in the
case of the chiral Heisenberg universality class we observe
significant discrepancies to the newest Monte-Carlo esti-
mates [59, 61, 62], see Ref. [19] for a discussion.
Let us note that the exponent θ3 for the decoupled
fixed point in the purely bosonic O(N1) ⊕ O(N2) model
can be deduced from θ1 and θ2 by an exact scaling rela-
tion [63]. An equivalent relation is at present unknown
for the fermionic model studied here, because there is no
a priori knowledge about the scaling dimensions of the
fermionic operators.
B. From 4−  to 3 space-time dimensions
Using the FRG equations, we can directly evaluate the
fixed points in arbitrary space-time dimensions 2 < D <
4. This allows us to systematically compare to the fixed-
point solutions of the  expansion and track deviations
when approaching D = 3, i.e., for large values of . As
explained in Sec. III B, the study of the quantum multi-
critical point in first-order  expansion has revealed two
fixed points, which became stable at different ranges of
the fermion flavor number Nf . For the graphene case,
Nf = 2, the  expansion renders the cH+I fixed point
stable, whereas a novel interacting fixed point that cou-
ples both chiral sectors of the theory became stable at
large Nf . We will refer to this fixed point as “large-Nf
fixed point” in the following. We can identify both fixed
points within the FRG approach close to four space-time
dimensions and then investigate their stability, as deter-
mined by the third-largest critical exponent θ3, as func-
tion of dimension D. The evolution of all three largest
critical exponents upon varying the dimension is depicted
in Fig. 2 for the cH+I fixed point and in Fig. 3 for the
large-Nf fixed point.
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FIG. 2: Three largest critical exponents θ1, θ2 (top), and
θ3 (bottom) at the cH+I fixed point from FRG and  expan-
sion [41] as function of the space-time dimensions, for Nf = 2.
The cH+I fixed point is stable close to four dimensions. In
the FRG approach, however, it bends to positive values be-
low D = 3.17 and renders the cH+I fixed point unstable in
D = 3.
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Θ2 FRG
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FIG. 3: Three largest critical exponents θ1, θ2 (top), and
θ3 (bottom) at large-Nf fixed point from FRG and  ex-
pansion [41] as function of the space-time dimensions, for
Nf = 20. Here, the large-Nf fixed point is stable in both
approaches for all 3 ≤ D < 4.
For the first two exponents the leading-order -
expansion results agree fairly well with the nonperturba-
tive values of the FRG. On the other hand, the decisive
third exponent shows large deviations in three space-time
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dimensions. Regarding the cH+I FP, this effect can be
traced back to the propagators in the loop contributions,
which to first order in , are accounted for only in the flow
equations of the masses. However, for this fixed point θ3
is predominantly determined by βg2χ . Dimensional anal-
ysis shows that g2χ scales like (4−D), which is corrected
by the loop contributions and the anomalous dimensions.
These are much smaller in the FRG compared to the first
order in  due to the threshold effects of the propagators.
Thus, while to first order in  the loop contributions re-
duce θ3 below zero, the reduction is not as large in the
nonperturbative setting. In contrast, main contributions
to θ1 and θ2 come from the mass flow equations so that
the  expansion captures their behavior already quite well
to first order. For larger values of Nf , loop contribu-
tions become less important and the critical exponents
are mainly fixed by the canonical scaling. Here, the first
order  expansion underestimates the anomalous dimen-
sions, so that the exponents tend faster to the final values
of ±1 within the FRG approach. The effect is larger for
θ3 because the anomalous dimension enters it twice, both
directly as well as through the derivative with respect
to g2χ. Such significant quantitative improvement of the
FRG approach as compared to the first-order  expan-
sion is well-known from the corresponding multicritical
bosonic systems with O(N1)⊕O(N2) symmetry [49], for
which the true regions of stability of the different fixed
points are by now well established [64].
Eventually, the difference in θ3 leads to an important
change of the stability analysis in three space-time di-
mensions for Nf = 2 because the cH+I fixed point looses
its stability at about D = 3.17. At this point it collides
with a new fixed point that couples both sectors. How-
ever, the new fixed point is unphysical for D < 3.17 as
it has a negative square of the Yukawa coupling g2χ < 0.
Therefore, in D = 3 no stable and physically admissible
fixed point is found for the graphene case, i.e., all allowed
fixed points have more than two relevant directions for
Nf = 2.
C. Dependence on Nf in D = 3
In this section, we study the fixed-point structure as
function of the fermion flavor number Nf in three space-
time dimensions. We find several regimes exhibiting the
qualitative behavior known from first-order  expansion:
(1) For small Nf the cH+I fixed point is stable, followed
by a regime of (2) intermediate Nf where no stable and
physically admissible fixed point exists. (3) For large Nf ,
a novel FP with a coupling between the different sectors
is stable.
On the other hand, the values of Nf marking the bor-
ders change considerably when going from the first order
 expansion to the FRG approach. We again investigate
the sign of θ3 to analyze the stability and determine the
critical flavor numbers for the different regimes. The re-
sult is depicted in Fig. 4, where for comparison we also
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FIG. 4: Third largest critical exponent θ3 as function of the
fermion flavor number Nf of cH+I fixed point (dashed/black)
and large-Nf fixed point (solid/red), from  expansion [41]
(top) in comparison to FRG (bottom). We also show 1 − ηχ
for the cH+I fixed point in the FRG (bottom), note the offset
from 1 for large Nf .
TABLE III: LPA8’ results of the stable fixed point for Nf = 1
and Nf = 20 in D = 3.
Nf stable FP θ1 θ2 θ3 ηφ ηχ ηψ
1 cH+I 1.564 0.558 -0.703 1.003 0.044 0.207
20 large-Nf 1.085 0.969 -0.883 0.980 0.913 0.010
show the -expansion results from Ref. [41]. One can
explicitly see that the qualitative behavior is the same
within both approaches, but the different regimes are
shifted and shrunk. Within the FRG, the first regime
at small flavor numbers Nf < 1.6 is characterized by the
cH+I fixed point. At Nf = 1.6 it collides with another
fixed point and looses stability. As pointed out in the
previous section, the other fixed point is unphysical due
to a negative g2χ for Nf > 1.6. Hence, for Nf ∈ (1.6, 3.6)
no stable and physically admissible fixed point is found.
Finally, for Nf > 3.6 the large-Nf fixed point known
from the  expansion becomes stable.
For numerical comparison, we give the three largest
critical exponents and the anomalous dimensions for two
examples of Nf , for which a stable fixed point is found,
in Table III.
1. Large Nf behavior
To complete the stability analysis for the cH+I and the
large-Nf fixed points, we finally study the limit Nf →∞,
for which we can calculate the exponents analytically. To
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this end, we rescale the potential and the bosonic wave
function renormalization by suitable factors of Nf , U →
U/Nf , Zχ/φ → Zχ/φ/Nf , ensuring that gχ and gφ remain
positive. After this rescaling, the boson loops become of
order O(1/Nf ) and the flow equations to leading order
read
∂tu = −Du+ (D − 2 + ηχ)ρχu(1,0)
+ (D − 2 + ηφ)ρφu(0,1)
− 2
[
Iψ(ω
+
ψ ) + Iψ(ω
−
ψ )
]
+O(1/Nf ) , (41)
and
∂tg
2
χ/φ = (D − 4 + ηχ/φ)g2χ/φ +O(1/Nf ) , (42)
ηχ/φ =
32vD
D
m
(F )
4 (0)g
2
χ/φ +O(1/Nf ) , (43)
ηψ = O(1/Nf ) , (44)
with the threshold functions as given in Appendix D and
vD = (Γ(D/2)2
D+1pid/2)−1.
The problem becomes symmetric with respect to χ and
φ and can be solved exactly. In the sector of the Yukawa
couplings, the fixed-point solutions are
g∗
2
χ/φ = 0 or g
∗2
χ/φ =
(4−D)D
32vDm
(F )
4 (0)
. (45)
Further, the partial differential equation for the effective
potential is solved by
u(ρχ, ρφ) =
8vD
D2
 2F1
(
D
2 ,
D
2 ;
D+2
2 ;
ω−
1+ω−
)
(1 + ω−)
D/2
− 2
+
2F1
(
D
2 ,
D
2 ;
D+2
2 ;
ω+
1+ω+
)
(1 + ω+)
D/2
+ ρD/2χ c(ρφρχ
)
,
with ω± =
4vD
D
(4− 3D)
(D2 − 6d+ 8)
(√
ρφ ±√ρχ
)−2
, (46)
and 2F1(a, b; c; z) denotes the Gaussian hypergeomet-
ric function (see, e.g., [65]). For any smooth function
c(ρφ/ρχ) that depends only on the ratio of the invariants
ρφ/ρχ the corresponding u(ρχ, ρφ) solves the fixed-point
equation (41). We can restrict c by the physical require-
ment that the effective potential should be bounded from
below and finite for ρχ → 0 and ρφ → 0. Alternatively,
it can be determined so that u equals the large-Nf limit
of the Taylor-expanded effective potential.
Regarding the stability analysis, we find that in this
limit the entries ∂βg2χ/∂g
2
χ and ∂βg2φ/∂g
2
φ in the stability
matrix fix θ3 = θ4. As can be seen in Eq. (42), θ3 is then
determined by the canonical scaling only
θ3 = −
∂βg2χ
∂g2χ
= −
(
D − 4 + ηχ + g2χ
∂ηχ
∂g2χ
+O( 1
Nf
))
.
For the stable large-Nf fixed point both Yukawa cou-
plings are nonzero and uniquely determined by the re-
quirements ηχ = ηφ = 4 − D. We furthermore have
g2χ∂ηχ/∂g
2
χ = ηχ and g
2
φ∂ηφ/∂g
2
φ = ηφ [Eq. (43)]. This
requires that the third (and fourth) largest critical expo-
nent θ3 must tend to minus one in D = 3,
large-Nf fixed point: lim
Nf→∞
θ3 = −1 . (47)
To investigate the cH+I fixed point in the limit of Nf →
∞, we scale only the Heisenberg sector with the factor
1/Nf , since the Ising sector completely decouples and be-
comes purely bosonic. Again the third critical exponent
is determined by βg2χ . But now only loops including g
2
φ
are suppressed by 1/Nf , such that θ3 is given by
θ3 = −
∂βg2χ
∂g2χ
=−
(
D − 4 + ηχ + g2χ
∂ηχ
∂g2χ
+
∂
∂g2χ
L(g4χ) +O
(
1
Nf
))
, (48)
where L(g4χ) denotes loops that are at least proportional
to g4χ. With g
2
χ = 0 this reduces to
cH+I: lim
Nf→∞
θ3 = 1− ηχ (49)
in D = 3 space-time dimensions. We therefore see that
the third critical exponent for the cH+I fixed point com-
puted within the FRG does not coincide with the one
from  expansion. This is due to the contribution from
the anomalous dimension in the Ising sector, which be-
comes nonvanishing only to second order in . In our
approximation we have ηχ = 0.044, such that ηχ 9 1 for
large Nf . The large-Nf behavior of both fixed points is
exhibited in Fig. 4.
D. Phase diagram
In the case that a stable, physical fixed point is found,
the structure of the phase diagram near the multicritical
point can be extracted from a simple criterion [66–68].
We define
∆ = λ2,0λ0,2 − λ21,1, (50)
with λ2,0, λ0,2 and λ1,1 being the corresponding expan-
sion coefficients of the infrared effective potential.2 For
∆ > 0 the effective potential in the ordered phase is
minimized when both sectors simultaneously develop a
nonzero vacuum expectation value, corresponding to a
2 Note that we use other conventions than in Ref. [41] regarding
the factors in the action Eq. (8), leading to a different factor in
the definition of ∆.
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FIG. 5: ∆ = λ2,0λ0,2−λ21,1 at the stable fixed point for differ-
ent fermion flavor numbers. Each λ is scaled with vD=3. For
small Nf < 1.6, ∆ is positive at the stable (cH+I) fixed point,
whereas for large Nf > 3.6, ∆ is negative at the stable (large-
Nf ) fixed point. For intermediate Nf (gray shaded region),
there is no stable and physically admissible fixed point.
phase of coexistence between the separate phases. The
mixed phase cannot exist if ∆ < 0, and the phase dia-
gram exhibits bicritical behavior in this case. The cri-
terion has been used in a variety of studies that inves-
tigate the competition between different order parame-
ters [41, 49, 63, 69]. If we start the RG flow near the
stable fixed point, it remains in its vicinity for a long
RG “time”. In this way, the direct neighborhood of the
multicritical point in the phase diagram should depend
only on the properties of the effective potential at the
fixed point. To determine the behavior near the multi-
critical point, it then suffices to compute the value for
∆ using the fixed-point values for the quartic couplings.
Eventually, of course, the system will flow away from the
critical surface and the argument breaks down far from
the multicritical point. Fig. 5 shows the value for ∆ at
the cH+I fixed point for Nf < 1.6 and the large-Nf fixed
point for Nf > 3.6. ∆ is positive at the cH+I, so that the
phase diagram exhibits tetracritical behavior and a coex-
istence phase [situation I in Fig. 1(a)] for small Nf . On
the other hand, ∆ is negative at the large-Nf fixed point,
leading to bicritical behavior with a first-order transition
between the ordered states for large Nf . The transition
across the multicritical point, however, remains contin-
uous [situation III in Fig. 1(a)]. This is in qualitative
agreement with the previous result [41].
When a stable and physically admissible fixed point
does not exist, the phase diagram close to the intersection
of SM, SDW, and CDW is governed by a triple point,
with all transitions in its vicinity appearing first order
[situation II in Fig. 1(a)]. As an important observation
within the FRG approach, we in fact find this situation
to be realized for the physical case of graphene, Nf = 2
(gray shaded region in Fig. 5).
VI. CONCLUSIONS
We have studied a multicritical point in the phase di-
agram of electrons on the honeycomb lattice using an
effective field theory as low-energy theory of an extended
Hubbard model with onsite and nearest-neighbor inter-
action. Our theory accounts for the universal behavior in
the regime where the semimetallic phase, the charge den-
sity wave phase, and the spin density wave phase meet.
Within a nonperturbative FRG approach we were able
to investigate the dependence on space-time dimension
2 < D < 4 and flavor number Nf , thereby extending a
previous study close to four space-time dimensions [41].
We have calculated the fixed-point structure and its
stability ranges to describe the competition of the differ-
ent phases. This enables us to determine the nature of
the transition lines and the possibility of a CDW-SDW
coexistence phase, as function of the number of fermion
flavors. Besides, we provide a quantitative description
of the critical behavior in the cases when the transitions
are continuous. We have followed the two fixed points
that are stable (at different ranges of Nf ) from the up-
per critical space-time dimension D = 4 down to D = 3.
While our results agree near D = 4 both qualitatively
and quantitatively with the -expansion results [41], we
have found significant quantitative changes in the deci-
sive third critical exponent and anomalous dimensions in
D = 3. This leads to modified stability ranges, although
the qualitative picture remains the same as in the  ex-
pansion. The borders of the different stability regimes are
determined by the collision of fixed points. They move in
theory space as function of dimension and fermion flavor
number and exchange stability when they meet.
Explicitly, we have found three different regimes for
varying fermion flavor number. For small number of fla-
vors the cH+I fixed point determines the physical prop-
erties at the multicritical point. In other words, the
semimetal-to-antiferromagnet transition determines also
the universal behavior at the multicritical point. Be-
yond this point, our results suggests a mixed phase in
which both SDW and CDW orders coexist (tetracriti-
cal point). For large Nf a new fixed point of the cou-
pled system emerges and becomes stable. The transition
between both ordered states now is first order, whereas
directly at the multicritical point the transition is con-
tinuous and defines a novel universality class (bicriti-
cal point), in agreement with the large-Nf calculations
within the fermionic description [9]. The graphene case
is placed in a third regime that occurs for intermediate
Nf . Here we do not find any stable fixed point, lead-
ing us to the prediction that a triple point appears with
first-order transitions only. While in our description the
number of fermion flavors has been introduced merely as
a theoretical control parameter, a similar deformation of
the honeycomb lattice system should be relevant for the
novel systems with a large number of Dirac cones [70].
We have employed the FRG in terms of a local poten-
tial approximation within the derivative expansion in-
cluding anomalous dimensions. As a crosscheck, we have
compared our results with known limits from, on the one
hand, the separate universality classes [19], and, on the
other hand, the -expansion results near the upper criti-
cal dimension [41]. In both limits we find perfect agree-
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ment, as it should be. We have also compared our pre-
dictions for D = 3 with various literature results. As
shown in [19], the FRG critical exponents in the Gross-
Neveu-Yukawa model of the separate transitions also be-
come exact close to the lower critical dimension of the
corresponding, purely fermionic Gross-Neveu model, and
the FRG interpolates continuously in between both ex-
act limits. We expect this also to hold for the additional
critical exponents arising from the coupling of both the
chiral Ising and the chiral Heisenberg sectors. Concern-
ing the convergence of our polynomial truncation we have
verfied the convergence of the critical exponents upon
inclusion of higher polynomial orders within our poten-
tial expansion, see Appendix E. However, in order to
resolve the discrepancy between FRG and Monte Carlo
results [59, 61, 62] for the critical exponents of the chi-
ral Heisenberg universality class it might be needed to
go beyond our approximation. This could be done, for
instance, by accounting for field-dependent Yukawa cou-
plings [47] and/or field-dependent wave function renor-
malizations. In addition it would be interesting to com-
pute the global behavior of the fixed-point potential at
finite Nf , in particular in light of the first-order phase
transitions we predict. This could be done, for instance,
along the lines suggested in Ref. [55].
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Appendix A: Flow equations for the Yukawa couplings
Here, we explicitly display the full analytical expressions for the flow of the two Yukawa couplings in terms of
threshold functions, which contain the loop integration and regulator dependence. The definitions for the threshold
functions and explicit expressions for the case of particular regulator choices can be found in Appendix D. Note that
the threshold functions are defined such that they also depend on the Yukawa couplings. Then they reduce to familiar
expressions in the uncoupled limit (ωφχ = 0). First, we display the flow equation of the Yukawa coupling to the Ising
field χ:
∂tg
2
χ = (D − 4 + ηχ + 2ηψ)g2χ
+ 4vD
∑
σ=±1
{
g3χl
(FB),σ
(11)Rχ
(gχ, gφ;ωχ, ωφ, ωφχ, ω
σ
ψ) + g
2
χgφ
[
l
(FB),σ
(11)Rφ
(gφ, gχ;ωφ, ωχ, ωφχ, ω
σ
ψ) + 2gφl
(FB)
(11)Gφ
(u(0,1), ωσψ)
]
− 2(√2κχgχ + σ√2κφgφ)2 [g3χl(FB),σ(21)Rχ (gχ, gφ;ωχ, ωφ, ωφχ, ωσψ)
+g2χgφ
(
l
(FB),σ
(21)Rφ
(gφ, gχ;ωφ, ωχ, ωφχ, ω
σ
ψ) + 2gφl
(FB)
(21)Gφ
(u(0,1), ωσψ)
)]
− gχ(
√
2κχgχ + σ
√
2κφgφ)
[
ωχχχl
(FB),σ
(12)Rχ
(gχ, gφ;ωχ, ωφ, ωφχ, ω
σ
ψ) + ωχφφl
(FB),σ
(12)Rφ
(gφ, gχ;ωφ, ωχ, ωφχ, ω
σ
ψ)
+2g2φ
√
κχu
(1,1)l
(FB)
(12)Gφ
(u(0,1), ωσψ)− 2ωχχφl(FBB),σ(111)RχRφ(gχ, gφ;ωχ, ωφ, ωφχ, ωσψ)
]}
. (A1)
Analogously, the Yukawa coupling to the Heisenberg field φ is given by
∂tg
2
φ = (D − 4 + ηφ + 2ηψ)g2φ
+ 4vD
∑
σ=±1
{
−g3φl(FB),σ(11)Rφ (gφ, gχ;ωφ, ωχ, ωφχ, ωσψ) + g2φgχl
(FB),σ
(11)Rχ
(gχ, gφ;ωχ, ωφ, ωφχ, ω
σ
ψ)
− 4g2φg2χκχ
[
gχl
(FFB),σ
(111)Rχ
(gχ, gφ;ωχ, ωφ, ωφχ, ω
+
ψ , ω
−
ψ )− gφl(FFB),σ(111)Rφ (gφ, gχ;ωφ, ωχ, ωφχ, ω
+
ψ , ω
−
ψ )
]
− 2g2φu(1,1)
√
2κχ(
√
2κχgχ + σ
√
2κφgφ)l
(FBB),σ
(111)GφRχ
(gχ, gφ;u
(0,1), ωχ, ωφ, ωφχ, ω
σ
ψ)
−2g2φu(0,2)
√
2κφ(
√
2κφgφ + σ
√
2κχgχ)l
(FBB),σ
(111)GφRφ
(gφ, gχ;u
(0,1), ωφ, ωχ, ωφχ, ω
σ
ψ)
}
. (A2)
We have abbreviated the volume factor by vD =
1
4vol(S
D−1)/(2pi)D = (Γ(D/2)2D+1pid/2)−1. The threshold functions
are listed in Appendix D and we have defined
ωχχχ =
√
2κχ(3u
(2,0) + 2κχu
(3,0)) , ωχχφ =
√
2κφ(u
(1,1) + 2κχu
(2,1)) , ωχφφ =
√
2κχ(u
(1,1) + 2κφu
(1,2)). (A3)
ωφ, ωχ, ωφχ, and ω
±
ψ are defined in the main text, see Sec. IV C.
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Appendix B: Anomalous dimensions
The expressions for the anomalous dimensions can also be given as a closed algebraic system of equations. Note
that—although not exlicitly displayed—the threshold functions also depend on the anomalous dimensions. First, we
list the expressions for the anomalous dimension of the Heisenberg field ηφ and the one for the Dirac fermions ηψ,
ηφ =
4vD
D
{
2
√
2κχu
(1,1)m
(B)D,σ
(22)RχGφ
(
√
2κχu
(1,1),
√
2κφu
(0,2);ωχ, ωφ, ωφχ, u
(0,1))
+ 2
√
2κφu
(0,2)m
(B)D,σ
(22)RφGφ
(
√
2κφu
(0,2),
√
2κχu
(1,1);ωφ, ωχ, ωφχ, u
(0,1))
+ 2Nfdγg
2
φ
[
m
(F )
(22)(ω
+
ψ , ω
−
ψ )− (2κχg2χ − 2κφg2φ)m(F )(11)(ω+ψ , ω−ψ )
]}
, (B1)
ηψ =
4vD
D
∑
σ
{
gχm
(FB)D,σ
(12)Rχ
(gχ, gφ;ωχ, ωφ, ωφχ, ω
σ
ψ) + 2g
2
φm
(FB)
(12)Gφ
(u(0,1), ωσψ)
+ gφm
(FB)D,σ
(12)Rφ
(gφ, gχ;ωφ, ωχ, ωφχ, ω
σ
ψ)
}
. (B2)
The expression for the anomalous dimension of the Ising field ηχ depends on the projection prescription. Here, we
distinguish between the projections onto the radial mode or onto an auxiliary Goldstone mode (see Appendix C for
technical details). Both ways are given in the following and are denoted as ηχ,R and ηχ,G, respectively
ηχ,R =
4vD
D
{
m
(B)D,σ
(40)Rχ
(ωχχχ, ωχχφ;ωχ, ωφ, ωφχ) +m
(B)D,σ
(40)Rφ
(ωχφφ, ωχχφ;ωφ, ωχ, ωφχ)
+ 2m
(B)D,σ
(22)RχRφ
(ωχχφ, ωχφφ, ωχχχ;ωχ, ωφ, ωφχ) + 4κχ(u
(1,1))2m
(B)D
(40)Gφ
(u(0,1))
+Nfdγg
2
χ
∑
σ
[
m
(F )
4 (ω
σ
ψ)− (
√
2κχgχ + σ
√
2κφgφ)
2m
(F )
2 (ω
σ
ψ)
]}
, (B3)
ηχ,G =
4vD
D
{
2
√
2κχu
(2,0)m
(B)D,σ
(22)RχGχ
(
√
2κχu
(2,0),
√
κφu
(1,1);ωχ, ωφ, ωφχ, u
(1,0))
+ 2
√
2κφm
(B)D,σ
(2,2)RφGχ
(
√
2κφu
(1,1)
√
2κχu
2,0;ωφ, ωχ, ωφχ, u
(1,0))
+Nfdγg
2
χ
∑
σ
[
m
(F )
4 (ω
σ
ψ)− (
√
2κχgχ + σ
√
2κφgφ)
2m
(F )
2 (ω
σ
ψ)
]}
. (B4)
For our results as displayed in the main text, we use the latter definition, which in the case of the purely bosonic
systems is known to yield more accurate results, cf. Appendix C.
Appendix C: Projection prescriptions for anomalous dimensions
Let us consider an N -component bosonic field φ, which we divide into one radial and N − 1 Goldstone modes
φ = (φR,φG). In the following discussion, we will suppress the bosonic potential, since it plays no role for the
argument. Therefore, we use the truncation
Γ =
∫
x
[
1
2
Z(∂µφ)
2 +
1
4
Y (∂µρ)
2
]
, (C1)
where we account for the first correction to the kinetic term in a derivative expansion and have defined ρ = 12φ
2. The
second functional derivative of Γ gives
δ2Γ
δφiδφj
= −Zδij∂2µ −
1
2
Y
(
δij∂
2
µρ+ φj∂
2
µφi
)
, (C2)
where the derivative has to be understood as momentum squared in momentum representation. This shows that
the projection ∂∂p2
δ2
δφ2R
∂tΓ
∣∣∣
0
yields an expression proportional to ∂tZ + 2κ∂tY with κ =
1
2φ
2
R. On the other hand
∂
∂p2
δ2
δφ2G
∂tΓ
∣∣∣
0
really projects onto ∂tZ.
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To circumvent the projection onto the radial mode in the case of the one-component Ising field, we choose a
truncation with N copies of it
Γk =
∫
dDx
(
ZΨ,kΨ¯(12 ⊗ γµ)∂µΨ− 1
2
Zχ,kχa∂
2
µχa −
1
2
Zφ,kφ∂
2
µφ
+ g¯χ,k
(∑
a
χa
)
Ψ¯(12 ⊗ 14)Ψ + g¯φ,kφΨ¯(σ ⊗ 14)Ψ + Uk(ρ¯χ, ρ¯φ)
)
. (C3)
The field is divided into its vacuum expectation value and the fluctuations χ = (χR + ∆χR,1,∆χG,1, . . . ,∆χG,N−1)
and we project onto one of the Goldstone modes according to Eq. (39). In the end of the procedure we again set
N = 1.
Appendix D: Threshold functions
The threshold functions encode the loop integrations and the regulator dependences. Here, for convenience, we
define the threshold functions such that a dependence on the Yukawa couplings is included as well. In the following,
we will first list the expressions for general regulator functions.
1. General expressions
We write the regulators in the form R
(B)
i,k (q) = Zi,kq
2ri,k(q
2) with i ∈ {χ,φ} and R(F )k = iZψ,kqµ (12 ⊗ γµ) rψ,k(q).
Further, we define pi(q) = q
2(1 + ri,k(q)) and pF (q) = q
2(1 + rψ,k(q))
2. The derivative acting only on the regulator’s
t-dependence then reads
∂˜t =
∑
Φ∈{χ,φ,ψ}
∫
dq 2q
1
ZΦ,k
∂t [ZΦ,krΦ,k(q)]
δ
δrΦ,k(q)
. (D1)
For the threshold functions appearing in the flow equations for the Yukawa couplings, we then obtain
l
(FB),σ
(nm)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ω
σ
ψ) = −
1
4vD
k4−Dk2(n+m−2)∂˜t
∫
q
(gϕ(pθ + k
2ωθ)− σgθk2ωϕθ)m
(pF + k2ωσψ)
n((pϕ + k2ωϕ)(pθ + k2ωθ)− k4ω2ϕθ)m
,
l
(FB)
(nm)Gφ
(ωφ, ωψ) = − 1
4vD
k4−Dk2(n+m−2)∂˜t
∫
q
1
(pF + k2ωσψ)
n(pφ + k2ωφ)m
,
and
l
(FBB),σ
(111)RϕRθ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ω
σ
ψ) = −
1
4vD
k6−D∂˜t
∫
q
(gϕ(pθ + k
2ωθ)− σgθk2ωϕθ)(gθ(pϕ + k2ωϕ)− σgϕk2ωϕθ)
(pF + k2ωσψ)((pϕ + k
2ωϕ)(pθ + k2ωθ)− k4ω2ϕθ)2
,
l
(FBB),σ
(111)GφRϕ
(gϕ, gθ;ωφ, ωϕ, ωθ, ωϕθ, ω
σ
ψ) = −
1
4vD
k6−D∂˜t
∫
q
gϕ(pθ + k
2ωθ)− σgθk2ωϕθ
(pF + k2ωσψ)(pφ + k
2ωφ)((pϕ + k2ωϕ)(pθ + k2ωθ)− k4ω2ϕθ)
,
l
(FFB),σ
(111)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ωψ1, ωψ2) = − 1
4vD
k6−D∂˜t
∫
q
gϕ(pθ + k
2ωθ)− σgθk2ωϕθ
(pF + k2ωψ1)(pF + k2ωψ2)((pϕ + k2ωϕ)(pθ + k2ωθ)− k4ω2ϕθ)
.
The threshold functions appearing in the anomalous dimensions can be distinguished by their internal lines. First,
we have threshold functions corresponding to purely fermionic loops
m
(F )D
4 (ω) = −
1
4vD
k4−D∂˜t
∫
q
q4
(
∂
∂q2
1 + rψ
pF + k2ω
)2
,
m
(F )D
(22) (ω1, ω2) = −
1
4vD
k4−D∂˜t
∫
q
q4
(
∂
∂q2
1 + rψ
pF + k2ω1
)(
∂
∂q2
1 + rψ
pF + k2ω2
)
,
m
(F )D
2 (ω) = −
1
4vD
k6−D∂˜t
∫
q
q2
(
∂
∂q2
1
pF + k2ω
)2
,
m
(F )D
(11) (ω) = −
1
4vD
k6−D∂˜t
∫
q
q2
(
∂
∂q2
1
pF + k2ω1
)(
∂
∂q2
1
pF + k2ω2
)
.
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Then, we have purely bosonic contributions
m
(B)D
(22)RϕRθ
(v1, v2, v3;ωϕ, ωθ, ωϕθ) = − 1
4vD
k6−D∂˜t
∫
q
q2
(
∂
∂q2
(pϕ − k2ωϕ)v1 − k2ωϕθv2
(pϕ + k2ωϕ)(pθ − k2ωθ)− k4ω2ϕθ
)
,
×
(
∂
∂q2
(pθ − k2ωθ)v1 − k2ωϕθv3
(pϕ + k2ωϕ)(pθ − k2ωθ)− k4ω2ϕθ
)
,
m
(B)D
(22)RϕGφ
(v1, v2;ωϕ, ωθ, ωϕθ, ωφ) = − 1
4vD
k6−D∂˜t
∫
q
q2
(
∂
∂q2
(pθ + k
2ωθ)v1 − k2ωϕθv2
(pϕ + k2ωϕ)(pθ − k2ωθ)− k4ω2ϕθ
)(
∂
∂q2
1
pφ + k2ωφ
)
,
m
(B)D,σ
(40)Rϕ
(v1, v2;ωϕ, ωθ, ωϕθ) = − 1
4vD
k6−D∂˜t
∫
q
q2
(
∂
∂q2
(pθ + k
2ωθ)v1 − k2ωϕθv2
(pϕ + k2ωϕ)(pθ + k2ωθ)− k4ω2ϕθ
)2
,
m
(B)D
(40)Gφ
(ωφ) = − 1
4vD
k6−D∂˜t
∫
q
q2
(
∂
∂q2
1
pφ + k2ωφ
)2
.
Finally, there are also threshold functions with mixed fermion-boson loops
m
(FB)D
(12)Gϕ
(ωϕ, ωψ) = − 1
4vD
k4−D∂˜t
∫
q
q2
1 + rψ
pF + k2ωψ
∂
∂q2
1
pϕ + k2ωϕ
,
m
(FB)D,σ
(12)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ωψ) = − 1
4vD
k4−D∂˜t
∫
q
q2
1 + rψ
pF + k2ωψ
∂
∂q2
gϕ(pθ + k
2ωθ)− σgθk2ωϕθ
(pϕ + k2ωϕ)(pθ + k2ωθ)− k4ω2ϕθ
.
2. Linear cutoff
The regulator functions for the linear cutoff are explicitly given by
rψ,k(q) =
(
k
q
− 1
)
θ(k2 − q2) , rχ/φ,k(q) =
(
k2
q2
− 1
)
θ(k2 − q2) , (D2)
with the step function θ(x) = 1 if x > 0 and θ(x) = 0 if x ≤ 0. Then, the threshold functions for the linear cutoff
relevant to the flow equation for the effective potential, Eq. (21), read
IR(ωχ, ωφ, ω
2
φχ) =
4vD
D
(1− ηφD+2 )(1 + ωχ) + (1− ηχD+2 )(1 + ωφ)
(1 + ωφ)(1 + ωχ)− ω2φχ
, (D3)
IG(ω) =
4vD
D
(
1− ηφ
D + 2
) 1
1 + ω
, (D4)
Iψ(ω) =
4vD
D
(
1− ηψ
D + 1
) 1
1 + ω
. (D5)
For the contributions to the Yukawa couplings we obtain the following threshold functions when evaluated with the
linear cutoff
l
(FB),σ
(nm)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ω
σ
ψ) =
2
D
[
−m
(
1− ηθ
D + 2
)
σωϕθ(gθ(1 + ωϕ)− σgϕωϕθ)
(gϕ(1 + ωθ)− σgθωϕθ)((1 + ωϕ)(1 + ωθ)− ω2ϕθ)
+m
(
1− ηϕ
D + 2
)
(1 + ωθ)
(1 + ωϕ)(1 + ωθ)− ω2ϕθ
+n
(
1− ηψ
D + 1
)
1
1 + ωσψ
]
(gϕ(1 + ωθ) + σgθωϕθ)
m(
(1 + ωϕ)(1 + ωθ)− ω2ϕθ
)m
(1 + ωσψ)
n
,
l
(FB)
(nm)Gφ
(ωφ, ωψ) =
2
D
[
m
(
1− ηφ
D + 2
)
1
1 + ωφ
+ n
(
1− ηψ
D + 1
)
1
1 + ωψ
]
1
(1 + ωφ)m(1 + ωψ)n
.
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and
l
(FBB),σ
(111)RϕRθ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ω
σ
ψ) =
2
D
[(
1− ηψ
D + 1
)
(gϕ(1 + ωθ)− σgθωϕθ)(gθ(1 + ωϕ)− σgϕωϕθ)
1 + ωσψ
+
(
1− ηθ
D + 2
)
(1 + ωϕ)(gθ(1 + ωϕ)− σgϕωϕθ)(gϕ(1 + ωθ)− σgθωϕθ)− σωϕθ(gθ(1 + ωϕ)− σgϕωϕθ)2
(1 + ωϕ)(1 + ωθ)− ω2ϕθ
+
(
1− ηϕ
D + 2
)
(1 + ωθ)(gθ(1 + ωϕ)− σgϕωϕθ)(gϕ(1 + ωθ)− σgθωϕθ)− σωϕθ(gϕ(1 + ωθ)− σgϕωϕθ)2
(1 + ωϕ)(1 + ωθ)− ω2ϕθ
]
× 1
((1 + ωϕ)(1 + ω2)− ω2ϕθ)2(1 + ωσψ)
,
l
(FBB),σ
(111)GφRϕ
(gϕ, gθ;ωφ, ωϕ, ωθ, ωϕθ, ω
σ
ψ) =
2
D
[
(1 + ωθ)
(
1− ηϕ
D + 2
)
gϕ(1 + ωθ)− σgθωϕθ
(1 + ωϕ)(1 + ωθ)− ω2ϕθ
− σωϕθ
(
1− ηθ
D + 2
)
gθ(1 + ωϕ)− σgϕωϕθ
(1 + ωϕ)(1 + ωθ)− ω2ϕθ
+
(
1− ηφ
D + 2
)
gϕ(1 + ωθ)− σgθωϕθ
1 + ωφ
+
(
1− ηψ
D + 2
)
gϕ(1 + ωθ)− σgθωϕθ
1 + ωσψ
]
× 1
(1 + ωφ)(1 + ωσψ)((1 + ωϕ)(1 + ωθ)− ω2ϕθ)
,
l
(FFB),σ
(111)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ωψ1, ωψ2) =
2
D
[
(1 + ωθ)
(
1− ηϕ
D + 2
)
gϕ(1 + ωθ)− σgθωϕθ
(1 + ωϕ)(1 + ωθ)− σω2ϕθ
− σωϕθ
(
1− ηθ
D + 2
)
gθ(1 + ωϕ)− σgϕωϕθ
(1 + ωϕ)(1 + ωθ)− ω2ϕθ
+
(
1− ηψ
D + 1
)
(gϕ(1 + ωθ)− σgθωϕθ)
(
1
1 + ωψ1
+
1
1 + ωψ2
)]
× 1
(1 + ωψ1)(1 + ωψ2)((1 + ωϕ)(1 + ωθ)− ω2ϕθ)
.
The threshold functions for linear cutoff contributing with pure fermion loops to the anomalous dimensions are
m
(F )D
4 (ω) =
1
(1 + ω)4
+
1− ηψ
D − 2
1
(1 + ω)3
−
(
1− ηψ
2D − 4 +
1
4
)
1
(1 + ω)2
,
m
(F )D
(22) (ω1, ω2) =
1
4
(
1
1 + ω1
− 2
(1 + ω1)2
)(
1
1 + ω2
− 2
(1 + ω2)2
)
+
1
4
1 + ηψ −D
D − 2
[(
1
1 + ω1
− 2
(1 + ω1)2
)
1
1 + ω2
+
(
1
1 + ω2
− 2
(1 + ω2)2
)
1
1 + ω1
]
,
m
(F )D
2 (ω) =
1
(1 + ω)4
,
m
(F )D
(11) (ω) =
1
(1 + ω1)2(1 + ω2)2
.
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The bosonic threshold functions are given by
m
(B)D
(22)RϕRθ
(v1, v2, v3;ωϕ, ωθ, ωϕθ) =(1 + ωϕ)(1 + ωθ)
((1 + ωϕ)v1 − ωϕθv2)((1 + ωθ)v1 − ωϕθv3)
((1 + ωϕ)(1 + ωθ)− ωϕθ)4
+ ω2ϕθ
((1 + ωθ)v2 − ωϕθv1)((1 + ωϕ)v3 − ωϕθv1)
((1 + ωϕ)(1 + ωθ)− ωϕθ)4
− ωϕθ(1 + ωθ) ((1 + ωθ)v2 − ωϕθv1)((1 + ωθ)v1 − ωϕθv3)
((1 + ωϕ)(1 + ωθ)− ωϕθ)4
− ωϕθ(1 + ωϕ) ((1 + ωϕ)v1 − ωϕθv2)((a+ ωϕ)v3)− ωϕθv1
((1 + ωϕ)(1 + ωθ)− ωϕθ)4 ,
m
(B)D
(22)RϕGφ
(v1, v2;ωϕ, ωθ, ωϕθ, ωφ) =
1 + ωθ
(1 + ωφ)2
(1 + ωθ)v1 − ωϕθv2
((1 + ωϕ)(1 + ωθ)− ω2ϕθ)2
− ωϕθ
(1 + ωφ)2
(1 + ωχ)v2 − ωϕθv1
((1 + ωϕ)(1 + ωθ)− ω2ϕθ)2
,
m
(B)D,σ
(40)Rϕ
(v1, v2;ωϕ, ωθ, ωϕθ) =
[
(1 + ωθ)
(1 + ωθ)v1 − ωϕθv2
((1 + ωϕ)(1 + ωθ)− ω2ϕθ)2
− ωϕθ (1 + ωθ)v2 − ωϕθv1
((1 + ωϕ)(1 + ωθ)− ω2ϕθ)2
]2
,
m
(B)D
(40)Gφ
(ωφ) =
1
(1 + ωφ)4
.
And finally, the mixed threshold functions read
m
(FB)D
(12)Gϕ
(ωϕ, ωψ) =
(
1− ηϕ
D + 1
)
1
(1 + ωψ)(1 + ωϕ)2
,
m
(FB)D,σ
(12)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ωψ) =
1
1 + ωψ
[(
1− ηϕ
D + 1
)
(1 + ωθ)
gϕ(1 + ωθ)− σgθωϕθ
((1 + ωϕ)(1 + ωθ)− ω2ϕθ)2
−σωϕθ
(
1− ηθ
D + 1
)
gθ(1 + ωϕ)− σgϕωϕθ
((1 + ωϕ)(1 + ωθ)− ω2ϕθ)2
]
.
3. Sharp cutoff
We can use the threshold functions for the sharp cutoff to conveniently extract the -expansion equations from the
FRG β-functions. The sharp cutoff is given by [45]
rψ,k(q) = lim
a→∞
(√
a
(
k2
q2
− a− 1
a
)
− 1
)
θ(k2 − q2) , rχ/φ,k(q) = lim
a→∞ a
(
k2
q2
− 1
)
θ(k2 − q2), (D6)
where the limit has to be taken after the integration over the loop momentum q. This gives the following explicit
expressions. The contribution to the flow of the effective potential from the radial modes reads
IR(ωχ, ωφ, ω
2
φχ) = I
D
R (0, 0, 0)− 2vD log
(
(1 + ωφ)(1 + ωχ)− ω2φχ
)
. (D7)
Accordingly, the expressions for the Goldstone and the fermionic contributions become
IG(ω) = −2vD log(1 + ω) + IDG (0) , and Iψ(ω) = −2vD log(1 + ω) + IDψ (0) . (D8)
Since we want to extract the -expansion limit, we have to work in the SYM-SYM regime, which yields a large
simplification in the β functions for the Yukawa couplings and the anomalous dimensions. For the flow equations of
the Yukawa couplings, we only need the threshold function
1
gmϕ
l
(FB),σ
(nm)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ω
σ
ψ)
SYM−−−→ l(FB)(nm)Gφ(ωϕ, ωψ)
SYM−−−→ l(FB)nm (ωϕ, ωψ) =
1
(1 + ωψ)n(1 + ωϕ)m
. (D9)
For the anomalous dimensions, we use
m
(F )D
(22) (ω1, ω2)
SYM−−−→ m(F )4 (ω) =
1
(1 + ω)4
, (D10)
1
gϕ
m
(FB)D,σ
(12)Rϕ
(gϕ, gθ;ωϕ, ωθ, ωϕθ, ωψ)
SYM−−−→ m(FB)D(12)Gϕ(ωϕ, ωψ) =
1
(1 + ωψ)(1 + ωϕ)2
. (D11)
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Appendix E: Check of convergence
We have checked the convergence of our polynomial expansion of the effective potential by extending our truncation
up to 12th order in both fields χ and φ. In most cases the critical exponents are sufficiently convergent already at LPA8’
level, with the remaining truncation error from the polynomial expansion being much smaller than the uncertainty
due to the neglected higher-derivative operators. The largest deviations occur for the third-largest critical exponent
θ3 of the large-Nf fixed point, as displayed in Fig. 6. Still, already from LPA8’ to LPA12’ only minor improvements
appear and we do not expect stronger deviations at even higher orders.
2 3 4 5 10 20 50 100-1.0
-0.8
-0.6
-0.4
-0.2
0.0
N f
Θ
3
LPA4'
LPA8'
LPA12'
FIG. 6: Third critical exponent in D = 3 for large-Nf fixed point as function of the fermion flavor number for different orders
of polynomial truncation.
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