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ABSTRACT 
Lanyuan Lu: Molecular Dynamics Simulation of Amphiphilic Aggregates 
(Under the Direction of Max L. Berkowitz) 
 
In this dissertation, molecular dynamics simulations were performed for systems 
containing amphiphilic aggregates, such as monolayers, bilayers, and reverse micelles. 
Various analysis methods were used in order to investigate structural and dynamical 
properties and solve particular problems for different systems. 
First, we present simulations where we observed successful self-assembly of reverse 
micelles in a three-component system containing supercritical CO2, water, and fluorinated 
surfactant starting from random configurations. Such self-assembly allows for the future 
computational study of structural and thermodynamic properties of microemulsions in 
water/CO2 systems that will be less dependent on the initial conditions. 
Next, a series of molecular dynamics simulations were performed to study the PFPE 
(perfluoropolyether) and PE (polyether) surfactant monolayers and micelles at the 
water/supercritical carbon dioxide interface. We observed that values of intramolecular 
bonded interaction parameters which are related to chain rigidity determine the monolayer 
surface pressure. We show that “good” and “bad” properties of PFPE/PE surfactants are 
connected to conformational entropy. 
In order to study the effect of the hydration force, we simulated systems with model 
hydrophilic plates. We studied the effect of charge correlation on the potential of mean force 
between plates. The orientational structure of water between the plates was investigated to 
ⅳ 
understand the effect of molecular structure of water on the properties of the potential of 
mean force. 
Finally, we calculated the free energy cost for removing a cholesterol molecule from 
two different lipid bilayers. The results can help us to understand the relationship between the 
lipid structure and the lipid-cholesterol affinity. N-palmitoyl-sphingomyelin was found to 
have a better cholesterol affinity compared with that of phosphatidylcholine lipid DPPC, 
according to our free energy values from molecular dynamics simulations.
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 Chapter 1 
Introduction 
 
The term amphiphile usually refers to a molecule that contains both hydrophobic and 
hydrophilic parts. A large variety of molecules are amphiphiles, including surfactants and 
lipids, some polymers and proteins. In a typical amphiphilic molecule, the hydrophilic part is 
often called “headgroup”. The headgroup can be a charged moiety such as –PO4
- in many 
phosphate surfactants, or a zwitterionic neutral group such as phosphatidylcholine headgroup 
in PC lipids. Surfactants always have a “tail” as their hydrophobic part. The main component 
of the hydrophobic tail usually consists of alkane chains or other hydrophobic structure with 
a small dipole moment. 
    Due to the favorable dipole-dipole headgroup-water interaction and relatively 
unfavorable water-tail interaction, amphiphilic molecules want to adjust their conformations 
and aggregate in order to minimize the contacts between water phase and hydrophobic tails. 
If hydrophobic oil solvent is present besides water solvent, the amphiphile will also want to 
maximize the tail-oil contact. As a result, the amphiphilic molecules display different 
aggregation morphologies including monolayers, bilayers, micelles, reverse micelles, 
vesicles, etc. A large amount of experimental and theoretical study has been performed on
2 
these amphiphile aggregates due to their important role in many physical and biological 
processes. 
    The Molecular dynamics (MD) simulation technique is a powerful tool to study 
amphiphile aggregates. In a MD simulation, we can obtain structures of aggregates and 
conformations of amphiphilic molecules by using appropriate force fields and equations of 
Newton’s laws of motion. Molecular interaction energy and the free energy profiles can be 
also calculated from simulation data. This provides us with a detailed microscopic view of 
the system we want to study and with information that is very hard to obtain directly from 
experiments. The theoretical study of the relationship between molecular interactions and 
aggregate properties can help us to understand fundamental physical principles behind many 
phenomena in biophysics and surface science. Another important application of MD 
simulations in this field is in helping to design new amphiphiles in order to obtain required 
aggregate properties. Since MD simulations can also provide information on dynamics, one 
can study amphiphile self-assembly and other dynamical processes. 
    In this dissertation, we will present our simulations on various amphiphile aggregates, 
including surfactant monolayers, surfactant reverse micelles and lipid bilayers. The first half 
of this dissertation deals with systems containing surfactants. This includes surfactant 
micellar self-assembly and properties of surfactant micelles and monolayers. The second part 
deals with lipid bilayers. In all the described work, MD simulations, along with many 
different analysis methods including free energy calculations, have been used in order to 
study the relationship between microscopic interactions and the macroscopic properties of 
aggregates. 
In chapter 2, we present an investigation of surfactant self-assembly. This is an
3 
interesting example demonstrating how the increase in computational power helped in 
solving a special problem that was computationally forbidden for old generation computers. 
Because the simulation of self-assembly may avoid creation of the meta-stable states which 
result from the artificial initial conformation, it is desirable to perform such simulations to 
obtain more convincing equilibrated structures.  
    Chapter 3 presents a simulation study of surfactant monolayers at the water/carbon 
dioxide environment. Through this particular case, we show how structure-function 
relationships can be studied using MD simulations. In MD simulations, we model the 
systems of our concern with force fields, usually on atomistic level. Various force field 
parameters are systematically changed in our study in order to reveal the structure based 
mechanism for high surface activity. In MD simulations we can directly observe the 
microscopic structure of surfactants. Thus some ideas in surfactant design related to notions 
such as excluded volume and surfactant rigidity can be checked using simulation data. The 
energy-entropy decomposition can also be performed by analyzing MD trajectories. Thus we 
can link the surfactant structure to thermodynamic quantities such as surface tension. 
Conclusions from our simulation studies may help in establishing theoretical principles of 
surfactant design. 
    Sometimes, due to the complexity of the system that we want to study, a simplified 
model is preferred in order to remove minor effects while maintaining the basic physical 
picture. In Chapter 4, we consider such a case, when we study the hydration forces acting 
between lipid membranes. Hydration repulsive forces acting between hydrophilic surfaces 
such as lipid bilayers have been observed in many experimental studies, especially the ones 
performed using the atomic force microscopy (AFM) method [87]. Although there are many 
4 
experimental and theoretical papers [87] in literature trying to explain unusual repulsive 
forces, the physics behind it is still under debate. Because there are many different 
interactions between the hydrophilic surfaces, it is quite difficult to pick out the main effect 
from the simulation data using the full atomistic model. Another reason to simplify the model 
is the concern of computational efficiency. By simulating a simple model system we can 
obtain more data for force-distance relation. Thus a semi-quantitative comparison to 
theoretical predictions can be achieved. In most theoretical works, the hydration force is a 
result of the electrostatic interaction between surfaces and water solvent. Hence, we simulate 
hydrophilic surfaces as Lennard-Jones plates decorated with dipoles and calculate the 
interaction free energy between these plates. By changing arrangements of dipoles on the 
surfaces, we obtain different types of interaction between plates. Our simulation results can 
help us to understand the nature of hydration forces alone. 
    The last chapter of this dissertation presents a study of the interaction between 
cholesterol molecule and lipid bilayer. In this study, we calculated the potential of mean force 
(PMF) of removing one cholesterol molecule from various lipid bilayers in order to 
understand the cholesterol-bilayer interaction. In many cases, we are more interested in 
system free energy instead of energy which can be calculated directly from MD trajectories. 
The term PMF refers to the free energy as a function of some particular order parameter (in 
our case, the distance between the center of mass of cholesterol and the center of the bilayer). 
In order to obtain PMF, a series of MD simulations with biased potential needs to be 
performed and the PMF can be calculated using umbrella sampling technique [41, 72]. In 
chapter 5, the affinity between lipid bilayer and cholesterol can be quantitatively obtained 
from our PMF data. This affinity is helpful in understanding biological processes such as
5 
membrane raft formation [8]. By comparing cholesterol affinity for different lipid bilayers, 
we can understand the relationship between lipid structure and cholesterol-bilayer 
interaction. 
 Chapter 2 
 
Molecular Dynamics Simulation of a 
Reverse Micelle Self-assembly in 
Supercritical CO2 
 
2.1 MD Simulation of Self-assembly 
 
In principle, the result of an MD simulation is not dependent on the starting 
conformation of the simulated system. During a simulation, the conformational space is 
explored and the system finally goes to equilibrium. If there is a unique conformation 
corresponding to the global free energy minimum, we usually expect that we can observe 
equilibrated conformations in our MD simulation most often near this particular minimum. 
However, the initial conformation still needs to be chosen with care for most systems due to 
two major reasons. The first concern is the computer time needed to reach the equilibrium.
7 
All-atom simulations are usually time-consuming, especially for large systems. As a result, 
an initial conformation near the equilibrium is always preferred in order to reduce the total 
simulation time. The second reason is related to the existence of the meta-stable states in 
which the system can be trapped. Usually there are a few meta-stable states on the free 
energy surface of a simulated system. Once a system goes to one of these states, it takes a 
long time for it to come out. The most efficient way to avoid these meta-stable states is of 
course to start with the initial state near the equilibrium. 
Based on the discussion above, the initial structures in most MD simulations are usually 
taken from experimental data or theoretical prediction. For instance, in micellar simulations, 
a pre-assembled micelle is the standard initial conformation for MD. Contrary to that, in 
self-assembly simulations the molecules are arranged in a random and scattered distribution. 
The target aggregated conformation such as a micelle can be formed during the MD 
simulation without any external influence. In general, the self-assembly of a micelle should 
be preferred in computational studies, since less dependence on the initial conditions (and 
number of particles) is expected to appear in the simulation.  
Computer simulation of self-assembly is a challenge for computational studies [69]. 
With the increasing power of modern computers, it is now possible to study various 
self-assembly processes in atomic detail using MD simulations. In recent years, Marrink and 
co-workers observed the spontaneous aggregation of direct micelles [57], bilayers [16], and 
vesicles [56]. In these simulations the typical time scale of self-assembly was ~10-100 ns or 
even longer.
Reverse Micelle (RM) is another ideal system for performing self-assembly MD 
simulations. Unlike previously mentioned two-component systems, there are three different 
8 
components in a RM system. For a water-in-oil RM, the inner aqueous core usually consists 
of water and counter ions. There are amphiphilic molecules (usually surfactants) surrounding 
the aqueous core with headgoups pointing to inner side direction. We obtain a RM by 
combining the above two components together. Oil phase is outside of the RM forming a 
water-surfactant-oil system. In nature there are also oil-in-water RMs with similar buildup. 
The self-assembly of such a RM has never been simulated satisfactorily before our work, 
although has been attempted [74, 75]. 
 
 
2.2 Models and Methods 
 
In our molecular dynamics simulations the scCO2/surfactant/water system was chosen to 
study self-aggregation behavior. Here scCO2 means supercritical carbon dioxide which acts 
as oil solvent phase. We used the fluorinated polyether, CF3-(O-CF2-CF(CF3))3-O-CF2-COO
- 
NH4
+ (PFPE), Mw=695.13, as the surfactant, which is a commercially available surfactant 
found to form aqueous reverse micelles in scCO2. Experiments show [35, 95] that PFPE 
forms aqueous RMs in scCO2 with water-surfactant mole ratios (W0) up to 30. We also 
performed simulations with the hydrogenated analogue of the PFPE surfactant, PE. 
In the simulations, the force field for the anionic surfactants and water were the same as 
those used by Senapati and Berkowitz [78]. The consistent valence force field [15] (CVFF) 
was used to describe the surfactant anions. Accelrys’s Material Studio software was used to 
calculate the point charges [1]. The OPLS set of intermolecular parameters was used to
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describe the NH4
+ counterions [36] and a well-known SPC/E model was used to describe 
water molecules [3]. The detailed discussion of surfactant force field parameters can be also 
found in next chapter when we are discussing the relation between force field parameters and 
surface activity. In this chapter we will focus on self-assembly behavior. For reason of 
computational economy, a single-point model was used for the CO2 molecules [29]. We 
demonstrated previously [79] that this model gives a good description of the scCO2 equation 
of state. In our primary simulation, there are 66 PFPE molecules, 554 water molecules and 
6359 CO2 molecules. The temperature (298 K) and the pressure (20 MPa) in the ensemble 
(NPT) we used here were also the same as in the above mentioned work of Senapati and 
Berkowitz [78]. All simulations were performed using molecular dynamics software package 
GROMACS [4, 47]. 
    To understand the factors that determine micelle formation, a series of simulations was 
performed. In two of the simulations, the simulation box contained 554 water molecules, 66 
fluorinated surfactant molecules (W0=8.4), and 6359 CO2 molecules. These numbers of 
particles are exactly the same as in the simulation of Senapati and Berkowitz [78]. In the first 
simulation the molecules were initially distributed randomly, and in the second, the initial 
positions were distributed on a regular lattice. Each simulation lasted for more than 50 ns to 
ensure thermodynamic equilibrium. We also investigated the effect of different W0’s on the 
process of the micellar formation. This is achieved by changing of molecule numbers in the 
simulation box.
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2.3 Results and Discussions 
 
2.3.1 Self-assembly of a Reverse Micelle in CO2 
 
    In our total simulation time of 50 ns for each different initial condition, the self-assembly 
process was observed can be divided into several stages. In the first stage water and 
surfactant molecules rearranged themselves and clustered into several small micelle-like 
aggregates. This process typically took around 1 ns in our MD simulation. The fast first stage 
was followed by a slower process during which three or four small micelles merged into two. 
The final rearrangement of the last two micelles into one spherical RM was the most 
time-consuming process.  
Various analyses were performed for the self-assembly of PFPE system with random 
initial conformation. Snap shots taken form MD output trajectory for this system has been 
show in Figure 2.1. In order to analyze the fast to slow self-assembly behavior, we plotted the 
number of aggregates as a function of time for this FPPE case as shown in Figure 2.2. In this 
work, aggregates number N is calculated based on an efficient cluster-counting algorithm 
proposed by Sevick et al [80]. From Figure 2.2 the number of cluster shows an exponential 
like decay from around 70 to one when simulation time is increasing. The system evolved 
into a single micelle at a time point after 4 ns. This result is consistent with our observation 
from snap shots and is similar to the dynamics observed by Marrink et al [57]. Average water 
inter-molecular distance was also plotted in order to study the self-assembly dynamics. As we 
can see in Figure 2.3 the water inter-molecular distance also shows an exponential like decay
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and it reaches a stable value after 4 ns. Thus from above analyses the fast to slow 
self-assembly behavior can be confirmed. For this PFPE system, around 50ns simulation time 
is needed for the system to reach equilibrium.  
Similar analyses have been performed on the PFPE system with lattice initial 
conformation. The dynamics of self-assembly was found to be close to previous results for 
system with random initial conformation. This shows that our self-assembly process is not 
sensitive on the choice of initial scattered conformation. The self-assembly dynamics of PE 
counterpart is also similar while the final aggregate structure is dramatic different.
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Figure 2.1: Snapshots of the PFPE RM self-assembly (554 water and 66 surfactant 
molecules). Red, blue, and green particles are water, ammoniumions, and PFPE 
anions, respectively. Small black dots are carbon dioxide molecules. The 
snapshots are taken at (a) 0 ns; (b) 1 ns; (c) 4 ns; (d) 4.4ns; (e) 5 ns; (f) 50 ns; This 
snapshot in (f) is of a cut across the micelle to show water in the core and 
surfactants at the surface. 
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Figure 2.2: Number of aggregates in the PPFE system with random initial 
conformation as a function of simulation time. 
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Figure 2.3: The average distance between water molecules in the system with 
random initial conformation. 
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2.3.2 Micellar Structure 
 
PFPE micellar structure 
We first calculated various properties of the PFPE micelle after self-assembly. In order 
to measure the size of the micelle, its radius of gyration, Rg was calculated. Here Rg was 
calculated for the aqueous core of the micelle, by using the following definition: 
                       2 20( ) /g i i i
i i
R m r r m= −∑ ∑                           (2.1) 
In the equation above i includes water molecules in the core, NH4
+ counterions, the 
carboxylate group, the adjacent CF2 group, and the first ether oxygen in each of the 
surfactant tails. All these atoms make up the whole aqueous core. This definition of the 
aqueous core is based on choosing atoms that have close contacts with inner-core water 
molecules, same as the definition used by Senapati and Berkowitz [78]. The mi in the same 
equation refers to the mass of each atom and the ri-r0 is the distance for each atom from the 
center of mass position r0. For a spherical object with uniform density distribution, its radius 
Rc can be simply determined by this relation Rc
2=(3/5)Rg
2. The same relation is used in light 
scattering experiments in order to measure micellar radius. In Figure 2.4 the Rc obtained 
from the last 5ns of our simulation was plotted. The relatively small fluctuation of the data 
shows that our micelle conformation is stable. The average Rc is 19.1±0.2 Å, which is very 
close to the result from Senapati and Berkowitz [78]. This result is in good agreement with 
the experimental value of 20 Å [61], and both numbers from pre-assembled simulation and 
self-assembly simulation are reasonable. 
Average area per headgroup Ah can be easily calculated based on the value of the
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micellar radius. If we assume that the aqueous core is spherical, we have 
24c c h hA R A Npi= =                             (2.2) 
where Ac is the total surface area of the aqueous core, and Nh is the total number of surfactant 
molecules. Thus we obtain the value of Ah as 69.5 Å
2, which is in reasonable agreement with 
the experimental value 76 Å2 [61]. 
    In order to show that our micelle is indeed spherical, we calculated its eccentricity. This 
provides us with a quantitative measure of the micellar shape. The definition of eccentricity 
is  
min1
avg
I
e
I
= −                                 (2.3) 
where Imin is the smallest moment of inertia of the micelle along the x, y, or z axis and Iavg is 
the average of all three moments of inertia. All micellar atoms including water, counterions 
and surfactants were counted in the calculation of moments of inertia. The time evolution of 
eccentricity is plotted in Figure 2.5. Here we observe that the eccentricity value is close to 
zero with small fluctuations. The average e is 0.04±0.02 in our PFPE case. For a perfect 
sphere, eccentricity should be zero. Hence our micelle from self-assembly is indeed like a 
sphere because of the small value of eccentricity. This confirms our observation from the 
snapshots of MD trajectories.  
We also investigated the effect of different W0’s on the process of the micellar 
formation. Thus, we performed three more simulations on systems containing (a) 66 
surfactant and 1108 water molecules, (b) 66 surfactant and 270 water molecules, and (c) 66 
surfactant and 139 water molecules. In all cases we also observed self-assembly, and in cases 
(a) and (b) the micellar shape was spherical. In case (c) the micelle had a wormlike shape. 
Although in case (a) the micelle remained spherical and the surfactants were uniformly 
17 
 
 
 
 
 
Figure 2.4: Core radius as a function of time in the last 5 ns for the primary PFPE system. 
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Figure 2.5: Eccentricity as a function of time in the last 5 ns for the primary PFPE system 
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distributed over the surface of the sphere, we observed a larger contact between water and 
scCO2 due to a large surface area of the water core. 
 
PE aggregate structure 
    In the simulation containing 66 PE surfactants and 554 water molecules, we observed 
self-assembly into a micellar-type aggregeate but with one side of this aggregate having a 
direct water/scCO2 contact (See Figure 2.6). Such a contact increases the surface tension and, 
therefore, the free energy of the micelle, indicating that in our system the PE surfactant is not 
effective for creation of a microemulsion. 
To see if we could create a RM containing a uniform distribution of PE surfactants, we 
decreased the number of water molecules in a few other simulations with PE. In each of these 
cases we observed aggregates containing regions of direct contact between water and CO2, 
like those observed in Figure 2.6. When the number of water molecules became small, the 
aggregate had a wormlike shape.
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Figure 2.6: Structures of (a) PFPE and (b) PE aggregates from self-assembly. Each structure 
is after 50 ns of MD simulation. The meaning of colors is the same as that in Figure 2.1. 
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2.4 Conclusions 
 
    In summary, we showed for the first time that, simulating a system containing three 
components such as water, scCO2, and polyether surfactants on a relatively detailed atomic 
level, one can observe a self-assembly of molecules after relatively short periods of time. 
Various micellar physical properties was calculated and compared with results from previous 
pre-assembled simulations [78]. No obvious difference was observed between the two sets of 
structures. This consistency validates the pre-assembled simulation in literature. The previous 
simulation was not trapped in any meta-stable structure. If, in general, RMs are quickly 
assembled in computer simulations, then, with detailed descriptions of molecules, one can 
study these micelles in detail in their most stable states. 
When the surfactant is fluorinated (PFPE), the self-assembled aggregate represents a 
nicely shaped RM. In this case stable RMs are observed for a wide range of W0. When a 
hydrogenated analogue of the PFPE surfactant is used, an aggregate represents a 
micellar-like assembly with a nonuniform distribution of surfactant molecules, thus creating 
a large contact area between water and CO2, indicating that the hydrogenated analogue of 
PFPE is not a good agent for creating microemulsions in w/c systems.  
 
 
 
 Chapter 3  
 
Behaviors of Perfluoropolyether Surfactant 
and Its hydrogenated Analog at the 
Water/Supercritical Carbon Dioxide 
Interface 
 
3.1 Introduction 
 
Supercritical carbon dioxide (scCO2) is a potentially excellent “green” solvent due to its 
nontoxicity, recyclability, and tuneability. Unfortunately, many solutes do not dissolve in 
scCO2. To deal with this obstacle, one can create water in CO2 (w/c) microemulsions to 
promote the solubility of solutes. Thus, a need exists in finding surfactant molecules that will
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facilitate creation of reverse micelles in pure scCO2. Recently, substantial progress in this 
direction was accomplished through the use or design of a number of fluorinated or partially 
fluorinated surfactants [20]. In their turn, fluorinated surfactants are environmentally 
unfriendly and therefore cannot be utilized in high quantities. Nevertheless, we should study 
these surfactants to understand what makes them act as “good” surfactants in scCO2 and 
design environmentally friendly “good” surfactants by imitating properties of fluorinated 
surfactants and their behavior in scCO2. The main issue related to special properties of 
fluorinated surfactants in scCO2 is still not understood. Initially, the belief was that specific 
interactions between fluorinated tails of the surfactant molecules and CO2 solvent were 
responsible for the “good” behavior of surfactants, but the ab initio calculations [18] and 
experiments [93] indicated that such specific interactions do not exist and that the strength of 
the tail solvent interactions was the same for hydrogenated and fluorinated surfactants. 
Stone et al. [83] proposed that the fractional free volume (FFV) available to CO2 
molecules in the tail region can serve as an index for the activity of the surfactant at the 
water/scCO2 interface. According to Stone et al. the necessary condition for the surfactant to 
be able to create w/c microemulsion is to have a low FFV. Indeed, most of the examples 
discussed by Stone et al. demonstrate the usefulness of the FFV concept. Nevertheless, use of 
only FFV criteria for the determination of the ability to create microemulsions may be 
incomplete. For example, consider one of the popular fluorinated surfactants: perfluorinated 
polyether ammonium carboxylate surfactant (PFPECOO-NH4
+, MW= 695.13). It has a
relatively high FFV equal to 0.59, but it is a “good” surfactant, while a “bad” surfactant 
DiH8, which is a hydrogenated analogue of a fluorinated surfactant DiF8 , has a very similar 
FFV equal to 0.61 [83]. Micelles with PFPE and its hydrogenated analogue PE were the 
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subject of previous simulations performed in our group [48, 78]. In the first set of simulations 
[78] we preassembled the micelles and studied their properties. We observed that the 
presence of PFPE surfactant generated a nice reverse micelle in CO2 with water molecules 
located in a water pool in the micellar interior. The direct contact between water and CO2 in 
the reverse micelle was observed to be very small. In the simulations with the PE surfactants, 
a clustering of PE molecules was observed, and “patches” of a direct water/CO2 contact 
appeared. In another set of simulations [48] the micelles were not preassembled, but were 
self-assembled, thus avoiding creation of artifacts due to the preassembly procedure. The 
results from our self-assembled and preassembled simulations were very similar and reached 
the same conclusion: “patches” of direct water/CO2 contact on micellar surfaces created in 
the presence of PE surfactants raised the interface tension, which was responsible for the 
“bad” behavior of the PE surfactant. 
In order to find the fundamental difference between PPFE and PE surfactants in 
microemulsion formation, we first did systematical simulations with micellar geometry. It is 
hard to calculate and study the surface tension in micellar systems due to the presence of a 
pronounced interface curvature in these cases. Therefore we decided to learn about the 
surface properties of PFPE versus PE by performing monolayer simulations for which 
surface tension can be easily calculated. The results of this study are described below.
 
 
 
3.2 Simulation Details 
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Figure 3.1: Structure of PFPE surfactant anion. Red balls are oxygen atoms; cyan 
balls are carbon atoms and greed balls are fluorine atoms. 
 
We performed a number of molecular dynamics simulations to understand the 
difference between PFPE and PE surfactants. The simulations were done on systems 
containing surfactant micelles and monolayers at the H2O/scCO2 interface. As in our 
previous simulations, we used here the consistent valence force field (CVFF) parameters to 
describe the surfactant anions [15]. Accelrys’s Material Studio software was used to calculate 
the point charges [1]. In Figure 3.1 we show the surfactant structure and atom index numbers 
which will be used in future discussions. The OPLS set of intermolecular parameters was
used to describe the NH4
+ counterions [36] and a well-known SPC/E model was used to 
describe water molecules [3]. The parameters for the force field we used in our simulations to 
describe surfactant anions, counterions, and water can be found in Table 3.1, which were also 
used in the work of Senapati and Berkowitz [78]. For computational economy a simple 
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Lennard-Jones model was used to describe CO2 molecules [29]. Gomes et al. [25] calculated 
the chemical potential of CO2 in bulk fluorocarbons and hydrocarbons. They found that the 
partial charges on CO2 described by the EPM2 model [27] played only a minor role in 
determining the value of the chemical potential. This fact somewhat justifies our usage of a 
single site uncharged sphere for CO2 molecules in our simulations. More justification follows 
from the observation that in the previous simulations on reverse micelles containing either 
PE or PFPE surfactants performed in our group [48, 78], the structural results were similar 
when the model for CO2 was the three-site EPM2 model [78] and when it was a single-site 
Lennard-Jones sphere [48]. We also performed one PFPE self-assembly simulation as the 
primary simulation in ref[48] and no obvious difference was found for the final micellar 
structure. 
    The total potential energy of the system is:  
 int inter raU U U= +                              (3.1) 
where Uinter and Uintra are intermolecular and intramolecular potential energies respectively. 
The intermolecular potential energy is a sum of short range Lennard -Jones potential and 
long range Coulomb interaction, as below:  
        
12 6
int 4 [( / ) ( / ) ] /er ij ij ij ij ij i j ij
i j i
U r r q q rε σ σ
>
= − +∑∑                         (3.2) 
Here we used Lorentz-Berthelot combining rule for cross terms in LJ interaction
( ) / 2 and  ij i j ij i jσ σ σ ε ε ε= +   =                (3.3) 
The intramolecular potential for the surfactant anions has the form: 
2 2
int ; , 0 , 0 0 0( ) ( ) [1 cos( )] [1 cos( )]ra anion b i i i i i i i i
i i i i
U k r r k A m B nθ θ θ φ φ χ χ= − + − + + − + + −∑ ∑ ∑ ∑
(3.4) 
where the four terms on the right hand side represent harmonic bond stretching potential,
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 Table 3.1: Force field parameters for the various species present in the systems 
Partial Chargesa.  
 
Atom type Charge (e) Atom type Charge (e) Atom type Charge (e) 
For H2O, CO2 and NH4
+ Cation 
Ow -0.8476 Cc 0.6512 Na -0.4000 
Hw 0.4238 Oc -0.3256 Ha 0.3500 
For PFPECOO- Anion 
O1,O2 -0.570 O3,O4,O5,O6 -0.300 C9 0.975 
C1 0.140 C3,C5,C7 0.425 C10,C11,C12 0.825 
C2 0.700 C4,C6,C8 0.700 F -0.275 
For PECOO- Anion 
O1,O2 -0.570 O3,O4,O5,O6 -0.300 C9 -0.150 
C1 0.140 C3,C5,C7 0.050 C10,C11,C12 -0.300 
C2 -0.050 C4,C6,C8 -0.050 H 0.100 
 
(a) Bond Parameters 
 
Bond kb[kJ/(mol
•Å2)] 
r0(Å) bond kb[kJ/(mol
•Å)2] 
r0(Å) 
Ow-Hw  1.000 C-C 1351.1465 1.526 
Cc-Oc  1.149 C-O 1143.8338 1.425 
Na-Ha  1.010 C-F 2076.6528 1.363 
C--O- 2260.8720 1.250 C-H 1426.1000 1.105 
C--C 1185.2513 1.520    
 
(b) Angle Parameters 
 
Angle kθ[kJ/(mol
•rad2)] 
θ0(deg) Angle kθ[kJ/(mol
•rad2)] 
θ0(deg) 
Ow-Hw-Ow  109.50 O-C-C 293.0760 109.50 
Ha-Na-Ha 146.4400 109.47 C-C-C 195.1049 110.50 
O--C--O- 607.0860 123.00 F-C-C 414.4932 107.80 
O--C--C 284.7024 120.00 F-C-F 397.7460 107.80 
C--C-O 293.0760 109.50 C--C-H 188.4046 109.50 
C--C-F 414.4932 107.80 H-C-O 238.6477 109.50 
F-C-O 397.7460 107.80 H-C-C 185.8940 110.00 
C-O-C 251.2080 109.50 H-C-H 165.3790 106.40 
 
aw stands for water, c stands for CO2, and a stands for NH4
+ cation. C- stands for 
carboxylate carbon, O- stands for carboxylate oxygen, C stands for alkyl carbon, O 
stands for ether oxygen, and H stands for surfactant hydrogen. 
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angle bending potential, dihedral potential, and improper dihedral potential respectively. 
Here kb, kθ, A and B are corresponding bond and angle force constants. We also have r0, 0θ ,
0φ  and 0χ  as equilibrium bond lengths and angles. In CVFF, the model parameters are 
optimized based on full 1-4 vdw and electrostatic interactions. 
To understand the difference between PFPE and PE surfactants and the relative 
contributions of total free energy, we performed several computational experiments. In these 
Table 3.1 (con’d) 
(d) Dihedral Parameters 
Dihedral A[kJ/(mol•rad)] 0φ  m 
*-C—C-* 0.0000 0.0 0 
*-C-O-* 1.6328 0.0 3 
*-C-C-* 5.9557 0.0 3 
 
(e) Improper Dihedral Parameters 
 
Dihedral B[kJ/(mol•rad)] 0χ  n 
O--O--C--C 48.5669 180.0 2 
 
(f) van der Waals Parameters 
 
Atom type σii(Å) εii(kJ/mol) Atom type σii(Å) εii(kJ/mol) 
Ow 3.165 0.650 O
- 2.860 0.955 
Hw 0.000 0.000 C
- 3.617 0.620 
Cc 2.757 0.234 C 3.474 0.670 
Oc 3.033 0.669 O 2.860 0.955 
Na 3.250 0.712 F 3.081 0.288 
Ha 0.000 0.000 H 2.449 0.159 
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experiments we changed various parameters in the surfactant force field to observe the 
influence due to the changes in electrostatic interaction, Lennard-Jones interaction, and the 
molecular geometry. We performed a number of simulations where we varied the parameters 
in the force field from the ones describing PFPE to the parameters describing PE or vice 
versa. We observed that the data looked especially clear when we considered simulations 
with only two “artificial” surfactants. The first artificial surfactant had the same bonded 
parameters as PFPE and the same nonbonded parameters as PE. We called this surfactant 
molecule A1 in the paper. The second artificial molecule, A2, had the same bonded 
parameters as PE and the same nonbonded parameters as PFPE. Here bonded parameters 
refer to various parameters in (3.4) and nonbonded parameters are those LJ parameters and 
partial charges in (3.2). 
The cubic simulation box of micellar simulations contained 66 surfactants, 554 water 
molecules and 6359 CO2 molecules. The constant pressure (20 MPa) NPT ensemble was 
used for all simulations. All simulations were started from random initial configurations and 
during the MD simulation run the self-assembly into a reverse micelle was observed. Each 
simulation lasted 50 ns to ensure that the final configuration is equilibrated. To understand 
the role of CO2 solvent, we also performed several simulations in a cell containing no CO2 
molecules. NVT ensemble was used for this kind of simulations. 
In our monolayer simulations the systems contained 196 CO2 molecules, 324 water 
molecules, and 9 surfactant molecules. The cubic simulation box contained water and CO2 
regions. Because of the periodic boundary conditions two interfaces were present in the 
system. One interface is between water and scCO2, the second interface is also between 
water/scCO2, only modified by the presence of nine surfactant molecules. A snapshot of a 
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Figure 3.2: Snapshot of PFPE monolayer simulation at t=15 ns. Blue particles are 
water molecules, green ones are surfactant molecules, red ones are NH4
+ cations, 
and black ones are CO2 molecules. 
 
simulation with a PFPE monolayer is shown in Figure 3.2. All simulations were 
performed under constant normal pressure and constant surface area (NPnAT) ensemble and 
the normal pressure Pn along the z axis was equal to 20 MPa, the same pressure as in our 
micellar simulations [78]. The cross section A in the xy plane was chosen in such a way that 
the area per headgroup in monolayer simulations was the same as the one in the PFPE 
micelle simulation (69.5 Å2). The initial configuration of the monolayers we simulated had 
nine carboxyl carbons of the surfactant headgroup initially distributed on a lattice in the xy 
plane of the interface and all surfactant molecules in trans conformations. 
Each simulation lasted 30 ns: 10 ns of these were spent on equilibration and 20 ns on
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data collection. We used the pressure difference formula [73] to calculate the surface tension 
of each surfactant-modified interface. Since there are two interfaces in each simulation box 
we subtracted the surface tension calculated for the CO2/water interface from the total 
surface tension to obtain the surface tension of the monolayer [19]. 
In all simulations the temperature was 298.15 K and the time step was 2 fs. The 
long-range forces were calculated by using the Particle-Mesh Ewald [22] with a cut off for 
the direct Coulomb interaction and van der Waals interaction having a value of 0.9 nm. The 
constant pressure was maintained by coupling to the Parrinello-Rahman barostat [64, 65] and 
the constant temperature by coupling to the Nose-Hoover thermostat [32, 63]; both coupling 
constants were 0.5 ps. All simulations were performed with the GROMACS MD package [4, 
47]. 
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3.2 Results and Discussions 
 
3.2.1 Micellar Simulations 
 
Micelle in CO2 
The most important difference between PFPE and PE micelles is the big exposure to 
CO2 on the PE micellar surface (Figure 2.6). In Chapter 2, we have tried to change the area 
per headgroup by changing the micellar size and keeping the number of surfactant molecules 
constant. In each simulation we found that the PE molecules tended to come together and 
formed a cluster. As a result an area of direct contact between CO2 and water appeared. On 
the contrary the PFPE molecules tended to keep a distance from each other and formed a 
uniform distribution on the micellar surface. The uniform distribution of PFPE surfactants on 
the surface largely decreased the direct contacts between water and CO2 phases. Thus the 
surface tension decreased dramatically, which helped to stabilize micellar aggregation 
thermodynamically. In Table 3.2 we listed the solvent accessible surface area (SAS) of the 
water core (including NH4
+) of PFPE and PE micelles. From these data we can see clearly 
that PFPE has an ability to lower the SAS of water core to a very low value. These results are 
also consistent with the previous simulations using EMP2 CO2 model[78].  
Our simulations show that the distribution of surfactant on the micellar surface is the 
key to determine the different stability of micellar systems. The distribution is related to the 
area of direct water/CO2 contact which is import in determining the surface tension. A small 
direct water/CO2 contact is also thought to be necessary for good surfactants (Stone et al.
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[83]).The area per head groups is the same for both fluorinated and hydrogenated surfactants 
in calculations of Stone et al. [83] Based on this assumption the van der Waals volume of the 
surfactant determines the water/CO2 direct contact. We observed in our micellar simulations 
that the distribution of the surfactants on the interface which is related to the area per 
headgroup was also a very important factor in determining the water/CO2 direct contact. 
Obviously the average distance between surfactant molecules is mainly dependent on the 
surfactant-surfactant and surfactant-CO2 interactions. In our PFPE and PE cases we will 
show that the tail property is an important factor in determining surface activity. In the PE 
base reversed micellar system the non-uniform distribution of the surfactants produced a 
“hole” in the direct water/CO2 contact and the total solvent accessible surface area (SAS) of 
aqueous core increased largely. Also the PFPE surfactants are uniformly distributed with a 
larger area per headgroup. The PFPE molecules can better cover the micellar interface with a 
smaller SAS of aqueous core. The solubility of surfactant tails was also studied by means of 
SAS of the surfactant anion (in micellar configuration). We believe that SAS is a better index 
of solubility than the total number of CO2 in the surfactant layer due to the non-uniform 
distribution of PE surfactants. In PE micellar system some CO2 molecules, which are in the 
surfactant layer, are not located in the solvation shell of any surfactant molecule. The results 
of SAS for the surfactant anion show that there are more CO2 molecules having contact with 
the PFPE surfactant. This result is consistent with the previous results from our group in 
which the average number of CO2 molecules in the solvation shell was studied. We noticed 
that though PE molecules have smaller van der Waals volume, there is less space between PE 
tails to accommodate CO2 because of the extreme small average distance between surfactant 
molecules.
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Table 3.2: Accessible surface area of the aqueous core and surfactant anions. 
 
Surfactant in the 
system 
ASA of the 
aqueous 
core (Å2) 
ASA of 
surfactant 
anion (Å2) 
Total surface area 
of the aqueous core 
(Å2) 
Percentage of the 
exposure of the 
aqueous core  
PFPE 497± 114 17863± 590 6835± 162 7.3% 
PE 2049± 93 9206± 216 6201± 101 33.0% 
A1 363± 78 13622± 419 6857± 156 5.3% 
A2a 1858± 150 7642± 256 6993± 195 26.6% 
PFPE (in vacuum) 1252± 245 11410± 348 7361± 267 17.0% 
PE (in vacuum)a 3311± 199 5751± 131 7958± 224 41.6% 
A1 (in vacuum) 2619± 193 8058± 205 8726± 248 30.0% 
A2 (in vacuum)a,b 2696± 184 6502± 131 7602± 185 35.5% 
 
a The simulation started with preassembled micelle configuration. 
b During simulation the configuration changed frequently between spherical and 
wormlike configurations. We chose 1 ns when the micelle was basically spherical to 
do the ASA calculation. 
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We also performed micellar simulations for A1 and A2 molecules to confirm our 
conclusion from monolayer simulations. For A1 molecular system, we obtained the typical 
reverse micelle similar to the PFPE system. For A2 system we simulated the system for 50 ns 
and could not obtain a reverse micelle. The final configuration looked like a bilayer. When 
we started the simulation from an initial spherical micelle, we obtained a micelle with a big 
exposure to CO2 in a final configuration. As we will show later on, the simulations of 
artificial surfactant based monolayer and micellar systems are consistent. All the results of 
SAS are showed in Table 3.2. 
 
Micelle in vacuum 
To understand the role of the CO2-tail interaction, we performed several simulations for 
micelles in vacuum and compared them to results from micelles in CO2 simulations. During 
the simulations we found that the micelle self-assembled starting from a random 
configuration. This indicates that in our micelle self-assembly the role of CO2 was providing 
friction only. We compared the results for the micelle in CO2 and that in vacuum for the same 
micelle, and found that the average surfactant-surfactant distance was smaller in the system 
in vacuum. This time even PFPE micelle had a small exposure. But the exposure for PE was 
much larger. The difference between fluorinated and hydrogenated systems still was big. 
Since we observed the difference between PFPE and PE without CO2, we think that the 
interaction between surfactants and CO2 molecules is not the critical factor determining a 
difference in the surface activity. But the CO2 did play a role in simulations. That is to make 
the surfactants’ distribution more uniform and increase the area per headgroup. For PFPE 
surfactants, the presence of larger surfactant-surfactant distance helps CO2 molecules to enter 
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the space between the tails.  The CO2 molecules enter the tail region and push surfactants 
apart. Thus we observed a uniform distribution of PFPE surfactants in water/PFPE/CO2 
system. On the contrary, the PE tails are too close to each other due to the tail-tail attraction. 
There are only a limited number of CO2 molecules which can enter the space between tails. 
After the CO2 comes in, the average distance between PE molecules also becomes larger. But 
the effect is not big enough to make a uniform distribution of PE in water/PE/CO2 system. 
This explanation is consistent with the fact that we observed the uniform distribution for 
PFPE system within a wide range of area per headgroup. In these cases the CO2 molecules 
between tails help to create a uniform distribution of PFPE headgroups. What is more, it also 
can explain the high solubility of fluorinated surfactant in CO2.  
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3.3.2 Monolayer Simulations 
 
Surface tension calculations 
The ability of certain surfactants to decrease the surface tension of the interface can 
serve as an index of the efficiency of these surfactants. Usually the value of the surface 
tension reduction, γ0-γ (γ is the surface tension in the presence of the surfactant molecules; γ0 
is the surface tension for the pure liquid/liquid interface) depends on a surfactant 
concentration. At a particular concentration, the large value for the surface tension reduction 
stands for high surfactant efficiency. Since PFPE is an efficient surfactant, we expect that the 
simulated system containing the PFPE modified scCO2/water interface has a lower surface 
tension than the system containing the pure scCO2/water interface. As we can see from Table 
3.3, this is indeed the case for the surface tension of the PFPE modified interface. At the 
same time we observed that the surface tension of the PE modified interface was even higher 
than that of the scCO2/water interface in our simulation. Here we notice that the values of the 
surface tension in our simulations are higher than the values from other simulations reported 
in the literature [12, 13]. Comparison with the results from a simulation performed on a 
system containing pure scCO2/H2O interface, with CO2 modeled by a three-site EPM2 model 
[27], showed that the increase in the value of surface tension is due to the single-site CO2 
model that we used. Note that our simulation is performed at a slightly lower temperature 
compared to the one in the simulation of da Rocha et al. [12], which may also be the reason 
for the higher value of our surface tension. Although it is nice to obtain in simulations the 
values for the surface tension that are close to the experimental one, our main interest in this 
work is to observe the trends in the change of these values as we add different surfactants to 
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the scCO2/H2O interface. Since in our simulations the PFPE modified interface has a lower 
surface tension compared to the scCO2/water interface, we therefore conclude that our model 
of PFPE is a model of a “good” surfactant. As we can also see from Table 3.3, the presence 
of PE surfactant produces a slight increase in the surface tension of the interface with the 
surfactant compared to the surface tension of the pure interface. This means that in our 
system containing the PE monolayer, the surface pressure of the monolayer is negative and 
the monolayer will shrink, if the external pressure is not applied. Such shrinkage of the 
monolayer is consistent with the creation of a “patch” we observed previously in our micelle 
simulations [48, 78]. Both the negative surface pressure and the “patch” in the micelle will 
not be observed in experiments where the surfactant concentration and the size of the system 
are very different. The slight increase (or at least no reduction) in the surface tension of the 
interface we observe in the presence of the PE surfactant is the signature of a “bad” 
surfactant. 
What is the reason that PFPE is a “good” surfactant and PE is a “bad” surfactant? To 
answer this question, first notice that the surface pressure and the free energy of the system 
containing a monolayer at the liquid water/liquid CO2 interface can be written as: 
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where a is the area per surfactant molecule. The three terms in (3.6) are contributions from 
the headgroup hydration, surfactant interaction (including intramolecular interaction), and 
surfactant tail-upper phase (CO2) interaction, respectively. Since the division of the 
surfactant molecule into the headgroup and tail regions cannot be done uniquely, the relative 
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contribution of the three terms depends on the convention used for the definition of the 
regions. 
We also performed computational tests with artificial molecules A1 and A2. After we 
performed our test runs we found that by changing the PE’s bonded parameters to those of 
PFPE’s we can produce a “good” surfactant. The CVFF that we use to describe surfactant 
anions is constructed in such a way that the difference in the bonding parameters describing 
PFPE and PE is in the values of the bond stretching parameters kb,i and angle distortion 
parameters kθ,i, and also in the values of the equilibrium bond lengths and angles, while the 
torsion Ai and the out-of-plane Bi parameters remain the same. The nonbonded term in the 
energy contains contributions from the Coulomb interaction energy of partial charges and 
Lennard-Jones interaction energy. The nonbonded parameters for PFPE are different from 
the ones for PE. As we can see from Table 3.3, the interface with A1 has a surface tension 
that is lower than the tension for the pure CO2/water interface, and the value of the surface 
tension is close to that of PFPE. This indicates that A1 is a “good” surfactant. On the 
contrary, the interface with A2 has a high surface tension, similar to the one with PE. Since 
the surfactants with the same vdW and partial charge parameters can have very different 
surfactant performance, we conclude that these parameters are not the only parameters that 
determine the surfactant performance. As we can see the bonded parameters play a very 
important role. The conformational distribution of the surfactants also plays an important role. 
In Table 3.4 we calculated the average tail-tail intermolecular energy (Coulomb plus LJ) 
using the system trajectories. Here the definition of “tail” incorporates the surfactant 
molecule without the –CO2
- group. We can observe from the data that all the energy values 
are negative indicating that the cohesive energy term plays the dominant role. We observe 
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that “good” surfactants (PFPE and A1) display a less negative interaction energy compared 
to “bad” surfactants (PE and A2). This indicates that the conformational distribution of the 
tails in “good” surfactants is different from that of the “bad” surfactants and that it is possible 
that tails in “bad” surfactants are in a more condensed state. 
To understand the influence of electrostatic tail-tail interactions we also performed 
simulations with charges on tails removed. Here we used the same definition of “tail” and 
“head” as in our group’s previous paper [78] (e.g. for the PFPE anion the “head” contained 
the CO2
- group, the first CF2 group, and the first ether oxygen). The partial charges on 
headgroup ether O atoms were modified to keep the whole system at zero net charge. We 
observed that the big difference between surface tension in systems with PFPE and PE still 
remained. This fact suggests that our group’s previous conclusion [78] about a strong 
electrostatic attraction between PE tails may be incorrect. The influence from the tail dipole 
is very small compared to that of other factors. The influence of the partial charges on the 
first two PFPE fluorine atoms which can be considered to be part of the headgroup can be 
seen from the last two rows in Table 3.3. As we can see from this table, the main change in 
the surface tension is due to the removal of the partial charge on fluorine. The important role 
of this partial charge is not difficult to understand since the headgroup partial charge can 
change both the headgroup Coulomb repulsion term and the headgroup hydration term in the 
free energy expression. We want to emphasize that all our discussions about the role of 
partial charges are focused on the surfactant-surfactant interactions. The surfactant-CO2 
electrostatic interaction is expected to be unimportant for the total free energy as was 
reported in the literature [25]. 
Our computational experiments on artificial surfactants indicate the importance of the  
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Table 3.3: Results for the surface tension calculationsa. 
  
Surfactant on interface Surface tension (mN/m) 
No surfactant 47.6± 1.4 
PFPE 33.6± 2.2 
PE 52.2± 2.2 
A1 38.7± 1.4 
A2 52.6± 0.6 
PFPE with no partial charge on tail 29.8± 1.5 
PE with no partial charge on tail 50.6± 2.2 
PFPE with hydrogenated headb 40.1± 0.9 
PFPE with no partial charge on first two F atoms 40.9± 0.6 
 
a The standard deviation is obtained using a block average method with 4 blocks 
for each simulation. Here the definition of “head” includes the first –CF2/-CH2 
group. 
b The first two F atoms LJ parameters and partial charges were changed to those 
of H atoms on PE. 
 
 
 
Table 3.4: The average tail-tail interaction energy for monolayer systems (kJ/mol). 
 
PFPE PE A1 A2 
-435.03 -555.50 -334.03 -480.24 
 
 42 
chain conformations for the effectiveness of the surfactant. Changes in conformations may be 
accomplished by variation of the Lennard-Jones size parameter, charges, and changes in 
bonding parameters. We observed that size parameters and partial charges are not the only 
important parameters that describe the tail-tail intermolecular interactions as one may naively 
assume and that changes in bonding parameters play a major role in determining the 
effectiveness of the surfactant. The values of partial charges on the tail atoms do not have a 
big influence on the surface tension. Partial charges on the first -CH2 or -CF2 groups do have 
a certain influence. 
 
2D Distribution of Surfactant Headgroups 
In our previous simulation of the micellar systems we found that PFPE surfactants 
uniformly distribute themselves on the approximately spherical scCO2 /water interface in a 
typical micellar configuration. PE surfactants, on the contrary, tend to cluster together, 
therefore leaving “patches” where a direct scCO2/water contact on the spherical interface 
occurs. The results from our monolayer simulations can be linked to these observations, 
meaning that an effective repulsion exists between PFPE molecules, while an effective 
attraction should exist between PE molecules. Indeed, we observed a positive surface 
pressure for the PPFE monolayer, which indicates effective repulsion between molecules and 
keeps the surfactant distribution uniform. The surface pressure is negative for the PE 
monolayer, which produces an effective attraction between surfactants and their cluster 
distribution.  
Since we used the same conditions for the micellar and monolayer simulations, we 
anticipated to see a difference in the distributions of PE versus PFPE surfactants in our 
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monolayer simulations as well. Although we were not able to observe a patch of direct 
scCO2/water contact in monolayer simulations, due to a rather small number of surfactant 
molecules in our simulation box, the analysis showed that the distribution of fluorinated and 
hydrogenated surfactant in monolayers is different indeed. To understand this difference, we 
first studied the distribution of the surfactant headgroups. The 2-dimensional radial 
distribution function (rdf) of the surfactant headgroups is shown in Figure 3.3. The index that 
denotes the carbon atom in this work is the same as that in our group’s previous work [78]. 
C1 to C9 are backbone carbon atoms starting from carboxyl carbon C1. C10 to C12 are side 
chain carbons. As we can see from this figure the amplitude of the first peak for the PE 
surfactant is larger than the corresponding amplitude for the PFPE surfactant, which means 
that the probability of finding the PE molecules in close contact is higher if compared to the 
probability for the PFPE molecules. Also, in the PFPE case the amplitude of the first peak is 
similar to the amplitude of the second peak and both of them are close to unity. This means 
that the distribution of the PFPE surfactants is more uniform. We also calculated the number 
of nearest neighbors around the surfactant headgroups. This information is displayed in 
Figure 3.4. As we can see from this figure, there are more PE headgroup neighbors within a 
short distance from a central headgroup. This is consistent with a cluster distribution of the 
PE surfactants.  
Because the distribution of the PFPE molecules is uniform, there is, on average, more 
empty space available between the tails of these molecules. As a result the CO2 solvent 
molecules can penetrate more efficiently into this space. Therefore we expect that more 
molecules found in the PFPE’s tail region, meaning better solubility of PFPE in CO2. To 
check this expectancy we counted the total number of CO2 molecules in any surfactant’s first 
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solvation shell, as we did in our previous work [78]. As we from Table 3.5 there indeed more 
CO2 molecules in the first salvation shell surfactant. This suggests a larger CO2 penetration 
into the tail region. We can also observe this penetration from the density profile (Figure 3.5). 
This figure shows that the density curve for CO2 drops significantly after entering the tail 
region for both PFPE and PE cases. Nevertheless, some substantial differences can be seen 
from the figure; there is a stable region in the PFPE case with a plateau region indicating the 
CO2 penetration. On numbers from Table 3.5 and the values of the tail/CO2 interaction 
energy, we observe that the conclusion reached previously in the literature that there is no 
special affinity between fluorocarbon PFPE the basis of the and CO2 [25] is also applicable 
in our case. The average tail/CO2 interaction energies in our monolayer simulations are 
-514.57 and -430.17 kJ/mol for PFPE and PE cases, respectively. If we assume that the 
interaction is mainly due to CO2 molecules located in the first solvation shell, we can 
calculate the interaction energy per each CO2 molecule in the first solvation shell. The results 
are -8.30 and -8.60 kJ/mol for PFPE and PE, respectively, meaning that in our simulations 
the interaction between PE and single CO2 is approximately the same as the interaction 
between PFPE and single CO2. The larger total negative tail/CO2 interaction energy in the 
PFPE case is due to a larger number of CO2 molecules in the solvation shell of the surfactant 
molecule. 
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Figure 3.3: Two-dimensional (in xy-plane) radial distribution functions for C1-C1 
atoms. 
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Figure 3.4: Average number of other C1 atoms N® within a distance r from a 
central C1 atom. 
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Tail Conformations and Chain Rigidity 
As our previous discussion showed, the intermolecular interactions are not the crucial ones 
that can explain the surface activity of PFPE or PE surfactants. Indeed, as we 
saw previously, the A1 molecules that have the same intramolecular force field parameters as 
PFPE and the same intermolecular force field parameters as PE display high surface activity 
and are “good” surfactants, while A2 molecules that have the same intermolecular 
parameters as PFPE and the same intramolecular parameters as PE are “bad” surfactants. 
Intramolecular force field parameters determine the flexibility of the molecules, and 
consequently, the conformations of the surfactant tails. The strong dependence of the results 
on the choice of the intramolecular parameters shows that in the case of PFPE/PE surfactants 
flexibility plays a very important role in the monolayer behavior and its surface activity. 
Compared to PE molecules, the PFPE molecules are more rigid and they pack and distribute 
themselves so as to leave more space between tails. The CO2 molecules can enter this space 
due to the tail/CO2 interaction. In their turn the CO2 molecules push the surfactant molecules 
away from each other. Thus, we observe that the PFPE surfactants have a uniform 
2-dimensional distribution of the headgroups and the system displays a positive surface 
pressure. The tails of the PE molecules are not so rigid and as a result their conformations are 
more disordered. The more disordered tails do not leave enough room for the CO2 molecules 
to enter. Due to the attraction of the PE tails the surfactants undergo cluster formation. In 
addition, the CO2 molecules outside the clusters (in the “patch” region) can also push the 
surfactants toward each other. As a result, we observe that the PE surfactants display an 
effective attraction, and a system has a negative lateral pressure in this case.  
To check the difference in the conformations of PFPE and PE tails, we performed a 
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Figure 3.5: Number density for the surfactant tails and CO2. Each CFn/CHn and O 
was counted as a group. 
 
 
 
 
 
Table 3.5: Number of CO2 molecules in the first solvation shell of surfactant tails 
in monolayer simulations. 
 
 PFPE PE PE (headgroup 
fixed) 
Number of CO2 62± 6 50± 6 62± 5 
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conformational analysis of our monolayer simulation trajectories. In Figures 3.6 and 3.7 we 
plotted the number density profiles of backbone atoms with their distances calculated relative 
to the position of the headgroups C1. Compared to the profile for the PFPE, there are more 
overlaps seen in the profile of the PE. We also observe broader density distributions in the 
PE profile, indicating that more disorder is present in the PE monolayer compared with that 
observed in the PFPE monolayer. The same conclusion on disorder can be obtained from 
observing the tail density profiles in Figure 3.5. We also plotted the cosine of the angle 
between the vector connecting C1-Ci and the vector normal in order to study the orientation 
of each segment in the tail. From Figure 3.8 we observe that the orientation of the PFPE tail 
is basically perpendicular is an obvious tilt angle for the whole tail. To check the order of 
each segment, the order parameter  
 2
3 1
cos
2 2
CFS θ= < > −                           (3.7) 
(θ is the angle between the CF(CH) bond and the normal to the interface) for each carbon 
along the chain was plotted in Figure 3.9. As we can see, as the carbon number increases, 
both PPFE and PE chain segments become more disordered, although the order parameters 
for the carbons in the PE chains are closer to zero, especially for the last several carbon 
atoms in the surfactant tails. This confirms the fact that PE tails have a more disordered 
configuration than PFPE tails. The backbone dihedral trans/gauche ratio can also serve as an 
important index for the degree of disorder of the surfactant tails. We show in Table 3.6 that 
the PE tails have a higher percentage of gauche defects which is consistent with our previous 
discussion. To support our qualitative discussion with a quantitative argument we performed 
an additional simulation on a PE surfactant monolayer with the headgroup carbon atoms C1 
uniformly distributed on a lattice and fixed during the simulation. The results of this 
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simulation were analyzed and compared with the results of the simulation on the PE 
monolayer. We calculated the energy and entropy changes for the monolayer tails when 
going from a system containing the PE monolayer with fixed headgroup atoms to a system 
with unrestricted distribution of the headgroup carbon the method of Schlitter [77]. As we 
can see from the data in Table 3.7, there is a negative energy change for the tail/tail 
interaction when going from a uniform distribution to a cluster distribution, which is caused 
by the mutual tail approach. Since due to this motion the space between tails is reduced in 
cluster configuration and the number of CO2 molecules is pushed out from this space, the 
number of CO2 molecules solvating the tail is also reduced, which causes a positive energy 
change in tail-CO2 interaction. Basically, the two changes cancel each other. The change in 
tail/aqueous solvent interaction energy is very small and contributes very little to the energy 
balance. Table 3.7 shows that compared to the energy change, the entropy change is 
dominant. Thus, the entropic contribution to the free energy change should be considered to 
be the main driving force for the formation of the cluster configuration.  
We also calculated a trans/gauche ratio for surfactants with fixed PE. The result (see 
Table 3.6) shows that PE monolayer tails are more ordered when monolayer headgroups are 
fixed in a uniform configuration. These trans/gauche data are consistent with the entropy 
change. Although this result may seem to be somewhat unusual (surfactant tails usually 
become more disordered with an increase in the area per surfactant [84]), it can be easily 
explained. As Table 3.5 shows, the number of CO2 molecules in the solvation shell of the 
fixed PE monolayer is larger than that in the unrestricted monolayer. A larger number of CO2 
molecules around the surfactant enforce the surfactant to adopt a more ordered conformation. 
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Figure 3.6: Number density for the PFPE backbone carbon atoms as a function of 
distance to the headgroup. 
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Figure 3.7: Number density for the PE backbone carbon atoms as a function of 
distance to the headgroup. 
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Figure 3.8: The average cosine of the angle formed between the vector normal to 
the interface and the vector connecting C1-Ci. 
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Figure 3.9: The order parameter for the CF(CH) bond. 
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Table 3.6: The gauche/trans ratio for the surfactant backbone dihedrals in 
monolayer simulations. 
 
 PFPE  PE PE with fixed 
headgroups 
g/t ratio 0.296 0.373 0.308 
 
 
 
 
 
 
 
 
 
Table 3.7: Energy and entropy change for monolayers when transforming from a 
state with the PE headgroups fixed to a normal unconstrained monolayer (in 
kJ/mol). 
 
ΔEt-t (tail/tail) -78.28 
ΔEt-w 
(tail/(water+cation)) 
-1.03 
ΔEt-c (tail/CO2) 68.4 
-T∆Stail -441.32 
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3.4 Conclusions 
 
We performed MD simulations on systems containing micelles and monolayers of 
perfluorinated polyether ammonium carboxylate surfactant (PFPE-COO-NH4
+, MW=695.13) 
and its hydrogenated analogue PE-COO-NH4
+ situated at the water/scCO2 interface to study 
the difference between the fluorinated and hydrogenated surfactants in order to explain their 
different surface activity. By changing the force field parameters that are responsible for the 
relative strength of intra- and intermolecular interactions, we studied the influence of these 
interactions on the value of the surface tension. We found that intramolecular interactions and 
molecular geometry play an important role in the surface activity of a “good” surfactant. Our 
simulation results are consistent with the results from the previous simulations on the reverse 
micellar systems performed in our group. We observed that the difference in the values of the 
surface tension for the fluorinated and hydrogenated surfactants corresponds to different 
2-dimensional headgroup distributions for the PFPE and PE surfactants. These different 
distributions are seen in both micellar and monolayer simulations. While in the PFPE case the 
simulations show that surfactants are distributed uniformly, the PE surfactants are clustering. 
Various types of analyses were performed in order to reveal the difference in tail 
conformations of PFPE and PE molecules. We found that the more rigid PFPE tails can 
provide more space between the surfactant tails for CO2 molecules to occupy this space. Thus 
the PFPE tails can be well solvated in CO2 solvent and as a consequence we observed 
uniformly distributed PFPE surfactants and the interface had a low surface tension. The more 
flexible PE tails are more disordered; this leaves less space for the CO2 molecules to 
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penetrate between the surfactant tails, thus explaining the low solubility of these surfactants 
in CO2. We also performed energy and entropy calculations for the PE molecules when their 
headgroups were restricted to a lattice configuration on the interface plane. The positive 
change in the tail conformational entropy for these molecules when going from a restricted to 
an unrestricted state of motion in the plane of the interface is, in 
our opinion, the driving force for the formation of cluster configuration in the PE system. 
This driving force is not available in the case of PFPE because these surfactants have a rigid 
tail. How important is this entropic effect for the other surfactant molecules should be a 
subject of future studies. We feel that the described effect should be considered together with 
other effects, such as surfactant excluded volume and cohesive energy when designing 
effective surfactants for scCO2.
 
 Chapter 4 
 
The effect of water structure and surface 
charge correlations on the hydration force 
acting between model hydrophilic surfaces 
 
4.1 Introduction 
 
The nature of forces acting between colloidal particles or macromolecules in aqueous 
solutions is a subject of an intense research activity in material science and biophysics [43, 
87]. For charged particles with flat surfaces, a classical DLVO theory [17, 90] that represents 
interaction forces as a combination of the van der Waals attraction and electrostatic repulsion 
due to an overlap of double layers can be used as a starting point. The limitations of the 
DLVO theory are quite clear and attempts were made to improve it by taking into account 
such factors as, for example, correlations between ions, ion sizes, image forces due to 
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ion–surface interactions, etc. In addition, there always was an understanding that properties 
of solvent, and particularly water, must play a role in the inter-particle interaction. Indeed, 
experiments that studied interactions between neutral phospholipid bilayers demonstratedthat 
another repulsive force not considered in DLVO theory exists in nature [46]. In an attempt to 
explain the nature of this force two mechanisms were proposed. One explained the force as 
due to the restructuring of water at the surfaces and, therefore, this extra to the DLVO force 
was named the hydration force [45]. Another mechanism did not involve the properties of 
solvent; it explained the force as due to large scale protrusions of lipid molecules from 
bilayers and therefore as due to steric interactions between lipids [33]. The fact that an extra 
non-DLVO force needs to be considered to explain interactions between rigid charged 
surfaces of inorganic particles such as mica [66] or surfaces of DNA [71] when the 
protrusions are small indicates that an extra to the DLVO force acting between these particles 
may indeed contain a component that is due to water. Subsequent experiments performed by 
McIntosh and Simon [60] on lipid uncharged membranes demonstrated that an extra to the 
DLVO force due to water also acts between lipid bilayers. Based on experimental 
measurements, it was also proposed that the hydration force due to water structure can even 
be of an attractive character [70].  
Theoretical work on the nature of the hydration force was initiated by Marcelja and 
Radic [55]. These authors represented the free energy part due to water encompassed 
between surfaces in a form described as a series in Landau type expansion. The order 
parameter in this expansion was not specified and therefore the approach was fully 
phenomenological. Some of the subsequent theoretical work and simulation work was 
devoted to the identification and study of this order parameter. Polarization of water between 
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surfaces represented an appealing choice for the order parameter that should be considered in 
the problem and therefore some of the initial theoretical work performed by Gruen and 
Marcelja [26] and by Schiby and Ruckinstein [76] considered the behaviour of this 
polarization. While the Gruen–Marcelja model used a conjecture that Bjerrum defects 
constitute the source of the polarization field, Schiby and Ruckenstein proposed that the 
polarization is caused by the interaction of water with the particle surface and that it 
propagates due to interacting dipoles of water molecules [76]. Schiby and Ruckenstein 
considered a homogeneous distribution of water molecules and obtained a smoothly decaying 
polarization profile. This contradicted the finding from molecular dynamics simulations that 
showed that polarization oscillated when the surfaces of bilayers were rigid [6]. It was also 
observed in the simulations that when the restrictions on the motion of a surface group were 
lifted, the water polarization profile displayed a smooth decay [67]. Subsequently, by 
considering an inhomogeneous packing of water next to surfaces, Mansiu and Ruckenstein 
obtained an oscillatory profile for the water polarization embedded between rigid walls [53]. 
When they considered the surfaces to be rough or fluctuating, the polarization oscillations 
were removed and a smooth decaying profile was obtained, in agreement with experiments 
and conclusions from the simulations. The theories that considered the polarization origin for 
the hydration force used in some or other form the elements of a continuum electrostatic 
theory and a connection between polarization and the electric field. Recent molecular 
dynamics simulations of water in Newton black films sandwiched between layers of sodium 
dodecyl sulphate (SDS) surfactants demonstrated that for water in these films the connection
between polarization and electric field has an anomalous character [23]. Simulations also 
demonstrated that the anomalous response of water polarization to the electric field is 
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responsible for the strong exponentially decaying short-range repulsion between SDS 
surfaces [24]. 
Another class of models considered the disruption and deviation of a water hydrogen 
bond network from the one found in bulk water as a reason for the hydration force. Attard 
and Batchelor modelled water between plates to be placed on a two-dimensional square 
lattice and obtained an expression for the hydration force that depended on a free parameter 
related to the Boltzmann weight of the Bjerrum defects [2]. Later Besseling generalized the 
Attard and Batchelor model to three dimensions [7]. In most cases the models considered in 
the theory of the hydration force represented the surfaces as homogeneous entities. Besseling 
and in a different model Kornyshev and Leikin [40] considered the effect of the 
inhomogeneity of the surfaces. As of today only one fully microscopic treatment of a 
hydration force was performed for a model where large macroions were embedded in a 
dipolar hard sphere-point ion electrolyte. The integral equations describing the model were 
solved in the mean spherical approximation [85]. There are also other interesting models 
related to the nature of the hydration force that can be found in the literature. A brief review 
of some of these models related to the hydration force is given in the recent work of 
Valle-Delgado et al. [87]. The strong and weak points of these models are also discussed 
there together with the comparison between the model predictions and the measurements of 
the force acting between silica surfaces. It seems that the existing theories cannot fully 
explain the hydration component of the force acting between silica surfaces. We are not 
aware of a comparison between predictions of different theories and measurements obtained 
for forces acting between phospholipid membranes. 
Because the study of the hydration force by molecular dynamics (MD) or Monte Carlo 
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simulation techniques involves the use of a grand canonical ensemble or the presence of a 
large water reservoir, it requires large computational resources. This is why only a few 
atomistic simulations of biological or inorganic systems with hydration force calculations are 
available in the literature [14, 68, 94]. Due to the demanding computer resource requirements 
in such simulations, the crucial force–distance dependence is obtained for a limited number 
of data points. Moreover, in the case of simulations with phospholipid membranes, calculated 
pressures and their components display an appreciable statistical uncertainty. In order to 
calculate the part of the force that is due to the water structure, as predicted by a large 
number of theoretical discussions, a more simple model and a more detailed force–distance 
relationship needs to be obtained in the simulations. 
In our recent work [49] we calculated the potential of mean force (PMF) acting between 
two surfaces represented by a simple model supposed to mimic phospholipid surfaces. In our 
model the surface was made of a graphene (graphite) plate, electrically neutral, although 
containing a set of charges to represent dipoles of the lipid headgroups. We will compare the 
previously obtained PMF data with the prediction from the continuum model and also 
discuss the free energy component due to the effect of water structure. The detailed analysis 
of water structure between the plates will also be presented.
 
 
4.2 Simulation details 
 
We performed molecular dynamics simulations of two ‘graphene’ plates with artificial 
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charges which were solvated in 3440 SPC/E water [3] molecules. We calculated the PMFs 
for a number of different systems. Each system contained two graphite plates that were 
parallel to the xy plane with a distance r between them. There were 135 carbon atoms in each 
plate that has a dimension 1.697×1.75 nm. The AMBER 96 force field [11] LJ parameters 
(σcc=3.4 Å, εcc=0.3598 kJ/mol) were used for the carbon atoms. Positive and negative 1.0e 
charges were uniformly distributed on the plates. Those charges form dipoles with a dipole 
density around one dipole per 50 Å2. The resulting dipole density on the ‘graphene’ plates is 
therefore close to the dipole density in some zwitterionic bilayers and we expect that our 
simulation results can give some insights into the hydration interaction mechanism between 
phospholipid bilayers. Our choice of graphene plates was dictated by a fact that the PMF for 
uncharged plates was already published in the literature [10], so we could check the validity 
of our calculations for the case when the plates were uncharged. The system containing the 
uncharged plates can also serve as a reference system, if one wants to study the effect of 
surface dipoles on the water structure. In Figure 4.1 we showed the simulation box of one 
simulated the system. 
We first repeated the PMF simulation of uncharged system as in the work of Choudhury 
and Pettitt [10] in order to use the result as the reference state. Then we simulated three types 
of systems containing a pair of plates and water. Our systems had a different charge 
correlation between the two plates. The first two types of systems contained a ‘plus–plus’ 
and a ‘plus–minus’ charge arrangement and we called them type A and B systems in our 
previous work [49]. In the type A system the plate (a) from figure 1 was opposing plate (a) 
and the charges were in registry (‘plus–plus’). In the type B system the plate (a) was 
opposing plate (b) and charges were in counter registry (‘plus–minus’). We also studied here 
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Figure 4.1: A simulated system with an inter-plate distance D=0.92 nm. The 
system contains two graphite plates solvated in water. 
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a third arrangement of charges on the plates; we call this arrangement type C. In the type C 
system the plate (a) is facing plate (c) from Figure 4.2. The charge arrangement in type C 
system cancels the direct electrostatic inter-plate interaction. We expect that in real 
membrane systems, the charge correlation between two membrane surfaces might be 
somewhere between the ‘plus–minus’ case (type B) and the no obvious charge correlation 
case (type C). Which case is realized depends on the strength of interactions between charges 
on opposing surfaces and on the value of thermal fluctuations in the positions of these 
charges. Leikin [44] proposed that the hydration repulsion dominates when the correlation 
between charges on plates is small due to their thermal fluctuations; as a result the direct 
inter-surface interaction is also small. We cannot generate charge fluctuations in our fixed 
charge model. However, we simulated the type C system to show the possibility of the 
hydration force domination when the direct electrostatic force is small. 
In order to check if the hydrophobic/hydrophilic character of the plate was changed 
when we added dipoles, we studied the changes in water structure next to plates with and 
without dipoles. Figure 4.3 shows the density of water as a function of a distance from the 
plate. As a matter of fact, the distance form the fist density peak to the surface of the plate 
with dipoles is smaller than the sum of carbon and water radii, indicating that the plate is 
wetted. This is why we consider the plate with dipoles to be “hydrophilic”. 
To study the interactions between plates in our three cases we used the thermodynamic 
perturbation method and calculated the potential of mean force (PMF) acting between the 
two plates. The inter-plate distance r was used as the thermodynamic parameter that we 
changed slowly. The difference in Gibbs free energy between two states at different 
inter-plate distances, r1 and r2, can be written as:
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Figre 4.2: Graphene plates with 135 
carbon atoms and dimensions 1.697 
×1.72 nm as in type A, B and C 
systems. Positive and negative 1.0e 
charges are marked with ‘+’ and ‘-’ 
respectively. For type A systems, 
two plates as in (a) oppose each 
other. For type B systems, one plate 
as in (a) opposes a plate as in (b). 
For type C systems, there is one 
plate as in (a) and another plate as 
in (c). 
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 1 2[ ( ) ( )]/1 2 1
( ) ( ) ln BU r U r k TBG G r G r k T e
− −∆ = − = −                  (4.1) 
where U denotes the potential energy of the system. A series of short molecular dynamics 
(MD) simulations on states with different inter-plate distances, r, were carried out to obtain 
the corresponding values of the potential energy. Then using equation (4.1) we calculated the 
free energy change between two adjacent states. We considered two adjacently simulated 
states with r = ri and ri+1 and perturbed both these states to r = (ri+ri+1) /2. Thus we obtained 
two free energy changes: G(ri)-G[(ri+ri+1)/2] and G[(ri+ri+1)/2]-G(ri+1). By performing these 
type of calculations on N simulated states we obtained 2N-2 values of ∆G. Hence, by 
summing all the free energy changes from the largest separation to a given distance r, we 
obtained the total PMF corresponding to that inter-plate distance. Here we assumed that the 
free energy of the system with the largest inter-plate distance rmax is zero. More detail on the 
PMF calculations can be found in the paper of Choudhury and Pettitt [10]. In our present 
study we used ∆r = 0.2 Å as the smallest inter-plate distance change. For the system with 
hydrophobic plates, the range of r was from 3.0 to 13.2 Å and there were 52 totally separate 
simulations performed. For A, B and C type systems, the range of r was from 3.0 to 17.2 Å 
and 72 separate simulations were done in each case. In order to obtain the solvent 
contribution into the PMF we used the relation 
 ( ) ( ) ( )sol g gw r w r U r−= +                           (4.2) 
Here the inter-plate potential Ug-g can be easily calculated from the MD trajectory, the Wsol is 
the solvent contribution into the PMF, which we also call hydration interaction. In equation 
(4.2) Ug-g(r) is the inter-plate potential that can be easily calculated from the MD trajectory 
and wsol(r) is the contribution from the solvent. An estimate of the solvent effect can also be 
made by using a simple continuum model. The solvent contribution calculated this way is 
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Figure 4.3: Density of water as a function of the distance from the plate. Solid line is 
for water next to graphite plate, dashed line is for water next to “hydrophilic” plate. 
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given by 
 , , , ,
1
( 1)sol c elec c elec g g elec g gw U U Uε− −
= − = −                     (4.3) 
Here the two energy terms are electrostatic interaction energy between two plates in water 
described by a continuum and in vacuum; ε is the dielectric constant of water. 
For each system at each value of r we performed a short MD simulation of 1 ns duration 
with a time step of 2 fs. The first 500 ps of the simulations were used for equilibration and 
500 ps for data collection. The NPT ensemble was used for all the simulations with 
temperature 298K and pressure 1.0 bar. The long-range forces were calculated using 
particle-mesh Ewald [22] with a cut-off for the direct Coulomb interaction and the van der 
Waals interaction having a value of 0.9 nm. The pressure and temperature were coupled by 
the Nose –Hoover thermostat [63] and the Parrinello–Rahman barostat [64, 65] both with 
coupling constants of 0.5 ps. All simulations were performed using GROMACS MD package 
[4, 47]. 
 
70 
4.3 Results and Discussions 
 
Potential of mean force between two plates 
Initially, we calculated the potential of mean force and its components for the system 
containing uncharged plates. The results _shown in Figure 4.4 are consistent with the results 
from the work of Choudhury and Pettitt [10]. The PMF shows an oscillatory behavior at 
distances between 5–11 Å reflecting the size of the water molecules. The two minima at 6.8 
and 10.0 Å are at distances corresponding to one and two layers of water molecules situated 
between the two plates. The inter-plate interaction energy in this case is due to 
Lennard-Jones interaction only. The contribution from water to the total PMF shows 
oscillations around zero when r is larger than 6.8 Å. When r is less than 6.8 Å, water 
contributes a repulsive component into the total PMF reflecting the need for work to remove
water from the last layer between the plates. 
The results of PMF for type A, B and C systems are shown in Figure 4.5. The PMF 
from the type A systems is strongly repulsive because of the large interpolate electrostatic 
repulsion. The water contribution wsol in this case is attractive in the range of one to two 
layers of water between plates. For the type B systems the PMF is somewhat flat, while the 
wsol curve is strongly repulsive. The two PMFs described above and their water components 
display an oscillating character, when the inter-plate distance is smaller than the distance that 
two layers of water can fit in. We observe that the direct inter-plate interaction dominates the 
PMF in both cases because of the very strong electrostatic interaction from perfect inter-plate 
charge correlation. However, the solvent contribution dominates the PMF from the type C 
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system, as we can see in Figure 4.5. In this case both PMF and wsol display a strong repulsion 
at close distances followed by oscillations when the distance is within the distance that two 
layers of water can be placed between the plates. Therefore, we observe the possibility of a 
solvent-induced force domination due to a special charge distribution, although the charge 
distribution here is quite artificial. 
In both type A and B cases the PMF contribution from the solvent is always acting in a 
direction opposite to the direct inter-plate interaction force, i.e. if the direct contribution is 
attractive the solvent contribution is repulsive or vice versa. This is also the case when the 
solvent is considered to be a dielectric continuum. In this case the direct interaction can be 
reduced by the value of solvent dielectric constant and the solvent contribution is therefore 
given by equation (4.3). We present the solvent contribution based on equation (4.3) along 
with wsol obtained from equation (1) in Fgure 4.6. A remarkable and somewhat surprising 
conclusion that one can make from observing the plots in Figure 4.6 is that the simple 
continuum model agrees quite well with our MD wsol results at distances when more than two 
layers of water can enter the space between the plates (at distances beyond 10Å ). We also 
observe that our calculated wsol strongly deviates from the continuum prediction at small 
distances. According to theoretical conclusions [54] and simulation results [91], the value of 
the dielectric constant of water in the region near the plates should be smaller than the value 
for bulk water. However, the difference between those calculated from MD wsol curves and 
the ones predicted by continuum is so large at smaller distances that it is not possible to 
explain the deviation between the two curves by simple reduction in the value of the 
dielectric constant. Moreover, in case B the reduction in the dielectric constant will produce 
an even larger difference between continuum result and MD simulation than the one that 
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Figure 4.4: The potential of mean force w(r) (solid line), the interaction potential 
between two graphite plates Ug-g(r) (dashed line) and the solvent contribution 
wsol(r) (dot-dashed line) for the systems which contain two graphite plates with no 
charges. 
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Figure 4.5: The potential of the mean force and its components for: (a) type A 
systems; (b) type B systems and (c) type C systems. The solid lines are for the 
total potential of mean force wpmf between plates; the dashed lines are for the 
direct plate-plate interaction potential Ug-g and the dot-dashed lines are for the 
potential wsol. 
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Figure 4.6: Comparison between wsol and wsol,c: (a) type A case; (b) type B case 
and (c) type C case. The solid lines and dashed lines are for wsol and wsol,c 
respectively. 
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already exists. 
We did not include type C case in our detailed discussion of the connection between the 
free energy and water structure that is given below, because the arrangement of charges 
given in the type C system is somewhat artificial. Also, one can get an understanding of the 
importance of water structure by just considering cases A and B. In order to explain the 
character of the water contribution into the PMF and the difference between type A and B 
cases, we performed a systematic analysis of water structure between plates in each case.  
 
Orientational structure of water molecules between two plates 
We have calculated the orientational distributions for water molecules situated between 
the two plates. All calculations are done for distances when there are one or two layers of 
water molecules confined between plates. These inter-plate distances can be found from the 
proper minima in PMFs. 
We calculated the normalized orientational distributions P(cosθ) defined as the 
probability of finding the cosine of an orientation angle (cosθ) in the interval ∆(cosθ) 
divided by the interval length ∆(cosθ). Here the angle _ refers to the angle between the 
vector of interest and the z axis. For the water dipole moment, the angle θ is the angle 
between the water dipole moment vector and the z axis. The θ angle in the OH bond 
orientation distribution POH(cosθ) is the angle between OH vector and z axis. 
By analysing the orientational distributions we can learn about the water structure 
between plates. For comparison purposes let us first examine the structure of water between 
uncharged plates. Figure 4.7 shows orientational distributions for water molecules in the case 
when one layer of water is situated between the non-charged plates. We observe that the most 
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probable cosine value for both Pµ and POH is ≅ 0 which corresponds to a 90_ angle between 
the OH vector and the z axis and the dipole and the z axis. This result implies that most of the 
water molecules between the plates are situated in the xy plane. Since there is no electrostatic 
force acting between water molecules and plates, the orientation of water between plates is 
mostly determined by the desire of water molecules to maximize the number of hydrogen 
bonds between themselves. In view of the fact that in our case there is just one layer of water 
between plates, most water molecules tend to stay in the xy plane. This way they can create 
the most efficient hydrogen bonding network. The situation with two layers of water is
shown in Figure 4.8. As we can see from the figure, the POH displays sharp peaks located 
around cosine values of ±1. These correspond to 0º and 180º, indicating that one of the 
hydrogen atoms points towards the direction along the z axis in an effort to hydrogen bond 
between the two water layers. The other hydrogen atom of the water molecule is pointed in a 
direction which is close to being perpendicular to the z axis. This is why we observe a broad 
peak in POH around cosine equal to 0. This picture is also confirmed by the observed broad 
distribution of Pµ, which indicates that to maximize the hydrogen bonding network one needs 
to have both intra-layer and inter-layer hydrogen bonds. The water snapshots taken at two 
distances corresponding to the minima in the PMF are also shown in our figures. They 
confirm our conclusions about the water structure. 
The orientational distribution plots and MD snapshots for type A systems with one and 
two layers of water between plates are shown in Figures 4.9 and 4.10 respectively. Since 
there are layers of water that are enclosed by negatively charged portions of the plates and 
layers enclosed by positively charged portions, we expect to see the signature of this 
arrangement in the distributions. Indeed, we notice from the snapshot given in Figure 4.9(c) 
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that planes of water molecules are either parallel to the yz plane or parallel to the xy plane. 
First consider a water molecule located in the yz plane with its dipole moment vector 
perpendicular to the z axis. In this case we find that angles θ between the OH vectors and the 
z axis are ∼ 35º and ∼ 144º. These angles explain why the observed peaks for POH in 
figure 6 are at the values of cosine = ±0.8. Therefore we conclude that water molecules 
situated between negatively charged portions of the plates have their molecular planes 
oriented parallel to the yz plane with their dipole moment µ perpendicular to the z axis. This 
will maximize favourable electrostatic interactions between positively charged hydrogen 
atoms of water molecules with the negatively charged portions of the plane. However, water 
molecules between portions of the plates containing positive charges prefer to stay in the xy 
plane to avoid direct contacts between hydrogen atoms and plate positive charges. For these 
water molecules the vectors along the dipole moment and along the direction of the OH bond 
are perpendicular to the z axis and this is why we observe peaks at cosθ = 0 in the 
distribution functions. These arguments explain why in the case when only one water layer is 
present in system A, the distribution of Pµ is centred around the value of 0 and the most 
probable angles for the POH distributions have their cosine values of 0 and ±0.8. Because 
water molecules in the layer can be found in two planes, the hydrogen bonding network in 
water is largely destroyed. We can also observe from the snapshot that some hydrogen atoms 
of water molecules located near the plate negative charges have close contacts with each 
other. This is energetically unfavorable for water– water interactions, but energetically 
favorable for water plate interactions. Notice that in the region between two positive plate 
charges it is not possible for a water molecule to form close contacts with both negative 
charges, since there is only one negative oxygen atom in the water molecule. 
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Figure 4.7: (a) Water orientational distributions in the system of non-charged 
plates with r? = 6.8Å. The meanings of θ and P(cosθ)are discussed in the text. The 
solid line is for Pµ(cosθ) and the dashed line is for POH(cosθ). (b) The snapshot of 
water molecules; view from the xy plane. (c) The snapshot of water molecules; 
view from the yz plane. Oxygen atoms are red and hydrogen atoms are blue in all 
the snapshots in this chapter. 
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Figure 4.8: (a) Water orientational distributions in the system of non-charged 
plates with r = 10.0Å. The meanings of θ and P(cosθ)are discussed in the text. The 
solid line is for Pµ(cosθ) and the dashed line is for POH(cosθ). (b) The snapshot of 
water molecules; view from the xy plane. (c) The snapshot of water molecules; 
view from the yz plane. 
 80 
    Let us now turn our attention to the case when there are two layers of water between 
plates in case A (Figure 4.10). Again, by looking at the snapshot from Figure 4.10(c) we 
conclude that, like in case A with one water layer, water between negatively charged portions 
of the plates is oriented differently than water between positively charged portions. Consider 
initially water molecules between negatively charged portions of the plates. Figure 4.11(a) 
shows the distributions of Pµ and POH for them. From these distributions we infer that the 
most probable orientations of water are obtained when one of the water OH bonds is pointing 
towards the plate and another OH is making an angle 109.4º with the z axis. This is the 
origin of the four peaks in POH at values around ±1 and around ±0.3 and of the two peaks at 
values around ±0.6 for Pµ in figure 4.11(a). A snapshot from the MD trajectory is also 
consistent with the above discussion. Figure 4.11(b) shows the distributions for water 
molecules enclosed by positively charged portions of the plates. In this case the distribution 
of Pµ is more homogeneous, indicating the presence of a more homogeneous distribution of 
orientations, although some preference is given to orientations with the dipole moment 
parallel to the z axis, like the snapshots from Figure 4.10 show. Since there are two kinds of 
regions between plates, what we get in the orientational distribution (Figure 4.10) is the sum 
of the distributions shown in Figure 4.11. The distributions have a mirror image symmetry 
because of the symmetry of the system. We notice that the opposite orientations of water 
molecules due to this symmetry are energetically unfavourable for the interaction between 
the two layers of water, though it is favourable for water–plate interactions. The hydrogen 
bonding network is largely destroyed in this configuration. 
A similar analysis of water molecular orientations has been done also for the type B 
systems. The orientational distributions for the case when one water layer is found between 
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Figure 4.9: (a) Water orientational distributions in the type A system with r? = 
5.8Å. The meanings of θ and P(cosθ)are discussed in the text. The solid line is 
for Pµ(cosθ) and the dashed line is for POH(cosθ). (b) The snapshot of water 
molecules; view from the xy plane. (c) The snapshot of water molecules; view 
from the yz plane. 
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Figure 4.10: (a) Water orientational distributions in the type A system with r? = 
9.2Å. The meanings of θ and P(cosθ)are discussed in the text. The solid line is 
for Pµ(cosθ) and the dashed line is for POH(cosθ). (b) The snapshot of water 
molecules; view from the xy plane. (c) The snapshot of water molecules; view 
from the yz plane. 
 83 
Figure 4.11: Water orientational distributions as in Figure 4.10, except that only 
appropriate portion (around one fourth of water molecules between two plates) was 
taken into account. Those water molecules are between (a) two negative charged 
portions of the plates and (b) two positively charged portions, as shown in the 
figures. 
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plates are shown in Figure 4.12. This time the two kinds of regions (positive–negative and 
negative–positive) are similar to each other, unlike it was for the type A system. Therefore 
we should expect that one dominant orientation and its mirror image prevail. From the plots 
of the orientational distributions, we conclude that almost all water molecules follow a type 
of orientation where one OH bond is pointing along the z axis and another OH bond is 
making an angle of 109.4º with respect to the z axis. Due to the presence of two mirror 
images for water orientations there are two peaks in POH at ±1 and a broad peak around 0. 
The two peaks in the Pµ plot have the same origin, they emanate from the two kinds of space 
regions (positive–negative and negative–positive). By having this kind of orientation, a water 
molecule can form two close contacts with two opposite plate charges (water oxygen with the 
positive charge on the plate and water hydrogen with the negative plate charge). We can also 
see from the snapshot in Figure 4.12 that the number of water–water hydrogen contacts is 
decreased compared with that found for the A type systems and that the water hydrogen 
bonding network is less affected. In the case of two layers of water, as shown in Figure 4.13, 
the orientational distributions are similar to those found for the one layer case, except that the 
peaks are broader. This means that water molecules in every layer have similar orientations 
and that orientations in every layer are similar to the one found for water when only one layer 
is present between the plates. As in the one layer situation (system B), the two peaks in Pµ are 
due to the existence of two kinds of space regions (positive–negative and negative–positive). 
This can be seen from Figure 14 where we observe just one peak if we look at a 
negative–positive region. From the snapshot we can observe that the interactions between 
two water layers are not as unfavourable as those in the type A system, because the two 
layers of water molecules have the same orientation. This orientation arrangement is also 
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favourable for the formation of hydrogen bonds. Also, in this case we observe that many 
water-plate favourable contacts are formed. 
In summary, water molecules in type B systems display orientational distributions that 
are quite different when compared to those in type A systems. When one layer of water is 
found between plates in the type B system, we observe that both water–plate and water– 
water interactions are more favourable. In the case of two layers of water, the water–plate 
interaction in type B systems may be as favourable as that in type A systems. But inter-layer 
water–water interactions in type B systems are much more favourable. Thus, we conclude, 
that at any distance the hydrogen bonding network in type B systems is less perturbed. 
Furthermore, when plates come closer, there are more energetically unfavourable 
water–water and water–plate contacts in the type A system compared to the type B system. 
 
Hydrogen bonding analysis 
In order to confirm the conclusion we reached above about the water–water hydrogen 
bonding network in different cases, we calculated the average number of hydrogen bonds per 
water molecule in each case. We used standard geometry criteria [9, 34] to calculate the 
number of hydrogen bonds. Two water molecules are considered to form a hydrogen bond if 
the inter-oxygen distance is less than 3.5Å and the O–H hydrogen bond distance is less than 
2.45 Å and the H–O–O angle is less than 30º. The same interpolate distances were used for 
calculations with one and two layers of water as used for the calculations of the plots in the 
previously presented figures. All the results were obtained from 500 ps trajectories. The data 
on the number of hydrogen bonds per water molecule are given in Table 4.1. These data are 
consistent with our previous discussion on the orientational distributions. In both A and B 
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Figure 4.12: (a) Water orientational distributions in the type B system with r? = 
6.0Å. The meanings of θ and P(cosθ)are discussed in the text. The solid line is for 
Pµ(cosθ) and the dashed line is for POH(cosθ). (b) The snapshot of water 
molecules; view from the xy plane. (c) The snapshot of water molecules; view 
from the yz plane. 
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Figure 4.13: (a) Water orientational distributions in the type B system with r? = 
9.6Å. The meanings of θ and P(cosθ)are discussed in the text. The solid line is 
for Pµ(cosθ) and the dashed line is for POH(cosθ). (b) The snapshot of water 
molecules; view from the xy plane. (c) The snapshot of water molecules; view 
from the yz plane. 
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Table 4.1: The average number of hydrogen bonds per water molecule for water 
between two plates in different situations. 
 
 Non-charged Type A Type B 
One layer of water 3.00 2.15 2.49 
Two layers of 
water 
3.26 3.03 3.15 
 
Figure 4.14: The orientational distribution Pµ(cosθ) for approximately one fourth of 
water molecules that are located between two portions of the plates, as shown in the 
figure. 
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type of systems, the artificial charges on the plates perturbed the water hydrogen bond 
network. But as we discussed before, in B type systems the number of hydrogen bonds per 
water molecule is larger compared with that found in type A systems. 
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4.4 Conclusions 
 
We calculated the potential of the mean force acting between two model hydrophilic 
plates immersed in water. The model plates were represented by grapheme layers; the plates 
were electrically neutral but alternating rows of charges were placed on them to mimic the 
dipolar character of the phospholipid surfaces. Also, a different inter-plate charge correlation 
was studied. We have shown that the water contribution to the free-energy change can be 
either attractive or repulsive depending on the nature of the inter-plate direct interaction. In 
the current work we also demonstrate the possibility of solvent domination by reducing the 
correlation between plate charges and therefore the direct Coulomb interaction.  
The potential of the mean force we obtained from our calculations was compared to the 
one that can be obtained by using the dielectric continuum description of solvent water. We 
observed that the continuum model predicts quite well the solvent effect for distances beyond 
10Å when more than two layers of water separate the plates. For distances below 10Å the 
effect of water structure is very strong, and the free energy does not agree with the 
continuum description. We observed that the water contribution into the free-energy curves 
displays oscillations due to the molecular size of the water. From water orientational 
distributions and hydrogen bonding analysis we found that the hydrogen bond network in 
water between plates was disturbed by plate charges in both A and B cases and that the 
disturbance was stronger in the A case. The decrease in the number of hydrogen bonds per 
water molecule when water is embedded between surfaces produces a tendency for water to 
leave this space. It is the favourable water–surface interaction that may counterbalance the 
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water escaping tendency. In case A, when the hydrogen bonding network of water is strongly 
disturbed, the counterbalancing effect of the surface is not strong enough and water will try 
to leave the space between the plates. As a result, the water contribution into the PMF is 
attractive. In case B the hydrogen bonding disruption is smaller and the effect of surface 
charges is stronger. Thus, in this case water will attempt to enter the space between surfaces 
and its contribution to the PMF will be repulsive. 
Although we considered here model systems we hope that they reproduce the basic 
physical nature of many models used to describe the hydration force between neutral 
membranes and our simulation results may be helpful in understanding such models and the 
experimental findings.
 
 Chapter 5 
 
Interactions of Cholesterol with DPPC and 
PSM Bilayers Studied by Molecular 
Dynamics Simulations 
 
5.1 Introduction 
 
The lipid-cholesterol interaction is of particular interest because of recent intensive 
research works on domains and rafts in lipid membranes [8] which are considered to be 
related to many biological membrane functions. The simplest raft formation in one model 
membrane involves three components including two kinds of lipids and cholesterol. In such a 
system, there are domains in the liquid-ordered phase with one kind of lipid as the main
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component and a high cholesterol concentration. These rafts can coexist with another fluid 
(liquid-disordered) region mainly made of the second type of lipid and a low cholesterol 
concentration. One popular and the most straightforward idea of raft formation is that the two 
lipids have different interaction free energy with cholesterol [82]. In this case, the phase 
separation is driven by this free energy difference and the cholesterol rich rafts are formed 
due to better cholesterol affinity of one lipid. There are other opinions which believe the 
underground mechanism is more related to dynamics [59].Many experimental works have 
been performed in order to understand the lipid-cholesterol interaction for different lipids. 
Among various lipids, two phosphatidylcholine lipids DPPC/DOPC and sphingomyelin (SM) 
are often chosen as comparison purpose. This is because these lipids are used in many rafts 
formation experiments and the structure differences between them involve two major factors 
when discussing structure-affinity relationships. The two factors are the SM linkage and the 
lipid tail double bond. The general belief is that the lipid-cholesterol affinity follows the rule 
SM > saturated PC > unsaturated PC [82]. There are some experimental results [81, 82] 
clearly showing the stronger cholesterol affinity for saturated PC compared to that for 
unsaturated counterpart. But for the comparison between SM and saturated PC, 
contradictions exist in literature. There are a number of reports [30, 42] indicating that there 
is no special affinity between SM and cholesterol, while some other reports claim that this 
stronger affinity does exist [58, 82, 88]. 
Above confusion on SM-cholesterol affinity is related to the view on relative 
importance of the two lipid structure factors (the linkage and the tail), which is also unclear 
in the literature. The model membranes with SM and unsaturated lipids have been studied 
quite often because of their importance in raft forming experiments. There are some 
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theoretical models which explain the raft formation only based on the tail properties [21, 39]. 
On the other hand, the relationship between the lipid-cholesterol interaction and the 
SM-cholesterol hydrogen bonding property was studied in many molecular dynamics (MD) 
simulations [37, 62]. How much the two factors affect the lipid-cholesterol interaction is still 
an open question. 
MD simulations with free energy calculations can be used to obtain the free energy 
change for removing one molecule out of a bilayer. In this way the affinity between the 
removed molecule and the bilayer can be studied. Here we present our free energy 
calculation works in order to provide some quantitative results which may help to answer the 
question that whether there is a special affinity due to the sphingomyelin linkage structure.  
 
 
5.2 Simulation Details 
 
We performed molecular dynamics (MD) simulations to obtain the potential of mean 
force (PMF) for removing one cholesterol molecule from lipid bilayers. In this way, we can 
obtain the free energy difference between states in which the cholesterol molecules are in the 
bilayer or in water solvent. In order to study the relationship between lipid molecular 
structure and cholesterol affinity, we simulated two different lipid bilayers in our molecular
dynamics simulations. These bilayers were made of DPPC (di(16:0) PC), and 
N-palmitoyl-sphingomyelin (PSM) molecules. The numbers of lipid tail carbon atoms are the 
same for the two bilayer-forming lipids. Thus the lipids in the two systems have roughly the 
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same tail length. According to Lange et al., [42] the cholesterol affinity strongly depends on 
the length of the lipid tail. By comparing the two systems we can find the free energy 
difference only related to the SM linkage.             
Each of the two systems in our simulations contained a bilayer of 70 DPPC/PSM and 
two cholesterol molecules. The bilayer was made from two leaflets that contain 35 
DPPC/PSM and one cholesterol molecule respectively. The force field of the DPPC [5]/PSM 
[62] and cholesterol [31] molecules can be found in the literature. The whole bilayer was 
then solvated in 2465 SPC/E [3] water molecules. A 30ns MD simulation was performed for 
each of the systems, including 10ns for equilibrium and 20ns for collecting data. Bilayer 
properties, such as density profile were obtained using these simulation trajectories. Larger 
systems containing 3237 water molecules were also simulated with the same procedure. The 
final equilibrated configurations of above MD simulations were used as the initial 
conformations in our PMF calculations. 
The umbrella sampling method with WHAM [41, 72] was used to calculate the PMF of 
removing one cholesterol molecule from the bilayer. There were 20 separate simulations 
(windows) with umbrella potential for each of the two systems. The umbrella potential was a 
simple harmonic potential added to the total Hamiltonian: 
 20( )umb umbU k h h= −  (5.1) 
with kumb value 500.0 kJ/mol/nm
2. Here h is defined as the center of mass distance between 
the lipid bilayer and the cholesterol. One such window contained 10ns for equilibrium plus
20ns for collecting data. The PMFs were calculated as a function of the bilayer-cholesterol 
distance h. Because there was a cholesterol in the each of the two leaflets of the bilayer, each 
cholesterol was pulled out with the same distance h in opposite directions in each window. 
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By choosing various values of h0 in each window, we obtained the probability distribution of 
cholesterol position. Finally, we obtained two PMFs for these two cholesterol molecules and 
for each of the two systems using WHAM formulas. In our simulations, the range of h0 was 
from 0 to 3.8 nm with the ∆h0 value 0.2 nm between two neighboring windows. When h0 was 
from 0 to 2.6 nm, the initial conformations were from the previous equilibrated systems with 
2465 water molecules. The equilibrated configurations with 3237 water molecules were used 
as starting points for 2.8 to 3.8 nm h0 range since a thicker water slab was needed in these 
cases to eliminate the periodic boundary effect.  
The system temperature and pressure for all simulations were 319K and 1.01 bar in 
order to compare with the experimental results of Lange et al [42]. Corresponding correlation 
time τT and τP were 0.5 and 2.0 ps respectively for Nose-Hoover thermostat[63] and the 
Parrinello-Rahman barostat[64, 65]. In all simulations, the bond lengths were kept constant 
by applying LINCS algorithm [28]. PME method [22] was applied for long range coulomb 
forces. We performed our simulations with Gromacs package [4, 47].
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5.3 Results and Discussions 
 
    The density profiles for various components have been shown in Figure 5.1 and Figure 
5.2 for DPPC and PSM systems respectively. In both bilayer systems, the lipid densities 
decayed to zero at h value around ±2.75 nm. In our umbrella sampling windows, the largest 
h0 is 3.8 nm. In our simulations, the radius of one cholesterol molecule is around 0.64 nm 
estimated from radius of gyration data. Thus the largest value of h0 was enough to keep the 
cholesterol molecules out of the bilayers. This can be confirmed by direct observations of 
MD trajectories as that shown in Figure 5.3.  
    The maximal density of cholesterol occurs at approximately ±1 nm for both DPPC and 
PSM cases. These distances should be close to the PMF minima calculated from umbrella 
sampling method. The density profiles of cholesterol were not very smooth compared with 
that of lipids. This is due to there being one cholesterol molecule in each bilayer leaflet. 
Hence, the statistics for the cholesterol densities was quite poor. According to MacCallum 
and Tieleman [52], the positions of small molecules in the bilayer are highly dependent on 
the initial comditions of the simulation. In order to obtain the obtain the distribution density 
with better statistics, various free energy calculation methods are needed, such as the 
umbrella sampling method that used in this work.  
The PMF curves for the two systems have been shown in Figure 5.4 and Figure 5.5. The 
features of the curves were similar to the PMF obtaining by Kim et al[38]., in which they 
calculated the PMF for removing liquid crystal-forming molecules from a DPPC bilayer. In 
each of the two PMF curves, there was a free energy minimum for small h, indicating the 
equilibrated location of the cholesterol molecule within the bilayer. This free energy
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Figure 5.1: The density profiles for various components in our MD simulations for 
DPPC systems. The higher solid line is the density of DPPC. The lower solid line 
is the density of cholesterol molecules, which has been multiplied by 20 for clarity. 
The dashed line is the density of water. 
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Figure 5.2: The density profiles for various components in our MD simulations for 
PMS systems. The higher solid line is the density of PSM. The lower solid line is 
the density of cholesterol molecules, which has been multiplied by 20 for clarity. 
The dashed line is the density of water. 
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Figure 5.3: The snapshot of one window in PSM umbrella simulations for h0=3.6 nm 
and t=30 ns. Red molecules are cholesterol molecules and green molecules are PSM 
molecules. Water were removed for clarity. 
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Figure 5.4: The PMF result for the DPPC case. The solid line is for the right leaflet 
and the dashed line is for the left leaflet. 
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Figure 5.5: The PMF result for the PSM case. The solid line is for the right leaflet 
and the dashed line is for the left leaflet. 
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minimum occurred around ±1 nm for both of two systems and the results were consistent 
with density profiles. There was a free energy barrier while increasing h beyond the 
minimum point. It corresponded to the free energy penalty for removing the cholesterol 
molecule. After the cholesterol molecule was completed pulled out into the water solvent by 
further increasing h, the PMF curves became flat in this h region. There are small differences 
between our PMF curves and the curves from Kim et al[38]., especially in the two ends. 
These differences are considered to be the results of cholesterol interaction between the two 
leaflets. Unlike the work done by Kim et al[38]., in which they only had one cholesterol 
molecule in the bilayer, we put two cholesterol molecules symmetrically into the two bilayer 
leaflets. This was to effectively double the simulation length in order to obtain better 
statistics in free energy calculations. Another advantage of our system set up was to avoid 
any artificial effect due to the asymmetrical nature of the simulated system, such as that in 
the Ewald calculations[92]. Considering the computational time for all the MD simulations 
that we need to perform, we simulated very small systems. Thus the cholesterol-cholesterol 
interaction can not be neglected when h is very small and when h is large (due to the periodic 
boundary condition). This explains the curve shape we obtained in the two ends of the PMF 
curves that were slightly different from results in literature. But the most important 
information we need from the PMF curves is the free energy cost for removing the 
cholesterol molecule from the bilayer, which is directly related to cholesterol-bilayer affinity. 
We can therefore neglect the tails of the curves at the ends and define the free energy cost for 
pulling out one cholesterol molecule from the bilayer as ∆Gpull = Gmax - Gmin, where Gmax and 
Gmin are the maximum and minimum values on each PMF curve. 
The results of ∆Gpull are shown in Table 5.1. We notice that there is a large deviation 
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between ∆Gpull values that were calculated from the two leaflets of the same system. This 
indicates that the systems are easily trapped in meta-stable configurations and simulations 
with very long times are needed to obtain good average for this free energy difference. In 
principle, the ∆Gpull should only depend on the initial and final states rather than the pulling 
out process. Even though our simulation time was typical for similar bilayer simulations, the 
larger deviation in our results means that the system may be very likely trapped in some 
meta-stable conformations. We will only discuss our free energy results based on the average 
of the two leaflets. The similar asymmetric results can be also found in the work of 
MacCallum and Tieleman[52]. 
From the average values of ∆Gpull in Table 5.1, we found the free energy costs for 
removing one cholesterol obey the order PSM > DPPC. This result is consistent with the 
many cholesterol affinity experimental results mentioned in the introduction. That is, SM > 
saturated PC > unsaturated PC for cholesterol affinity. The free energy difference between 
the DPPC system and the PSM system is 7.6 kJ/mol. In the experimental work of Veatch et 
al[89]., the free energy difference for transferring cholesterol from a DPPC vesicle to a 
DOPC vesicle was estimated based on the equilibrium compositions of vesicles. Their result 
for 30ºC is 1.5-3 kJ/mol, which is in the same order of magnitude of our simulation result. A 
recent report from Tsamaloukas et al[86]. using calorimetry suggested the same order of 
magnitude cholesterol affinity difference between SM and POPC. As what we discussed 
above, the small magnitude of the free energy difference requires more simulation time or 
more advanced statistical methods in future simulation studies to obtain a more accurate 
quantitative comparison. Because tail carbon numbers are the same for both bilayer forming 
molecules in our simulations, the only effect having influence on ∆Gpull is the SM linkage. 
 105 
Our results confirmed some experimental conclusions that the SM linkage can increase the 
cholesterol affinity. In many theoretical studies of lipid bilayers with cholesterol, the SM 
linkage is considered to be able to change the SM-cholesterol hydrogen bonding network[37, 
62]. Thus a SM bilayer has a better cholesterol affinity than other lipid bilayers. From our 
data we conclude that the SM linkage plays an important role for the cholesterol affinity 
difference between SM and PC bilayers. 
 
 
 
Table 5.1: The results of free energy cost ΔGpull for pulling out a cholesterol molecule out of 
a bilayer. Units are in kJ/mol. 
 
 Left leaflet Right leaflet average 
DPPC system 50.92 56.37 53.64 
PSM system 60.97 61.47 61.22 
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5.4 Conclusions 
 
 
We performed MD simulations to calculate the free energy differences for removing one 
cholesterol molecule from various bilayers. We belive our results can help in understanding 
some contradictions on the cholesterol-bilayer affinity for a number of experimental results. 
From our simulation results, we found that there was indeed a stronger cholesterol affinity in 
the order of several kJ/mol for SM molecules compared with that for saturated DPPC. This 
increased cholesterol affinity is due to the SM linkage.   
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