ABSTRACT Automatic recognition of handwritten digit string with unknown length has many potential real applications. The most challenging step in this problem is how to efficiently segment connected and/or overlapped digits exhibited in the input image. Most existing numeral string segmentation approaches combine several segmentation hypotheses to handle various types of connected digits. This paper proposes a new handwritten digit string recognition without applying any explicit segmentation techniques. The proposed method uses a new cascade of hybrid principal component analysis network (PCANet) and support vector machine (SVM) classifier called PCA-SVMNet. PCANet is an emerging unsupervised simple deep neural network typically with only two convolutional layers. The proposed PCA-SVMNet model adds a new fully connected layer trained separately using SVM optimization method. Cascaded stages of PCA-SVMNet classifiers are constructed and trained to recognize various types of isolated and connected digits. Every PCA-SVMNet classifier is trained separately using combinations of real and synthetic touching digits. The first 1D-PCA-SVMNet stage is trained to recognize isolated handwritten digits (0 . . . 9) while forwarding non-isolated digits to the next stages. Each of the following stages is designed to recognize a class of connected digits and forwards the higher class to its successor. Multiple stages can be added accordingly to classify more complex touching digits. The experimental results using NIST SD19 real dataset show that the cascade of PCA-SVMNet classifier efficiently recognizes unknown handwritten digit string without applying any sophisticated segmentation methods. The proposed method achieves state-of-the-art recognition accuracy compared to other segmentation-free techniques.
I. INTRODUCTION
The recognition of handwritten digit strings has many potential real applications such as postal code reading, cheque processing, tax form reading and student score sheet management [1] - [5] . Numeral strings generally comprise isolated, connected, broken or overlapped digits. Segmentation of numeral strings into isolated digits under the assumption that the length of numeral string is unknown has been surveyed in [6] . Existing methods are designed
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to recognize unconstrained numerical strings including four stages: pre-processing, segmentation, feature extraction, and classification [7] - [15] . The most challenging step in such systems is the segmentation stage, which segments an input string image into multiple isolated digits. Usually the number of digits in the string is unknown and so the optimal boundary between them is difficult to attain.
Existing segmentation algorithms rely on several heuristics to produce various potential segmentation cuts [6] . However, optimal segmentation cuts are difficult to find due to their location variability. A commonly used strategy is to apply heuristic over-segmentation to ensure that the optimal segmentation point is created. Vellasques et al. [14] employed SVM classifier to remove unnecessary segmentation cuts and hence reduce the impact of over-segmentation. Ribas et al. [6] summarized the performance of various segmentation algorithms in terms of correct segmentation and computational time for different connection types. They conclude that combining different segmentation algorithms helps to improve segmentation results. However, the main challenge in building a segmentation-based system is the difficulties of the correct identification of the connection types.
Recently, the difficulties to design and select appropriate segmentation algorithms encourage researchers to design a segmentation-free recognition system. Ciresan [13] employed two Convolutional Neural Networks (CNNs) classifiers, the first classifier used to recognize isolated digits while the second one is used for two-touching digit classification. By comparing scores of the classifiers, input test image can be classified as it comprises one isolated digit or two-touching digits. Both of the CNNs are trained without including any negative examples. The author tackled this problem by the utilization of the differences between the first two best scores of both networks. Using numeral strings from NIST SD 19, results showed that the addition of the two-digit classifier increased the recognition rate in comparison with that obtained using only isolated digit classifier. Houchuli et al. [16] extended the idea of Ciresan by training four task-specific classifiers. The first classifier called length classifier is employed to estimate the number of touching digits in the string while the remaining three classifiers are trained to recognize isolated digits, two-touching and three-touching digit classes. The confusion raised by length classifier has been avoided by fusing the output of the three classifiers to calculate the final decision value. Experiments using touching pairs and NIST SD19 datasets proved the merits of this method. However, reported results revealed that the existence of the length classifier contributes to the total misclassification rate.
Deep learning approaches achieved much better performance than traditional methods for many pattern recognition problems. However, the existence of too much variations in some problems such as handwritten digit string recognition showed that there is a need for even deeper approaches. This motivated us to design a cascade of simple deep convolutional neural network architecture instead of using complex architectures. The idea of using a cascaded network was early presented by the pioneer work of Viola and Jones [17] to solve face detection problem. They introduced training cascaded classifiers by utilizing Haar-like features and AdaBoost learning algorithms. Most of the modified versions of Viola-Jones classifier followed the same cascaded framework with the addition of more robust features. Recently, instead of using classical hand-crafted features, CNN was employed in the cascade to capture visual variations and learn features automatically [18] . Zhang et al. [19] presented a deep cascade multi-task framework which uses the correlation between the various characteristics of an image to increase the network performance. The structure used in their work is composed of three deep convolutional neural network (CNN). Inspired by the success of cascade CNN to solve the complex face detection problem, this work proposes a new cascade using combination of PCANet and SVM classifier (PCA-SVMNet) to recognize each component of the input handwritten string.
The goal of this paper is to build a simple deep neural network to recognize an unknown-length string without applying any expensive segmentation techniques. In addition, proposed method does not rely on a specific length classifier to estimate the number of touching digits in each component. Instead of combining large number of segmentation hypotheses, each component extracted by the traditional connected component analysis algorithm is passed through a cascade of PCA-SVMNet classifiers. The first 1D classifier is trained to classify the 10 isolated digits (0. . . 9) while forwarding any touching digits to the second stage. The second stage receives the components forwarded from the first stage of the cascade and discriminate them into one of the 100 2D touching digit classes (00. . . 99). This 2D classifier is trained to label any two-touching digits while considering more than two touching digits as a negative sample. Further stages can be added to the cascade in order to classify more than two-touching digits.
Experiments using 79, 464 Touching Pair (TP) dataset [6] and 11, 585 numeral strings obtained from the NIST SD19 dataset are employed to evaluate the proposed method. Experimental results using TP database shows the efficiency of the proposed method compared to other segmentation-based methods. Furthermore, proposed framework improves the current state-of-the-art segmentation-free method proposed in [16] while avoiding the training of a specific length classifier and using simple CNN with smaller number of training dataset. To this end, the proposed method achieves state-of-the-art performance, while avoiding the cost of using complex segmentation techniques.
The rest of this paper is organized as follows. Section II reviews the existing segmentation-based and segmentation-free methods for handwritten digit string recognition. In Section III, the cascade of PCA-SVMNet classifiers is explained in details. Experimental results are shown in Section IV. Finally, we conclude our work in Section V.
II. RELATED WORKS
Several systems have been developed to solve the handwritten digit string recognition problem. These systems can be classified into two categories, segmentation-based and segmentation-free approaches. Segmentation of touching digits has been one of the most challenging problems in the past decades. Many solutions have been proposed to overcome the problem of inelegant handwriting, however the problem is still open ended.
Farulla et al. [20] utilize a fuzzy logic to combine different approaches for segmenting any touching characters. Their main idea was to use these approaches altogether instead of using them separately. By applying fuzzy rules specifically VOLUME 7, 2019 tailored to segment touching characters, the authors claim that this approach is suitable for both printed and handwritten characters even with noisy handwriting.
Another approach to isolate handwritten digit strings with a single touch was presented by Elnagar and Alhajj [21] . The process starts by normalizing the image with connected numerals. A preprocessing and thinning stage is performed to help in the detection of feature points using estimated decision line from the maximum (deep) point in the image. The line of separation is computed and then the numerals are separated. The experimental results on NIST-SD19, CEDAR, and own images showed a promising success rate of 96%. Self-Organizing Maps (SOM) was exploited in [22] based on selecting feature points in the skeletonization process and the clustering of the touching areas. SOM helped in finding the final segmentation points at which touched strings can be separated. According to the authors, using SOM was helpful in dealing with many connection types between digits.
Gattal et al. [23] proposed a segmentation and recognition approach for handwritten digit strings with unknown length. This process was conducted by combining many different segmentation methods based on the configuration link between connected digits. The authors employed histogram of vertical projection in addition to the contour analysis. In addition, sliding window Radon transform of three combined segmentation approaches are used to decide on the acceptance or rejection of the segmented digit image. The results showed that the system was able to successfully identify and segment handwritten digits without building prior knowledge of the string length.
By depending on over-segmentation approaches, Vellasques et al. [14] evaluated segmentation cut points for handwritten touches in every touching type of digit groups. The system reduces the computation cost by assessing each group using general-purpose classifier to minimizes the number of links in a segmentation graph. The hypothesis behind this approach is that many of the unnecessary segmentation points could be recognized without the need for classification using a general-purpose classifier. The experimental results of this approach showed that it was able to discriminate most of the unnecessary segmentation operations up to 83%.
Four types of candidate separation points were extracted from the contour analysis and six categories of touching areas were defined in [9] based on the pre-analysis of strings and break point characteristics. In this approach, the authors inferred the final break points of touching pairs via candidate segment combinations verification. By using only structural features, the authors claim that this approach was able to successfully recognize 92.5% of the 3500 touching pairs found in the NIST-SD19 database.
Most segmentation-based methods suffer from excessive computational cost due to applying various segmentation hypothesis. This drawback was tackled by reformulating this problem as a recognition problem instead of applying explicit segmentation. The aim of segmentation-free approaches is to get rid of the segmentation process entirely in recognizing numeral strings of unknown number of digits. Researchers in [13] , [16] trained a Convolutional Neural Network (CNN) on isolated and touching digits. Both approaches showed a successful way to avoid heavy segmentation problems depending only on the contextual information in the input strings. However, it is worth noting that CNN required large number of training samples to give good recognition accuracy.
Another strategy used for unconstrained string recognition employed Recurrent Neural Network (RNN) and Connectionist Temporal Classification (CTC) [24] . A residual network is designed to extract features from input images while RNN used to capture the contextual information among feature sequences. A standard CTC was applied at the top of this network to calculate recognition loss and obtain the final results where an end-to-end training algorithm has been used to adjust the parameters of the three modules. This architecture achieved high performance on ORAND-CAR-A and ORAND-CAR-B datasets. However, RNNs are time-consuming and hard to train. Zhan et al. [25] extended previous work by replacing RNN with DenseNet which is more efficient and fast to train. In order to connect feature extraction and output layer, feature dimension transformation layers were applied to improve previous results. However, the computational complexity of both networks is still high.
Deep analysis of the previous systems show that they suffer from high computational cost. In segmentation-based methods, multiple segmentation hypotheses are created and then reduced to recognize string in a reasonable amount of time. While segmentation-free methods require large training dataset to train the supervised CNN. Both problems can be avoided by our proposed cascade PCA-SVMNet classifiers. Using simple unsupervised feature learning method along with the non-dependence on segmentation makes the system design simpler without relying on hand-crafted complex features for either segmentation or classification. Furthermore, the performance of the system is comparable and even better than other state-of-the-art results.
III. PROPOSED CASCADE PCA-SVMNET CLASSIFIERS
The proposed framework contains multiple stages of PCA-SVMNet classifier illustrated in Fig.1 . The unknown input handwritten string is first segmented using classical connected component analysis algorithm to find all components in the input numeral string. The segmented components can be either isolated (1D), two or more connected digits. The first stage in the cascade is trained to classify and recognize isolated digit components (1D) while forwarding other n-connected digit components to the next stage. Components with two-touching digits (2D) are classified and recognized in the second stage while components with more than two-connected digits are subject to further processing by the successive stages. More stages can be added in the same way where any i−stage is trained to classify i-touching digits while more than i-touching digits are passed to the next (i+1) stage for further processing. All stages in the cascade are learned using a combination of simple convolutional neural network called PCANet for feature extraction and linear SVM layer for classification. Since there is a lack in the number of real touching digits, synthetic data generated by [6] are used for training. We assume that the most confusing samples are between 1D, 2D or between 2D, 3D digits. Therefore, each i-stage in the cascade is trained using approximately 90% of whole training data as (i) digits and 10% of (i + 1) synthetic touching digits.
A. PREPROCESSING
The aim of this phase is to find all potential digits in the input string. We assumed that the length of the input string image is unknown and it contains multiple isolated and/or connected digits. The input image goes through a preprocessing stage which segments the image into multiple Connected Components (CCs) using a typical Connected Component Analysis (CCA) algorithm. However, CCA algorithm generates multiple fragments of digits which represent either parts of actual digits or noise. A refinement step is required to remove non-digit parts and recover broken digits. Broken digits can be classified into two categories, horizontally and vertically broken. The most frequently occurred broken digits in the dataset was four and five which considered as an example of horizontally and vertically broken digits respectively. Additionally, small digit strokes which do not belong to any digit of the numeral string are removed. Grouping broken digits adopts modified version of the method used in [16] by inspecting every two adjacent components. The broken digit grouping step tries to find candidate broken parts and then group them together according to the relative distance among nearest parts. For vertically broken digits, the relative vertical distance between second and first components used to determine the broken part. While to find the broken part in a horizontally broken digit, the first component is assumed to intersect with the median line. The horizontal distance of broken part relative to its next part is also considered in the calculation which is depicted in Fig.2 Potential broken parts of two neighbor components are then grouped together to create a single component. Each extracted connected component is resized to a fixed size of 28 × 28 despite the number of contained touching digits. All components resulted from the preprocessing stage are passed sequentially through the cascade of PCA-SVMNet classifiers for recognition. Figure 3 shows examples of correct and failed grouping of some broken digits.
B. PCA-SVMNet CLASSIFIER
The main building block of the proposed cascade is PCA-SVMNet classifier which is a combination of PCANet and linear multi-class SVM classifier. PCANet uses a simple unsupervised training method to learn features from various handwritten digits, while a single SVM is trained on top of the network as a classifier. The number of classes used to train each SVM classifier in the cascade increases exponentially for each successive stages. PCANet is trained first, followed by training the multi-class SVM classifier. Linear support vector machine classifier is trained to construct a linear classifier which resembles the fully connected layer in deep neural networks. Figure 4 shows the architecture of proposed PCA-SVMNet model. Each stage of the cascade classifier is trained using different training datasets. The first stage called 1D-PCA-SVMNet is trained using large portion of 1-digit samples (90% of the whole training samples) and small amount of two connected digits (2D). The 1-digit samples are labeled from 0 to 9 while all the two-connected digit samples are labeled as 10. The reason for adding two-connected digit samples in training of the first stage is to be able to automatically learn features required to discriminate isolated digits from other non-1D touched digits. The next stage of 2D-PCA-SVMNet classifier is trained to recognize two connected digits labeled from 00 to 99 and to filter out samples with more than two-connected digits which are labeled as 100. This process is repeated for all successive stages by training stage i using i-connected digits labeled individually while using group of i+1-connected digit samples taking single label.
It is assumed that most of the segmented components are isolated digits which can be early recognized in the first stage of the cascade. The first stage 1D-PCA-SVMNet classifier is utilized to classify and label all isolated digits while forwarding touching digits to the next stage. The second classifier labels and classifies all two-connected digits and forward components with more than two-connected digits to the third stage. The classification step is repeated until all components are either recognized at a specific stage or reached the last one.
Feature extraction is a very crucial step to design an efficient handwritten digit recognition systems. Selecting appropriate feature extractor leads to success of the whole system. Recently, deep learning algorithms are successfully applied to train convolution neural networks which are now the predominant trends in computer vision and pattern recognition. The high computational complexity of convolutional neural networks hinders them from many real time applications. However, the recent PCANet [26] convolutional neural network is considered as one of the simplest and effective deep learning algorithms. It was successfully used to solve many image classification problems such as face recognition and handwritten digit recognition. The original PCANet model employed the classical Principal Component Analysis (PCA) algorithm to learn low and high-level features from training images. Figure 5 shows a two layer structure of PCANet normally used for feature extraction. 
1) PCANet TRAINING
In the first convolutional layer of PCANet, a filter bank contains L 1 filters is employed to convolve input image to produce L 1 output image responses. In the second convolutional layer, features from each L 1 filter response is learned using L 2 filters which give L 1 × L 2 response images. The output layer of PCANet has L 1 image banks where each bank containing L 2 images. The output images from the second convolutional layer are binarized using simple hashing technique that converts it into L 1 integer images. Each of the L 1 output images is partitioned into B blocks. The occurrence of each decimal value is then counted for every block. By concatenating the histograms of all blocks into one column vector, the global feature vector of the input image is obtained.
The main algorithm used to learn the convolutional filters in PCANet is principal component analysis algorithm. PCA is a linear transformation method which transforms original data to a new orthogonal coordinate system with less dimensionality. Eigenvalues and eigenvectors are calculated from the covariance matrix of the original dataset. The values of covariance matrix indicate how much the features differ from the mean with respect to each other. The most important information of the data can be captured by selecting few number of eigenvectors corresponding to the largest eigenvalues. Eigenvectors which have the highest eigenvalues are always selected while discarding that of small values. In the convolutional layer, all local patches are convolved with the selected eigenvectors to create a new set of images which focus on the most important features of the input image.
Let N represents the number of input training images denoted as {I } N i=1 with size of m × n, and let we assume that the patch size of the 2D filter in all stages is k 1 × k 2 . As previously mentioned, PCANet model uses only filters learned using PCA algorithm from the input training image patches. The following describes each part of the PCANet architecture in more details.
In the first convolutional layer of PCANet model, all overlapping patches of size k 1 × k 2 in the i − th input image are collected; i.e., x i,1 , x i,2 , x i,mn ∈ k 1 k 2 where each x i,j represents the j − th patch of the input image i. The number of patches collected from each image in the training data is denoted as mn. We subtract the patch mean from each patch to giveX i = [x i,1 ,x i,2 , âĂę,x i,Nmn ] wherex i,1 represents the mean-removed patch. The matrix constructed from all input images is given as:
Assume that the number of filters in the first layer is L 1 , PCA minimizes the reconstruction error within a family of orthonormal filters, i.e.,
where I L 1 denotes the identity matrix of size L 1 × L 1 . The optimization problem stated in Eq. (2) is solved by finding L 1 principal components (eigenvectors) of the data covariance matrix XX T . Finally, the obtained PCA filters are rearranged to matrix as:
where mat k 1 ,k 2 (v) is a function that maps v ∈ k1k2 to matrix W ∈ k1×k2 and q l (XX T ) denotes the l − th principal components of XX T . The main variations of all the mean-removed training patches are captured by the dominant principal components. Subsequent layers of PCA filters can be learned and stacked to represent high-level features.
In the second convolutional layer of PCANet, same operation have been done in the first convolutional layer is repeated. Let the l − th filter output of the i − th input image in the first convolutional layer calculated by:
where * denotes 2D convolution operator. Similar to processing conducted before the first convolutional layer, all overlapped patches gathered from I l i image are subtracted from every patch mean. The training matrix in the second stage is created by concatenating all zero-mean patches from the output images of L 1 filters as follows.
The second convolutional PCA filters are then created as: 
Since the input image is convolved with L1 and L2 filters in the first and second convolutional layers respectively, the number of outputs in the second layer is L 1 × L 2 . The previous process can be simply repeated to add more convolutional layers in order to build a deeper architecture.
The final output layer in PCANet is hashing and histogram computation. The L 1 output images obtained from convolving I l i input image in the first layer produce L 2 real-valued outputs
l=1 in the second layer. These outputs are binarized using
, where H (.) represents a Heaviside sign function which produce one for positive input values and zero for negative ones.
For each pixel in the L 2 output images, the L 2 -bits binary vector are transformed into a decimal value. This converts the L 2 outputs of O l i again into single integer-valued image:
where the value of each pixel in the output image is an integer in the range [0, 2 L 2 − 1]. The order and weights of the L 2 outputs is irrelevant as each integer is considered as a distinct visual word. For each of the L 1 images T l i , l = 1, . . . , L1, we partition it into B blocks. For each block, we compute the histogram (with 2 L 2 bins) of the decimal values and concatenate all the B histograms into one vector which denoted as Bhist(T l i ). After this encoding process, the feature of the input image I i is then defined to be the set of block-wise histograms; i.e.,
The divided local blocks can be either overlapping or non-overlapping according to the required application. Previous experimental results obtained from handwritten digit recognition experiments revealed that overlapping blocks are more suitable than non-overlapping. In addition, using histogram increases the robustness of the features as it offers some degree of translation invariance.
2) SVM CLASSIFIER
Practitioners always use softmax layer or 1-of-K encoding as the top layer in deep learning architectures. Instead of using conventional softmax function with the cross entropy loss function, linear SVM classifier can be considered as the classification layer in PCA-SVMNet model. Softmax layer minimizes cross-entropy or maximizes the log-likelihood, while SVMs find the maximum margin between data points of different classes. The generalization capability of SVM layer is better than Softmax layer. In addition, SVM layer is trained separately without using back-propagation algorithm which is started after finishing feature learning using PCANet. Support vector machine (SVM) was developed by Vapnik [27] for binary classification. Its objective is to find the optimal hyperplane f (w, x) = w T x + b to separate two classes for a given dataset, with features x ∈ R m . SVM learns the parameters w by solving an optimization problem
where w T w is the Euclidean norm of w, C is the penalty parameter, y n is the actual label of the n th sample, and w T x is the predictor function. The simplest way to extend SVM for multi-class problems is to use the so-called one-vs-all approach. For K class problems, K linear SVMs will be trained independently, where the data from other classes form the negative cases. Training SVM classifier on top of the PCANet was carried out after training PCANet. Feature vectors of each image in the training data is collected and used to train SVM classifiers.
IV. EXPERIMENTAL RESULTS
In order to validate the proposed system, two different types of experiments are conducted. In the first experiment, the goal is to compare our proposed segmentation-free method with other classical segmentation-based algorithms. To accomplish that, a set of 79,464 touching digit images available in the Touching Pairs (TP) database are used. In the second one, we examine our proposed method on more than 11, 000 numerical strings ranging from 2 to 6 touching digits extracted from NIST SD19.
In order to train each classifier in the cascade, a set of different isolated and touching digits are required. Since the number of real touching digits is small, synthetic touching digits of different lengths are used for training while real touching digits from NIST SD19 are used for testing. Table 1 shows the number of training samples used to train each classifier. It is clear that the proposed model requires smaller number of training samples as compared to that used in [16] . Since, PCANet considered as a simple version of CNN which use unsupervised learning algorithm and less number of layers and filters, it requires less number of data for training. In addition, the proposed method distributes the problem of length classification among all classifiers in the cascade and hence does not require to train any specific length classifier.
All PCANet parameters are optimized for each stage of the cascade in order to learn specific features for each isolated and touching digit types. The most influence parameters of PCANet which affect the recognition rate are: convolution layer filter sizes, number of filters in each convolutional layer, block size and overlap ratio between blocks. Table 2 shows the parameters used in the experiments for each stage.
A. NIST SD19 DATASET
The SD19 database, which is an update of SD3 and SD7 [28] , is provided by the American National Institute of Standards and Technology (NIST). The database contains 3,699 fullpage binary images of Handwriting Sample Forms (HSFs) and 814,255 handprinted digit and alphabetic characters segmented from those forms. Experiments conducted using numeral strings are based on 11,585 numeral strings extracted from the hsf-7 series and distributed into five classes: (2,370) 2-digit, (2,385) 3-digit, (2,345) 4-digit,(2,316) 5-digit, and (2,169) 6-digit strings, respectively. These data exhibit different difficulties such as touching and fragmentation, in addition they were used as a test set in many works.
In order to train classifiers in the cascade, it is required to collect a sufficient amount of touching digit samples. Therefore, a synthetic dataset composed various numerical string sizes of 2, 3, and 4 was created through the algorithm described by Ribas et al. [6] . The strings are built by concatenating isolated digits from NIST SD19 [28] using different artificial connection types. Isolated digits extracted from NIST SD19 are used directly to train the first 1D-PCASVMNet Classifier while two-touching synthetic negative patterns randomly selected from synthetic dataset are used to augment training data. All subsequent stages in the cascade FIGURE 6. Examples of connected numeral string types [7] . use synthetic data for training while real data are used for testing.
B. TOUCHING PAIRS DATASET
In addition to the real touching dataset in NIST SD19, a synthetic touching pairs dataset was created by Oliveria et al. [29] to evaluate the performance of developed algorithms to recognize various connection types. It was generated based on 2,000 isolated digits extracted from the hsf_0 series of NIST SD19 with the objective of evaluating segmentation algorithms. The algorithm responsible for building the synthetic database was based on two rules: first, it connects only digits produced by one writer where the information about the writer is provided in NIST SD19. Second, the reference axis along which the digits slide is the center line. The objective of these rules is to make the synthetic data appear more real by avoiding connection of very small digits with very big ones. According to the work in [7] , touching digits can be classified into five different categories depicted in Figure 6 . Later, in Ribas et al. [6] , the database contains 79,466 samples distributed into the 100 classes of touching pairs (00. . . 99), which correspond to the possible combinations of two digits. Some of the classes involving the digit 1 still contain fewer samples than other classes. Owing to the American style of handwriting, the digit 1 is very often with the other digits in the pair. Table 3 shows the distribution of database based on the type of connection.
C. EXPERIMENT USING SYNTHETIC TOUCHING PAIR DATASET
The first experiment evaluates the performance of the proposed method to recognize touching pair digits. This method is compared to other complicated segmentation algorithms. The segmentation considered correct if the recognition of the two touching digits match the ground truth. In this experiment, it is assumed that the size of the input string is unknown. The 1D-PCA-SVMNet classifier is firstly used to either classify the input string as two-touching digits or a single digit. If the input string correctly classified as two touching digits, it will be further processed by the second stage to recognize it. The second 2D-PCA-SVMNet classifier may correctly classify and label it as a two-touching digits or it can wrongly classified and forwarded to the third stage. Hence, there are two source of errors, wrong classification of the 1D classifier in the first stage and misclassification of the string from the 2D classifier. Table 4 shows the results of comparisons based on several segmentation algorithms reported in [6] . The performance of the algorithms depends on the connection types shown in Fig. 6 . Results reveal that algorithms based on single segmentation hypothesis failed in complex connection type (V). While algorithms based on multiple hypothesis achieve better performance but with extra computation burden.
Our proposed approach avoids the expensive process of finding multiple segmentation cuts, filtering out improper assumptions and classifying the remaining ones is replaced by the cascade of PCA-SVMNet classifiers. The cascade classifier improves the recognition accuracy in comparison with all segmentation-based methods. Most of the produced errors comes from type (V) connected digits due to the complexity of connections between the two touching digits.
D. EXPERIMENT USING NIST SD19 DATASET
In this experiment, we evaluate the performance of the proposed method using real touching dataset. Although the cascade uses synthetic touching digit dataset to train classifiers, it gives a superior performance on real dataset. Table 5 shows recognition rate comparison of proposed method and other state-of-the-art algorithms. Misclassified samples originated from two main sources of error which are preprocessing or digit mis-classification. It is worth mentioning that input strings with more than three touching digits are rejected. This is because of the very few available samples in the NIST SD19 with more than 3 touching digits. Figs. 7,8,9,10 and 11 show some examples of correctly classified and misclassified input images for strings containing 2, 3, 4, 5 and 6 digits. Although the results obtained from Gattal et al. [23] are better than the results of the proposed methods, this approach suffers from excessive computational cost due to applying various segmentation hypothesis. This weakness has been avoided in the proposed segmentation-free method. Fig. 12 illustrates the number of samples presented for each classifier in the cascade. For each input string image, the number of components forwarded to each stage are counted. Results reveal that most strings in NIST SD19 dataset contains large number of isolated digits compared with the number of connected digits. Therefore, most of the segmented components are classified in the first stage which make classification run faster than other methods depend on classifier committee. Subsequently, other classifiers are called with small number of samples. The performance of the system on real data is not only superior to other methods but also simpler and expected to have much less computational cost. Hypothetically speaking, if compared to state-of-theart segmentation-free approach [16] , there are three main reasons led to this conclusion. First, the input image size is 28 × 28 which is less than half of the 64 × 64. Second, the PCA-SVMNet contains only two convolutional layers with eight filters in each layer, compared to five layers and number of filters ranges from 24 up to 192 filters. Finally, the training data ranges from 70K to 78K compared to 1448K and 197K, respectively.
V. CONCLUSION
This paper proposes a new robust recognition system for unconstrained numerical strings without the expensive work of segmentation algorithms. Experiments demonstrated that digit segmentation can be avoided using a cascade of PCA-SVMNet classifiers. The proposed method avoids training a separate length classifier while string length classification problem is distributed in every stage of the cascade digit classifiers. The digit classification comprises cascade of PCA-SVMNet classifiers which are trained to classify isolated digits, or more of touching digits. Our experiments were built based on a cascade of three stages only. Nevertheless, the cascade can be extended to classify n-touching digit strings by adding more stages as needed. However, as the number of stages increases, the system becomes more complex. Experiments on the TP synthetic database highlight the advantages of the proposed method by achieving more than 95% of recognition rate. The closest result reported in the literature requires to assess a huge number of hypotheses or require a large training dataset and complex CNN model. In the experiment using NIST SD19 dataset, where most of the strings contain only isolated digits, the method achieves state-of-the-art results compared to segmentation-free methods and comparable results with segmentation-based techniques.
