ABSTRACT Most mobile edge computing (MEC) works assume that the mobile devices (MDs) can offload their tasks to the MEC-severs at anytime, which may not be a practical assumption due to the tension between a large number of MDs and the scarce spectrum resources. In this paper, a framework for wireless powered cognitive radio (CR)-based MEC-enabled networks is proposed, which integrates three technologies: MEC, CR, and wireless power transfer (WPT). CR technology with imperfect spectrum sensing is adopted by the MD to find the spectrum access opportunities. An optimization problem is formulated to maximize the average calculated number of bits (CNoB) of the MD, which is non-convex and hard to solve. A two-loop procedure using a one-dimensional line search method is proposed. The time for spectrum sensing, WPT, energy harvesting (EH) and offloading, the central processing unit (CPU) frequency, and the transmit power of the MD are jointly optimized. Some semi-closed form solutions are obtained through Lagrangian dual decomposition and successive pseudo-convex approximation (SPCA) methods. Simulation results are presented to show the effectiveness of the proposed CR-based MEC scheme with different parameters.
I. INTRODUCTION
THE finite battery capacity and the limited computation capability of the mobile devices (MDs) are two major challenges to the applications of them in computation-intensive and delay-sensitive scenarios. These challenges can be alleviated by three technologies: 1) energy harvesting (EH) for MDs harvesting ambient renewable energy [1] ; 2) wireless power transfer (WPT) for powering the MDs through microwaves [2] ; 3) mobile edge computing (MEC) providing cloud-like computing capability to the MDs [3] - [7] . These technologies can be integrated to build EH-MEC or WPT-MEC systems to maintain the operation and enhance the computation capabilities of the MDs.
A. RELATIVE WORK
EH allows the MDs to collect ambient recyclable energy, including solar radiation, wind, and so on [1] . In [8] , an EH The associate editor coordinating the review of this manuscript and approving it for publication was Huan Zhou. small cell system with MEC was considered, Markov decision process was adopted to maximize the amount of the offloaded tasks of the MDs. A Lyapunov optimizationbased online algorithm was proposed in [9] to minimize the execution cost in a green MEC system with EH MDs. However, the intermittency and randomness of renewable energy make EH hard to provide high quality of service (QoS) of the MEC system [10] . An efficient reinforcement learningbased resource management algorithm was proposed in [10] to alleviate this disadvantage. Compared with EH, the WPT technology employs dedicated transmitters to transmit radio frequency (RF) energy to power the MDs. Hence, the WPT can provide a relatively more stable power supply than the EH. In [11] , the access point (AP) transmitted wireless energy to multiple users through joint energy beamforming while users offloaded tasks to the AP. The total energy consumption of the AP was minimized under the latency constraints. In [12] , two MDs were powered by the WPT from the AP and the cooperation between two MDs was adopted to offload computation-intensive tasks to the AP. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ The transmit energy of the AP was minimized. Notice that [9] - [12] mainly focused on minimizing the energy consumption of the MDs or the APs. The transmission parameters and the offloading decision were jointly optimized in [13] to maximize the sum computation rate of the MDs in a WPT-MEC system. Moreover, an unmanned aerial vehicle (UAV) enabled WPT-MEC system was proposed in [14] , the UAV played the role of the AP and the computation rate maximization problems were studied.
B. MOTIVATION AND MAIN CONTRIBUTIONS
In MEC systems, the MDs can offload tasks to the MEC severs with strong computation capability [15] - [20] . There exist two offloading modes: binary offloading mode and partial offloading mode. In binary offloading mode, the tasks of the MDs are executed locally or remotely at the MEC severs. On the other hand, in partial offloading mode, part of a task can be offloaded for edge execution while the rest need to be computed locally. Notice that, both the two offloading modes require available spectrum for offloading. Hence, available spectrum is one of the key elements for realizing the MEC. Almost all the existed works about MEC assumed that the MDs always have available spectrum to use. However, the number of MDs is growing exponentially, for example, it is reported that the number of the global MD devices in Internet of Things (IoT) will reach 212 billion by 2020 [21] . As almost all the spectrum suitable for communication have been allocated, allocating licensed spectrum to such huge number of the MDs is very difficult. On the other hand, the unlicensed spectrum will be very congested in communication hot spots. Cognitive radio (CR), originally proposed as a communication paradigm conceived to improve the spectrum utilization and alleviate the spectrum scarcity problem [22] - [25] . In CR networks, the secondary users (SUs) sense the status of the primary users (PUs) to find the available spectrum and adjust their transmit power to access the spectrum. The interferences caused to the PUs must under interference thresholds [22] - [24] . Obviously, the EH-MEC and WPT-MEC systems can integrate the CR technology to develop a novel CR based EH-MEC framework or a CR based WPT-MEC framework to realize wireless powered and spectrum access opportunities guaranteed MEC systems.
There have been a few of works that considered the CR in the MEC systems. Reference [26] adopted CR and nonorthogonal multiple access (NOMA) technologies to improve the system efficiency. However, it was assumed in [26] that the SUs can accurately obtain the status of the PUs, which is not practical in CR networks. Reference [27] proposed a three-layer architecture of the CR-MEC framework, where CR was adopted to find spectrum for the MDs to offload data. However, no detailed studies have been undertaken. Motivated by the above considerations and facts, we propose a framework for wireless powered CR based WPT-MEC system with imperfect spectrum sensing. To the best of our knowledge, this is the first work to consider imperfect spectrum sensing in CR based WPT-MEC systems. The main contributions of this paper are summarised as follows:
• A CR-based WPT-MEC framework is proposed under imperfect spectrum sensing. Consider a CR network consists of an MD, an AP and a pair of the PUs. The AP is integrated with a MEC server and use WPT to transmit wireless power to the MD. The MD executes spectrum sensing to obtain the status of the primary transmitter (PT). According to the sensing results, the MD and the AP optimize their parameters for WPT, EH, local computing and offloading.
• An average calculated number of bits (CNoB) of the MD maximization problem is formulated in partial offloading mode. The joint design of the spectrum sensing, EH, WPT, local computing and offloading is investigated. The length of time for spectrum sensing, EH, WPT, and offloading, the central processing unit (CPU) frequency and transmit power of the MD are jointly optimized. The optimization problem is non-convex and hard to solve. Lagrange dual decomposition method, successive pseudo-convex approximation (SPCA) method, subgradient method, bisection method and 1-D line search method are adopted to obtain the optimal solutions of the problem.
• Simulation results demonstrate the effectiveness and the superiority of the proposed scheme compared to the local computing only and offloading only schemes. The rest of this paper is organized as follows. Section II presents the system model. In Section III, an optimization problem is formulated and solved to maximize the average CNoB of the MD in partial offloading mode. The performance of the proposed algorithm is evaluated by simulation results in Section IV. Finally, Section V concludes this paper. 
II. SYSTEM MODEL
As shown in Fig. 1 , we consider a CR based WPT-MEC network consisting of a pair of the PUs, an AP and an MD. All nodes operate in a time slotted manner with slot length T . The MD executes spectrum sensing to detect the status of the PT. To be an early work, we consider a single antenna scenario that all nodes have a single antenna each. All nodes are assumed corrupted by additive white Gaussian noise with mean zero and variance σ 2 . h p , h s , g p , and g p 1 denote the channel gains between the PT and the primary receiver (PR), between the PT and the MD, between the MD and the PR, and between the AP and the PR, respectively. For convenience, the uplink and downlink between the AP and the MD is assumed reciprocal, the channel gain is denoted as g s . Notice that, we assume that the channel gains are perfect known to the MD and the AP, which is a common assumption in [11] , [13] and [28] . Although this assumption may be unpractical, it is convenient to study the performance of the CR based WPT-MEC system. In some practical scenarios, the channel gains may be imperfect, which can be studied by using robust optimization technologies [25] . The MD adopts partial offloading mode. The task of the MD can be divided into two non-interference parts, where one part is processed locally and the other is offloaded to the MEC server to compute. The calculated results of the both two parts together form the final output of the task. Let H 0 and H 1 denote the hypothesises that the PT is idle and busy, respectively. Let H denote the sensing result of the MD. The frame structure of the MD for different sensing results are shown in Fig. 2 and Fig. 3 . As shown in Fig. 2 , when the sensing result is the PT is idle ( H = H 0 ), the AP first transmits RF energy to the MD during [τ, τ + t w ). Similar to [28] , we assume that the local computing and WPT can be performed simultaneously. The MD executes local computing in time interval [τ, T ). At time interval τ + t w , τ + t w + t f 0 , the MD offloads bits to the AP through the spectrum of the PUs. Finally, at the last interval with length t d , the MD downloads the computation results from the AP.
As the transmit power of the AP must be relatively large to charge the MD, which will cause severe interference to the PR when the PT is busy. Therefore, when the sensing result of the PT is busy ( H = H 1 ), the AP does not transmit RF energy to the MD. The MD can only harvest energy from the PT at interval [0, t e ), which is shown in Fig. 3 . In interval [τ, T ) the MD computes locally. At time interval t e , t e + t f 1 , the MD offloads bits to the AP. Finally, at the last interval with length t d 1 , the MD downloads the computation results from the AP. As the computation capacity of the AP is much stronger than the MD and the transmit power of the AP is large, hence, the length of time interval t d and t d 1 can be ignored, which is a common assumption in [11] , [13] , [28] . The amount of the energy harvested from the WPT is always much larger than that from the PT. Hence, for convenience, when WPT is adopted, we ignore the amount of energy harvested from the PT. We also ignored the energy consumption of spectrum sensing since it is much less than the energy consumption of transmitting and the sensing time is always much shorter than the time for local computing and offloading.
In local computing, the number of CPU cycles needed to calculate 1-bit of the task is C m . Let f denote the CPU frequency of the MD, then, the local computation rate of the MD is f C m (bits/s). The power consumption of the MD is modeled as γ f 3 , where γ is a constant factor determined by the switched capacitance of the MD [28] . In offloading interval, the MD adjusts its transmit power according to the spectrum sensing results. It is worth noting that the PUs in our system may not only be merely the users that have the licenses of the spectrum, they could also be the MDs that have higher priorities.
III. PROBLEM FORMULATION
In this section, we investigate the average CNoB of the MD maximization problem in the CR based WPT-MEC network and analyses the complexity of the proposed algorithm. A list of the main symbols used in this section is provided in Table 1 .
A. AVERAGE CNOB AND INTERFERENCE TO THE PR
Let H true denote the true status of the PT. As we consider imperfect spectrum sensing scenario, the sensing result H may not equal to H true . Four cases needed to be considered, which are given as H true , H = H i , H j , i, j = 0, 1. Let R ij , i, j = 0, 1 and I ij , i, j = 0, 1 denote the CNoB of the MD and the interference to the PR at the case
The PT is idle and the MD correctly senses the status of the PT. The probability of this case is given as P 00 = P (H 0 ) 1 − P f , where P (H 0 ) and P f are the probability of the true status of the PT is idle and the false alarm probability. P f is given as P f = Pr H = H 1 |H true = H 0 . Then, R 00 and I 00 are given as
where MD whenĤ = H 0 .
The PT is idle and sensing result is PT is busy. The probability of this case is given as P 01 = P (H 0 ) P f . R 01 and I 01 are given as
where f 1 and p 1 are the CPU frequency and the transmit power of the MD whenĤ = H 1 .
The PT is busy and the sensing result is PT is idle. The probability of this case is given as
where P (H 1 ) and P d (τ ) are the probability of the true status of the PT is busy and the detection probability, respectively. Notice that, the detection probability is a function of sensing time τ . Without loss of generality, we use energy detector and constant false alarm rate (CFAR) criterion. We fix the false alarm probability P f to obtain detection threshold, the detection probability is an increasing function of τ . The closed form expressions of P d (τ ) are depended on the channel fading, which can be found in [29] and [30] . R 10 and I 10 are given as
where p p is the transmit power of the PT.
where p ap is the transmit power of the AP in WPT.
The PT is busy and the sensing result is that the PT is busy. The probability of this case is given as P 11 = P (H 1 ) P d (τ ). R 10 and I 10 are given as
According to the analysis above, the average CNoB of the MD is given as R ave = P 00 R 00 + P 01 R 01 + P 10 R 10 +P 11 R 11
where c 1 = P 00 θ
. The average interference to the PR is given as
B. AVERAGE CNOB OF THE MD MAXIMIZATION PROBLEM
where e a , I th , η, f max and p max are the initial energy of the MD, the maximum tolerable interference temperature, the EH efficiency, the maximum CPU frequency and the maximum transmit power of the MD, respectively. (11b)-(11c) are the energy causality constraints in the cases H = H 0 and H = H 1 , respectively. (11d)-(11e), (11g)-(11i) are the constraints on the t f 0 , t f 1 , p 0 , p 1 , f 0 , f 1 and τ , respectively. (11f) is the interference to the PR constraint.
Note that the variables τ , t f 0 , t f 1 , p 0 , p 1 are coupled in (11a)-(11c) and (11f). Hence, the problem (11) is not convex. Generally, P d (τ ) is not a convex function of τ . Hence, we fix τ and obtain the optimal value of τ by one dimensional line search. Next, we introduce two variables q 0 = t f 0 p 0 and q 1 = t f 1 p 1 . Then, R ave and I ave can be re-expressed as
I ave
Due to the property of perspective function [31] , (12) is joint concave function of
For a given τ , problem P 1 can be re-expressed as
It can be observed that problem P 2 is convex, then, we propose a two-loop algorithm to solve this problem.
C. TWO-LOOP METHOD
It is difficult to solve problem P 2 directly, we leverage the Lagrange duality method [31] to solve this problem. The partial Lagrangian of P 2 is given as
where
where λ = (λ 1 , λ 2 , λ 3 , λ 4 , λ 5 , λ 6 , λ 7 ) , λ i ≥ 0 denote the dual variables associated with (14b)-(14h), respectively. The dual function of P 2 is given as
The dual problem is given as
s.t.λ 0.
As the problem P 2 is convex and satisfies the Slater's condition [31] , strong duality holds between problem P 2 and P 4 . Hence, we can solve problem P 2 by equivalently solving P 4 . We first solve the problem P 3 to obtain the dual function for any given λ. The solutions of P 3 are denoted as f
. Then, we use the subgradient method to update the optimal solutions of P 4 . The two steps are repeated until the condition of the stopping criterion is satisfied. Finally, the optimal solutions of P 2 can be obtained, which are denoted as f
Using the dual decomposition method [32] , problem P 3 can be decomposed into four subproblems, which are given as
First we solve the problem P 3.1 . Let 1 (f 0 ) =c 1 f 0 − λ 1 γ f 3 0 θ and set its first derivative equal to 0, f
can be obtained as
Following the same procedure, f
1 can be obtained as
Leveraging the successive pseudo-convex approximation (SPCA) algorithm, the optimal solutions of problem P 3.3 are given by the following Lemma.
Lemma 1: t
is the root of the following equation 
Proof: Please refer to Appendix A. Following the similar procedure, the optimal solutions of problem P 3.3 are stated in Lemma 2, which is given as follows. 
Proof: The proof is straightforward from Lemma 1.
After f
are obtained, we update λ through subgradient method [31] . The principle of the subgradient method is to update dual variables λ along the negative subgradient direction. For dual function (λ), one subgradient λ, f
is given as
Proof: Please refer to Appendix B. After iteration process, f
can be obtained through (26)- (27) and Lemma 1 and Lemma 2. Recall that the problem P 2 is solved under a given τ , which is needed to be optimized through an one dimensional line search method.
D. LOCAL COMPUTING SCHEME
In order to solve the problem P 1 , we introduce two new variables q 0 and q 1 and transform the problem P 1 to P 2 . However, it can be observed from (12) (11) , the true optimal t f 0 and t f 1 may be zero, i.e, the optimal MEC scheme is local computing only. In this case, the iteration process of subgradient method for solving P 2 may be terminated just because the number of iterations achieve the maximum value.
In this subsection, we analyze the local computing only scheme, i.e., t For any given τ , the optimization problem of local computing scheme is formulated as
The optimal solutions of problem P 4 can be easily obtained, which are given as (41)
w +e a γ θ
1,τ denote the optimal solutions of problem P 1 over different τ . Then, the true optimal solutions of problem P 1 can be obtained by the algorithm shown in Algorithm 1. 
Algorithm 1 Proposed Method to
using (26)- (27), Lemma 1 and Lemma 2;
6
Update dual variables using the subgradient method;
10
Solve problem P 4 to obtain f
w ;
11
Compare the values of objective functions of problems P 2 and P 4 under different τ to obtain the optimal solutions f opt 0,τ , f iterations [31] , [33] . During each iteration, suppose the SPCA method needs ω iterations to update x t until it converges. The complexities of bisection methods adopted in problems P 3.3 and P 3.4 are O log 2
and O log 2
, respectively. The complexity for solving problem P 4 is O (1). Therefore, the total complexity of our proposed algo-
It is worth noting that when the initial point and the step size are appropriately chosen, the subgradient method and SPCA method can converge quickly.
IV. SIMULATION RESULTS
In this section, the performance of our proposed CR based WPT-MEC framework is investigated. We compare our proposed scheme with the local computing only and offloading only schemes. Rician fading channels are considered, which are modeled as follows where h s , g j are the average fading power gains, K h s , K g j are Rician factor, and g ∼ CN (0, 1), h ∼ CN (0, 1) denote the small-scale fading. The parameters are summarized in Table 2 , which are set without loss of generality. Fig . 6 shows the convergence of the SPCA, bisection and subgradient methods. In Fig. 6a , the vertical axis represents the normalized differences of the (46) and (50) between two successive iterations, respectively. s is an appropriate step size vector of the subgradient method and
. We run our algorithm on a computer with Intel Core i7-8700 Processor@8 GHz and 8 GB memory. The time for running the SPCA, bisection and subgradient methods once are 0.000680, 0.023968 and 21.79780 (in seconds),respectively. As can be seen from Fig. 6 that the SPCA, bisection methods converge fast while the convergence of the subgradient method highly depends on the step size vector. This is mainly because of that λ includes 7 elements, it is not easy to chose an appropriate step size for each λ i , i = 1, 2, . . . , 7. In some cases, the subgradient method converges very slowly. One method to alleviate this challenge is to fix t f 0 and t f 1 . When t f 0 and t f 1 are fixed, the dual problem of problem P 2 will only have three dual variables, which will be easily solved by subgradient method. Then, the optimal t f 0 and t f 1 can be found through two-dimensional search method. 7 shows the average CNoB of the MD versus the sensing time τ . It can be seen that the curves of the CNoB of the proposed and offloading only schemes first increase then decrease with τ . This is because of that the detection probability P d (τ ) increases with τ . Higher P d (τ ) could decrease the collision rate between the MD and the PT, which will increase the CNoB of the MD. On the other hand, increasing τ will also decrease the time for local computing and offloading, which may decrease the CNoB of the two cases. Hence, when τ exceeds some point (point A and point C), the curves begin to decline. It also can be observed that the CNoB of the local computing only case decreases with τ when e a = 100 mJ. The only interference it may caused to the PR is the execution of the WPT. As can be observed from Fig. 6 that when e a = 100 mJ, the optimal local computing scheme does not adopt WPT. Hence, when e a = 100 mJ, the MD with local computing only scheme won't collide with the PT and decreases with τ , since the time for computation is decreased with τ . When e a = 5 mJ, the average CNoB has same trend with the proposed and offloading only schemes. The reason for the trend of the curve before point C is that the initial amount of the energy of the MD is not enough and the WPT is needed. The probability P 10 is decreased with P d (τ ), hence, it is decreased with τ . According to (41), t (3) w increases with τ , hence, the CNoB of local computing only scheme increases with τ . The reason for the curve of local computing only scheme after point C is same with other schemes. It can be observed that the proposed scheme has higher CNoB than other two schemes, which is a common phenomenon in all figures. This is because that our proposed scheme is a more general scheme, both local computing and offloading only schemes are special cases of the proposed scheme. Fig. 8 illustrates the average CNoB of the MD versus the local computation capacity of the MD, which is decreased with C m . It can be seen that the CNoB of the proposed scheme and local computing scheme decrease with the C m . This is easy to understand that the higher computation capacity the MD has the more bits could be calculated. The offloading only scheme is not influenced by C m as it does not employ local computing. Fig. 9 shows the average CNoB versus p max . The offloading only and proposed schemes need to offload bits to the AP, hence, p max influences the average CNoB. The average CNoB of the two schemes increase with p max since the offloading capacity increase with the transmit power. Meanwhile, the offloading capacity is also limited by the energy and interference constraints, hence, the average CNoB can not grow infinitely with p max , which is illustrated in the figure. The local computing only scheme does not offload bits to the AP, hence, it is not influenced by p max . Fig. 10 shows the CNoB of the MD versus I th . As can be seen from the figure that the CNoB of the proposed and offloading only schemes increases with I th . The reason for this phenomenon is similar to that in Fig. 8 . With the increasing of I th , the MD could adopt large transmit power to execute the offloading, which will increase the CNoB of the MD. The local computing only scheme is not sensitive to I th , the reason for this is same with that in Fig. 6 and Fig. 8 . Fig. 11 shows the CNoB versus e a . As shown in Fig. 10 , the larger amount of energy available at the beginning of one slot, the higher average CNoB the MD will have. It can be observed that when e a ≤ 20 mJ, the proposed scheme has same average CNoB with the local computing only scheme. This indicates that in low energy scenario, the optimal MEC scheme is to compute locally.
V. CONCLUSIONS
In this paper, CR, WPT and MEC were combined to construct a CR-based WPT-MEC framework. The average CNoB maximization problem was formulated and solved through a two-loop procedure combined with an one dimensional line search method. Some semi-closed solutions in partial offloading scenario and closed form solutions for local computing VOLUME 7, 2019 scenario were derived. Simulation results showed the performance of our proposed algorithms versus different system parameters.
, q 0 0 and the iteration index k=1; 2 Repeat the following steps until convergence; 3 S1: Compute t * f 0 and q * 0 ; 4 S2: Compute υ k by successive line search (56); 5 S3: Update x k using (55) and set k=k+1.
APPENDIX B PROOF OF SUBGRADIENT
For any λ = λ, we have
According to (20) , we have
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