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Resumen 
En los grandes sistemas de potencia se presentan continuamente eventos que afectan la 
continuidad y la calidad del suministro de energía eléctrica, donde la coordinación 
centralizada se ha quedado corta frente al aumento desmesurado de la demanda de 
energía, la interconexión de múltiples operadores de redes, las limitaciones 
medioambientales y la reducción significativa de los recursos naturales. 
 
En la forma en que se abordan los problemas de seguridad y confiabilidad de las redes 
hoy en día, no se encuentra una metodología sencilla que minimice los tiempos de 
respuesta para estimar los puntos óptimos de operación, en un sistema que maneja  
grandes volúmenes de información y con un alto riesgo de inestabilidades y hasta de 
apagones generalizados. 
 
En esta tesis se propone una metodología de optimización multiobjetivo para la 
operación y coordinación en sistemas grandes de energía, mediante un esquema 
descentralizado, que considera la descomposición tanto de la red eléctrica, como del 
problema de optimización, lográndose la simplificación en el proceso y la reducción de 
los tiempos de cómputo. La búsqueda óptima de las variables de control: voltaje de los 
generadores, cambiador de tomas de transformadores y compensación, se logró 
utilizando una técnica heurística. Los resultados aplicados a dos sistemas de prueba 
mostraron la posibilidad de estimar el punto de operación óptimo global de manera 
descentralizada, preservando la estabilidad de voltaje y la gestión de intercambios entre 
áreas, con mínima de información de los enlaces, simplicidad en los equivalentes de red 
y mejorando los tiempos de cómputo, cuyos resultados se asemejan a los obtenidos en 
una estrategia de optimización centralizada. 
 
Palabras clave: Coordinación y operación descentralizada, descomposición de 
redes, Optimización Multiobjetivo, algoritmos genéticos, grandes sistemas de 
potencia.
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Abstract 
Commonly, large power systems exhibit events affecting the continuity and quality of 
power supply, where centralized coordination has become insufficient due to the 
excessive increase in energy demand by interconnection of multiple network operators, 
environmental restrictions, and significant reduction of natural resources. 
 
Thus, networks’ security and reliability issues require much attention. However, there is 
not a simple methodology for minimizing time responses in order to estimate the optimal 
operating points in a system that handles large volumes of information with a high risk of 
instability and even blackouts. 
 
In this dissertation a multi objective optimization methodology for the operation and 
coordination of large power systems is proposed. A decomposition strategy is proposed 
in order to split the electrical grid into subsystems, where the optimization method is 
applied in order to attain an optimal operating point with competitive time consuming. 
Searching optimal control variables is achieved using the proposition. The control 
variables used in this research are: (i) voltage generators; (ii) transformer tap changers; 
and (iii) shunt compensation. To test the method, two test systems demonstrate the 
possibility of estimating the global optimum operating point in a decentralized way, 
maintaining voltage stability and managing the exchanges between areas, with minimal 
interchange information among subsystems. 
 
 
Keywords: Coordination and decentralized operation, decomposition of networks, 
multi-objective optimization, genetic algorithm, large power systems.
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 Introducción 
Un sistema de energía es uno de los factores primordiales para el desarrollo económico y 
social de las naciones, Gómez-Expósito, 2009 [1]. Estos sistemas han venido 
presentando un cambio significativo en su estructura a nivel mundial, lo que exige una 
necesidad permanente de proponer nuevas estrategias de operación y control, y 
metodologías para alcanzar eficiencias operativas ante los cambios tecnológicos, 
exigencia de un mercado energético en continua expansión y con un usuario final, quien 
juega un rol protagónico en la cadena de valor de la energía. Para atender el crecimiento 
de la energía eléctrica en un futuro cercano, se prevé un aumento de las interconexiones 
entre los países o regiones, y por ende la cantidad del flujo de potencia a través de sus 
fronteras, los cuales estarán influenciados de un lado, por la evolución del rol de los 
operadores de red, y por otro lado, por el incremento de la matriz energética renovable y 
la energía distribuida. 
Para hacer frente al creciente flujo de interconexiones, se requiere un incremento de la 
capacidad de transmisión. Sin embargo, la construcción de nuevas líneas de enlace se 
aplazan por discusiones políticas, exigencias medio ambientales y sociales e intereses 
entre las regiones, además de los tiempos en la ejecución y puesta en marcha de los 
proyectos, lo cual afecta la confiablidad y la seguridad de los sistemas de potencia. Por 
esta razón, se acude a la utilización de diferentes dispositivos de compensación y control, 
de los cuales muchos utilizan dispositivos de estado sólido para mejorar la capacidad de 
transmisión para asegurar la estabilidad de las redes, Machowski et al 2008 [2]. 
A la situación anterior, en redes de gran tamaño, se suma el hecho tener diferentes 
operadores de red, en la cual para la coordinación entre ellos se han presentado 
diferentes estrategias: centralizada, jerárquica y descentralizada, siendo tradicionalmente 
la centralizada, la práctica más común, donde un solo coordinador es responsable por 
todo el sistema de potencia, y quien entre sus funciones debe velar: por la congestión de 
intercambios, asegurar la distribución y cumplimientos de las transacciones acordadas 
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entre los distintos agentes del mercado con restricciones en los límites de operación, 
preservar la confiabilidad, seguridad y economía de la operación integrada de la red, 
Wang, 2001 [3]. No obstante, la realidad es otra, donde el control y la coordinación de 
toda interconexión son compartidas por distintos agentes (operadores de red en el 
contexto actual) responsable para sus respectivas áreas. Se hace referencia a este tipo 
de control como el control de Múltiples Operadores de Sistema de Transmisión (MTSO). 
Antecedentes y justificaciones 
Por naturaleza, en la evolución de las redes eléctricas, se ha adoptado un esquema de 
control centralizado, mediante el cual, se controla por un lado, el perfil de voltaje de la red 
y la gestión de potencia reactiva; y por otro lado, se articula la gestión de intercambios 
entre diferentes áreas de control. En la Figura 0 - 1, se ilustra un sistema eléctrico 
conformado por varias áreas de control, cada una de las cuales posee su propio control 
terciario y controles secundarios. 
 
Figura 0 - 1: Sistema de energía dividido en áreas de control.  
 
 
En lo referente al control de potencia reactiva, ésta no puede ser transmitida de manera 
eficiente a través de largas distancias, porque incurre en pérdidas adicionales de tanto de 
potencia activa como de reactiva. Por esto, para evitar la transmisión excesiva de 
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potencia reactiva, tanto la generación como el consumo de potencia reactiva, deben estar 
lo más cercanos posible, Kundur 1994 [4]. La inestabilidad de voltaje debe considerarse 
tan importante como la sobrecarga térmica de los elementos asociados, dado el riesgo 
de eventos en cascada. En la mayoría de los apagones, su origen fue la insuficiente 
reserva de potencia reactiva, Vournas, 2004 [5]. 
Por lo anterior, tradicionalmente la forma de realizar el control del perfil de voltajes y la 
gestión de potencia reactiva de la red se ha hecho bajo una estructura de control 
centralizada de manera manual. Durante las últimas décadas se han venido proponiendo 
sistemas de control de voltaje centralizado y jerárquico, normalmente en tres niveles: en 
el primer nivel, la acción es local y autónoma; en el segundo nivel, la acción y la 
coordinación de equipos es regional; y en el tercer nivel, la coordinación considera toda 
la red integrada, siguiendo un lineamiento óptimo, López, 2013 [6]. La Figura 0 - 2. Ilustra 
cómo es en general una estructura centralizada para el control de tensión y gestión de 
potencia reactiva en un sistema de energía. 
En estas estrategias, centralizadas y jerárquicas se pretende una coordinación 
automática y están basados en la división de la red en áreas de control. Estas propuestas 
denominadas Regulación de Voltaje Coordinado (CVR) o Regulación secundaria o 
Terciaria (SVR o TVR), han sido propuestas para: la red de Italia, Corsi, 2005 [7]; Sur 
África, Corsi et al, 2010 [8]; Francia, Lefebvre et al, 2000 [10]; Bélgica, Janssens, 1993 
[11] y Van Hecke, 2000 [12]; España, De La Fuente, 1997 [13] y Layo et al, 200 [14]; 
Brasil, Marques et al, 2005 [15]; China, Sun et al, 2009 [16]; USA, Guo et al, 2010 [17]; 
Suiza, Geidl, 2010 [18]; Colombia, Álvarez et al 2003 [19]. 
 
Corsi et al, 2010 [7], [8], implementaron una estrategia centralizada y jerárquica para el 
sistema Italiano, en la cual la ley de control que se considera en el proceso de 
optimización, es mediante la ejecución de un Flujo Óptimo de Potencia (OPF) para 
minimizar las pérdidas, y mejorar la seguridad de voltaje en la operación. Cabe 
mencionar que es el único sistema eléctrico en el mundo que reporta la implementación 
más completa de un esquema centralizado y jerárquico de control de este tipo. 
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Figura 0 - 2: Estructura centralizada para el control y gestión de potencia reactiva.  
 
 
El regulador de voltaje terciario empleado sólo aplica para condiciones de despacho 
fuera de línea, y la coordinación de todas las fuentes de potencia reactiva sólo se hace 
en plantas con mayor sensibilidad a los cambios de voltaje, perdiendo de vista otros 
recursos de potencia reactiva. Además requiere de alta exigencia en equipos y 
comunicaciones para la adquisición de datos en tiempo real para la coordinación. No 
existen incentivos en la prestación del servicio de potencia reactiva. Corsi, 2011 [9]. 
propone mejorar el control de la regulación del voltaje incluyendo el concepto de área 
extendida (V-WAR) no solo para la red italiana sino también para el sistema eléctrico de 
Sur África. Este esquema jerárquico de control es de ciclo cerrado, el cual actúa no solo 
en estado normal de la red, sino también en condiciones de emergencia para mejorar su 
seguridad. Con el objetivo de reducir el riesgo de inestabilidad de voltaje, proponen un 
esquema de Protección de Voltaje de Área Extendida (V-WAP) que interactúa con el 
esquema (V-WAR). Los autores ratifican el hecho de que el control coordinado de 
tensiones y potencia reactiva contribuye a mejorar además de la estabilidad de tensión, 
la estabilidad angular. Aun cuando se hizo una propuesta para la red de África del Sur, la 
tensión y la potencia reactiva se hace manualmente centralizada.   
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Lefebvre et al, 2000 [10], proponen un control centralizado y jerarquizado de tres niveles 
para el sistema eléctrico Francés, en el cual un control secundario de voltaje se asocia a 
cada zona geográfica, de una forma descentralizada. Se presentaron interacciones no 
deseadas entre las regiones; por esto, se propuso un control de voltaje secundario 
coordinado, que permite ajustar solo las tensiones de los nodos piloto. El regulador de 
voltaje terciario es el que coordina los controles secundarios. Para asegurar el suministro 
de potencia reactiva se definen contratos de servicios auxiliares, donde se remuneran 
solo aquellas plantas con mayor sensibilidad en las zonas geográficas definidas por el 
operador de la red Francesa. “Réseau de Transport d’ Electricité”, (RTE).  
El problema en este esquema es que solo se ha implementado para el control del voltaje, 
pero en ningún momento se gestionan las fuentes de potencia reactiva para evitar flujos 
de potencia no deseadas entre regiones, reduciendo los márgenes de reserva y 
afectando la seguridad de la red. Además requiere de alta exigencia en equipos y 
comunicaciones para la adquisición de datos en tiempo real para su coordinación. 
Janssens, 1993 [11] y Van Hecke et al., 2000 [12], proponen para la red eléctrica de 
Bélgica un esquema de control centralizado, jerárquico de tres niveles, en donde el 
objetivo del regulador terciario de voltaje es minimizar la generación de potencia reactiva, 
mediante la conmutación de capacitores, el intercambio de potencia reactiva entre las 
redes vecinas controlando la desviación de voltaje. Sin embargo, en la práctica real el 
control se realiza de manera manual centralizada. 
De La Fuente, 1997 [13] y Layo et al, 2000 [14], proponen para el sistema Español, 
además de tener una estrategia de control centralizada y jerárquica de control en tres 
niveles para el voltaje, una distribución de reactivos proporcional a la capacidad de cada 
una de las máquinas. Para la regulación secundaria de voltaje (SVR), sugiere un sistema 
experto llamado SEGRE (“Reactive Power Management Expert System”). No obstante, el 
control de voltaje se realiza de manera manualmente centralizada por el Operador 
Independiente del Sistema (ISO), quién coordina cinco centros de control regionales. 
Marques et al, 2005 [15], presentan para la región de influencia de Rio de Janeiro una 
propuesta de control jerárquico compuesto por dos niveles para el control de voltaje y 
manejo del soporte de reactivo: 1) un control de nivel superior orientado a tareas; 2) un 
nivel inferior orientado a la definición de ajustes de referencia en las máquinas. Para el 
control del nivel superior propone un Sistema de Inferencia Difusa (FIS) en ciclo cerrado, 
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que por un lado, de acuerdo a las recomendaciones de un operador experto de la red, 
conmuta las fuentes de potencia reactiva de manera discreta en la red eléctrica, y por el 
otro lado, coordina y actualiza de manera continua los voltajes de referencia de las 
plantas generadoras, los controladores conjuntos de potencia reactiva y los 
condensadores sincrónicos. Este control tiene un periodo de tiempo de 20 segundos. A 
pesar de la propuesta, el manejo de tensión y potencia reactiva se realiza de manera 
manualmente centralizada.  
Sun et al, 2009 [16], proponen un control automático de voltaje para grandes sistemas de 
potencia, como el caso del sistema eléctrico de China, donde utiliza un novedoso método 
de división de zonas de control para el regulador secundario de voltaje (SVR). Utiliza una 
estrategia adaptativa en tiempo real. Los inconvenientes de esta propuesta de control es 
que los resultados son obtenidos a nivel experimental y la selección de las áreas de 
control a pesar de que el programa es flexible en la definición de las mismas, finalmente, 
se opta por el criterio de un operador de red. 
Guo et al, 2010 [17], trabajan en la misma línea de la propuesta anterior. Esto es, una 
división de áreas de control adaptativas para una parte del sistema eléctrico 
norteamericano, la red de PJM, operador de 13 estados del noroeste de USA y del 
distrito de Columbia. A nivel de simulación se aplicó la metodología propuesta a ocho 
casos reales tomados de la operación y del estimador de estado del Sistema de Manejo 
de Energía (EMS) de la red PJM. En cada caso se aplicaron las estrategias de control 
propuestas y se obtuvieron resultados satisfactorios en cuanto al algoritmo de división de 
zonas adaptativa, y del control terciario y secundario al reducir las pérdidas de 
transmisión cerca de 1%, teóricamente (ahorro de energía en más de 100 Millones kwh 
/año equivalentes a $ 10 Millones/año) y superar la reserva de potencia reactiva en el 
1%. Al igual que en los casos anteriores, la estrategia de control sólo se ha explorado a 
nivel de simulaciones. 
Geidl, 2010 [18] señala que a partir del 2009, en la red eléctrica de Suiza, se implementó 
un control de voltaje y potencia reactiva de manera centralizada fuera de línea, a través 
de la planeación de la operación con un día de anticipación al día de la operación. La 
desventaja es que los ajustes propuestos en estas condiciones, puede cambiar 
ostensiblemente en la operación misma de tiempo real. La reserva de potencia reactiva 
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puede ser insuficiente en caso de emergencia. En la práctica, el control de tensión se 
hace de manera convencional, es decir, centralizada por el TSO (Swissgrd). 
Álvarez et al 2003 [19] en la red Colombiana proponen, a diferencia de los esquemas 
anteriores, incluir en el control primario de voltaje, el Control de Voltaje y Potencia 
Reactiva (VQC), el cual coordina los elementos de compensación estática con la posición 
del cambiador de tomas del transformador con el objetivo de mantener las tensiones 
tanto del lado de baja como de alta del mismo transformador dentro de una zona de 
operación. (ver Figura 0 - 2). En la práctica solo fue posible la implementación de nueve 
VQCs en la red eléctrica. El SVR no fue posible por razones de atentados que 
destrozaron los equipos y las comunicaciones. No existen incentivos para la prestación 
del servicio de potencia reactiva. 
Mousavi et al, 2011 [20], en su trabajo de investigación sobre el control de voltaje y 
potencia reactiva, ratifican el hecho de que en muchos países se han propuesto 
estrategias centralizadas y jerárquicas, pero solo dos sistemas eléctricos: el de Italia, que 
posee una implementación en sus regiones para el control tanto de voltaje como de 
potencia reactiva, mientras que en la red de Francia sólo para el voltaje. En el resto, la 
gran mayoría de países, el control de voltaje y potencia reactiva se reduce a una 
operación manual y centralizada, que por diversas razones impiden lograr una 
implementación real. En este trabajo, a pesar de haber abordado su investigación sólo en 
algunos países de Europa y JPM en (USA), también se han planteado esquemas 
similares en otros países de otros continentes. También se evidencia, que el progreso y 
las nuevas tendencias en las interconexiones entre diversas redes eléctricas, requieren 
de un mayor desarrollo e innovación en el control de tensión y manejo de los recursos de 
potencia reactiva, por medio del uso de sistemas de control simples que sean efectivos, 
automáticos y supervisados directamente por los operadores del sistema de manera 
autónoma y a su vez que permita la interacción con múltiples operadores. 
 
Phulpin, 2009 [21], propone la optimización de potencia reactiva en Múltiples Áreas de 
Sistemas de Potencia (MASP), controladas por Múltiples Operadores del Sistema de 
Transmisión (MTSO) independientes. El problema fue abordado bajo dos esquemas: (i) 
Una optimización de MTSO de manera centralizada, cuyo esquema tiene algunas 
propiedades de equidad en el sentido económico para la red completa; (ii) Una 
optimización descentralizada donde no se consideran intercambios de información 
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operativa entre MTSO. En este caso, cada TSO asume un equivalente externo de sus 
TSO vecinos. En el primer caso, propone una coordinación de múltiple áreas creando un 
cuarto nivel de control, además de los controles de voltaje primario, secundario y 
terciario, ya mencionados. El nuevo nivel de control jerárquico coordina las acciones de 
control en periodos de tiempo más largos sobre todas las regiones en condiciones 
normales de operación. No obstante, esta propuesta al igual que las ya descritas por 
Mousavi et al [20], tienen dificultades en la implementación real, por el juego de intereses 
de los distintos agentes, altos costos, y exigencia de alta fiabilidad de los equipos de 
control y comunicaciones. 
En el segundo caso, Phulpin et al, 2009 [22]., aborda el problema de despacho de 
potencia reactiva en un sistema MTSO y muestra los equivalentes que resultaron 
apropiados para el proceso de optimización Phulpin et al, 2009 [22]. De los resultados se 
observan buenas posibilidades al abordar el problema de programación de potencia 
reactiva de manera descentralizada, siempre y cuando se defina una metodología y un 
procedimiento para definir los equivalentes convenientes de los TSO vecinos. En este 
trabajo, se observan limitaciones en la selección de diferentes funciones objetivo de 
acuerdo a las necesidades de cada TSO, procedimientos que garanticen el cálculo de 
equivalentes de los TSO vecinos, su convergencia, y evaluar el impacto en la seguridad 
de toda la red integrada. 
Ahora bien, es conveniente referirse a la gestión de intercambios en presencia de varias 
redes interconectadas conformando grandes sistemas de potencia, donde las estrategias 
centralizadas también han sido empleadas, pero esta vez, la coordinación de las áreas 
se realiza por un único ISO. En esta estrategia, el primer nivel corresponde a las 
acciones locales de control para mantener el balance entre la generación y la demanda; 
el segundo nivel tiene dos propósitos: mantener los intercambios entre las áreas 
interconectadas en los valores programados y restablecer la frecuencia ante mayores 
cambios; y el tercer nivel, velar por la reserva suficiente para garantizar las necesidades 
del control secundario y distribuir la potencia en el sistema siguiendo un lineamiento 
óptimo global, Arnold et al, 2006 [23]. La Figura 0 - 3 ilustra una estructura centralizada 
para la gestión de intercambios de potencia entre varias áreas de control. 
Hoy en día la coordinación de MTSO se realiza mediante la supervisión de la entrada y 
salida de los intercambios entre las áreas. Sean dos áreas de control A y B, el 
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intercambio programado entra las áreas se representa por          . De este modo, el 
equivalente de un área vecina se modela por medio de una carga adicional, Wang, 2001 
[3], Phulhin et al, 2009 [22], Biskas et al, 2006 [24], Kim y Baldick, 1997 [25]. 
 
Figura 0 - 3: Estructura centralizada para gestión de intercambios entre áreas. [23]  
 
         
 
 
La coordinación descentralizada de MTSO parte del supuesto que cada TSO debe ser 
responsable por su propia seguridad satisfaciendo todos los objetivos operacionales 
particulares propios de cada red. Marinakis et al, 2007 [26] y Glanzmann et al, 2009 [27], 
plantean un problema de optimización descentralizada, considerando el intercambio de la 
información concerniente a la topología del TSO vecino, mientras que el Zima et al, 2005 
[28] y Conejo et al, 1998 [29], proponen el esquema descentralizado bajo la 
consideración de soportar un intercambio explícito de la información entre los TSO, dado 
que la información es implícitamente conocida mediante la interpretación de la influencia 
por las acciones tomadas por el TSO vecino a través de los enlaces de interconexión. 
Arnold y Knopfli, 2006 [23], realizan un análisis sobre el impacto en la operación del 
conocimiento de la información operativa entre las áreas vecinas en un esquema 
centralizado, por lo cual no es posible alcanzar un óptimo global, debido principalmente a 
los intereses particulares de cada operador. Así mismo, debido a la restructuración de los 
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sistemas energéticos hacia un ambiente de mercado eléctrico, resulta en una reducción 
de los precios de la electricidad. Sin embargo, la competencia lleva un incremento de 
intercambios entre las fronteras de varios operadores estresando la capacidad de 
transmisión de las redes; y al mismo tiempo, tanto los generadores como los operadores 
de red operen con bajos márgenes de seguridad para ser competitivos. En consecuencia, 
estas situaciones conducen a un cambio de patrones de flujos de potencia, incremento 
de las incertidumbres reduciendo la confiabilidad en el suministro de energía. Los autores 
proponen mecanismos para mejorar el intercambio de información entre los agentes. A 
pesar de las intenciones de esta propuesta, los agentes del mercado manifiestan cierta 
reticencia porque pueden afectar sus intereses particulares, además de la alta 
dependencia de las Tecnologías de la Información y las Comunicaciones (TIC). También, 
quedan vacíos por una lado, en la coordinación entre los diferentes agentes para los 
procedimientos de autogestión de control continuo, que permitan administrar 
eficientemente la congestión de intercambios; por otra lado, en casos de emergencia, el 
juicio humano empleado en la coordinación de las acciones de control entre las áreas 
puede incrementar el riesgo de fallas.  
Zima y Ernst, 2005 [28], presentan un análisis sobre el impacto en el comportamiento de 
la operación y la interacción dinámica entre dos áreas interconectadas bajo dos 
escenarios: 1) bajo el supuesto del conocimiento mutuo de la información operativa y las 
estrategias de control de cada uno, y 2) el desconocimiento de esta información. Los 
resultados muestran una desventaja en el primer caso por el concurso de intereses 
particulares en detrimento del área vecina, los resultados se muestran con las acciones 
de control del voltaje y potencia reactiva. A pesar de este análisis sobre la 
confidencialidad de la información, quedan muchos interrogantes por ser considerados 
en el caso de un esquema centralizado, tales como: la legislación, donde en un sistema 
de potencia interconectado puede contener países con diferentes leyes y reglas de 
operación; competencia y conflictos de intereses entre los diferentes agentes del 
mercado; la confiabilidad de todos los elementos que componen el sistema; la robustez y 
la vulnerabilidad de un esquema centralizado a la salida de una de las componentes TIC; 
voluntad de compartir información; limitaciones en el rendimiento tecnológico como:  
capacidad de cómputo, diferentes normas de comunicación y computación, entre otras. 
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Descomposición del problema de optimización 
De la misma manera, en relación a la descomposición de una red eléctrica con 
propósitos de una optimización de grandes sistemas de potencia, es un tema de 
investigación que ha sido considerado por muchos autores, y entre las principales 
razones para hacerlo, se fundamenta en el tamaño y complejidad de grandes redes 
interconectadas, el alto volumen de información, la limitación en la capacidad de 
cómputo, y en cuanto a una optimización bajo una estrategia centralizada, no se puede 
garantizar una solución óptima global, por tanto  la robustez, la eficiencia económica, 
debido a la pobre coordinación entre los distintos operadores de red y que se aparta cada 
vez más en la medida que existan más protagonistas en la operación.  
 
En este sentido, la primera aplicación matemática de la descomposición de un problema 
de optimización fue propuesta por Dantzig y Wolfe, 1960 [30], la cual se basó en el 
principio de Programación Lineal (LP), solucionado mediante el problema primal y dual 
solucionado iterativamente. Otras técnicas de descomposición han sido propuestas para 
separar problemas de optimización, como Biskas y Bakirtzis, 2006 [24], donde se 
presenta un método para la solución de un Flujo Óptimo de Potencia (OPF) no lineal 
aplicado a grandes sistema de potencia; se descompone el problema OPF de MTSO en 
subproblemas OPF, uno por cada área, en el cual se adicionan cuatro nuevas variables 
de acople por cada línea de interconexión    (           )      
 ,    
 ,    
  ,     
  , 
que representan el flujo de la potencia activa y reactiva del área A al área AA y del área 
AA al área A, respectivamente, ver Figura 0 - 4. El método matemático se basa en la 
descomposición de las condiciones de Karush–Kuhn–Tucker (KKT) de primer orden. En 
el algoritmo propuesto, las áreas son divididas y con ellas las líneas de interconexión, 
para lo cual se incluyen variables de acople o frontera. La propuesta considera el modelo 
de las áreas vecinas como una carga equivalente; sin embargo, no se detalla cómo son 
considerados los equivalentes; la solución del problema se realiza de manera iterativa, y 
el control de intercambios es definido por la optimización misma y no un valor 
programado. 
 
Nogales et al, 2003 [31], proponen una metodología de descomposición de OPF aplicada 
a grandes sistemas de potencia. El método de descomposición matemática se basa en el 
acople de las áreas por medio de los multiplicadores de Lagrange asociados con las 
restricciones complicantes. Estas variables se intercambian entre las áreas evitando el 
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manejo de equivalentes de las fronteras. La técnica propuesta es diferente a las técnicas 
de descomposición Lagrangiana, debido a que los multiplicadores de Lagrange no 
necesitan ser estimados, como si sucede en la mayoría de los enfoques de relajación 
Lagrangiana, ya que se propone una eficiente forma de actualizar la información de estos 
multiplicadores. A pesar de lo novedoso de la propuesta, aun se requiere de un proceso 
iterativo y se limita el tratamiento de la congestión de intercambios entre las áreas. 
 
Figura 0 - 4: Descomposición de un problema OPF [24] 
 
 
         
 
 
Arnold y Knopfli, 2007 [32], proponen un método de descomposición de OPF global en 
subproblemas distribuidos, uno por cada área de control, aplicado a grandes sistemas de 
potencia. Estos subproblemas OPF se resuelven de manera iterativa e independiente, 
pero coordinados, mediante el principio de coordinación de maestro esclavo. En la 
propuesta no se requiere de ajuste de parámetros. El método de descomposición 
matemática se basa en el acople o frontera, de las áreas por medio de los multiplicadores 
de Lagrange aumentada, lo cual mejora la convergencia del método, y para la relajación 
de las variables de acople, se linealiza usando el principio del problema auxiliar (APP) 
Cohen, 1980 [33]. Los autores proponen dos enfoques para el proceso de 
descomposición del problema OPF: en el primer enfoque consideran el ajuste común de 
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las variables de frontera, y en el segundo enfoque, consideran estrictamente las áreas 
separadas, donde la coordinación entre ellas se logra transfiriendo las variables de 
frontera al área vecina. Ambas metodologías se ejecutan iterativamente de manera 
paralela o secuencial. Si bien es cierto que la propuesta es novedosa, aspectos como la 
seguridad de la operación en condiciones de emergencia, o en casos de contingencias 
de líneas o generadores pueden afectar los intercambios entre las áreas, la falta de 
colaboración entre ellas, la escalabilidad a sistemas más grandes, la congestión de 
intercambios que implican el uso de redes intermedias, necesitan ser analizados. 
 
Wang et al, 2001 [3], proponen una metodología de descomposición de OPF aplicada a 
grandes sistemas de potencia, considerando la congestión de intercambios entre áreas 
interconectadas. El método de descomposición matemática se basa en el acople de las 
áreas por medio de los multiplicadores de Lagrange aumentada relajada, los cuales son 
actualizados mediante el método del subgradiente. Esta propuesta no considera la 
creación de nodos, cargas o generadores ficticios. El manejo de la congestión de 
potencia activa por las regiones interconectadas es separado en subproblemas 
cuadráticos por región, el cual es resuelto de manera iterativa, paralela o 
secuencialmente. A pesar del tratamiento de la congestión de intercambios entre áreas, 
el método de descomposición propuesta requiere acotar la región de optimalidad para 
asegurar la convergencia del método. Temas como la seguridad en condiciones de 
emergencia, diversidad de funciones objetivo e intereses particulares de cada TSO, 
requieren de análisis. 
 
Kim y Baldick, 1997 [25], proponen una metodología de descomposición de OPF aplicada 
a grandes sistemas de potencia. El método de descomposición matemática se basa en el 
acople de las áreas por medio de los multiplicadores de Lagrange aumentada, cuyos 
multiplicadores se actualizan utilizando el principio del problema auxiliar Cohen [33]. El 
problema de descomposición en regiones se logra duplicando las variables de frontera, a 
las cuales se impone una restricción de igualdad. En cada área se crea un nodo y un 
generador ficticio para modelar el área vecina. A pesar de ser una de las primeras 
propuestas en la descomposición de OPF en grandes sistemas de potencia, la velocidad 
de convergencia está determinada por el tipo de equivalente utilizado; la solución del 
método es de manera iterativa y la inclusión de estados de emergencia debe ser 
analizada. 
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Phulpin et al, 2010 [34], proponen una metodología para abordar un OPF orientado la 
gestión de potencia reactiva y minimización de pérdidas activas de manera 
descentralizada, aplicado a un sistema dividido en varias áreas de control; las variables 
de optimización son el cambiador de tomas de los transformadores, voltaje terminal de 
generadores y elementos de compensación, las áreas vecinas son representadas por un 
modelo equivalente. En la propuesta se asume que todas las áreas de control fueron 
optimizadas con los mismos objetivos. El modelo es resuelto de manera iterativa, 
considerando que las variables de fronteras en cada área de control son conocidas en el 
paso anterior de la solución, por lo que no requiere de un proceso de descomposición de 
la manera como se ha propuesto en la gran mayoría de trabajos antes señalados. Los 
autores evalúan diferentes tipos de equivalentes para representar las redes vecinas, y 
encuentran que son críticos en la convergencia del método. A pesar de que la propuesta 
está encaminada a la gestión de potencia reactiva en un proceso iterativo, también existe 
la necesidad de gestionar los intercambios de potencia activa por los enlaces de 
interconexión y definir la pertinencia de los equivalentes de las áreas vecinas según el 
punto de operación de manera que facilite la convergencia del algoritmo.  
 
En sistemas de energía, en lo relacionado con los métodos de descomposición en 
problemas de OPF, se plantean diversos problemas, entre los cuales se encuentran; 
despacho económico Marmolejo, 2011 [35], minimización de pérdidas activas y gestión 
de potencia reactiva López et al, 2011 [36], y esquemas de protecciones Otomega, 2008 
[37], entre otros. 
 
En relación con el control de tensión y gestión de la potencia reactiva, Siviero, 2010 [38], 
señala que no es práctico el control centralizado, dado los altos requerimientos de 
tecnología, informática y comunicaciones, además de las prioridades y los objetivos de 
cada uno de los agentes del mercado, cuando la tendencia es la presencia de varios 
agentes y operadores de las redes, donde se requiere de una coordinación y control de 
manera descentralizada y colaborativa. 
Además, en cuanto a la gestión de intercambios en la descomposición de problemas de 
OPF en sistemas de múltiples interconexiones, las experiencias en los trabajos 
presentados muestran oportunidades de mejorar la flexibilidad en las organizaciones de 
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hoy en día, donde se programan intercambios una vez al día, y las áreas deben ajustarse 
al programa de potencia acordado. Otra situación relevante es la coordinación de las 
acciones en situaciones de emergencia, debido a los mecanismos y procedimientos 
inadecuados entre las distintas áreas de control, poniendo en riesgo la seguridad y 
confiabilidad de toda la red, sumado al riesgo del error humano por las decisiones 
inapropiadas que pueden conducir a inestabilidades o un apagón. 
Aunque parezca posible alcanzar una optimización global como se espera de una 
estrategia centralizada en grandes sistemas de potencia, es poco probable que se logre, 
debido a diferentes razones: las acciones de control son llevadas a cabo por diferentes 
agentes del sistema, las variables de operación cambian continuamente en cada instante 
de tiempo, la inflexibilidad y el alto volumen de la información operativa que debe ser 
compartida entre los distintos agentes; la seguridad y la confiabilidad de la red está 
soportada en una alta fiabilidad de las Tecnologías de la Información y Comunicaciones 
(TIC). 
 
A pesar de las múltiples propuestas para mejorar la gestión de la energía eléctrica, se 
encuentran problemas en la forma y estrategia de la operación y coordinación de las 
redes eléctricas, debido a aspectos tan importantes como el manejo de intereses en la 
optimización de la operación entre MTSO, el manejo de conflictos en los atributos y 
mecanismos de la información a ser compartida entre TSO vecinos y los centros de 
control, la alta exigencia y costos en las TIC’s, la complejidad para garantizar la 
seguridad del sistema integrado en un ambiente competitivo y en tiempos acordes a la 
operación en tiempo real. 
Puede observarse además que a pesar de proponerse estrategias de control 
centralizadas y jerárquicas, su implementación sólo ha sido posible parcialmente en el 
sistema Francés y el Italiano, Mousavi et al 2011, [20]. 
Aunque se plantean diferentes modelos para la descomposición de las redes en 
problemas de optimización MTSO: Rei, Thevenin, PQ, PV y Modelo No Reducido, sólo el 
modelo PQ es prometedor en los resultados. La gran mayoría de los trabajos consideran 
la duplicación de variables de acople o frontera, creación de nodos, generadores y 
cargas ficticias, Biskas et al, 2006 [24]. 
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En conclusión se mencionaron las brechas que se presentan en las estrategias de control 
centralizado, la partición de la red eléctrica, los modelos equivalentes de red empleados, 
algunos métodos de optimización utilizados en la descomposición de la redes, lo que 
conduce al planteamiento del siguiente problema. 
 
Planteamiento del problema 
Con base a la investigación del estado del arte, no se encuentra una metodología poco 
compleja, que minimice los tiempos de respuesta para estimar puntos óptimos de 
operación en grandes sistema de energía, de forma que se preserve la seguridad, 
confiabilidad y economía, donde interactúan múltiples operadores de sistema de red con 
altos volúmenes de información y, sobre todo, con alto riesgo de que se presenten 
inestabilidades y hasta apagones generalizados. 
Hipótesis 
Con el fin de responder a la necesidad de un sistema energético caracterizado por la alta 
dimensionalidad y complejidad en un ambiente de mercados eléctricos, donde predomina 
la integración de múltiples redes eléctricas, y basado en las propuestas y hechos 
anteriores, es posible la coordinación, la operación y el control de múltiples operadores 
de red de manera descentralizada en grandes sistemas de potencia, mediante la 
descomposición de la red eléctrica considerando un flujo de potencia óptimo multiobjetivo 
por áreas, que permita tomar en cuenta diferentes aspectos de la operación, pérdidas 
activas, pérdidas reactivas y estabilidad de voltaje, usando una técnica heurística con la 
información sólo del intercambio entre las áreas, reduciendo los tiempos de cálculo al 
involucrar menos variables en el proceso y simplicidad en los equivalentes de red, y 
obtener unos resultados semejantes a los obtenidos en una estrategia de optimización 
centralizada. 
Objetivos 
El objetivo general es proponer una metodología para la coordinación, operación y 
control descentralizado para grandes sistemas de potencia, basado en la 
descomposición tanto de las red eléctrica como del problema de optimización global, 
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mediante un óptimo multiobjetivo, preservando los intercambios y estimando la 
estabilidad de tensión con la menor información posible de los enlaces de interconexión y 
reduciendo tiempos de cálculos, usando una técnica evolutiva, cuyos ajustes óptimos 
obtenidos sean semejantes al procedimiento mediante una optimización de esquema 
centralizado. 
Los objetivos específicos de la tesis son: 
 Establecer un procedimiento para la división de la red eléctrica en áreas de 
control, basada solo en la información del intercambio y en el menor número de 
conexiones con otras áreas vecinas. 
 
 Extender una metodología para el cálculo de un equivalente generalizado que 
simplifique los tiempos de cálculo en el proceso de optimización. 
 
 Proponer una metodología para la descomposición de un flujo de cargas óptimo 
multiobjetivo que considere aspectos de la operación como las pérdidas activas, 
pérdidas reactivas y la estabilidad de voltaje, mediante un índice denominado 
       . 
 
 Valorar y extender una técnica heurística para la optimización multiobjetivo, 
considerando conocidas las variables de frontera, y disminuir los tiempos de 
cálculo considerando los parámetros de poblaciones y generaciones.  
 
 Proponer un formalismo para ponderar las funciones objetivo que se calculan en 
el frente de Pareto. 
 
 Evaluar la metodología propuesta por lo menos en dos sistemas eléctricos de 
prueba. 
 
 Comunicar los resultados en un artículo de circulación internacional. 
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Metodología 
1) A partir de los análisis de varios métodos de descomposición de OPF, de redes 
eléctricas, y de técnicas de optimización, se propone una metodología para la división de 
la red, basada en el menor número de enlaces entre áreas 
2) Se define el modelo equivalente generalizado para cada área. 
3) Se aplica la optimización multiobjetivo empleando una técnica heurística.  
4) Se obtienen los ajustes de las variables de optimización al menos en dos sistemas de 
prueba, cuyas variables se sustituyen en el modelo completo.  
5) Para validar los resultados se compara con los resultados obtenidos al aplicar una 
estrategia de optimización centralizada. Se espera que las soluciones sean semejantes si 
el margen de error es inferior al 5%, medido en las pérdidas activas y en el intercambio 
de potencia activa entre las áreas.  
 
El tipo de investigación es analítica e inductiva. Se partirá de los casos estudiados para 
lograr generalizaciones. 
Contribuciones 
 Clasificar la revisión del estado del arte sobre las estrategias centralizadas y 
descentralizadas aplicadas a sistemas de potencia tanto para el control de voltaje 
como la gestión de intercambios entre áreas. 
 Desarrollar una metodología de descomposición de OPF multiobjetivo, aplicada a 
grandes sistemas de potencia. 
 Proponer y evaluar una metodología para definir el modelamiento de áreas 
vecinas, mediante un equivalente generalizado. 
 Proponer un método para ponderar las múltiples funciones objetivos en el frente 
de Pareto. 
 Validar los resultados obtenidos con un referente. 
Con la metodología propuesta no se requiere el modelamiento y creación de nodos 
ficticios, ni modificar el modelo de las líneas de interconexión. Las variables fronteras 
serán constantes al considerar un despacho económico y validado con un flujo de 
potencia. 
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Organización de la tesis 
El texto está elaborado de la siguiente forma: En el Capítulo 1, se abordan los 
preliminares y marco conceptual relacionados con las estrategias centralizadas, 
descentralizadas, metodologías de descomposición de flujos óptimos de potencia 
aplicadas a sistemas eléctricos y técnicas de optimización. El Capítulo 2 presenta la 
metodología propuesta para sistemas descentralizados por medio de la descomposición 
del Flujo óptimo de potencia multiobjetivo y multiagente, equivalente generalizado y el 
algoritmo de solución. En el Capítulo 3 se valida la metodología en sistemas de 39 y 190 
nodos. Finalmente, en el Capítulo 4 se resumen las conclusiones, contribuciones y 
recomendaciones para trabajos futuros.  
 
 1. Preliminares y Marco Conceptual 
Mantener operando un mercado eléctrico en forma segura, confiable y económica, en 
todo momento y cada vez más complejo por MTSO, con necesidades diversas, 
representa un reto constante, de ahí la búsqueda permanente de nuevas tecnologías, 
técnicas y estrategias.  
Estas estrategias de optimización centralizadas, y las prácticas comunes de los 
operadores de red serán abordadas en la sección 1.1 de este capítulo. En la sección 
1.2 se comparan las técnicas de control centralizado y descentralizado. En la sección 
1.3 se abordan algunos conceptos y métodos para la partición tanto de redes 
eléctricas como del problema de optimización global. En la sección 1.4, se presentan 
los equivalentes de red usados en sistemas eléctricos y en la sección 1.5 se abordan 
las definiciones y técnicas de resolución asociadas a la optimización multiobjetivo. 
Finalmente, en la sección 1.6 se presentan los algoritmos evolutivos para la 
optimización multiobjetivo y se expone el algoritmo NSGA-II. 
1.1 Estrategias centralizadas para la optimización de 
la operación en sistemas de energía. 
Desde que la industria eléctrica alcanzó su madurez, la operación del sistema 
eléctrico no ha dejado de ser un reto permanente; el operador del sistema de una 
manera autónoma coordinaba y optimizaba la operación de todos los recursos 
disponibles en la red de una manera centralizada. A medida que el sistema eléctrico 
crece en todas sus dimensiones (generación, transmisión, demanda y mercado), 
aumenta la complejidad del problema de operación y optimización de la red. Razón 
por la cual, surgió la necesidad de abordar la seguridad de los Sistemas de Energía 
(SE) descomponiendo el problema de estabilidad de la red en tres áreas: estabilidad 
angular, estabilidad de frecuencia y estabilidad de voltaje, Machowski et al, 2008 [2], 
Kundur, 1994 [4]. De esta misma manera se propusieron estrategias jerárquicas 
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centralizadas de tres niveles: primaria, secundaria y terciaria, tanto para el control del 
voltaje y la gestión de potencia reactiva (López, 2013 [6], Mousavi et al, 2011 [20]), 
como para la frecuencia y gestión de intercambios Arnold et al, 2006 [23]. 
Históricamente, en los sistemas eléctricos de orden regional o nacional, se facilita el 
empleo de las estrategias jerárquicas centralizadas debido a dos razones 
fundamentales: 1) La estructura organizacional del sector eléctrico es de tipo vertical, 
donde una empresa de orden estatal, era la propietaria, operadora y administradora 
de todos los recursos de generación, transmisión y distribución al mismo tiempo, por 
lo general, en ausencia de un mercado eléctrico; 2) La existencia de un sólo Operador 
del Sistema de Transmisión (TSO) con acceso a la información de todas las variables 
eléctricas, gracias al Sistema de Supervisión, Control y Adquisición de Datos 
(SCADA) y por ende puede ejercer el control de manera autónoma en todo el sistema 
eléctrico. Varios TSO están de acuerdo que esta filosofía de operación mejora la 
confiabilidad y la seguridad de sus redes (Mousavi, 2011 [20]), pero que puede 
comprometerse a medida que se conectan a otros sistemas eléctricos.  
Con la filosofía de jerarquizar las funciones de operación de una manera aún 
centralizada, para el caso del control de voltaje y gestión de potencia reactiva, se 
divide el sistema en áreas de control, formadas alrededor de nodos dominantes, 
normalmente llamados nodos piloto, los cuales es deseable que satisfagan dos 
características principales (López, 2013 [6]): 
 
i. Los nodos intra-área que conforman un área de control deben tener un fuerte 
acoplamiento eléctrico en el sentido del voltaje y ángulo. 
 
ii. El acoplamiento entre los nodos pilotos inter-área debe ser bajo, con objeto de 
evitar conflictos de interacción dinámica en la implementación del control 
regional de voltaje. 
 
No obstante, pocos países han podido implementar estas estrategias de manera 
automática a pesar de las posibles mejoras en autonomía y seguridad para la red, 
como el caso de las redes de Italia que le permite el control del voltaje y la gestión de 
reactiva (Corsi, 2205 [7]) y Francia sólo en lo referente al control de voltaje (Lefebre et 
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al, 2000 [10]). En la Tabla 1 - 1 se resume por países, el tipo de estrategia 
centralizada y jerárquica y la práctica común adoptada, donde A significa Actual, P, 
propuesto, V, Voltaje y Q, potencia reactiva. 
 
Tabla 1 - 1: Resumen de estrategias centralizadas y jerárquicas de algunas redes 
eléctricas 
 
 
 
 
Otro aspecto relevante en los SE, es la seguridad del sistema, el cual requiere de la 
supervisión y la coordinación en tiempo real, del estado de cada elemento que integra 
la red. Esto involucra confiabilidad de las TIC, alto volumen de información, velocidad 
de procesamiento de la información, oportunidad y asertividad de los programas 
computacionales en el análisis y toma de decisiones, protocolos de comunicaciones 
definidos entre MTSO, y reglas claras y trasparentes en la operación. 
Estas estrategias jerárquicas y centralizadas, tienen dificultades en la implementación 
real, por diversas razones como: la alta dimensionalidad, la complejidad de la red, la 
interacción de diferentes dinámicas, los costos de las TIC, la fiabilidad de los equipos 
de control y comunicaciones. Además, la seguridad y confiabilidad se vulneran a 
medida que aumenta la dimensionalidad y complejidad de los SE, por la apertura de 
los mercados eléctricos y la integración de nuevas redes de interconexión. Por esto, el 
desarrollo y la expansión de las redes y la tendencia al aumento de las 
interconexiones entre varios sistemas eléctricos, requieren de un mayor desarrollo e 
innovación en la seguridad, la confiabilidad, el control de tensión, el manejo de los 
recursos de potencia reactiva y la congestión de intercambios por medio del uso de 
sistemas de controles simples que sean efectivos, autónomos, operados y 
supervisados directamente por los TSO involucrados y a su vez que permita la 
ISO-TSO
V Q V Q
ITALIA A A A SI TERNA [7]
FRANCIA A A A PARCIAL RTE [10]
BELGICA A A P P NO ELIA [11],[12]
ESPAÑA A A P P P P NO REE [13],[14]
SUIZA A A NO Swissgrid [18]
SUR AFRICA A A P P NO [8]
CHINA A A P NO [16]
PJM A A P NO PJM [17]
BRAZIL A A P NO [15]
COLOMBIA A A P P NO XM [19]
OPERADOR
REFERENCIAS
SISTEMA 
ELÉCTRICO
V Q
ESTADO 
ACTIVO
ESTRATEGIA
SVR TVR
JERÁRQUICO (Automático)CENTRALIZADO 
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interacción con múltiples operadores, con el mínimo de información compartida entre 
las fronteras. 
Ahora, en cuanto a la presencia de MTSO en Grandes Sistemas de Energía (GSE) y 
la posible descoordinación entre ellos, ésto puede conducir la red eléctrica a una 
secuencia de eventos en cascada, llegando a inestabilidades, colapsos de voltaje y 
hasta apagones generalizados, afectando el suministro de energía eléctrica, con las 
consecuencias económicas y sociales que esto conlleva. 
Los apagones tienen varias características en común: 1) Independientemente de la 
secuencia de eventos originados por múltiples razones, la carencia de potencia 
reactiva en la mayoría de los casos es la que lleva la red a un apagón de energía; 2) 
en redes altamente enmalladas e interconectadas formando grandes sistemas de 
energía, normalmente se involucran varios TSO’s, lo que hace que la coordinación 
entre ellos sea menos eficiente y no se tomen las acciones correctivas a tiempo 
(Mousavi et al, 2011 [20], Illic, 2007 [39]), desencadenando una secuencia y 
propagación de eventos entre las áreas, hasta la inestabilidad. 
En el apagón de energía eléctrica en Italia, septiembre de 2003, la principal causa del 
incidente fue el juego de intereses comerciales entre las empresas y los países 
involucrados, además de las deficiencias técnicas existentes del sistema eléctrico 
transnacional; para ese entonces, las normas y los instrumentos jurídicos tenían 
vacíos en relación con las necesidades y la realidad económica. Ver informe técnico 
SFOE, 2003 [62]. 
En el caso de la red Italiana, aún con un control jerárquico que de manera automática 
regulaba la tensión y la reserva de potencia reactiva fue insuficiente para la gestión de 
los altos intercambios de energía eléctrica, los cuales habían aumentado 
considerablemente en virtud de la marcada diferencia de precios entre Italia y los 
países vecinos, que por lo general producen excedentes. Las importaciones de Italia 
se transmiten principalmente a través de redes de alta tensión desde Francia y Suiza. 
Del informe técnico del apagón [62], se recomendó una modernización de reglas y 
acuerdos, mediante un desarrollo y aplicación urgente de normas internacionales del 
comercio de electricidad, así como de la coordinación entre los TSO para mantener la 
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seguridad y la confiabilidad de red en todo momento. También, todos los TSO deben 
adaptar su infraestructura de TIC acorde con el estado actual de la ciencia y la 
tecnología y, así mismo, involucrar la ayuda de programas de optimización. 
El 14 de agosto de 2003, en una gran parte de la región central y noreste 
interconectada de Estados Unidos y Ontario, Canadá, se evidenció un apagón de 
energía eléctrica. En la región de Ohio, el apagón se originó y fue causado por un 
juego de intereses que se manifestó en deficiencias en las prácticas operativas, y el 
inadecuado manejo de la potencia reactiva y el voltaje, por vacíos en la regulación, 
políticas comerciales y operativas entre TSO’s acorde a las necesidades de operación 
transnacionales y regionales para ese entonces. Ver informe [63]. 
Aunque las disposiciones de la NERC (The North American Electric Reliability 
Council) abordaban muchos de los factores y prácticas que habían contribuido al 
apagón, algunas de las políticas o directrices quedaron cortas a las necesidades del 
entonces, lo que permitió interpretaciones divergentes entre el ISO y los TSO’s, que 
han variado la forma de aplicar estos estándares a su voluntad, comprometiendo la 
confiabilidad y la seguridad del SE. 
 
Del informe técnico del apagón [63], se recomendaron varios aspectos claves, donde 
se resaltan la actualización y modificación de los estándares de seguridad y 
confiablidad, y hacerlos de estricto cumplimiento; autonomía para que el regulador 
NERC y los consejos regionales responsables por la seguridad y confiabilidad, 
puedan ser independientes de los TSO a los que supervisan; modernización de las 
tecnologías existentes de acuerdo a la ciencia y tecnología del momento; comisionar 
un estudio independiente para la restructuración de la industria eléctrica, la 
competencia y la confiabilidad, el reforzamiento de mejores prácticas en la operación 
de los sistemas interconectados, la certificación de los operadores de red; el 
mejoramiento en la calidad de los datos operativos que se deben intercambiar entre el 
ISO y los TSO; definir y agilizar los protocolos de comunicación entre los distintos 
agentes. 
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1.2 Comparación control centralizado vs 
descentralizado 
Debido a la necesidad de abordar las complejas dinámicas de los grandes sistemas 
de energía, el relacionamiento entre grandes operadores de energía, la interconexión 
entre países que busca compensar el déficit existente en algunas regiones por las 
limitaciones de los recursos energéticos, y con el fin de garantizar una red de fluido 
eléctrico sin interrupciones, seguro, confiable y eficiente se han propuesto diferentes 
esquemas, entre ellos estrategias centralizadas y descentralizadas, las cuales son 
enunciadas a continuación, Arnold et al, 2006 [40]: 
 Control centralizado: En un esquema de control centralizado, las múltiples 
áreas de control no son tratadas como áreas independientes sino como una 
sola zona. Así, un problema de optimización considerando todas las áreas es 
resuelto como una sola área de control, por un ISO, ver Figura 1 - 1. Para 
propósitos de sincronización, todas las áreas envían la información de las 
variables de operación al ISO. Una vez el ISO obtiene la solución óptima, 
devuelve el ajuste de las variables de control a cada área.  
 
Figura 1 - 1: Control Centralizado de N áreas: MTSO coordinados por un ISO.  
 
 
 
 Control descentralizado: El problema de optimización, se divide en 
subproblemas de acuerdo a las áreas de control (Figura 1 - 2). Contrario al 
esquema de control centralizado, cada área tiene su propio TSO, que resuelve 
su propio problema de optimización de manera independiente. Para obtener la 
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solución óptima de todo el sistema integrado, las soluciones deben ser 
coordinadas entre los diferentes agentes. 
 
 
La razón principal para implementar una estrategia descentralizada surge de la 
transformación de los grandes sistemas de potencia. 
 
Figura 1 - 2:   Control Descentralizado de N áreas.  
 
 
 
Por otra parte, el enfoque centralizado sufre de diferentes inconvenientes que da 
motivo para aplicar la descomposición de las redes. Una descripción de los procesos 
asociados a un esquema centralizado y la benevolencia del descentralizado, se 
muestra a continuación. 
 
 En cada paso de iteración del ente central. Se intercambia un alto volumen de 
información entre todas las áreas y el operador ISO, tales como los valores 
actuales de las variables de estado de su sistema. Luego, el problema de 
optimización global del sistema se resuelve por el operador ISO y, posteriormente 
el valor de estas variables de control obtenidas en este proceso son distribuidas 
de nuevo a cada TSO. Además, por condiciones geográficas, los diferentes TSO 
se extienden sobre grandes distancias unos de otros y estos del ISO, por lo que 
los enlaces de comunicación tienen capacidad limitada, y se aumentan los 
tiempos de respuesta. Por el contrario, en la aplicación con un enfoque 
descentralizado, sólo se consideran las variables que se intercambian entre las 
áreas vecinas, las cuales se transfieren distancias más cortas. 
 
 El enfoque centralizado no es robusto bajo ciertas circunstancias. En el caso de la 
pérdida del ISO, se pierde el control sobre todas las áreas. Por el contrario, si se 
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pierde un TSO, sólo esta área específica no se controla más. Las áreas restantes 
son capaces de volver a coordinar entre sí de nuevo. 
 
 Diferentes TSO a menudo basan su optimización en criterios diferentes y objetivos 
diversos de funcionamiento, dando lugar a diferentes funciones objetivos (FO) y 
restricciones lo que dificulta para un ISO manejar simultáneamente diversas FO. 
En el procedimiento descentralizado, las diferentes FO se delegan a los TSO 
correspondientes. Por lo tanto, un esquema de optimización descentralizada es 
más adecuado para los grandes sistemas interconectados. 
 
 Para resolver un problema de optimización de un GSE, los tiempos de cálculo 
requieren un gran esfuerzo computacional y largos periodos de tiempo. Puesto 
que la capacidad computacional es limitada, la descomposición del problema de 
optimización en pequeños subproblemas, reduce los tiempos de cálculo al 
considerar menos variables.  
 
 En un procedimiento centralizado, el tiempo de cálculo se incrementa 
exponencialmente con el tamaño del problema de optimización, mientras que el 
procedimiento descentralizado identifica sólo un incremento lineal. Por lo tanto, el 
procesamiento en paralelo usando múltiples procesadores de bajo costo 
asignados a los diversos subsistemas es adecuado  para la alta velocidad de 
cálculo que es necesaria en el control en línea de un sistema de potencia. 
 
 Debido a que actualmente las redes van evolucionando hacia GSE, los programas 
de análisis de Sistemas de Potencia no pueden modelar en detalle el sistema 
completo. Este problema de modelamiento de GSE, se incrementa por varias 
razones: 
 Limitaciones prácticas en el tamaño de memoria de los equipos de 
cómputo. 
 El excesivo tiempo de cómputo requerido por GSE, principalmente cuando 
se corren programas de simulación dinámica o de optimización. 
 Las partes del sistema eléctrico apartadas de los sitios donde se presentan 
los disturbios tienen poca influencia en la dinámica en otras partes 
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distantes del sistema y por tanto no es necesario modelar con cierto grado 
de precisión. 
 A menudo, grandes partes del sistema interconectado pertenecen a 
diferentes empresas, y cada una tiene su propio centro de control, que 
considera a las otras partes de la red como equivalentes externos. 
 En algunos países, las empresas privadas compiten entre sí y son 
renuentes a revelar información detallada sobre su negocio. Esto significa 
que los datos vitales sobre el sistema en su conjunto pueden no estar 
disponibles. 
 Incluso suponiendo que los datos completos del sistema están disponibles, 
el mantenimiento de las bases de datos relevantes sería muy difícil y 
costoso. 
 
Para evitar todos estos problemas, sólo una parte del sistema, llamado el subsistema 
interno, se modela en detalle. El resto del sistema, llamado el subsistema externo, 
está representada por los modelos equivalentes o simplemente como el equivalente. 
Este tema será abordado más adelante. 
 
Los grandes sistemas de potencia por su complejidad, usualmente se descomponen 
en áreas o zonas de control, basados en criterios, tales como: organizacionales, de 
nacionalidad, antecedentes históricos, condiciones geográficas, características 
técnicas, propiedades de la red e influencia eléctrica, entre otras.  
 
Idealmente, en estos grandes sistemas de energía, la seguridad y confiabilidad es 
responsabilidad de todos los TSO y el ISO, que de manera autónoma comparten una 
coordinación de forma colaborativa, en especial cuando alguna parte de la red o un 
TSO se encuentra en un estado de operación diferente al normal.  Máxime en que 
muchos casos, cada TSO tiene acceso limitado a los datos, tales como: la información 
del estimador de estados, SCADA, las dinámicas de los sistemas, las estrategias de 
control planeadas, y las decisiones tomadas por otros TSO de áreas vecinas. Por 
esto, en realidad debido a una ausencia de un compromiso por una operación 
compartida, la complejidad y diversidad en los diferentes procesos y acciones que 
están a menudo presentes entre las diferentes partes del sistema de potencia, tales 
como: condiciones contractuales, intereses económicos (mercado eléctrico), balance 
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de consumo de energía y generación, oscilaciones de potencia inter-área y 
propagación de problemas eléctricos, pueden comprometer la confiabilidad de todo el 
sistema. 
 
La Tabla 1 - 2 presenta el resumen de las principales estrategias de operación y 
optimización, haciendo énfasis en ventajas y desventajas de cada una de ellas. 
 
Tabla 1 - 1: Resumen de estrategia de operación y optimización 
RESUMEN DE ESTRATEGIAS DE OPERACIÓN y OPTIMIZACIÓN 
  CENTRALIZADA 
DESCENTRALIZADA 
Ítems MANUAL JERÁRQUICA 
Variables Voltaje (V),frecuencia (F) V, F, reserva Q 
V, F, reserva Q 
autónomo 
Tamaño del 
SE Regionales, Nacionales 
Regionales, 
Nacionales 
Regionales, Nacionales e 
Internacionales 
Ventajas 
Control centralizado, 
eficiencia operativa, 
seguridad Global. 
Control centralizado, 
eficiencia operativa, 
seguridad, reserva 
reactiva global. 
Operación compartida 
por MTSO, múltiples FO, 
bajos tiempos de 
cómputo y solo 
información de los 
fronteras, seguridad 
autónoma 
Desventajas 
No escalables a grandes 
sistemas, factores 
humanos, alto volumen 
de información, grandes 
distancias, TIC. Solo un 
tipo FO. Vulnerable ante 
la pérdida del ISO. 
Alta dependencia de 
TIC, alto flujo de 
información y 
tiempos de cómputo. 
Solo un tipo FO. 
Vulnerable ante la 
pérdida del ISO. 
El punto más eficiente en 
cuanto e economía 
puede diferir de la 
eficiencia global. 
TSO Si Si Si 
MTSO No No Si 
CONTROL AGC 
AGC (USA), SVR, 
TVR  AGC, SVR autónomos 
 
1.3 Conceptos y métodos para la división de un SE 
La descomposición de las redes eléctricas ha sido un reto para los procesos de 
análisis estáticos y dinámicos en sistemas de potencia como la optimización, debido a 
la dimensión del propio sistema, las limitaciones computacionales y los tiempos de 
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cómputo. Por esto, a lo largo de la historia se ha propuesto una diversidad de técnicas 
de descomposición de problemas para la optimización y de equivalentes en lo 
referente a las redes eléctricas. A continuación se presenta un resumen de algunas 
técnicas de descomposición y algunos equivalentes de redes. 
1.3.1 Técnicas de descomposición  
La descomposición es una alternativa para abordar problemas complejos de alta 
dimensionalidad, donde el problema de todo el sistema se descompone en 
subproblemas, lo cual puede representar algunas ventajas computacionales, de 
análisis y de oportunidad, entre otras. La descomposición en los SE, tiene dos frentes 
uno es cómo se fracciona la red eléctrica 1.3 a)  y el otro, 1.3b)  la técnica que facilita 
la optimización.  
En el proceso de descomposición de un sistema en subáreas de control más 
pequeñas, la responsabilidad por la seguridad y confiabilidad se delega de las 
siguientes tres maneras: 
i. En el caso de una estructura centralizada o en presencia de un único TSO,          
éste toma la responsabilidad del control y la optimización sobre toda el área. 
ii. Bajo una estructura jerárquica, las subáreas de control ejecutan el control 
secundario y la optimización bajo la coordinación de un ISO, el cual tiene una 
influencia directa en cada subárea de control y sus respectivos TSO. 
iii. En presencia de MTSO, se escoge un único TSO coordinador que regula las 
subáreas de control de manera general, y cada TSO regula y optimiza su 
propia área de una manera independiente y descentralizada. 
 
Las técnicas de descomposición de problemas complejos se fundamentan en la 
naturaleza de las variables y las restricciones presentes. En la Tabla 1 - 3 se resume 
la naturaleza de algunas de dichas variables y el tipo de problema. 
 
Además, sobre las variables continuas, binarias o enteras, existen las variables 
complicantes, las cuales resultan luego de la partición de una red y donde tanto las 
variables como las restricciones de frontera son comunes en ambas áreas. La Tabla 1 
- 4 presenta algunas técnicas de descomposición para problemas lineales y no 
lineales aplicables en sistemas complejos. 
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Tabla 1 - 2: Naturaleza de las variables y las restricciones 
Problema de 
Programación 
Variables Función Objetivo 
(FO) 
Restricciones 
Lineal Todas continuas Lineal Lineales 
Lineal, Entera Mixta Cualquier entera o 
binaria 
Lineal Lineales 
No lineal, Entera  
Mixta 
Cualquier entera o 
binaria 
No Lineal Cualquiera No 
Lineal 
 
 
 
Tabla 1 - 3: Técnicas de descomposición en sistemas complejos 
Algunas Técnicas de 
descomposición  
Problema Lineal Problema No Lineal 
Referencias 
Continuo No Continuo Continuo No Continuo 
Restriccion
es 
complejas 
Variables 
Complejas 
Restriccion
es 
complejas 
Variables 
Complejas 
Restriccion
es 
complejas 
Variables 
Complejas 
Restriccion
es 
complejas 
Variables 
Complejas 
Dantzig-Wolf             
Dantzig et al 
[30], 
 Biskas et al 
[24] 
Lagrangiano Relajado 
Para 
algunos 
casos 
  
Puede 
Fallar 
       
Nogales et al 
[31] 
Lagrangiano 
Aumentado 
   
Puede 
Fallar 
       
 Kim et al [25], 
Baldick et al 
[41] 
Optima Condicion de 
descomposicion 
Para 
algunos 
casos 
            
Glanzmann et 
al [27] 
Descomposicion de 
Benders 
            Benders [72] 
 
Un método utilizado en la descomposición de redes eléctricas que facilita el proceso 
de optimización es aquel basado en el ajuste de interface y en el intercambio de 
variables adyacentes, las cuales se exponen a continuación. 
 
1.3.2 Descomposición basada en el ajuste de las variables de 
frontera. 
 
Este método ha sido utilizado para coordinar la optimización de redes complejas en 
presencia MTSO. La Figura 1 - 3 muestra dos áreas que se traslapan, las cuales 
comparten las mismas variables en el área de superposición. Estas variables, también 
referidas como variables de interface o de acople definen la interface de acople entre 
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las diferentes áreas. Cada  área resuelve y modifica el problema de optimización en el 
cual se incluyen sus propias variables y las variables de interface. Básicamente, 
ambos problemas de optimización se resuelven de manera independiente pero 
coordinados por las llamadas restricciones de acople, haciendo que las variables de 
interface sean iguales. Kim y Baldick, 1997 [25], 1999 [41], plantea por primera vez la 
descomposición en sistemas MTSO, empleando el algoritmo del Lagrangiano 
Aumentado y el uso del Principio del Problema Auxiliar (APP), que permite la 
descomposición del problema. Wang et al, 2001 [3], Proponen el método Lagrangiano 
Aumentado, pero usando el método de la dirección alterna (ADM). 
 
Figura 1 - 3: Coordinación de áreas vecinas por medio de frontera compartida 
 
 
 
El problema OPF del sistema integrado por las dos áreas se puede escribir de la 
siguiente manera: 
 
                                          (1.1) 
 
Sujeto a 
          (1.2) 
           (1.3) 
           (1.4) 
           (1.5) 
 
donde,    y   , representan las variables propias de optimización del problema OPF 
del área A y B, respectivamente. Además, ambas áreas comparten las mismas 
variables de frontera, denotadas como  . Así para el área A se describe por el vector 
de estados        y el área B por el vector de estados       . Las variables   se 
refieren como variables frontera o de interface, mientras que    y    son las variables 
   yAx B
x
Area A ( , )A Ax y
Area B ( , )B Bx y
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principales del área A y B, respetivamente. El vector   es mucho más pequeño que 
los vectores de las variables principales    y   . Entre más pequeña esta relación 
menor es el acoplamiento entre las áreas y más individuales serán las acciones de 
control. 
 
Generalmente, los vectores de optimización, por ejemplo, para el área A,    
           correspondiente a los ángulos de todos los nodos (  ), magnitudes de los 
voltajes (  ) y las variables de control del sistema (  ). La función objetivo (FO) puede 
considerar varios aspectos como: la potencia tanto activa como reactiva, sobrecargas, 
congestión en líneas de interconexión entre áreas, perfil de voltaje, aspectos 
económicos y de seguridad, entre otras.  
 
Para descomponer el problema de optimización, las variables de frontera  , se 
duplican en     y   , y son asignadas a las áreas A y B, respectivamente. Al problema 
OPF original planteado en las ecuaciones (1.1) – (1.5), se le suma una restricción de 
acople lineal, a la cual se impone una igualdad entre las variables de acople, es decir:  
 
           (1.6) 
  
Ésta restricción de igualdad lineal se relaja mediante el procedimiento del 
Lagrangiano aumentado Kim y Baldick, 1997 [25], lo cual mejora la convergencia del 
método. Por tanto, este término se suma a la FO original resultando en:   
 
   
                   
  [            (     )   
         
 
 
‖     ‖
 ] 
 
(1.7) 
 
Sujeto a las restricciones (1.2) al (1.5). El resultado de la FO aumentada, contiene la 
restricción de igualdad relajada conformada por un término lineal y otro cuadrático. El 
término cuadrático asegura una convexidad local y mejora la convergencia del 
procedimiento, donde    corresponde a la transpuesta del multiplicador de 
Lagrangiano y   una constante positiva. La Ecuación (1.7) no se puede descomponer, 
debido al término cuadrático 
 
 
‖     ‖
 , el cual contiene las variables de acople que 
pertenecen a ambas áreas. Para poderla separar se debe linealizar, mediante el 
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Principio del Problema Auxiliar (APP), Kim, 2000 [44]. Este problema auxiliar se puede 
descomponer en dos subproblemas, uno para cada área, los cuales se resuelven de 
manera secuencial Wang, 2001 [3] e iterativamente Kim y Baldick, 1997 [25], Baldick 
et al, 1999 [41]. 
 
 Solución de manera Iterativa 
El OPF cuya FO se plantea en (1.7) sujeto a las restricciones (1.2) a (1.3) y de 
acuerdo a FO original (Ecuación (1.1)) se puede solucionar resolviendo 
secuencialmente los siguientes problemas auxiliares: 
(  
      
      
      
   )    (1.8) 
      
                 
                (1.9) 
 
 
‖     
 ‖  
 
 
‖     
 ‖   
 (1.10) 
   
 (  
    
 )     
 (  
    
 )    (1.11) 
  
 
         (1.12) 
 
En cada iteración del paso  , el proceso de minimización genera un valor actualizado 
para las variables de interface    
   ,   
    y para las variables principales   
   ,   
   . 
Las condiciones iniciales   
    
    
    
    , se escogen arbitrariamente, pero deben 
ser factibles. Un punto de partida conveniente puede ser la partida en plano, donde 
todos los valores iniciales son ajustados en cero. 
La FO está conformada por dos partes: Una, los sumandos dados por (1.9) definen la 
FO, y otra, los términos en  (1.10), (1.11) y (1.12), que describen la iteración de un 
área con el resto del sistema. Estos términos permiten la coordinación entre ambas 
áreas. La parte (1.10) refleja la convergencia local de las áreas A y B, mientras que 
las partes (1.11) y (1.12), hacen cumplir las restricciones de las variables de acople. 
Las constantes positivas   y   definen los pesos de los diferentes términos. 
En la solución del problema de optimización se alterna con la actualización del 
multiplicador de Lagrange. La actualización se logra mediante el método del 
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subgradiente (Pedregal, 2004 [45]), considerado en la restricción de acople, dado por 
la expresión: 
 
            
      
      (1.13) 
 
El multiplicador de Lagrange    se puede considerar como el costo necesario, para 
mantener la restricción de igualdad   
    
    en cada iteración de paso. Este 
término es actualizado de acuerdo a las variables de frontera, mientras que el valor de 
la constante positiva   define el peso de esta diferencia. El término  , junto a los 
anteriores términos descritos, es el principal responsable de la adaptación de las 
variables de frontera y por lo tanto para la coordinación de ambas áreas. 
El OPF se puede descomponer en cada uno de los términos explícitos de cada área. 
El problema OPF para el área A, se expresa como: 
(  
      
   )         
        
[       
 
 
‖ 
 
  
 
 ‖
 
    
 (  
    
 )    
 
  ]  (1.14) 
 
Sujeto a las restricciones (1.2) y (1.4), y para el área B por, 
(  
      
   )         
        
[       
 
 
‖ 
 
  
 
 ‖
 
    
 (  
    
 )    
 
  ] (1.15)  
 
Sujeto a las restricciones (1.3) al (1.5). Ambas FO constan de dos partes, La primera 
parte        y       , describen la parte original del OPF procedente de la 
optimización centralizada. La segunda parte, los términos 
 
 
‖     
 ‖     
 (  
  
  
 )    
 
   y 
 
 
‖     
 ‖     
 (  
    
 )    
 
  , corresponden a la parte de 
adaptación; en el describen los términos responsables por el ajuste de coordinación 
de las variables de frontera. Este enfoque presenta una limitación en la convergencia 
debido a que los valores de las variables de frontera    y    dependen de los valores 
previos, definidos por el primer término de las ecuaciones (1.14) y (1.15). 
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En cada paso de iteración, tanto el área A como el área B son optimizados. Después 
de obtener los valores óptimos de las variables de frontera, se actualiza el 
multiplicador de Lagrange por la Ecuación (1.13). El procedimiento termina tan pronto 
la diferencia entre los valores calculados de las variables de frontera    y    es menor 
a una tolerancia definida por     : 
‖     ‖        (1.16) 
 
 Solución de manera Secuencial 
 
El método de solución del OPF (1.7) sujeto a las restricciones (1.2) al (1.5) de manera 
secuencial, se diferencia del método iterativo en el manejo del término 
 
 
‖     ‖
 . 
Este procedimiento se basa en el Método de la Dirección Alterna (ADM) Wang et al, 
2001 [3], que permite la descomposición del problema. En este caso, el lagrangiano 
aumentado expresado por la ecuación (1.7), primero se minimiza la función con 
respeto a    del área A, mientras que la variable    del área B permanece constante 
con los valores de la iteración previa. Después, la Ecuación (1.7) se minimiza con 
respecto a   , mientras se conservan los valores del área A constantes. Finalmente, 
el multiplicador de Lagrangiano común   es actualizado. Así, la solución del problema 
OPF expresado por la Ecuación (1.7) es equivalente al problema de optimización 
independiente para el área A expresado por: 
 
(  
      
   )         
         
       
 
 
‖ 
 
  
 
 ‖
 
   
 
   
 (1.17) 
 
Sujeto a las restricciones (1.2) y (1.4), y para el área B por  
 
(  
      
   )         
         
       
 
 
‖ 
 
  
 
 ‖
 
   
 
   
 (1.18) 
 
Sujeto a las restricciones (1.3) y (1.5). Los problemas de optimización para los 
sistemas A y B, expresados mediante las ecuaciones (1.17) y (1.18), respectivamente 
se alternan con el multiplicador Lagrangiano expresado por (1.13). La única diferencia 
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con relación al método iterativo es la manera como se ajustan las variables frontera, 
donde sólo se aplica un ajuste de la variable propia frontera   ,    a los valores de 
frontera previos de las áreas vecinas   
 ,   
 , calculados de primera vez por los 
términos 
 
 
‖     
 ‖    
 
   y 
 
 
‖     
 ‖    
 
   de las ecuaciones (1.17) y (1.18), 
respectivamente. 
 
Figura 1 - 4: Ajuste de variables por interface: ejecución sincronizada 
 
Figura 1 - 5: Ajuste de variables por interface: ejecución secuencial 
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Las Figuras 1 - 4 y 1 - 5 presentan los diagramas de solución del OPF mediante el 
ajuste de las variables de acople por interface y el tipo de procedimiento sincronizado 
o secuencial.  
 
A continuación se presenta la solución de un problema de optimización considerando 
el ajuste de las variables de interface por intercambio 
 
1.3.3 Descomposición basada en intercambio de variables 
entre áreas adyacentes 
 
Este método coordina áreas en un sistema de múltiples operadores (MTSO), en el 
cual se traspasan algunas variables definidas a las áreas vecinas (Figura 1 - 6), tan 
pronto las áreas obtienen una información básica de su vecindario, la sincronización 
se habilita para apoyar el objetivo general de todo el sistema integrado. Talukdar y 
Camponagara, 2001 [46] propusieron un protocolo de una red de colaboración donde 
se establece el intercambio de la información de las variables eléctricas entre las 
áreas vecinas. Posteriormente, Conejo y Nogales, 2003 [47], Nogales, 2002 [48], 
proponen modificar el procedimiento del Lagrangiano relajado. El acople de MTSO se 
obtiene mediante la relajación de las restricciones asociadas a ambas áreas de 
control y considerándolas dentro de las funciones objetivos. 
 
Figura 1 - 6: Coordinación de áreas vecinas por medio de intercambio de variables 
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Las Figuras 1 - 7 y 1 - 8 presentan el diagrama de flujo de acuerdo al tipo de solución 
del OPF mediante el ajuste de las variables de acople por intercambio de manera 
sincronizada o secuencial. Para mayor información ver la referencia [40]. 
 
Figura 1 - 7: Ajuste de variable por intercambio: ejecución sincronizada 
 
 
Figura 1 - 8: Ajuste de variable por intercambio: ejecución secuencial 
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Ya ilustrada la manera como se puede llevar a cabo la descomposición de un 
problema para realizar la optimización, ahora se presenta la forma de descomponer la 
red eléctrica que facilita la optimización. Esta división y modelamiento de la red vecina 
a un área en análisis corresponde a un equivalente de red, que se presenta a 
continuación. 
 
1.4 Equivalente de redes  
Los equivalentes de red en un esquema descentralizado pueden ser una solución 
para el manejo de conflictos entre diferentes operadores de red relacionados con la 
mínima información compartida necesaria para el buen desempeño de la operación. 
Además, su implementación puede ser sencilla, dado que los esquemas de control 
centralizado involucran restricciones en el intercambio de información. Parece que 
hay un consenso general que los esquemas descentralizados presentan 
características de simplicidad y robustez con respecto a configuraciones del sistema 
de potencia y la pérdida de comunicaciones. Estos esquemas se acercan al 
desempeño óptimo cuando se fundamentan en el principio del frente de Pareto de un 
problema Multiobjetivo, Phulpin, 2009 [21]. 
En este esquema, la optimización se lleva a cabo bajo un proceso iterativo, y en cada 
iteración, los TSO al mismo tiempo programan su operación en su propia área de 
control considerando las áreas vecinas como equivalentes externos. Después, los 
TSO aplican sus acciones de control óptimas y antes de la próxima iteración, los TSO 
actualizan los parámetros de las redes equivalentes externas basadas en la 
observación a través de las interconexiones. El esquema es simple debido entre otras 
razones, a que no requiere de comunicaciones entre los diferentes TSO o con el ISO 
para coordinar sus acciones. Existen dos elementos fundamentales en el éxito de este 
esquema iterativo: 1) El tipo de equivalente usado por cada TSO para representar las 
áreas vecinas y 2) el procedimiento que adoptan los TSO para refrescar, en cada 
iteración, los parámetros de estos equivalentes que mejor se ajustan a las 
observaciones hechas en las interconexiones respectivas, Phulpin et al, 2010 [34]. 
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 Equivalente PQ 
Un equivalente PQ remplaza la potencia por la línea de interconexión ( ) de un       
por un nodo, cuya potencia activa y reactiva son constantes. El arreglo de la 
restricción de igualdad paramétrica  ̂ 
 (                 
  )   , se puede 
descomponer en las partes real e imaginaria como: 
 (    
      (    
 ))       
     (1.19) 
 (    
      (    
 ))       
     (1.20)  
 
donde,     
  y     
  son los voltajes y corrientes en los extremos de la interconexión ( ) del 
     en la iteración k. Sus valores dependen de las variables      
 . Los dos 
parámetros      
  y      
 , representan el intercambio de potencia, representado por el 
equivalente PQ. 
 
 Equivalente PV 
Un equivalente PV remplaza la potencia por la línea de interconexión ( ) de un       
por un nodo, cuya magnitud del voltaje y la potencia activa son constantes. El arreglo 
de la restricción de igualdad  ̂ 
 (                 
  )   , se puede descomponer así: 
 (    
      (    
 ))       
     (1.21) 
‖    
 ‖       
     (1.22) 
 
donde, los parámetros      
  y      
 , representan el intercambio de potencia activa y la 
magnitud del voltaje representado por el equivalente PV. 
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 Equivalente Thevenin 
Un equivalente Thevenin remplaza la red y la potencia por la línea de interconexión ( ) 
de un      vecino por un nodo, cuya magnitud del voltaje y la impedancia Thevenin 
son constantes. El arreglo de la restricción de igualdad  ̂ 
 (                 
  )   , se 
puede descomponer de la siguiente manera: 
 (    
         
      
        
 )     (1.23) 
 (    
         
      
        
 )     (1.24) 
 
donde, los dos parámetros       
  y       
  , representan el equivalente de la red. 
Otros equivalentes han sido reportados en la literatura, los cuales han presentado 
limitaciones, tales como el equivalente REI, PQ (V), Phulpin et al, 2009 [49]. 
Una vez definida la manera de abordar la descomposición de un problema complejo y 
una red eléctrica asociada al problema, se requiere definir la técnica adecuada para 
evaluar la optimalidad de las variables de control. En los sistemas de energía, en los 
últimos años, varias técnicas de optimización se han propuesto para resolver 
diferentes tipos de problemas como: Flujo Óptimo de Potencia (OPF), de optimización 
de potencia reactiva (ROPF) Deeb et al, 1990 [42], minimizar las pérdidas de potencia 
activa mejorando el perfil de voltaje Deeb et al, 1991 [43], Amarnath et al, 2011 [73], 
entre otras. Para abordar sistemas complejos se hace necesaria la solución de 
problemas con varias funciones objetivos simultáneamente. Por esto, cada vez se 
hace urgente el uso técnicas que faciliten la optimización multiobjetivo, la cual se 
aborda a continuación. 
1.5 Optimización Multiobjetivo 
En la vida real y cotidiana existe un sinnúmero de problemas que requieren de la 
optimización de dos o más objetivos los cuales, en general, están en conflicto unos 
con otros al mismo tiempo. A continuación se describen algunos conceptos 
relacionados con la optimización multiobjetivo y se enumeran varias técnicas de 
resolución Cagnina, 2010 [50], Amarnath, et al, 2011 [73]  
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Osyczka, 1985 [51], define el Problema de Optimización Multiobjetivo (OMO) como: 
“La tarea de encontrar un vector de variables de decisión que satisfaga restricciones y 
optimice un vector de funciones objetivo. Estas funciones, generalmente en conflicto 
unas de otras, describen matemáticamente un criterio de desempeño. Por lo tanto, el 
término optimizar significa encontrar un vector solución con valores aceptables para 
todos las funciones objetivo.” Los problemas Multiobjetivo (MO) son aquellos en los 
que se debe optimizar ( ) funciones objetivo simultáneamente. El proceso de 
optimización puede significar la maximización, minimización de las ( ) funciones o una 
combinación de maximización y minimización de estas funciones. 
Definición 1 [52]: Problema de Optimización Multiobjetivo. Un problema de OMO 
se define como la tarea de minimizar (o maximizar)    ⃗  
     ⃗      ⃗        ⃗    sujeto a     ⃗         {       } restricciones de desigualdad 
y     ⃗         {       } restricciones de igualdad con  ⃗   . Una solución a este 
problema, minimiza (o maximiza) las componentes del vector    ⃗  donde  ⃗ es un 
vector  -dimensional de variables de decisión  ⃗               de algún universo  . 
Las restricciones     ⃗    y     ⃗    deben ser satisfechas al mismo tiempo que se 
minimiza (o maximiza)    ⃗ , y   contiene todos los posibles  ⃗ que pueden ser usados 
para satisfacer la evaluación de    ⃗ . 
El vector de variables de decisión puede ser continuo o discreto mientras las   
funciones, las cuales pueden ser lineales o no, y continuas o discretas. La función de 
evaluación       es una transformación del vector de variables de decisión 
 ⃗               en un vector de respuestas  ⃗              . 
Cuando el problema es MO el significado de óptimo debe ser redefinido, ya que la 
presencia de varios objetivos en conflicto ocasiona que la mejora en alguno de ellos 
provoque el deterioro de otros. Por lo tanto, un problema de OMO consiste en 
encontrar el mejor compromiso (balance) entre esos objetivos. Al mejor compromiso 
habitualmente se lo denomina óptimo de Pareto. 
Definición 2 [52]: Optimalidad de Pareto. Una solución  ⃗    es un óptimo de 
Pareto con respecto a   si y solo si no existe un  ⃗    , para el cual  ⃗     ⃗  
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     ⃗      ⃗        ⃗   domina a  ⃗⃗     ⃗
        ⃗
       ⃗
         ⃗
   . Esta definición 
específica que  ⃗  es un óptimo de objetivo. 
Definición 3 [52]: Dominancia de Pareto. Un vector  ⃗⃗               se dice que 
domina a  ⃗              , denotado por  ⃗⃗   ⃗ si y solo si  ⃗⃗ es parcialmente menor 
que  ⃗, es decir,    {       }          {       }       
Definición 4 [52]: Conjunto de óptimos de Pareto. Para un problema MO 
determinado,    ⃗ , el conjunto de óptimos de Pareto, denotado por    o      , está 
definido como: 
   { ⃗      ⃗       ⃗      ⃗ }  (1.25) 
Las soluciones óptimas de Pareto son aquellas pertenecientes al espacio de decisión, 
cuyos vectores objetivo no pueden ser mejorados, es decir, todas las componentes de 
los vectores no pueden ser mejorados simultáneamente. Los vectores objetivos de las 
soluciones óptimas de Pareto se denominan vectores (o soluciones) no dominados y 
conforman, en conjunto, el frente de Pareto (   ). 
Definición 5 [52]: Frente de Pareto. Para un problema MO determinado    ⃗ , siendo 
su conjunto de óptimos de Pareto,   , el frente de Pareto     o       , está definido 
como: 
    { ⃗⃗     ⃗     }  (1.26) 
 
Cuando se trabaja con problemas MO, generalmente se grafican los frentes de Pareto 
(vectores no dominados) generados por cada algoritmo para determinar si se ha 
resuelto el problema adecuadamente. Para ello se toma como referencia el verdadero 
frente de Pareto, es decir, el que corresponde a la mejor solución posible al problema 
MO. 
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Técnicas de Resolución de Problemas Multiobjetivo 
Las técnicas para la solución de un problema de optimización MO constan de dos 
etapas Veldhuizen, 1999 [53]: la optimización de varias funciones objetivos y el 
proceso de decidir cuál es el equilibrio (de objetivos) adecuado, desde el punto de 
vista del tomador de decisiones (decision maker). Una de las clasificaciones que tiene 
en cuenta esas dos etapas del proceso de resolución de problemas MO, es la de 
Arnold et al, 2007 [32], quienes propusieron la siguiente clasificación de técnicas de 
resolución de problemas MO: 
 
 Técnicas con articulación de preferencias a priori (métodos no interactivos). 
 Técnicas de generación, en las cuales la articulación de las preferencias se 
realiza a posteriori. 
 Técnicas con articulación progresiva de preferencias, en las cuales existe 
interacción con el tomador de decisiones. 
 
La clasificación de Arnold et al, 2007 [32], es popular debido a que toma en cuenta la 
forma en que se manejan los dos problemas de resolución planteados al comienzo de 
esta sección. 
 
1.6 Algoritmos Evolutivos 
Los algoritmos evolutivos han sido propuestos para resolver problemas de OMO 
desde los años 1960 y la primera implementación de un algoritmo evolutivo MO fue 
denominada “Vector Evaluation Genetic Algorithm” (VEGA). Tanto los algoritmos 
evolutivos, en sus comienzos, como otros algoritmos que han emergido 
posteriormente, han demostrado ser técnicas adecuadas para resolver problemas de 
optimización Multiobjetivo. El fundamento de esta afirmación es que este tipo de 
algoritmos puede admitir un conjunto de soluciones simultáneamente, denominados 
poblaciones. Esto permite encontrar un conjunto de óptimos de Pareto en una única 
ejecución del algoritmo, en lugar de tener que efectuar varias iteraciones, como es el 
caso de las técnicas de programación matemática, algoritmos clásicos como las 
técnicas enumerativas o métodos de búsqueda local, basados en gradientes o que 
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utilizan técnicas determinísticas, además de la exigencia de elevados costos 
computacionales para resolver problemas MO complejos. 
 
Otra ventaja de la utilización de los algoritmos evolutivos o técnicas similares es que 
son menos susceptibles a la forma o continuidad del frente de Pareto, a diferencia de 
las técnicas de programación matemática, y permiten abordar problemas de grandes 
dimensiones. 
 
Dado que el algoritmo MO que se propone en este capítulo se basa en NSGA-II 
(Nondominated Sorting Genetic Algorithm), en la siguiente sección se presentan 
algunos antecedentes del dicho algoritmo en la solución de un problema OMO.  
1.6.1 Algoritmos Evolutivos para Optimización Multiobjetivo 
La capacidad de los Algoritmos Evolutivos (EAs) para resolver problemas con 
objetivos múltiples fue sugerida por Rosenberg, 1967 [55], pero Schaffer, 1984 [56], 
presentó el primer Algoritmo Evolutivo para la Optimización Multiobjetivo (MOEA). A 
partir de 1990 se realizaron numerosas propuestas de MOEA, formándose una 
comunidad de investigadores en el área que trabaja activamente en la actualidad 
(Coello et al, 2002 [58]). 
 
Un MOEA debe diseñarse para lograr dos propósitos simultáneamente: aproximarse 
al frente de Pareto y mantener la diversidad de las soluciones, muestreando 
adecuadamente el espacio de soluciones para no converger a una solución única o a 
una sección del frente. La Figura 1 - 9 presenta los propósitos de un MOEA, donde se 
ha marcado con la región celeste (gris) el espacio de funciones objetivo de un 
problema hipotético, mientras que la línea gruesa roja (oscura) representa al frente de 
Pareto. El mecanismo evolutivo permite lograr el primer propósito, mientras que para 
preservar la diversidad los MOEAs aplican técnicas empleadas tradicionalmente por 
los EAs en la optimización de funciones multimodales (nichos, sharing, crowding, 
entre otras.), Nesmachnow, 2004 [57]. 
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Figura 1 - 9: Propósitos para el Algoritmo Evolutivo para OMO 
 
 
 
1.6.2 El Algoritmo NSGA-II 
El algoritmo “Nondominated Sorting Genetic Algorithm” NSGA-II (Deb et al, 2000 [59]), 
fue propuesto para resolver tres aspectos fuertemente criticados en el algoritmo 
NSGA original (Srinivas y Deb, 1994 [60]): la ausencia de elitismo, el ordenamiento no 
dominado, y la dependencia del parámetro de partición. Sus características 
principales: el ordenamiento no dominado elitista usando una población auxiliar, que 
reduce la complejidad de los chequeos de dominancia de O(   ) a O(   ), siendo 
( ) el número de funciones objetivo y ( ) el tamaño de la población; la preservación 
de diversidad calculando distancias de apilamiento la asignación de aptitud que se 
basa en rangos de no dominancia, incorporando los valores de distancia de 
apilamiento usados para evaluar la diversidad. 
 
La propuesta de dominancia guiada por distribución de Deb et al, 2002 [61], plantea 
una búsqueda concurrente usando división de dominio en el NSGA-II. Los autores 
sugieren guiar la búsqueda a diferentes secciones del frente de Pareto transformando 
los objetivos mediante una suma ponderada que modifica el concepto de dominancia 
y permite que los procesos se enfoquen en diferentes regiones de búsqueda. 
Asimismo, se introduce un operador de migración para posibilitar la cooperación entre 
procesos. Se reportan buenos resultados en cuanto a cobertura del frente de Pareto, 
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y muy buenos resultados respecto a la eficiencia, logrando acelerar la solución en el 
conjunto de problemas de prueba estudiados. 
 
Como resumen del capítulo, se presentaron algunas de las estrategias de control de 
voltaje y gestión de intercambios, las dificultades en su implementación en grandes 
sistemas de potencia. Se presentaron las ventajas y desventajas de un control 
centralizado vs el descentralizado. Se mencionaron algunas técnicas de 
descomposición y las variables de frontera solucionadas mediante procesos iterativos. 
Se mostraron algunos equivalentes de red y su impacto en el proceso de 
optimización. Se mencionó la optimización multiobjetivo, y algunos antecedentes del 
algoritmo NSGA-II. 
 
En la sección siguiente se detalla la metodología propuesta, planteando el problema 
de la descomposición tanto de la red como del problema del OPF global empleando la 
formulación de un problema de optimización multiobjetivo y de manera 
descentralizada. 
 
 2. Metodología de Optimización Multiobjetivo 
para Sistemas Descentralizados 
Los sistemas descentralizados ofrecen mayor autonomía y agilidad en la operación a los 
diversos operadores de la red. En esta metodología se explotan estos atributos mediante 
la descomposición tanto de la red eléctrica como la del problema de optimización. Se 
propone una optimización Multiobjetivo, que permite tomar en cuenta diferentes aspectos 
de la operación, pérdidas activas, pérdidas reactivas y estabilidad de voltaje, y la 
reducción de los tiempos de cálculo al involucrar menos variables en el proceso y 
simplicidad en los equivalentes de red. 
 
Por la complejidad y diversidad de las variables involucradas en el proceso de 
optimización se propone la solución utilizando una técnica heurística, tal como los 
algoritmos genéticos, con la cual se logra una convergencia muy rápida a puntos de 
operación adecuados, en la región óptima. A partir de un despacho económico se fijan 
las variables de frontera, evitando así la multiplicidad de cálculos de los intercambios 
entre áreas independientes. 
 
Se incluye la seguridad de la red al tener en cuenta un índice de estabilidad, L-index, 
como una de las funciones objetivo. Este aspecto permite determinar los rangos 
admisibles de las diferentes variables. Para seleccionar los valores más adecuados 
dentro de los valores admisibles dados por un frente de Pareto, se utilizan el valor 
mínimo y la mediana del conjunto de soluciones. 
 
La metodología consta de 7 pasos: 1) se descompone el sistema en áreas de control, 
considerando características físicas de la red; 2) se identifican los intercambios entre las 
áreas; 3) se construyen los equivalentes generalizados; 4) se define el problema OPFMO 
para cada una de las áreas de control; 5) se resuelve el OPFMO por áreas; 6) se 
seleccionan los mejores candidatos óptimos dentro del conjunto de soluciones factibles; y 
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7)  se sustituyen las variables óptimas en el modelo completo de la red y se evalúa el 
flujo de potencia. A continuación se detalla cada uno de los pasos de la metodología. 
2.1 Descomposición del sistema en áreas de control 
 
En grandes sistemas de energía, la red eléctrica suele dividirse de manera que se tenga 
el menor número de enlaces entre las regiones; de esta manera se mejora la velocidad 
de la solución, Kim y Baldick, 1997 [25]. Afortunadamente en términos prácticos, es 
usualmente consistente con la presencia de múltiples operadores, compañías, regiones o 
países. Esto se da gracias a que típicamente las redes al interior de un área, está 
conformada por redes enmalladas, pero relativamente con pocas líneas de conexión a 
otras áreas externas, y a menudo en disposición en forma radial.  
 
Se asume que la red se descompone en áreas de control de acuerdo al criterio anterior, y 
cada área tendrá su propio operador de red (TSO), Por tanto, la red estará conformada 
por múltiples operadores de red (MTSO), expresado como        ∑      , siendo 
               y      , número total de áreas de control en las que se divide la red 
eléctrica. 
 
2.2 Identificación de intercambios entre áreas 
 
Las condiciones iniciales se definen a partir de los intercambios entre las diferentes áreas 
interconectadas, según un despacho económico. Se asume que estos intercambios son 
calculados como fruto de un despacho económico fuera de línea, donde se honran las 
transacciones, acuerdos bilaterales o condiciones de emergencia entre los diferentes 
operadores de red. Dadas las condiciones que anteceden, con los intercambios 
programados y por medio de un flujo de cargas de la red completa se determinan la 
potencia activa y reactiva en las correspondientes fronteras del sistema. La solución del 
flujo de potencia de manera general se expresa por la siguiente expresión general, 
Oñate, 2008 [64]: 
 
∑    
 
    ∑    
 
    ∑    
  
      (2.1) 
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donde,    indica la generación,    la demanda,    las pérdidas, ( ) número de nodos y 
(  ) número de elementos de transmisión de potencia en el sistema eléctrico. La 
Ecuación (2.1) se puede descomponer en coordenadas polares, potencia activa y 
reactiva, de la siguiente manera: 
 
                    Para             (2.2) 
 
  
   
  
  
 
         Para            (2.3) 
 
donde, (  ) es el número de nodos del sistema, menos el nodo de holgura; ( ) todos los 
nodos del sistema;     y     son la potencia activa y reactiva del generador     ,     y 
    son la carga activa y reactiva del nodo de carga     ,         y         son la 
potencia activa y reactiva inyectada en el nodo     . Sean dos áreas A y B unidas por 
un enlace AB, tal como se ilustra en la Figura 2 – 1. 
 
Figura 2 - 1: Dos áreas de control unidas por un enlace AB 
 
 
 
El intercambio programado entra las áreas se representa por la siguiente expresión: 
 
          (2.4) 
 
 
Descomponiendo la Ecuación (2.4) en la potencia activa y reactiva se obtiene: 
 
    |  |  |  |                         (2.5) 
    |  |  |  |                         (2.6) 
 
 
donde,     y     corresponden a la potencia activa y reactiva del área A al área B,     y 
    son la conductancia y la susceptancia de la línea de interconexión AB,     diferencia 
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angular entre las dos áreas.  Estos flujos se asumen constantes durante el proceso de 
optimización, lo cual permite relajar las restricciones complicantes y las variables de 
frontera pasan a ser constantes en cada una de las áreas. Este supuesto está basado en 
que los intercambios entre regiones cambian lentamente a lo largo del día de acuerdo a 
un programa acordado. 
 
 
2.3 Cálculo de los equivalentes eléctricos generalizados 
 
Para el análisis de grandes sistemas energéticos, la descomposición de un problema 
complejo, se realiza desde varias ópticas: la optimización y el fraccionamiento de la red 
eléctrica, entre otras. Por esto, para la división de la red, se requiere modelar las redes 
vecinas mediante equivalentes eléctricos.  
Sea el sistema compuesto por       áreas de control, entonces existirán dos 
equivalentes de red por cada enlace de interconexión. Se ilustra, a continuación la 
metodología propuesta para dos áreas. Sean las áreas A y B, unidas por dos líneas de 
interconexión AB y BC, una subestación común de frontera B,      el flujo de la 
subestación A hacia la subestación B en el nodo A;      flujo de la subestación A hacia 
la subestación B, en el nodo B;      flujo de la subestación B a la subestación C, en el 
nodo B, y      flujo de la subestación B a la subestación C, en el nodo C, 
respectivamente, ver Figura 2 - 2 
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Figura 2 - 2: Sistema eléctrico dividido en dos áreas superpuestas 
 
En la Figura 2 - 2, se presentan las variables      , a través de las cuales se enfatiza 
más en la descomposición de la red, que en la optimización misma. Por esto, no se 
distingue el control sobre las variables dependientes en la formulación, en cambio, si se 
hace notar la diferencia de las variables por su relacionamiento geográfico. 
De acuerdo a la Figura 2 - 2, la subestación A y las variables  , pertenecen al área A, 
mientras que la subestación C y las variables   pertenece al área B, respectivamente; 
dos líneas de interconexión AB y BC unen las áreas. Entre las dos áreas existe una 
subestación común B, en la cual las áreas se traslapan y se representan por las variables 
 . Estas variables definen la condición física de la línea en la subestación frontera B y 
hacen parte de la red de cada una de las áreas, tanto para el área A, como el área B. 
Esta subestación B no es ficticia, con la diferencia de que la carga de dicho nodo frontera 
será el equivalente al intercambio, el cual se asume conocido. La ventaja en comparación 
con otros métodos es que la subestación B es real, por tanto, los valores físicos de la 
línea no se modifican y no se requiere crear un nodo, generador o cargas ficticias 
adicionales en las áreas como sí se hace en las propuestas de Kim y Baldick, 1997 [25], 
Glanzmann et al, 2009 [27], Arnold et al, 2007 [32], Phulpin et al, 2010 [34], López et al, 
2011 [36], Granada et al, 2008 [65]. 
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El equivalente generalizado, corresponde al equivalente que remplaza el flujo de potencia 
conocido a través de la interconexión entre las dos áreas. Con base en la Figura 2 - 2, el 
equivalente para el área A y la interconexión AB´ se representa como una demanda de 
potencia activa y reactiva constante en la subestación frontera B´. La Figura 2 - 3 
muestra el equivalente generalizado para el área A. Las variables de frontera o interface 
  , se asumen constantes y se reflejan en el modelo de la red como una simple carga. El 
modelo eléctrico hereda los parámetros de la línea AB´, y la subestación B´ como una 
carga. 
 
Figura 2 - 3: Carga generalizada área A 
 
 
 
 
El equivalente generalizado para el área B, se ilustra en la Figura 2 - 4. 
 
Figura 2 - 4: Carga generalizada área B 
 
 
 
Como se puede observar en las Figuras 2 - 3 y 2 - 4, claramente el equivalente 
generalizado más apropiado para el área A es un modelo PQ, dado que se conoce la 
potencia activa y reactiva, mientras que para el área B es un modelo PV, dado que se 
conoce la potencia activa y el voltaje. 
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Ahora, en el problema de optimización OPF representado por las ecuaciones (2.18)-
(2.20) para el área A, la ecuación (2.19) representa el modelo de flujo de cargas, por 
tanto, el equivalente se incluye en el Jacobiano, es decir: 
 
               (2.7) 
 
Esta ecuación se puede descomponer en la parte real e imaginaria de la siguiente 
manera: 
 (          (     ))           
 (2.8) 
 (          (     ))           
 (2.9) 
 
donde,       y       corresponden a los voltajes y corrientes de la interconexión     del 
área A. Sus valores dependen de las variables   . Los parámetros        y       , 
representan el intercambio de potencia programado representado para el equivalente PQ 
en el subestación B. Esta información es incluida en la variable    en la ecuación (2.19). 
Por su parte, para el área B el modelo equivalente PV, corresponde al complemento del 
área A, de esta manera se garantiza que se tiene la misma información y se cumple la 
ecuación (2.4) para ambas áreas, lo cual facilita la solución óptima del sistema global.  
El equivalente PV para el área B remplaza la potencia por la línea de interconexión      
en el nodo B´´, cuya magnitud del voltaje y la potencia activa son conocidas. El arreglo de 
la restricción de igualdad está dado por la expresión: 
 
                (2.10) 
 
Esta ecuación se puede escribir de la siguiente manera: 
 (           (      ))            
 (2.11) 
‖      ‖             (2.12) 
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donde,        y        son los voltajes y corrientes de la interconexión      del área B. 
Sus valores dependen de las variables   . Los parámetros         y         representan 
el intercambio de potencia activa programado y el voltaje en la subestación     
representado por el equivalente PV. Esta información es incluida en la variable    en la 
Ecuación (2.22). 
Dados los equivalentes generalizados, como los expresados en las ecuaciones (2.8) - 
(2.9) y (2.11) - (2.12), se modifica el modelo del flujo de potencia, tanto para el área A 
como el área B, de la siguiente manera: 
Área A, [
   
   
]  [
    
    
] [
  
 | |
 
]  (2.13) 
Área B, [
   
  
]  [
    
    
] [
  
 |  |
  
]  (2.14) 
 
donde,      , y   son los elementos de la matriz Jacobiana         , y   . Para más 
detalles remitirse a Momoh, 2008 [66], las cuales son actualizadas con el 
correspondiente equivalente del enlace, es decir, en el área A (equivalente PQ) y en el 
área B (equivalente PV), respectivamente. 
 
 
2.4 Descomposición del Flujo Óptimo de Potencia 
Multiobjetivo 
 
A continuación se presenta la descomposición de un flujo de potencia óptimo por áreas 
de control, ilustrándolo en dos áreas, la cual se puede extender a       áreas. Sean las 
áreas A y B, el OPF del sistema integrado se representa por el siguiente sistemas de 
ecuaciones: 
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                             (2.15) 
 
Sujeto a 
            (2.16) 
            (2.17) 
  
 
donde,   y   representan las variables relevantes y   las variables de control del OPF 
tanto para el área A como B, respectivamente, sin incluir las variables de interface o de 
frontera definidas por  . Típicamente en sistemas de potencia, este vector de variable  , 
es mucho más pequeña que los vectores   y  , situación que facilita la descomposición 
de la red. 
Se asume en este trabajo, que los vectores de variables relevantes corresponden a las 
magnitudes de los voltajes y ángulos de todos los nodos del sistema, y las variables de 
control del sistema, corresponden al voltaje en terminales de los nodos de generación, 
cambiador de tomas del transformador (   ) y elementos de compensación paralela ( ). 
Es decir,              para el área A y              para el área B. Para facilitar el 
propósito de la descomposición de redes se asume sólo una función objetivo. 
 
Para descomponer el problema de optimización original, ecuaciones (2.15) – (2.17), se 
adopta el método de ajuste de las variables de frontera   en la subestación B, 
procedimiento que considera una interface común para ambas áreas, esta variable de 
frontera se duplican en    y   , asignándolas a las áreas A y B, respectivamente, de 
acuerdo a la Figura 2 - 2. Luego se adiciona una restricción de acople lineal, la cual 
impone una igualdad entre las variables frontera        , dado ya por la ecuación 
(2.4). Esta restricción de igualdad lineal se relaja, asumiendo que el intercambio entre las 
áreas es conocido, tal como se señaló anteriormente. Por tanto,       y de esta 
manera, el equivalente hace parte de cada uno de los sistemas como un elemento 
adicional, lo que permite la solución de cada sub problema como un OPF clásico. 
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El problema original de optimización expresado por las ecuaciones (2.15) - (2.17) se 
descompone en dos subproblemas de la siguiente manera. Para el área A, el OPF se 
expresa como: 
 
                         (2.18) 
 
Sujeto a 
             (2.19) 
             (2.20) 
 
Mientras que para el área B, se tiene; 
                         (2.21) 
 
Sujeto a 
             (2.22) 
             (2.23) 
 
Estos problemas de optimización ecuaciones (2.18)-(2.20) y (2.21)-(2.23) para las áreas 
A y B, respectivamente se resuelven de manera independiente, tal como se indicó 
anteriormente. 
Generalizando el método propuesto de optimización para sistemas descentralizados, a 
partir de la descomposición de la red, se puede formular como un problema de 
optimización Multiobjetivo (OPFMO) de la siguiente forma.  
 
El problema OPFMO a solucionar en cada área de control, consiste en la optimización de 
las variables en la magnitud de los voltajes terminales de generadores    , para   
      , siendo    el número de generadores en el área de control; la posición del 
cambiador de tomas de los transformadores bajo carga     , para         , siendo    
el número de transformadores con cambiador de tomas en el área de control; y el valor 
de la compensación estática paralela   , para         , siendo    el número de 
compensadores en el área de control. La formulación se expresa de la siguiente manera: 
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                                            Para                (2.24) 
 
Sujeto a 
               Para                (2.25) 
               Para                (2.26) 
 
donde,   es la función objetivo del sistema integrado,     pérdidas de potencia activa, , 
    pérdidas de potencia reactiva, y     estimación de la estabilidad de voltaje mediante 
el índice        ,    es el vector de las variables de decisión (   ,     ,   ) y    es el 
vector de las variables de frontera ya conocidas, las cuales son constantes para el área  , 
   corresponde al vector de las variables de control,   (         ) representa las 
restricciones de igualdad,  
 
(          ) representa las ecuaciones de desigualdad el área 
 , siendo       el número de áreas en que se divide la red.  
 
Finalmente, El vector de estados   o variables de decisión para el sistema integrado, está 
conformado por: 
  [                          ]  (2.27) 
 
2.4.1 Funciones Objetivos 
 
Para los sistemas de energía existe una gran variedad de problemas de optimización, 
como despacho económico, minimización de pérdidas en la red, costos de compensación 
reactiva, maximización del margen de estabilidad de voltaje, minimización de la potencia 
del nodo de holgura, entre otras. Para más detalles consultar Momoh, 2008 [66], 
Pindoriya et al, 2010 [67].  
En este trabajo se asumen: 1) Pérdidas de potencia activa, 2) Pérdidas de potencia 
reactiva; y 3) Estimación de la estabilidad de voltaje mediante el índice        , 
mientras se satisfacen las restricciones de igualdad y desigualdad. Resulta oportuno 
adicionar, que empleando estas funciones objetivo se puede reflejar de manera dual los 
costos de operación, la reserva de potencia reactiva y la seguridad en los sistemas 
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eléctricos, manteniendo el control de los intercambios programados. Se asume para 
todas las áreas de control las mismas funciones objetivos, no obstante, es posible tener 
diferentes funciones objetivos entre las áreas. 
 
Minimización de pérdidas activas y reactivas 
 
La generación, transmisión y el consumo de potencia reactiva pueden indicar una idea de 
la naturaleza física del colapso de voltaje y por ende de la seguridad de voltaje en un 
sistema de potencia. Normalmente, el colapso de voltaje está asociado con la 
insatisfacción de la demanda de potencia reactiva en un momento dado, debido a las 
limitaciones en su producción y transmisión. Además, la estabilidad de tensión está 
asociada más a una situación local. Por esto, en términos de seguridad, la generación y 
consumo de potencia reactiva deben estar lo más cerca posible. Las limitaciones en la 
generación de potencia reactiva incluyen límites en los generadores, la baja producción 
de potencia reactiva de los capacitores por bajo voltaje, y límites en los cambiadores de 
tomas de los transformadores, que a su vez pueden empeorar una situación de bajo 
voltaje de toda una región o parte de ella. Las principales limitaciones en la transmisión 
de potencia son las elevadas pérdidas de potencia, tanto activa como reactiva en las 
líneas altamente cargadas, así como las posibles salidas de líneas que reducen la 
capacidad de transmisión. 
 
Consecuentemente, para disminuir las pérdidas de potencia activa y reactiva, se incluyen 
como funciones objetivos las siguientes expresiones: 
 
                              (2.28) 
                                (2.29) 
 
Sea un sistema como el de la Figura 2 - 5, conformado por una línea, un generador y una 
carga.  
 
 
 
62 Metodología para la optimización multiagentes en grandes sistemas de 
potencia, maximizando la seguridad eléctrica 
 
Figura 2 - 5: Línea de Transmisión 
 
 
 
Las expresiones que definen las funciones objetivos (2.28) y (2.29), están dadas por: 
 
        
    
         
 
  
 ⁄   (2.30) 
    ∑   
  
   
  (2.31) 
          
    
         
 
  
 ⁄   (2.32) 
    ∑     
  
   
  (2.33) 
 
donde,   representa la reactancia de línea,   es la resistencia de línea,   es la corriente 
por línea,    y    corresponden al voltaje en los extremos de la línea,    y    son la 
potencia activa y reactiva en el extremo de envío,    y    potencia activa y reactiva en el 
extremo de recibo, respectivamente, y    número total de elementos. 
 
 
Índice de estabilidad de voltaje         
 
El análisis de estabilidad del voltaje en un sistema de energía se puede referir a los 
siguientes aspectos importantes, Gonzáles, 2010 [68]: 
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 Un índice apropiado de estabilidad de voltaje que indique cuando el sistema está 
cerca de la inestabilidad de voltaje. 
 Un índice que identifique cuáles son los nodos débiles que determinan la 
estabilidad de voltaje en un sistema de energía y cuáles son las áreas 
involucradas, Suganyadevia et al, 2009 [69].  
 
Para efectos del trabajo de la tesis, se elige el índice de estabilidad de voltaje         
por sus atributos: este índice es de tipo nodal, de fácil cálculo, y permite evaluar en cada 
nodo del sistema el margen de estabilidad de voltaje en estado estacionario. El índice 
considera los nodos de generación que llegan al límite de potencia reactiva. El índice 
toma valores            , indicando cero (sin carga) y uno (colapso de voltaje). 
Implícitamente incorpora el efecto de todas las cargas en su evaluación en los nodos de 
carga individuales. 
 
El índice         se obtiene de la siguiente manera. Sea la ecuación de la red en 
términos de admitancia nodal, se expresa por la ecuación (2.34), Kessel et al, 1986 [70]. 
 
                (2.34) 
 
La separación de los nodos se realiza en dos categorías: 1) El conjunto de los nodos de 
carga   , y 2) El conjunto de nodos de generadores   . Así. La ecuación (2.34) se puede 
escribir como: 
 
[ 
 
  
]  [
    
    
]  [ 
 
  
]  (2.35) 
 
Se asume que el sistema de transmisión es lineal en una región y permite una 
representación en términos de una matriz híbrida  . 
 
[ 
 
  
]    [ 
 
  
]  [ 
     
      
]  [  
 
  
]  (2.36) 
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donde,    Vector de voltaje para los nodos de carga,    Vector de corriente para los  
nodos de carga,    Vector de voltaje para los nodos de Generación,    Vector de 
corriente para los  nodos de generación,                , submatrices de la matriz  . 
 
La matriz  , puede ser evaluada a partir de la matriz de admitancia      por una 
inversión parcial, donde el vector de voltaje del nodo de carga es intercambiada por el 
vector de corriente. Luego el valor de         nombrado          es evaluado de la 
siguiente manera. 
 
         |  
∑          
  
|  (2.37) 
 
En condiciones estables,          no deben ser violados para ningún nodo  . Por tanto, 
el indicador global         puede describir la estabilidad del sistema completo. Esto 
significa que un nodo con un alto valor de         es más vulnerable de la inestabilidad 
de voltaje. Este es un método práctico para identificar zonas débiles que requieren 
soporte de potencia reactiva. La función objetivo que considera el índice         se 
calcula usando la siguiente expresión: 
 
               
    
   |   
∑          
  
|  (2.38) 
 
donde,    es el vector de los nodos de carga,    es el vector de los nodos de 
generación,     es la submatriz de la matriz híbrida  ,    y    corresponden a los voltajes 
de nodo respectivamente. 
2.4.2 Restricciones 
 
La restricción de igualdad expresada en (2.25) corresponde a las ecuaciones de balance 
del flujo de potencia, las cuales imponen la restricción de satisfacer la demanda de 
potencia activa y reactiva en todos los nodos del sistema, tal como ya se había explicado 
antes. En estado estable la generación total debe satisfacer toda la demanda más las 
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pérdidas de la red. El balance de potencia activa y reactiva en un nodo debe satisfacer 
las ecuaciones (2.2) y (2.3) 
Las restricciones de desigualdad (2.26) reflejan las limitaciones operativas y físicas de las 
variables de estado y de control. Las restricciones más usadas en la formulación de un 
problema OPF son las siguientes: 
 
Límites de potencia activa y reactiva de los generadores 
Los límites de la generación de potencia activa, reactiva y el voltaje en terminales de los 
generadores se expresan de la siguiente manera: 
                        para              (2.39) 
                      para              (2.40) 
                        para              (2.41) 
 
donde,    es el número de generadores,         y         son los límites mínimo y 
máximo de potencia activa,          y         son los límites mínimo y máximo de 
potencia reactiva,         y         son los límites mínimo y máximo del voltaje terminal 
para el generador     . 
Límites de la posición del cambiador de tomas del transformador bajo carga 
 
Los transformadores con cambiador de tomas bajo carga (  ), son usados para regular el 
voltaje, normalmente en el lado de baja del transformador, esta variable toma valores 
discretos y las posiciones están sujetas a unos límites definidos por: 
 
                     para              (2.42) 
 
donde,    número transformadores con cambiador de tomas, (  ) es la posición del Tap 
del transformador   ,        y        corresponden a la mínima y máxima posición, 
respectivamente. En el presente trabajo se asumen como variables continuas. 
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Límites de la compensación inductiva y capacitiva conectable 
 
Los elementos de compensación estática paralela conmutable como los reactores y 
capacitores, son usados para regular voltaje en el nodo donde se conectan. Ellos toman 
valores discretos mínimos y máximos, los cuales se modelan de la siguiente manera: 
 
                      para             (2.43) 
 
donde,    número de compensadores en  paralelo,    es la compensación reactiva o 
capacitiva conmutable en el nodo     ,        y        corresponden a los valores 
mínimo y máximo, respectivamente. En el presente trabajo se asumen como variables 
continuas. 
 
2.5 Solución del Flujo Óptimo de Potencia Multiobjetivo 
La solución del problema OPF Multiobjetivo (2.24)-(2.26), descompuesto por áreas, 
ecuaciones (2.18)-(2.20) para el área A y ecuaciones (2.21)-(2.23) para el área B, se 
resuelven utilizando una técnica heurística, como el algoritmo genético NSGA-II Deb et 
al, 2002 [61]. Este algoritmo es caracterizado por los candidatos que usan una población 
auxiliar de ordenamiento no dominado de orden 3, O(   ), a uno de orden 2, O(   ),  
siendo ( ) el número de funciones objetivo y ( ) el tamaño de la población, bajando así 
el nivel de exigencia. También la preservación de la diversidad calculando la distancia de 
apilamiento de la población y la asignación de la calidad de la población para evaluar la 
diversidad. El algoritmo se resume en subsección a continuación. 
2.5.1 Población Inicial 
La población inicial es basada en el rango de las restricciones del problema. Cada vector 
cromosoma se construye con las variables de decisión, valores escogidos de manera 
aleatoria, y a cada individuo se le adiciona el valor de la función objetivo, rango y 
distancia de concentración de la población, a los cuales se les aplicará el operador 
genético: cruzamiento y mutación. 
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2.5.2 Ordenamiento no dominado de los candidatos de la 
población 
El ordenamiento de la población se basa en el ordenamiento no dominado de la 
población de candidatos. A cada individuo se le asocia el rango y la distancia de 
apilamiento de la población. 
Para cada individuo ( ) en la población principal se hace lo siguiente: 
 Se inicializa la Población no dominante     , 
 Se inicializa el número de individuos que dominan en la población     , 
 Para cada individuo ( ) de la población se analiza su dominancia, con relación a otro 
individuo ( ), si ( ) domina a ( ), entonces ( ) forma parte de la población    
(          { }); en caso contrario, ( ) no domina ( ) se incrementa         y 
se analiza otro individuo hasta terminar la lista. 
 Si     , no existen individuos que dominan a ( ), entonces ( ) pertenece al primer 
frente; se ajusta el rango del individuo ( ) a uno,         . Se actualiza el primer 
frente adicionando el individuo ( ) al frente   , es decir:       { }. 
 
2.5.3 Asignación de distancia de apilamiento de la población o 
diversidad 
Una vez completado el ordenamiento no dominado se asigna la distancia de apilamiento 
de la población a cada individuo. Los individuos son seleccionados con base en el rango 
y una distancia de apilamiento. 
La idea básica de la distancia de apilamiento de la población es encontrar la distancia 
Euclidiana entre cada individuo en el frente y sus ( ) objetivos en el híper espacio ( ) 
dimensional. Los individuos en los extremos de las restricciones siempre se seleccionan, 
dado que la distancia es infinita. La expresión está dada por: 
            
                 
  
      
   
  (2.44) 
 
donde,        es la distancia Euclidiana de un individuo evaluada en la función objetivo 
( ), en el Frente   (  ),             ,            , siendo ( ) el número de 
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individuos en el Frente   , ( ) número de frentes,   
      
    corresponden a los valores 
mínimo y máximo de la función ( ) evaluado con el Individuo     . 
2.5.4 Selección 
Una vez los individuos son ordenandos basados en la no dominancia y la distancia de 
concentración de la población, la selección se hace con el operador de comparación de 
concentración (  ), el cual se hace de la siguiente manera: 
 Los individuos de un frente    tienen el mismo rango,         
 Si     , entonces             , o si   y   pertenecen al mismo frente   , 
entonces se evalúa la distancia de apilamiento   (  )        . 
Los individuos son seleccionados usando una selección de torneo binario con el operador 
de comparación de apilamiento (  ). 
El proceso evolutivo comienza considerando en cada generación el siguiente 
procedimiento: 1) Se selecciona los padres que determinan la descendencia, 2) Se aplica 
el operador de cruzamiento y mutación en los padres seleccionados, 3) Se seleccionan 
los nuevos padres y su descendencia, 4) Se remplazan los individuos con nuevos 
individuos para mantener constante la población. 
 
2.5.5 Operadores Genéticos: Mutación, Combinación y Selección 
 
El algoritmo usa el operador de cruzamiento binario simulado (SBX) y la mutación 
polinomial. El SBX observado en la naturaleza es definido por: 
     
 
 
                         (2.45) 
     
 
 
                         (2.46) 
 
donde,      es el  
   hijo con componente    ,       es el padre seleccionado y     , es 
un número de muestreo aleatorio generado que tiene una densidad dado por:  
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                    si         (2.47) 
     
 
 
      
 
     
       si       (2.48) 
 
La distribución puede obtenerse a partir de un número de muestreo aleatorio uniforme ( ) 
entre 0 y 1,    es el índice de distribución de cruzamiento, calculado de la siguiente 
manera: 
         
 
         (2.49) 
     
 
        
 
     
   (2.50) 
 
La mutación polinomial está dada por la siguiente expresión: 
 
         
    
       (2.51) 
 
donde,    es el hijo y    es el padre con un componente límite superior  de   
   e inferior 
de   
  y     es una pequeña variación la cual es calculada de un distribución polinomial 
dada por: 
  
 
        
 
      ,    si          (2.52) 
              
 
    ,    si          (2.53) 
 
donde,    es un número aleatorio con distribución uniforme entre 0 y 1, y    es el índice 
de distribución de la mutación. 
 
2.6 Selección de las variables óptimas del frente de 
Pareto 
 
De la población de soluciones se hace un análisis estadístico para analizar la coherencia 
y poder seleccionar los mejores candidatos.  
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 Promedio  ̅: Es una medida aritmética: un número individual que representa 
razonablemente el comportamiento de todos los datos. Para datos no agrupados, 
se obtiene como:   ̅    ∑            . Siendo    el valor y ( ) el número de 
elementos. 
 
 Mediana: Es el valor de la observación que ocupa la posición central de un 
conjunto de datos ordenados según su magnitud. Es el valor del medio o la media 
aritmética de los valores medios. La mediana es un valor de la variable que deja 
por debajo de él un número de casos igual al que deja por arriba. Está dado por la 
siguiente expresión: si   es impar, la mediana es el valor que ocupe la posición 
          una vez que los datos se ordenen y si   es par, es la semisuma de los 
valores numéricos correspondientes a las dos datos centrales,              
       , donde ( ) número de datos,      y     . 
 
 Varianza muestral   : Una medida de variabilidad podría obtenerse a partir de la 
dispersión de cada una de las observaciones con respecto a algún valor 
particular, por ejemplo la media. Por eso consideraremos una medida obtenida 
"promediando" los cuadrados de los desvíos. La varianza muestral está dada 
por:    
∑      ̅ 
  
   
   
⁄  . 
 Desviación estándar poblacional ( ): es una medida de dispersión que dice 
cuánto tienden a alejarse los valores concretos del promedio en una distribución. 
De hecho, específicamente, la desviación estándar es "el promedio del cuadrado 
de la distancia de cada punto respecto del promedio". Se suele representar por    
y se calcula como:    √  . 
  
 Valor mínimo     : valor mínimo obtenido en el conjunto de datos. 
 
Con base en los estadísticos anteriores se escogen los candidatos al óptimo de acuerdo 
al siguiente procedimiento considerando los valores de las funciones objetivos: 
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    ∑|                    | Para              (2.54) 
 
donde,              es la mediana del conjunto de valores obtenidos para la función 
objetivo   ,         corresponde al menor valor obtenido para   , (  ) número de 
funciones objetivos consideradas en el problema de optimización Multiobjetivo. 
 
2.7 Evaluación del flujo de potencia de la red integral 
con base en las variables óptimas de cada área. 
 
Con el vector de las variables óptimas    ) seleccionadas en cada área de control de 
acuerdo al paso anterior, se remplazan en el modelo completo del flujo de potencia, dado 
por las ecuaciones (2.2) y (2.3). 
 
Para validar la metodología propuesta, se comparan los intercambios, pérdidas y tiempos 
de cálculo con los resultados obtenidos al aplicar una estrategia centralizada al mismo 
modelo eléctrico. En el flujograma de la Figura 2 - 6 se resume la metodología propuesta. 
 
En el capítulo se presentó la metodología propuesta para sistemas descentralizados, la 
cual ofrece una mayor autonomía y agilidad en la operación a los diversos operadores de 
red, reduciendo los tiempos de cómputo al considerar menos variables en las áreas y 
aquellas referentes a las de frontera permanecen constantes durante el proceso de 
optimización. Al igual se propone una simplicidad en el cálculo de los modelos 
equivalentes al considerar los intercambios constantes y conocidos, fruto de un despacho 
económico. Además se propone reducir la repitencia del algoritmo de optimización 
basado en una técnica evolutiva aumentando el número de poblaciones y de 
generaciones. Todo esto, referido en la reducción de tiempos de cálculo, potencia la 
metodología para su aplicación a grandes sistema de energía en tiempo real. 
En la sección siguiente se valida la metodología propuesta en una red de 39 nodos y otra 
de 190 nodos, donde se evidencia el potencial de la misma. 
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Figura 2 - 6: Diagrama del Flujo de la Metodología Optimización Multiagente 
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 3. Validación de la Metodología de Optimización 
Multiobjetivo  
En el capítulo anterior se presentaron los aportes del trabajo, el cual se resume en una 
metodología Multiobjetivo para la operación, coordinación de grandes sistemas 
descentralizados, basado en la descomposición de la red y del problema del flujo de potencia 
óptimo. En este capítulo se evalúa la propuesta en dos sistemas de potencia con un grado de 
complejidad mediano y alto. El primero un sistema de 39 nodos, que corresponde a un 
equivalente del sistema de energía inglés, y el segundo una red de 190 nodos, 
correspondiente a un equivalente de la red Mexicana de energía. 
Se asumen los siguientes supuestos: primero, la descomposición de la red eléctrica se lleva 
a cabo con el criterio del menor número de enlaces; segundo, las fuentes compensación 
reactiva y la posición del cambiador de tomas del transformador, se consideran variables 
continuas; tercero, los intercambios programados están definidos por una condición previa 
del despacho económico; cuarto, el análisis se hace para una condición estacionaria 
evaluada mediante un flujo de potencia; quinto, los resultados se consideran satisfactorios 
cuando las pérdidas activas y los intercambios comparadas con los obtenidos bajo una 
estrategia centralizada, son inferiores al 5 %, criterio fundamentado en valores aceptados en 
una operación real (caso colombiano). Con el fin de realizar el análisis se definen los 
siguientes referentes: 
 Caso base: Corresponde a la red completa en el cual se definen los intercambios con 
un flujo de potencia sin optimizar con base en un despacho económico. 
 Caso centralizado: Se calcula un flujo de potencia óptimo con la red completa bajo 
una configuración centralizada considerando los intercambios definidos en el caso 
base. 
 Caso descentralizado: Se calcula un flujo de potencia óptimo en la red con una 
configuración descentralizada considerando los intercambios definidos en el caso 
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base, optimizando cada una de las áreas independientes, y resolviendo el mismo 
problema de optimización con las particularidades de cada área. 
3.1 Sistema de 39 nodos 
El sistema de prueba está conformado por 10 generadores, 29 líneas, 4 enlaces de 
interconexión, 12 transformadores y 4 con cambiador de tomas, localizados entre los nodos 
32-33, 31-32, 06-22 y 10-12, y 4 elementos compensación paralela, ubicados en los nodos 
32, 35, 36 y 37, Padiyar, 1996 [71]. Las variables de control: (
giV ), ( iS ), (  ) están acotadas 
de la siguiente maneara: 4,...,1.0.2.0.2  iparaupSup i ,
4,...,1.25.1.75.0  iparaupTup i  y 10,...,1.1.1.90.0  iparaupVup gi .  
A continuación se sigue el procedimiento de la metodología propuesta: 
Paso 1: Descomposición de la red eléctrica. La partición se lleva cabo con el criterio de 
mínimos enlaces, donde se obtienen tres áreas de control, ver La Figura 3 - 1. 
Figura 3 - 1: División del Sistema de 39 nodos en 3 TSOs 
 
3. Validación de la Metodología de Optimización Multiagente 75 
 
Entre las área 1 y 2 existe un enlace definido nodos 35-36, en las áreas 2 y 3 un enlace, 
nodos 36-37; y finalmente, en las áreas 1 y 3 dos líneas de interconexión comprendidas entre 
los nodos 2-11 y 14-13. 
Paso 2: Definición intercambios entre áreas. Se calcula un flujo de potencia correspondiente 
a un despacho. Los flujos calculados se presentan en la Figura 3 - 2.  
Figura 3 - 2: Intercambios programados entre los 3 TSOs 
 
 
 
Como se puede observar de la Figura 3 - 2, el área 1 importa potencia activa tanto del área 2 
como el área 3; el área 2 es netamente exportadora y el área 3 sirve de tránsito para el 
intercambio del área 3 hacia el área 1. La metodología propuesta permite analizar la 
estabilidad de un área en particular de acuerdo a los intercambios definidos, por tanto, puede 
ser una herramienta de análisis para evaluar la estabilidad de voltaje en diferentes 
condiciones de operación. 
 
Paso 3: Cálculo de los equivalentes generalizados. Estos se construyen a partir de los 
intercambios definidos en el paso anterior y que se considerarán fijos durante todo el proceso 
y serán el referente para la convergencia del método propuesto. La Tabla 3 - 1 presenta los 
equivalentes generalizados para cada área de control. 
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Tabla 3 - 1: Equivalentes generalizados del sistema de 39 nodos  
 
TSO Nodo Línea 
  Equivalente 
Nodo F Tipo P (p.u) Q (p.u) 
1 
2 L 11 - 2 11 PV 1.5512 -0.3404 
14 L 13 - 14 13 PV 2.9640 1.1369 
35 L 36 - 35  36 PV 5.6980 0.9548 
2 
36 L 35 - 36 35 PQ -5.6628 -0.7316 
36 L 37 - 36 37 PQ -4.7752 1.4883 
3 
11 L 2 - 11 2 PQ -1.5488 -0.3509 
13 L 14 - 13 14 PQ -2.9490 -1.0830 
37 L 36 - 37 36 PV 4.7954 -1.3486 
 
En el área uno por ejemplo, tiene los nodos frontera 2, 14 y 35, los enlaces correspondientes 
y el nodo final (Nodo F), corresponde a los nodos que serán considerados en el área. Luego, 
los nodos 11 y 13 pertenecen al área dos, y el nodo 36 al área tres. Como se puede observar 
por los enlaces se está importando potencia activa de ambas áreas, por lo tanto, el modelo 
adecuado es un equivalente PV, donde se conoce la potencia y el voltaje en el nodo frontera 
remota. Mientras que en la otra área, el complemento sería el equivalente PQ, ver en detalle 
del caso para el nodo 2 áreas 1 y nodo 11 en el área 3, correspondiente línea 11-2. Igual 
procedimiento se sigue para las otras áreas. 
 
Paso 4: Se construye el modelo del OPFMO. Con base en los equivalentes hallados en paso 
anterior se actualiza el modelo del flujo de potencia de cada una de las áreas independientes. 
Las funciones objetivos consideradas son:     reducción de pérdidas activas. Con este 
objetivo, se puede considerar la función dual del costo de operación y margen de potencia 
activa para regular intercambios. y     reducción de pérdidas reactivas en las líneas de 
transmisión. Con este propósito, se puede considerar la función dual para reflejar o bien el 
costo o el margen de reserva de potencia reactiva; y     minimización del índice de 
estabilidad de voltaje L-index. Este índice, como se indicó en el capítulo anterior, indica que 
tan cerca se encuentra un sistema y el nodo afectado del punto de la inestabilidad de voltaje. 
Las variables de decisión corresponden a: voltaje terminal generadores ( giV ), total 10; la 
potencia reactiva de los elementos de compensación estáticos ( iS ), total 4; y el cambiador de 
tomas de transformadores (  ), total 4, respectivamente. 
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Paso 5: Solución del OPFMO. La solución se obtiene con una técnica evolutiva NSGA-II. Las 
áreas se ejecutaron con 100 poblaciones y 50 generaciones. En cambio para el caso del 
sistema considerado centralizado, se ejecutó con 400 poblaciones y 100 generaciones. 
Ambos casos se ejecutaron, solo una sola vez. Las Figuras 3 - 3 a 3 - 5, muestran el espacio 
de optimización correspondiente al frente de Pareto para los sistemas TS0 1, TS0 2 y TS0 3. 
Mientras que la Figura 3 - 6 corresponde al caso base centralizado. 
 
Figura 3 - 3: TSO 1 Resultados de Optimización 
 
 
  
 
Figura 3 - 4: TSO 2 Resultados de Optimización 
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Figura 3 - 5: TSO 3 Resultados de Optimización 
 
 
 
Figura 3 - 6: Sistema Centralizado Resultados de Optimización 
 
 
 
 
Paso 6: Selección del vector óptimo. La Tabla 3 - 2 resume los cálculos estadísticos de los 
valores de las variables de control obtenidas en la optimización para cada área de control y 
del sistema centralizado. Como se observa la varianza de los resultados para las funciones 
objetivos    , y     es inferior a 1.0, lo que significa que la solución se encuentra en la 
región de los óptimos globales, mientras que la función    , asociada a la pérdidas de 
potencia reactiva para el sistema centralizado, la varianza es de 1.556, pero que comparada 
con los subsistemas es mayor, lo que significa que existe una mayor dispersión en el proceso 
de optimización, justificado en parte porqué se utilizan más los recursos del sistema para el 
óptimo global, mientras que en cada subárea se agotan los recurso localmente. No obstante, 
pequeños valores de la varianza, son un indicativo de la no dominancia y la dispersión de las 
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soluciones y por tanto forman una parte del frente de Pareto. Por lo anterior, se puede asumir 
que la solución multiobjetivo en cada uno de los casos es aceptable.  
 
Tabla 3 - 2: Valores Estadísticos de la optimización sistema Centralizado vs los TSOs 
 
  Sistema Centralizado TSO1 TSO2 TSO3 
                                                  
Promedio 0.646 14.012 0.227 0.208 4.766 0.213 0.204 4.888 0.289 0.141 2.706 0.188 
Mediana 0.650 13.923 0.227 0.208 4.758 0.213 0.205 4.782 0.287 0.138 2.644 0.188 
Valor 
Mínimo 
0.582 12.427 0.226 0.207 4.750 0.213 0.202 4.692 0.284 0.136 2.561 0.184 
Valor 
Máximo 
0.727 16.340 0.228 0.216 4.919 0.213 0.207 5.340 0.300 0.152 2.911 0.192 
Varianza 0.002 1.556 0.000 0.000 0.001 0.000 0.000 0.039 0.000 0.000 0.012 0.000 
 
Con base en la Tabla 3 - 2, se escogen los mejores candidatos de acuerdo a la ecuación 
(2.55). Para ilustrar el procedimiento, se toma el caso del sistema centralizado, donde se 
obtuvo un valor de 1.501 (ver Tabla 3 - 3). Este valor corresponde a la población 5, por tanto 
estos valores óptimos    serán los considerados en la evaluación del flujo de potencia, ver 
los datos en la Tabla 3 - 4. Un procedimiento similar se sigue para cada uno de los casos del 
sistema descentralizado, una vez seleccionados los valores para TSO 1, TSO 2, TSO 3, se 
integran todos en el modelo completo. Estas variables de control óptimos    son presentados 
en la Tabla 3 - 4. 
 
Tabla 3 - 3: Selección de valores para el sistema centralizado 
 
  P (p.u) Q (p.u) L-index min = | Σ(Mediana (fi) – min(fi)) |  
Menor FO (1) P 0.582 12.488 0.228   
Menor FO (2) Q 0.585 12.427 0.228   
Menor FO (3) L 0.725 15.668 0.226   
Mediana FO 0.650 13.923 0.227   
Mediana FO - F0 (1) P 0.068 1.435 -0.002 1.501 
Mediana FO - F0 (2) Q 0.064 1.496 -0.002 1.559 
Mediana FO - F0 (3) L -0.076 -1.745 0.000 1.820 
 
 
Paso 7: Solución del sistema integrado. Con los valores seleccionados en el paso anterior se 
sustituyen en el modelo completo del flujo de potencia y se calcula su solución. Para validar 
la propuesta se comparan los resultados obtenidos tanto por una estrategia centralizada 
(Caso centralizado) como para la estrategia descentralizada propuesta (Caso 
80 Metodología para la optimización multiagentes en grandes sistemas de 
potencia, maximizando la seguridad eléctrica 
 
descentralizado). La Tabla 3 - 5 muestra el resultado de las funciones objetivos, en el cual se 
pueden comparar el caso base, el sistema optimizado de forma centralizado y el 
descentralizado. La variación de las pérdidas activas entre la propuesta descentralizada y la 
estrategia centralizada es de 1.69 %. Para el índice L-index, es del 0.39 %, valores que 
cumplen con el criterio definido. En cambio, las pérdidas reactivas presentan una variación 
del 38.45%, justificado por que cada área satisface sus requerimientos, antes que tomar 
recursos de áreas adyacentes. 
 
Tabla 3 - 4: Valores variables de control sistema Centralizado vs Descentralizado 
 
Variable Base Centralizado Descentralizado 
V1 1 1.1000 1.1000 
V2 1 1.0980 1.1000 
V3 1 1.0999 1.1000 
V4 1 1.0999 1.0997 
V5 1 1.0999 1.1000 
V6 1 1.0978 1.0999 
V7 1 1.1000 1.0997 
V8 1 1.1000 1.0911 
V9 1 1.0925 1.1000 
V10 1 1.0738 1.0878 
T1 1 1.0376 0.9732 
T2 1 1.0796 0.9848 
T3 1 0.9042 0.9718 
T4 1 0.9557 0.0965 
SH1 0 1.9921 0.6286 
SH2 0 1.9995 -1.6322 
SH3 0 -1.5237 1.1107 
SH4 0 0.1793 0.9752 
 
Tabla 3 - 5: Comparación Valores FO Base, Centralizado y Descentralizado 
 
  Base Centralizado Descentralizado 
    0.7693 0.5889 0.5989 
    7.4229 0.6737 0.9328 
    0.2865 0.2281 0.2290 
 
La Figura 3 - 7 (a y b), presenta los flujos de potencia por los enlaces de interconexión, 
cuando se sustituyen los valores óptimos de las variables de control    en el modelo del flujo 
de potencia. Como se puede observar, los flujos de potencia activa permanecen muy 
cercanos a los valores preestablecidos en el caso base y caso centralizado. El error máximo 
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es del 3%, registrado en el enlace 11-2, lo cual cumple con el criterio establecido. En 
contraste con la potencia reactiva se observan mayores diferencias, debido a lo mencionado 
en el párrafo anterior. 
Figura 3 - 7: Intercambios:  (a) de potencia activa     (b) de potencia reactiva 
 
 
(a)       (b) 
 
 
En la Tabla 3 – 6 resumen la generación de potencia activa y reactiva total del sistema, que 
representan las variables duales del costo de operación y la reserva de potencia reactiva del 
sistema, respectivamente. Con relación a la potencia activa generada, se observa una 
variación del 0.02 % entre el caso centralizado y el descentralizado, en potencia reactiva es 
del 15.59 %, Esto corrobora como cada áreas agota sus recursos potencia reactiva. 
 
Tabla 3 - 6: Comparación Valores Salida de flujo de potencia 
 
  Base Centralizado Descentralizado 
   61.92 61.74 61.75 
   23.28 13.41 15.50 
 
Finalmente en la Figura 3 - 8 se muestran los perfiles de tensión para el sistema en los tres 
escenarios, base, centralizada y descentralizado. 
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Figura 3 - 8: Perfil de Voltajes del Sistema 39 nodos 
 
 
 
La metodología propuesta muestra una reducción en tiempos de cálculo. Para este 
simulaciones en una red de 39 nodos las operaciones se realizaron en un portátil Toshiba 
con las siguientes especificaciones: Toshiba Satellite T215D, AMD Athlon II Neo K125 
Processor 1.7 GHz, 2.00 GB de RAM. La solución se alcanza en una sola iteración, con 
tiempos de cómputo así: el sistema centralizado tomó 3832 segundos mientras que sistemas 
TSO 1 requirió 353 segundos, TSO 2 un tiempo de 342 segundos y TSO 3 un valor de 352 
segundos, para un total de 1046 segundos, es decir la 3.66 veces menos en relación al 
sistema integrado. Si el proceso se hace de manera distribuida en equipos diferentes el 
ahorro en tiempo puede alcanzar del orden de 10.85 veces menos. 
 
A continuación se presenta un análisis en relación a la solución de un problema de 
optimización usando el algoritmo genético y sus características referidas a la recurrencia de 
casos, las poblaciones y generaciones. Por tradición un algoritmo genético se corre varias 
veces con el objeto de explorar el óptimo en toda el área factible de solución. Como parte de 
la propuesta se propone aumentar el número de poblaciones y de generaciones con el fin de 
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reducir la recurrencia de casos. Para esto, se comparan los resultados de la optimización del 
sistema de 39 nodos completo. El caso A, es calculado considerando 400 poblaciones y 100 
generaciones y el algoritmo sólo se corre una vez. En cambio, el caso B se considera 100 
poblaciones y 50 generaciones, pero el algoritmo se ejecuta 20 veces. Para compararlos se 
hace un análisis estadístico básico de cada caso. La Tabla 3 - 7 resume el análisis de ambos 
casos A y B.  
 
Tabla 3 - 7: Comparación de los resultados con diferentes Poblaciones y Generaciones 
 
  Sistema Centralizado (A) Sistema Centralizado (B) 
                          
Promedio 0.646 14.012 0.227 0.696 15.104 0.229 
Mediana 0.650 13.923 0.227 0.664 14.828 0.229 
Valor Mínimo 0.582 12.427 0.226 0.592 12.905 0.227 
Valor Máximo 0.727 16.340 0.228 1.085 19.122 0.240 
Varianza 0.002 1.556 3.37E-07 0.009 1.838 0.000 
 
Del análisis estadístico se observa un mejor resultado cuando se aumenta el número de 
poblaciones y de generaciones, dado que la información es consistente, lo cual reduce la 
región de búsqueda y se obtienen valores más óptimos. Esto se observa en menores valores 
obtenidos para las diferentes funciones objetivos como:     minimización de pérdidas 
activas, donde en el caso A            p.u, a diferencia del caso B            p.u, de 
igual modo sucede con la minimización de pérdidas reactivas     e índice de estabilidad 
       ,    . Con relación a las otras métricas estadísticas los comportamientos son 
similares. 
Las gráficas correspondientes al frente de Pareto de las soluciones se presentan en la Figura 
3 - 6 caso A considerando el algoritmo con 400 poblaciones y 100 generaciones y la Figura 3 
- 9 caso B el algoritmo con 100 poblaciones y 50 generaciones iterando 20 casos. 
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Figura 3 - 9: Evaluación sistema completo casos A y B 
 
 
 
En cuanto a los tiempos de cómputo: La solución del algoritmo en el caso A, con 400 
poblaciones y 100 generaciones requirió de 3832.20 segundos, mientras que en caso B, con 
100 poblaciones 50 generaciones y 20 corridas, donde cada corrida tomó en promedio 
301.82 segundos para un total de 6036.46 segundos, lo que significa un incremento 
computacional del 57.5 %, cuando se hace de manera tradicional 
Dadas las condiciones que anteceden se puede concluir, que el hecho de tener un mayor 
número de corridas se manifiesta en un número mayor de puntos y se aumenta el espectro 
factible de la solución general, caso B (comparar  Figura 3 - 6 con Figura 3 - 9), no obstante 
en el caso A con una mayor población y generaciones también se define el frente de Pareto. 
En cuanto al análisis estadístico se observa un mejor resultado cuando se aumenta el 
número de poblaciones y de generaciones caso A, lo cual reduce la región de factibilidad y 
se obtiene mejores valores para la funciones objetivos              . 
 
Resumen e interpretación de los resultados: 
La varianza de los resultados de las funciones objetivos en el proceso de optimización, tienen 
valores inferiores a 1 excepto la    , pérdidas reactivas en el sistema centralizado. No 
obstante, la dispersión de los óptimos es poca y los resultados se encuentran en una región 
optima en el frente de Pareto, tal como lo corroboran las gráficas de optimización para cada 
caso; la selección de las variables de control en los subsistemas fue buena y su desempeño 
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evaluado mediante el flujo de potencia se ratifica comparando los resultados al sistema 
centralizado; el comportamiento de las funciones objetivos obtenidas en la optimización 
mediante la estrategia centralizada versus la propuesta descentralizada son equivalentes, 
donde el error máximo en los intercambios de potencia activa fue del 3.00 % y en relación a 
las pérdidas de potencia activa     el error fue del 1,62%; los equivalentes propuestos fueron 
acertados, ya que se validan con los flujos de potencia activa por las interconexiones, 
obteniéndose valores similares. 
 
También se anota que los equivalentes fueron determinados solo por las variables eléctricas 
de voltaje y corriente del nodo vecino; la generación de potencia activa global del sistema 
presenta pequeñas variaciones, lo cual se refleja como el costo por la seguridad. No 
obstante, en cuanto a la potencia reactiva en el sistema descentralizado presenta una mayor 
generación justificado por un aumento de potencia reactiva en las áreas lo que las hace más 
autónomas e independientes de las áreas vecinas; Los tiempos de cómputo del proceso de 
optimización del sistema de manera centralizada requirió cerca 3800 segundos, mientras que 
los subsistemas requirió cerca de la décima parte de este tiempo, es decir 350 segundos; 
como conclusión se puede afirmar que la metodología propuesta para un sistema de potencia 
descentralizado es adecuada, con un menor esfuerzo computacional y menos requerimientos 
de transito de información entre las áreas de control; la estrategia propuesta ratifica una 
operación autónoma de los subsistemas, la cual debe ser responsable por su propia 
seguridad y confiabilidad, es adecuada por un menor requerimiento de información operativa 
y de comunicaciones; se requiere definir estrategias de asistencia entre las áreas en estados 
de emergencia de manera que exista una ayuda colaborativa entre ellas sin permitir la 
propagación del riesgo de apagones en la red global. 
 
Adicionalmente, es posible correr el algoritmo evolutivo en una sola iteración con un mayor 
número de población y generaciones adecuadas al tamaño de las restricciones de las 
variables a optimizar. También es posible en una sola corrida estimar el punto de operación 
del sistema de una manera descentralizada con la menor información de las interconexiones.  
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3.2 Sistema de 190 nodos 
 
El segundo sistema de prueba está conformado por 190 nodos, 46 generadores, 96 
transformadores y 20 de ellos con cambiadores de tomas bajo carga, 257 líneas, 8 enlaces 
de interconexión, y 22 elementos de compensación estática, Gonzáles, 2010. Las variables 
de control ((Vgi), (Si), (Ti)) están acotadas según: upSup i .5.1.5.1   22,...,1ipara , 
upTapup i .05.1.95.0  20,...,1ipara  y upVup gi .05.1.95.0  46,...,1ipara . 
La metodología propuesta se sigue de la siguiente manera: 
Paso 1: Descomposición de la red eléctrica. La partición se lleva cabo con el criterio de 
mínimos enlaces, donde se obtienen tres áreas de control, ver La Figura 3 - 10. Entre las 
área 1 y 2 existen seis enlaces definido: 96-131, 88-79, 113-110, 109-90, 89-90, 89-130; para 
las áreas 1 y 3 dos enlaces entre: 75-86 y 87-86; y finalmente, en las áreas 2 y 3 no existen 
líneas de interconexión. 
 
Paso 2: Definición intercambios entre áreas. Se calcula un flujo de potencia correspondiente 
a un despacho. Los flujos calculados se presentan en la Figura 3 - 11. En este caso el área 1 
está importando potencia activa desde las áreas 2 y 3. El área 3 es netamente exportadora. 
 
Dentro del proceso de ajuste de intercambios se evaluaron otros escenarios y en ellos fue 
posible constatar que la herramienta fue útil y se pudo determinar el máximo valor de 
importación al área 1, determinado por el valor de        . Un valor mayor de importación 
llevaba este indicador a valores alrededor del 0.85 y el flujo de cargas no convergió. 
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Figura 3 - 10: Sistema de 190 nodos y 3 TSO 
 
 
 
Paso 3: Cálculo de los equivalentes generalizados. Estos se construyen a partir de los 
intercambios definidos en el paso anterior y que se considerarán fijos durante todo el 
proceso. La Tabla 3 - 8 presenta los equivalentes generalizados para cada área de control. 
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Figura 3 - 11: Intercambios programados entre las áreas de control 
 
 
 
Tabla 3 - 8: Equivalentes generalizados del sistema de 190 nodos 
 
TSO Nodo Línea 
Equivalente 
Nodo F Tipo P (p.u) Q (p.u) 
1 
75 L 86 - 75  86 PV 2,1498 -1,8406 
87 L 86 - 87 86 PV 3,8594 1,1924 
88 L 79 - 88 79 PV 0,3617 0,6362 
89 L 90 - 89 90 PV 2,9574 -2,2890 
89 L 130 - 89 130 PQ -3,5466 -0,2798 
96 L 131 - 96 131 PQ -0,5638 -0,1379 
109 L 90 - 109 90 PV 1,4924 0,9502 
113 L 110 - 113 110 PV 2,0309 -3,2915 
2 
79 L 88 - 79 88 PQ -0,3592 -0,6924 
90 L 89 - 90 89 PQ -2,9574 2,3666 
90 L 109 - 90 109 PQ -1,4629 -0,8978 
110 L 113 - 110 113 PQ -2,0167 -0,1692 
130 L 89 - 130 89 PV 3,5810 -0,5589 
131 L 96 - 131 96 PV 0,5738 -0,1631 
3 
86 L 75 - 86 75 PQ -2,2251 -1,7337 
86 L 87 - 86 87 PQ -3,7601 -0,7203 
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Paso 4: Se construye el modelo del OPFMO. Con base en los equivalentes hallados en paso 
anterior se actualiza el modelo del flujo de potencia de cada una de las áreas independientes. 
Las funciones objetivos consideradas son iguales al sistema de 39 nodos. Las variables de 
decisión corresponden a: voltaje terminal generadores (
giV ), total 46; la potencia reactiva de 
los elementos de compensación estáticos ( iS ), total 22; y el cambiador de tomas de 
transformadores (  ), total 20, respectivamente. 
Paso 5: Solución del OPFMO. La solución se obtiene con una técnica evolutiva NSGA-II. Las 
áreas se ejecutaron con 150 poblaciones y 75 generaciones. En cambio el caso del sistema 
considerado centralizado, se ejecutó con 500 poblaciones y 150 generaciones. Ambos casos 
se ejecutaron, solo una sola vez. Las Figuras 3 - 12 a 3 - 14, muestran el espacio de 
optimización correspondiente al frente de Pareto para los sistemas TS0 1, TS0 2 y TS0 3. 
Mientras que la Figura 3 - 15 corresponde al caso base centralizado. 
 
Figura 3 - 12: TSO 1 Resultados de Optimización 
 
 
 
Figura 3 - 13: TSO 2 Resultados de Optimización 
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Figura 3 - 14: TSO 3 Resultados de Optimización 
 
 
 
 
Figura 3 - 15: Sistema completo de 190 nodos 
 
 
 
 
Paso 6: Selección del vector óptimo. La Tabla 3 - 9 resume los cálculos estadísticos de los 
valores de las variables de control obtenidas en la optimización para cada área de control y 
del sistema centralizado. Como se observa los resultados tienen un comportamiento similar 
al sistema de 39 nodos. Se resalta la varianza de los resultados para las funciones objetivos 
   , y     es inferior a 1.0, lo que significa que la solución se encuentra en la región de los 
óptimos globales, y los valores de la varianza, son pequeños, por tanto, se puede asumir que 
la solución multiobjetivo en cada uno de los casos es aceptable. 
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Tabla 3 - 9: Valores Estadísticos de la optimización sistema Centralizado vs TSOs 
 
  Sistema Centralizado TSO1 TSO2 TSO3 
  FO(1) FO(2) FO(3) FO(1) FO(2) FO(3) FO(1) FO(2) FO(3) FO(1) FO(2) FO(3) 
Promedio 2.302 41.746 0.228 1.432 21.509 0.384 0.513 11.061 0.361 0.538 10.053 0.193 
Mediana 2.288 40.457 0.220 1.400 20.884 0.381 0.507 10.252 0.361 0.535 9.835 0.193 
Valor 
Mínimo 2.215 37.398 0.217 1.352 19.512 0.370 0.444 7.694 0.360 0.521 8.753 0.192 
Valor 
Máximo 2.483 51.000 0.313 1.640 25.643 0.402 0.624 18.177 0.367 0.628 12.809 0.195 
Varianza 0.004 10.580 0.000 0.005 2.305 0.000 0.003 9.310 0.000 0.000 0.610 0.000 
 
Luego se seleccionan las variables en cada área de control de acuerdo al procedimiento 
presentado para el sistema de 39 nodos. Los valores óptimos de las soluciones tanto para 
cada una de las áreas como el caso centralizada se relacionan en la Tabla 3 - 10.  
 
Paso 7: Solución del Sistema integrado. La Tabla 3 - 11 muestra el resultado de las 
funciones objetivos, en el cual se pueden comparar el caso base, el sistema optimizado de 
forma centralizado y el descentralizado. La variación de las pérdidas activas entre la 
propuesta descentralizada y la estrategia centralizada es de 4.19 %.  
 
Tabla 3 - 10: Comparación Valores FO Base, Centralizado y Descentralizado 
 
  BASE Centralizado Descentralizado 
FO(1) 2.3561 2.2880 2.3214 
FO(2) -66.3861 -72.5869 -74.5594 
FO(3) 0.2423 0.2181 0.2556 
 
Los intercambios de potencia activa y reactiva por los enlaces de interconexión entre las 
distintas áreas de control se ilustran en las Figuras 3 - 16 (a) y (b). Como se puede observar 
los flujos de potencia activa permanecen muy cercanos a los valores predefinidos. La 
variación máximo para este caso de simulación fue del 3.32 % en el enlace 90-89, con lo que 
se satisface el criterio de tolerancia. 
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Figura 3 - 16: Intercambios:  (a) de potencia activa     (b) de potencia reactiva 
 
   
  (a)       (b) 
 
 
En la Tabla 3 – 12 resumen la generación de potencia activa y reactiva total del sistema, que 
representan las variables duales del costo de operación y la reserva de potencia reactiva del 
sistema, respectivamente. Con relación a la potencia activa generada, se observa una 
variación del 0.06 % entre el caso centralizado y el descentralizado, en potencia reactiva es 
del 23.76 %, donde se observa una reducción de absorción de potencia reactiva en relación 
al caso centralizado.  
 
Tabla 3 - 11: Comparación Valores Salida de flujo de potencia 
 
  Base Centralizado Descentralizado 
   145.55 145.42 145.51 
   -21.16 -33.73 -25.71 
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Tabla 3 - 12: Valores variables de control sistema Centralizado vs Descentralizado 
 
 
 
Finalmente en la Figura 3 - 17, se muestran los perfiles de tensión para el sistema en los tres 
escenarios, base, centralizada y descentralizado. 
VBLES BASE CENTRALIZADO DESCENTRALIZADO VBLES BASE CENTRALIZADO DESCENTRALIZADO
V1 1 1.0912 1.0991 T1 1.000 1.028 1.082
V2 1 1.0843 1.0955 T2 1.000 1.051 0.967
V3 1 1.1 1.0990 T3 1.000 1.040 0.940
V4 1 1.0406 1.0760 T4 1.000 1.220 0.783
V5 1 0.9851 1.0338 T5 1.000 0.970 0.971
V6 1 1.1 1.0972 T6 1.000 1.058 0.988
V7 1 1.0486 0.9906 T7 1.000 0.998 1.010
V8 1 1.0803 1.0928 T8 1.000 1.019 0.927
V9 1 1.0889 0.9560 T9 1.000 1.060 0.940
V10 1 0.9867 0.9013 T10 1.000 1.072 0.956
V11 1 0.9841 1.0315 T11 1.000 1.032 1.006
V12 1 0.9002 0.9619 T12 1.000 1.021 1.013
V13 1 0.9646 1.0269 T13 1.000 1.114 0.987
V14 1 1.0795 0.9795 T14 1.000 1.096 1.050
V15 1 1.0032 1.0973 T15 1.000 0.972 1.095
V16 1 0.9345 1.0966 T16 1.000 1.076 1.022
V17 1 0.9667 1.0993 T17 1.000 0.979 0.997
V18 1 0.9918 1.0662 T18 1.000 1.191 1.021
V19 1 0.9 1.0240 T19 1.000 0.944 1.038
V20 1 1.1 1.0869 T20 1.000 0.937 0.998
V21 1 0.9998 1.0479 SH1 0.000 -0.949 1.238
V22 1 0.9449 1.0968 SH2 0.000 -0.579 0.210
V23 1 0.9487 1.0689 SH3 0.000 1.520 0.380
V24 1 1.0943 1.0947 SH4 0.000 1.430 0.327
V25 1 1.0325 1.0649 SH5 0.000 -0.155 -0.197
V26 1 1.0939 0.9985 SH6 0.000 -1.904 0.093
V27 1 0.9538 1.0990 SH7 0.000 1.990 0.869
V28 1 1.0349 1.0808 SH8 0.000 1.889 0.830
V29 1 1.0978 1.0977 SH9 0.000 1.887 0.770
V30 1 1.0765 1.0957 SH10 0.000 1.778 -1.974
V31 1 1.1 1.0751 SH11 0.000 0.649 0.753
V32 1 0.9 1.0588 SH12 0.000 -1.270 0.293
V33 1 0.9 1.0875 SH13 0.000 -0.064 -1.160
V34 1 0.903 1.0753 SH14 0.000 0.254 -1.839
V35 1 1.1 0.9966 SH15 0.000 -1.529 -0.279
V36 1 1.0601 1.1000 SH16 0.000 0.890 -1.432
V37 1 1.0993 1.1000 SH17 0.000 0.542 -1.905
V38 1 1.1 0.9000 SH18 0.000 1.498 0.453
V39 1 1.0439 1.0986 SH19 0.000 1.467 -0.465
V40 1 0.9288 1.1000 SH20 0.000 -1.914 -1.735
V41 1 1.0995 1.0276 SH21 0.000 -0.093 -0.469
V42 1 1.0804 1.0280 SH22 0.000 -1.715 -1.953
V43 1 1.0561 1.1000
V44 1 0.9419 1.0947
V45 1 1.1 0.9149
V46 1 1.1 1.0987
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Figura 3 - 17: Perfil de Voltajes del Sistema 
 
 
 
 
De nuevo, la metodología propuesta muestra una reducción en tiempos de cálculo. Para este 
simulaciones en una red de 190 nodos las operaciones se realizaron en un portátil con las 
siguientes especificaciones: HP Pavilion DV4-4063 LA - Laptop Intel Corel i5-2410M 2.3GHz, 
640GB, RAM 4GB.. La solución se alcanza en una sola iteración, con tiempos de cómputo 
así: el sistema centralizado tomó 2888 segundos mientras que sistemas TSO 1 requirió 128 
segundos, TSO 2 un tiempo de 123 segundos y TSO 3 un valor de 192 segundos, para un 
total de 443 segundos, es decir la 6.5 veces menos en relación al sistema integrado. Si el 
proceso se hace de manera distribuida en equipos diferentes el ahorro en tiempo puede 
alcanzar del orden de 15.04 veces menos. 
 
De los resultados para los casos presentados se resumen los siguientes aspectos: Los 
resultados con la propuesta de optimización Multiobjetivo son coherentes y semejantes 
considerando el sistema integrado al sistema de manera centralizada; el minimizar pérdidas 
de potencia activa o reactiva reduce la generación total del sistema y con ello el costo de 
operación; cuando se minimizan pérdidas en la red se aumenta el perfil de tensiones de toda 
la red, lo cual mejora el índice de estabilidad de voltaje y las reservas de potencia activa o 
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reactiva; el considerar la función múltiple objetivo minimizando pérdidas activas, reactivas y el 
índice de estabilidad, se logra reducir las pérdidas sin deteriorar de manera ostensible la 
estabilidad del sistema; en tiempos de cómputo se reducen a más de 6.5 veces, en los casos 
simulados, debido a un menor número de variables a optimizar y simplicidad en los 
equivalentes. Utilizando una optimización distribuida en varios procesadores permitiría 
mostrar la información de manera más oportuna y en menores tiempos; la estrategia 
propuesta está alineada con las políticas de operación de grandes sistemas de potencia en el 
sentido que cada área de control debe ser autónoma y responsable por su seguridad y 
confiabilidad; en cuanto a intercambios netos, cuando se minimizan pérdidas activas se 
reducen los intercambios netos de potencia reactiva entre las áreas; es decir, cada área 
intenta agotar sus recursos localmente, antes que afectar a otras áreas. 
 
 
 
 
 4. Conclusiones y trabajos futuros 
4.1 Conclusiones 
En este trabajo se propone una metodología para la solución del problema de 
coordinación de la operación de grandes sistemas de energía mediante la 
descomposición de la red eléctrica y el problema de optimización multiobjetivo por áreas 
de control independientes, fundamentada sólo en a información de las interconexiones 
entre áreas, manteniendo el control de los intercambios sin deteriorar la estabilidad de 
voltaje del sistema. 
Los resultados numéricos presentados en el capítulo 3, permiten validar la efectividad, 
robustez y velocidad del método propuesto para estimar una operación óptima en 
grandes sistemas de potencia con la menor información posible, con resultados 
semejantes a una estrategia de coordinación y operación centralizada. 
En general, la metodología propuesta ofrece una serie de mejoras a otros trabajos y 
metodologías, que se resumen en los siguientes puntos: 
 La descomposición de la red eléctrica, se realiza considerando el menor número 
de enlaces entre las áreas, lo cual sigue de manera natural las estructura 
regionales o de países, donde internamente son redes enmalladas y débilmente 
conectadas con otros sistemas. 
 Los equivalentes generalizados permiten que los modelos utilizados en cada una 
de las áreas para modelar las interconexiones sean complementarias, lo cual 
simplifica el proceso de ajuste de las variables de frontera. También facilita la 
convergencia de los algoritmos de optimización y flujos de potencia. 
 Los equivalentes y la menara de seleccionar los nodos frontera, evita que se 
tengan que crear nodos, generadores y cargas ficticias. Por otro lado, reduce la 
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duplicación de variables y facilita la modificación del modelo del flujo de cargas 
sólo incluyendo un nuevo nodo en cada área de control y la línea de conexión. 
 Los equivalentes se definen a partir de la información que de manera natural se 
puede estimar por los enlaces de interconexión tal como el flujo de potencia activa 
y reactiva como la tensión y corriente en los extremos de la línea.  
 La optimización multiobjetivo permite considerar diferentes tipos de funciones 
objetivo, además de considerar funciones no lineales como el índice de 
estabilidad de voltaje        . 
 La descomposición del problema del flujo de potencia óptimo y la descomposición 
de la red con el supuesto de conocer los intercambios programados o los 
acuerdos bilaterales entre las regiones, evita procesos iterativos para lograr 
calcular las variables complicantes. 
 La metodología propuesta en si desde la descomposición de la red eléctrica, el 
cálculo de los equivalentes, la descomposición del problema de optimización 
óptima, selección de variables y cálculo del flujo de carga del sistema integrado, 
en una sola iteración permite evaluar el estado óptimo global del sistema. Por 
tanto no precisa de iteraciones adicionales. 
 Se mostró que la técnica heurística del algoritmo genético NSGA-II, puede reducir 
el número de casos sujeto al incremento de las poblaciones y de generaciones de 
acuerdo al número de variables y espectro de variación de las restricciones en las 
variables a optimizar. 
 El procedimiento para la selección de los mejores candidatos de las variables 
óptimas según el cálculo de las funciones objetivos en el proceso de optimización 
Multiobjetivo fue acertado mediante el  análisis estadístico. 
 La metodología y el algoritmo de descentralización de una red global en 
subsistemas es adecuado, con un menor esfuerzo computacional y menos 
requerimientos de transito de información entre las áreas de control. 
 La estrategia propuesta ratifica una operación autónoma de los subsistemas, la 
cual debe ser responsable por su propia seguridad y confiabilidad, es adecuada 
por un menor requerimiento de información operativa y de comunicaciones 
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Otras conclusiones: 
 Sobre los resultados del sistema de 39 nodos, la varianza de los resultados de las 
funciones objetivos en el proceso de optimización, tienen valores inferiores a 1 
excepto las pérdidas reactivas, lo que significa que la dispersión de los óptimos es 
poca y que los resultados se encuentran en una región del frente de Pareto; la 
selección de las variables de control en los subsistemas fue buena y su 
desempeño evaluado mediante el flujo de potencia se ratifica comparando los 
resultados con el sistema centralizado; el error máximo en los intercambios de 
potencia activa fue del 3.00 %; la generación de potencia activa global del sistema 
presenta pequeñas variaciones, lo cual se refleja como el costo por la seguridad. 
No obstante, en cuanto a la potencia reactiva, el sistema descentralizado 
presenta una mayor generación justificado por un aumento de potencia reactiva 
en las áreas lo que las hace más autónomas e independientes de las áreas 
vecinas; los tiempos de cómputo del proceso de optimización del sistema de 
manera centralizada requirió cerca 3800 segundos, mientras que la de los 
subsistemas requirió cerca de la décima parte de este tiempo, es decir 353 
segundos de manera distribuida o procesamiento paralelo. 
 Adicionalmente sobre los resultados del sistema de 190 nodos. el minimizar 
pérdidas de potencia activa o reactiva reduce la generación total del sistema y 
con ello el costo de operación; cuando se minimizan pérdidas en la red se 
aumenta el perfil de tensiones de toda la red, lo cual mejora el índice de 
estabilidad de voltaje y las reservas de potencia activa o reactiva; el considerar la 
función múltiple objetivo minimizando pérdidas activas, reactivas y el índice de 
estabilidad, se logra reducir las pérdidas sin deteriorar de manera ostensible la 
estabilidad del sistema; en tiempos de cómputo se reducen a más de 15 veces, 
de manera distribuida en los casos simulados, debido a un menor número de 
variables a optimizar. Utilizando una optimización distribuida en varios 
procesadores permitiría mostrar la información de manera más oportuna; en 
cuanto a intercambios netos, cuando se minimizan pérdidas activas se reducen 
los intercambios netos de potencia reactiva entre las áreas; es decir, cada área 
intenta agotar sus recursos localmente, antes que afectar a otras áreas. 
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4.2 Trabajos futuros 
Este trabajo deja abierto un mundo de posibilidades de cara hacia el futuro de los 
sistemas de energía y su globalización. 
 Implementar una optimización donde las variables de control tales como los 
cambiadores de tomas de los transformadores y la compensación paralela sean 
tratadas como variables discretas. 
 Modelar otros elementos de electrónica de potencia para el control del voltaje e 
intercambios por los enlaces en la red eléctrica como: desfasadores de ángulo, 
FACT, STATCOM, VQC, SVC, entre otras. 
 Considerar otras de funciones objetivos en los procesos de optimización 
alternados con despachos económicos que consideren el mercado eléctrico entre 
las regiones, de seguridad, de reservas de potencia reactiva regionales y de 
grandes sistemas.  
 Considerar la optimización multiobjetivo con variedad de funciones objetivos entre 
las áreas de control.  
 se requiere definir estrategias de asistencia entre las áreas en estados de 
emergencia de manera que exista una ayuda colaborativa entre ellas. 
 Diseñar esquemas de asistencia y de separación de áreas de control de modo 
que limite la propagación del riesgo de apagones en la red global. 
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