Calibration transfer for use with spectroscopic instruments, particularly for near-infrared, infrared, and Raman analysis, has been the subject of multiple articles, research papers, book chapters, and technical reviews. There has been a myriad of approaches published and claims made for resolving the problems associated with transferring calibrations; however, the capability of attaining identical results over time from two or more instruments using an identical calibration still eludes technologists. Calibration transfer, in a precise definition, refers to a series of analytical approaches or chemometric techniques used to attempt to apply a single spectral database, and the calibration model developed using that database, for two or more instruments, with statistically retained accuracy and precision. Ideally, one would develop a single calibration for any particular application, and move it indiscriminately across instruments and achieve identical analysis or prediction results. There are many technical aspects involved in such precision calibration transfer, related to the measuring instrument reproducibility and repeatability, the reference chemical values used for the calibration, the multivariate mathematics used for calibration, and sample presentation repeatability and reproducibility. Ideally, a multivariate model developed on a single instrument would provide a statistically identical analysis when used on other instruments following transfer. This paper reviews common calibration transfer techniques, mostly related to instrument differences, and the mathematics of the uncertainty between instruments when making spectroscopic measurements of identical samples. It does not specifically address calibration maintenance or reference laboratory differences.
Introduction
One may discuss two main scenarios regarding the subject of calibration transfer to include: (1) the concept of using the same calibration model over time on multiple instruments using similar samples and measurement conditions; or (2) for using the same calibration model to adapt to new measurement and sample conditions, such as changes in natural product phenotype, chemical composition, temperature, sample presentation geometry, variation in instrumentation methods, and the like. The first scenario may be referred to simply as ''calibration transfer between instruments'' and the second, ''calibration maintenance.'' This review specifically addresses calibration transfer between instruments, and within that scenario more specifically the subject of calibration transfer involving instrument differences and methods to identify and compensate for those differences. The topic of calibration maintenance is a significant topic of its own and is not addressed here in the allotted space for this article. In addition, in the scope of this review, limited equations are given for the most well-used transfer algorithms, with more extensive equations shown for instrument evaluation methods.
It is noted that multiple papers addressing calibration maintenance and the issues involved have been published. One paper discusses the concepts of calibration space and its relationship to a specific calibration model. The convolution of the initial sample matrix variables and instrument environment variables determine the conditions for the primary model, and as these conditions change a dynamic modeling maintenance approach is required. 1 Calibration transfer in its purest form allows a calibration to be moved from one instrument to another with statistically retained accuracy and precision. 2, 3 Ideally, a model developed on one instrument would provide the statistically identical analysis on the same sample set when used on other instruments, without bias or slope adjustments, without additional product samples for standardization, and without product recalibration. 4 A variety of textbooks and papers exist describing the general methods and history of calibration transfer. Among these are references describing the details of the background chemometrics, as well as the instrumentation and data types involved. 5, 6 One comprehensive calibration transfer review paper presents an overview of the different mathematical methods used for calibration transfer and a critical assessment of their validity and applicability. 7 The focus of that review paper is on a description of methods used for transfer of calibrations for near-infrared (NIR) spectra. A second early, yet prominent, review of calibration transfer thoroughly describes chemometric methods used for most aspects of calibration transfer. 8 That review classifies transfer methods as being represented by three main approaches, to include: (1) developing more robust calibrations, derived by combining data from multiple instruments and by using spectral pretreatments of that data; (2) by modifying calibrations using bias and slope adjustments (the traditional method); and (3) by adjusting spectra, using such methods as piecewise direct standardization (PDS) combined with a patented method that requires spectra from transfer sample sets measured on each instrument involved in the transfer experiment. 9 A comprehensive book chapter presents a review of calibration transfer methods and a critical assessment of the more common methods in terms of applicability and capabilities. 10 This previously published review presents an overview of calibration transfer methods and a critical assessment of the more common methods in terms of applicability and capabilities. There is a focus on specific methods for calibration transfer using NIR spectra, and it is noted that the methodology described is widely applicable to other analytical measurement techniques. Comprehensive reviews of chemometric methods, including calibration transfer, have been published since 1980 as part of the Fundamental Reviews in Analytical Chemistry. 11 One of the most cited of such fundamental chemometrics reviews, which delves into multiple topics related to calibration and calibration transfer methods, is found in Lavine et al. 12 
Instrument Strategies for Calibration Transfer Comparison of Transfer Methods
A patented technique for transferring calibration models from a reference analytical instrument to a target analytical instrument is demonstrated. In this technique, transfer samples are measured on a reference instrument, producing a reference instrument response for each sample. These measurements are repeated for the target instrument, to produce a target instrument response for each transfer sample. One then generates transfer coefficients capable of performing a multivariate estimation of the reference instrument responses for the transfer samples from the target instrument responses for those samples. The transfer coefficients may then be used to convert a target instrument response for an unknown sample into the equivalent response for the reference instrument. The patent describes piecewise, classical, and inverse transfer techniques. The target instrument responses for the transfer samples are combined with reference instrument responses for the full set of calibration samples to derive a multivariate prediction model for the target instrument. 13 A research paper describes the transfer of calibration models between NIR spectrometric instruments using three different standardization sets representing different sample chemistry types to be used as transfer standards. The first set contains samples that are very similar to the agricultural samples from three different sets to be analyzed, the second set contains generic biological and chemical standards, and the third transfer sample set contained pure organic and inorganic chemicals. 14 Another research paper describes several standardization strategies for calibration transfer methods, as well as an analysis of problems associated with the choice of the standardization samples. 15 
Instrument Alignment and Correction
There are a number of research publications describing strategies and techniques for instrument alignment and correction. In these approaches the instrument wavelength or wavenumber (X) and photometric (Y) axes are carefully maintained as compared to physical standards such that instrument drift and the differences between instrument wavelength and photometric axes scales are minimized. 4, [16] [17] [18] [19] Full spectrum instruments and research associated with basic instrument measurement technology, instrumentation alignment, mathematical calculations, measuring agreement between instruments, and applying wavelength and photometric standards are described in a series of papers. The current state of commercial NIR spectrophotometers and their comparative accuracies are presented in this series. The performance of different instrument types, such as monochromator, Fourier transform (FT), and diode array-based instruments are compared in detail with data comparisons shown in tabular and graphical forms. 3, [20] [21] [22] [23] [24] [25] The technical issues associated with multivariate calibration transfer (or calibration transfer) for spectroscopic instruments using absorption spectroscopy are addressed in a detailed chemometrics monograph book chapter. The chapter describes the methods for evaluating transfer effectiveness. 2 
Filter Instrument Calibration Transfer
There have been many approaches to correcting instruments for calibration transfer. In one instance, filter instruments were used and a method demonstrated for computing calibrations that are robust against filter differences and different bandwidths of filters. The technique allows the development of general wavelength positions and regression coefficients that are robust against small variations in center wavelengths for filters and for wavelength variations that also exist between full scanning instruments. 26 More recent work describing a similar approach uses a univariate procedure to correct for spectral measurements on a secondary instrument. The method refers to using isolated variables (i.e., specific wavelengths) rather than full spectra or spectral windowing for calibration and prediction. Given a set of transfer samples, a robust regression modeling procedure is used to obtain a model with low sensitivity with respect to changes in the univariate wavelength channels selected. The proposed method was reported to compare favorably with PDS as a method of transfer for octane and naphthenes in gasoline and for oil in corn. 27 
The Master Instrument Concept
The utilization of NIR spectroscopy by the forage and feed industry was initially limited by the requirement to individually calibrate each instrument. Calibration transfer thus became a necessity for practical application and implementation of NIR over time. In the initial application of the terminology for calibration transfer involved references to a ''master instrument'' concept, where 60 sealed samples were used for measurements on primary (''master'') and target (''slave'') instruments for the transfer process. These inappropriate terms were initially used to refer to primary and secondary or parent and child instruments, respectively. One monochromator was chosen to be the master instrument. Calibration equations developed on it were transferred to six secondary/child instruments. The standard errors of difference (SED), including bias, among instruments for crude protein, acid detergent fiber, neutral detergent fiber, lignin, and in vitro dry matter disappearance were less than the comparative SED among laboratories for the reference chemical analysis. It was concluded that satisfactory calibration transfer could be accomplished with ten samples. This was the most successful and practical method for calibration transfer in the mid-1980s. 28 The term ''master instrument'' is still widely used.
Mathematical Correction or Standardization Methods

Piecewise Direct Standardization (PDS)
A calibration transfer method termed PDS was applied to a set of gasoline samples measured on two different NIR spectrometers. 29 A calibration transfer method, PDS, was applied to a set of two-component samples measured on the same ultraviolet-visible (UV-Vis) spectrometer with the use of a cuvette cell having a 10 mm pathlength and a fiber optic probe with a 2 mm pathlength. Piecewise direct standardization proceeds by determining a structured transformation matrix using the spectra of a few samples measured with both devices. This transformation matrix can then be used to transform any spectrum measured on one device to that obtained on another device, thereby making the calibration model transferable between devices. 30 More detailed chemometric improvements to the basic technique of PDS for NIR spectrometric instruments is further described for multivariate calibration transfer in a 1996 paper. 31 One of the more common practical methods applied for field calibration transfers is PDS. The algorithm used for PDS determines the structured transformation matrix using the spectra of a set of transfer samples measured on both parent and child instruments. The resulting transformation matrix is used to transform any spectrum measured on any spectrophotometer, thereby allowing calibration model transfer.
For the PDS computation, the following Eqs. 1-3 are applied to convert the child instrument response matrix to the parent instrument response matrix.
where A Pj is the response of the standardization samples measured on the parent instrument at wavelength j; A Cj is the response for the standardization samples measured on the child instrument at wavelength j; and b j is the transformation or correction vector of coefficients for the jth wavelength.
The transformation matrix for PDS is computed using Eq. 2.
where k is the total number of wavelengths in the standardization samples measured on both parent and child instruments.
Finally, the response prediction equation for any unknown sample measured on the child instrument is estimated using Eq. 3.
where the superscript T is the matrix transpose andâ represents the estimated or predicted value for the measured sample a.
Orthogonal Signal Correction (OSC)
Orthogonal signal correction was applied to NIR spectra that were used in a calibration for the water content in a pharmaceutical product. Partial least squares (PLS) calibrations were then compared to other calibration models with uncorrected spectra, models with spectra subjected to multiplicative signal correction, and several other transfer methods. The performance of OSC was on the same level as for PDS and spectral offset correction for each individual instrument and PLS models with both instruments included.
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The main goal of OSC is to determine and remove from the spectral data, A, the part of information which is not correlated with the concentration, Y, within a limited number of orthogonal scores (t) and loadings (p 0 ). Orthogonal signal correction is designed to remove variation from the spectral data, A, that is orthogonal to the reference data Y. The orthogonal variation is modeled by additional components for A and results in the decomposition (Eq. 4).
where t o and p 0 o represent the scores and loadings for the orthogonal component and e the residual. By removing the Y orthogonal variation from the data via AÀt o p 0 o , OSC maximizes correlation and covariance between the A and Y scores to achieve both good prediction and interpretation.
Orthogonal Projection
Dual-domain regression models using wavelet prism decomposition paired by orthogonal projection were used for transfer of NIR spectra.
The resulting model is robust against typical and routine instrument variations. The method, which does not require property values from the secondary data set, is tested on three NIR data sets, and is compared with orthogonal projection in the wavelength domain, OSC, and with model updating (MUP) approaches. The method was reported to be a competitive transfer method to each of these approaches. 33 Procrustes Analysis (PA)
In analytical chemistry, it is necessary to form instrument-dependent calibration models. Problems such as instrument drift, repair, or use of a new instrument create a need for recalibration. Since recalibration can require considerable costs and cause time delays, methods for calibration transfer have been developed. One paper shows that many of these approaches are based on the statistical procedure known as Procrustes' analysis (PA). Successful transfer by PA methods is shown to involve translation (mean-centering), rotation, and stretching (warping) of instrument responses to make them match. 34 
Finite Impulse Response (FIR)
In one paper, four calibration transfer techniques were compared. Three established techniques, (1) finite impulse response (FIR) filtering, (2) generalized least squares weighting (GLSW), and (3) PDS, were evaluated. It was found that a fourth technique, baseline subtraction, was the most effective for calibration transfer. Using as few as 15 transfer samples, predictive capability of the analytical method was maintained across multiple instruments and major instrument maintenance. 35 Previously, a standard-free method using the FIR filter was successfully employed to transfer the NIR spectra of caustic brines, analgesics, and terpolymer resins. This paper carries the FIR transfer method one step further, leading to an improved algorithm that makes the transfer more robust and general by avoiding transfer artifacts in the filtered spectra. 36 
Maximum Likelihood Principal Component Analysis (MLPCA)
A calibration transfer method, called MLPCA, is analogous to conventional principal component analysis (PCA), but incorporates measurement error variance information in the decomposition of the multivariate data. 37 
Variable Successive Projections Algorithm (VSPA)
The VSPA used to select variables for building robust transferable multiple linear regression (MLR) models is investigated. Robust MLR models were compared to a primary instrument PLS model employing PDS to correct the transfer instrument spectra. In both data sets, the mean prediction errors at the transfer or child instrument for the robust VSPA-MLR and the PLS-PDS models were comparable, and slightly better for VSPA-MLR. The proposed approach appears to be a valid alternative to the commonly used PLS-PDS technique. 38 
Compressed Wavelet Domain Standardization (WTDS)
Direct standardization in the compressed wavelet domain is referred to as WTDS. Calibration transfer in the compressed wavelet domain permits a reduction in processing time for the analysis of large spectral data sets with reported success in calibration transfer. 39 
Canonical Correlation Analysis (CCA)
A method based on CCA for calibration model transfer was developed for calibration transfer. In this work, two real NIR data sets were tested in a comparative study between the CCA and PDS. A comparison of methods was positive for the CCA technique over PDS. 40 Another paper describing calibration transfer using CCA coupled with wavelet transform (WTCCA) is applied to NIR spectra. It is noted that both changes in instrument and sample characteristics cause variation from the initial calibration conditions; this causes increased prediction errors with the application of the initial or primary calibration model. Both instrument and sample changes must be considered in the complete calibration transfer scenario. Canonical correlation analysis coupled with wavelet transform was reported to reduce root mean square error of prediction (RMSEP) by mitigating some of the variation caused by both the changes in instrument and sample states. Furthermore, WTCCA was also reported to be applicable to calibration transfer for on-line and in-line applications. 41 
Positive Matrix Factorization (PMF)
Another approach to calibration transfer has been developed based on a factorization technique, PMF. Positive matrix factorization was developed and initially applied to environment data analysis. It has important differences from PCA. Since it is a least squares approach to solving the factor analysis problem, it can use subjective weights for individual data points and thereby make it possible to include uncertain data points like missing or below detection limit values in the analysis. 42 
Spectral Regression (SR)
A calibration transfer method for NIR spectra based on SR is proposed. A comparative study of a spectral method and PDS for standardization on two benchmark NIR data sets is presented with results similar to PDS with background correction. 43 A procedure for the transfer of the regression equation in NIR spectroscopy from a first instrument to a second instrument is presented. The procedure uses PLS regression twice: in the first step to compute the relationship between the spectra of transfer samples of the two instruments; and in the second step to compute the regression equation (relationship between chemical variables and spectral variables) of the first instrument. Spectra were recorded with four different instruments, in four different laboratories with transfer results, as standard error of prediction (SEP), reported to be comparable to the original calibration. 44 
Wavelet Packet Transform Standardization (WPTS)
A standardization algorithm, WPTS, based on a wavelet packet transform (WPT) and entropy criteria, is proposed to transfer spectra between two NIR spectrometers. By comparison, the proposed WPTS can reach a transfer performance comparable to WTS1, which is the best existing method, and better than WTS2 and classical PDS by a simpler technique of variable selection with a lower computational cost of calibration transfer. 45 
Stacked Partial Least Squares (SPLS) Regression
An SPLS regression and stacked dual-domain (SDD) regression analysis was applied with commonly used techniques for calibration transfer to improve predictive performance from transferred multivariate calibration models. The paper reports that the predictive performance for gasoline samples for three conventional calibration transfer methods, PDS, OSC, and MUP, requiring standards measured on both instruments, was significantly improved. 46 
Alternating Trilinear Decomposition (ATLD)
Alternating trilinear decomposition is used to model the changes in composition (or reference data), spectral response, and instrument differences. Because the relative intensity of each instrument is defined as a spectral difference between instruments, the spectra measured on different instruments can be standardized using a relative intensity correction scheme. Near-infrared spectra for corn and tobacco leaf samples were measured using three instruments with results showing that spectra measured on one instrument can be correctly predicted using PLS models built with the spectra measured on other instruments. 47 
Support Vector Regression (SVR)
Support vector regression (SVR) is a nonlinear regression method used for multivariate calibration. Support vector regression may be used to transfer models between instruments subject to different environmental conditions by applying a transfer learning method. In this method, the difference of the SVR regression vectors between old and new conditions is penalized by a L 2 norm penalty, which can prevent the new SVR model from changing too much. This method uses the commonality of SVR models for different measurement conditions, and reduces the need for training samples when building a new SVR model. This approach may be used to update an SVR model quite easily when new instrument or sample conditions occur. This method was reported to improve prediction errors when compared to basic MUP and PDS. The approach is optimized when the standardization samples are selected from the primary model support vectors. 48 
Dual Model based on Predicted Results Ratios
A dual-model method builds a primary calibration model and computes a correction model based on the ratios of the predicted results from the different instruments. The secondary instrument predictions are corrected to be equivalent to those of the primary model on the primary instrument. The results show that a precise correction model is obtained and the model can be used to correct the predictions of the primary model. The prediction error after the correction is reported to be equivalent to that of the primary model. 49 
Proximal Methods
Proximal regularizers, a regularization framework from the field of convex optimization, are applied to standardize instrument functions over different wavelength ranges. In this approach, penalty terms are assigned to a direct standardization function to constrain the transfer matrix and the resulting transferred spectra, including sparsity and smoothness. This approach was reported as effective for application of a narrow wavelength range to a transfer or target instrument with a significantly broader wavelength range. 50 
Miscellaneous Transfer Methods
Multiplicative Signal Correction (MSC)
Two MSC algorithms are compared for the standardization of data from two NIR spectrometers. Absorbance spectra were measured in the range of 1000-2200 nm for a set of 45 jet fuel samples. Data from one instrument were standardized to match data from a second instrument using windowed MSC (W-MSC) and moving window MSC (MW-MSC). For W-MSC user-defined windows were selected and for MW-MSC the window size was optimized based on a two-step procedure: (1) assigning a cutoff window to avoid over-processing; and (2) selection of a specific window size based on sample leverage. 51 For the basic MSC algorithm, each spectrum in a set of spectra represents the dependent variable (as a vector) in a least squares regression case, where the mean spectrum is the independent variable (also a vector). From this computation, both the slope and intercept MSC variables are computed. Thus, the general least squares formula in standard notation is as Eq. 5.
For this least squares linear regression equation, a i is an individual spectrum i from the data set, a j is the mean spectrum of the set of spectra, o i is the bias or offset, and e i is the residual spectrum.
The estimated or corrected MSC spectrum is computed using the computed slope (b i ) and intercept (o i ) constants as Eq. 6.
Multiplicative signal correction approximates a regression estimate of the mean spectrum with the remaining unexplained residual spectrum representing the spectral differences between the spectra within a set. This residual difference is assumed to contain much of the chemical information differences between samples in the spectrum set.
Classification Methods
Spectrometer instruments are characterized by classifying their spectra into previously defined clusters. The spectra are mapped to the clusters and a classification is made based on similarity of extracted spectral features to one of the previously defined clusters. Calibration models for each cluster are provided to compensate for instrumental variation. A simplified method of calibration transfer maps clusters to each other, so that a calibration transferred between clusters models only the difference between the two clusters, substantially reducing the complexity of the model for transfer success. 52 
Synthetic Calibration Spectra
A spectrum simulation method is described for use in the development and transfer of multivariate calibration models from NIR spectra. By use of previously measured molar absorptivities and solvent displacement factors, synthetic calibration spectra are computed using only background spectra collected with the spectrometer for which a calibration model is desired. The resulting synthetic calibration set is used with PLS regression to form the calibration model. This methodology is demonstrated for use in the analysis of physiological levels of glucose (1-30 mM) in an aqueous matrix containing variable levels of alanine, ascorbate, lactate, urea, and triacetin. 53 
Dispersive to FT Transfer
Near-infrared calibration models were developed for the determination of content uniformity of pharmaceutical tablets. Data used in this study were acquired from five NIR instruments manufactured by two different vendors. One of these spectrometers is a dispersive-based NIR system while the other four were FT-based. The transferability of the optimized PLS calibration models developed on the primary instrument (A) located in a research facility was evaluated using spectral data acquired from secondary instruments B, C, D, and E. Instruments B and E were located in the same research facility as spectrometer A, while instruments C and D were located in a production facility 35 miles away. The same set of tablet samples were used to acquire spectral data from all instruments. To minimize the effect of instrument variability, calibration transfer techniques such as PDS and wavelet hybrid direct standardization (WHDS) were used. 54 A principal component regression (PCR) calibration model developed on a scanning NIR spectrophotometer (using a standard cuvette) was transferred to a FT-NIR spectrophotometer (using a fiber optic probe) for the determination of NaCl in aqueous solutions by using the PDS method. It was reported that only two transfer samples were needed in obtaining a good calibration transfer. 55 For calibration transfer using FT instruments, many approaches rely on the measurement of a subset of calibration transfer samples on each instrument, an approach that is often not practical. Specific to FT-designed instruments, an approach is proposed that models the optical variations between spectrometers caused by self-apodization, shear, and detector misalignment, such as off-axis field of view (FOV). These typical FT instrument variations are examined and equations describing their effects are given. Shear and off-axis detector FOV are the cause of nonlinear distortions for both the photometric amplitude and wavenumber axes. This type of distortion, demonstrated in FT instruments, cannot be accommodated for by the application of standard wavenumber or photometric alignment or correction methods. One novel approach has broad applicability to a variety of optical spectrometers for improvement of both multivariate calibration transfer and instrument standardization. 56 
Dispersive to Handheld Transfer
The objective of this study was to assess the potential of a calibration transfer from the Foss NIRSystem 6500 to the Polychromix Phazir, a MEMS-based handheld spectrometer. The results show that good calibration models were obtained for various feed properties (i.e., fat, fiber, protein, and starch) developed on a Foss NIRSystem 6500, based on a spectral database of 9164 samples transferred to a Polychromix Phazir handheld spectrometer. 57 
Temperature Compensation
Calibration transfer between spectra measured at different temperatures was investigated for NIR spectroscopic determination of NaCl in aqueous solutions. A PCR calibration model developed at 23.0 C was transferred to 28.5 C by using a PDS method. 58 
Two-Dimensional Method Transfer
A method is described for calibrating two-dimensional responses measured on multiple instruments or on a single instrument under different operating conditions. From computer simulation and experimental data, it was found that the design of the standard sample is crucial for the parameter estimations and response standardization. 59 
Instrument Performance and Calibration Transfer
Calibration transfer is a multistep process. The basic spectra are initially measured on at least one instrument (i.e., the parent, primary, or master instrument) and combined with the corresponding reference chemical information (i.e., reference or actual primary chemistry values) for the development of all calibration models. These models are verified and maintained on the initial calibration instrument and are transferred to other instruments (i.e., child, secondary, or transfer instruments) to enable analysis using the child instruments with minimal intervention and recalibration. Note that a perfect calibration transfer would require no intervention on the child or transfer instrument, or stated another way, the entire issue of calibration transfer between instruments disappears if the instruments or transformed spectra are precisely alike. If instruments are the ''same,'' then one sample placed on any of the instruments will predict or report precisely the ''same'' result at any time. Since instruments are not alike, and in fact change over time, calibration transfer techniques are applied to produce the best attempt at calibration model or data transfer. All spectroscopic techniques measure the volume fractions of the various components of a mixture, not necessarily the weight fractions (unless densities and mixing properties are identical). While the ideal approach would be to use volume fraction units to express the reference laboratory values, this is unlikely due to industrial familiarity with specific tests and units of measure. Current practice across many industries includes test procedures that specify how analysis is to be done and how the results are to be reported; this will take time to change. Therefore, the reference values may be some prescribed analysis method representing the weight fraction of materials, the volume percent of composition, or some arbitrarily defined unit. Thus, the nonlinearity caused by differences in the spectroscopy and the reported reference values must be compensated for to some extent, using calibration practices. This often involves additional wavelength information or additional factors when applying multivariate calibration methods.
In practice, the current procedures for multivariate calibration transfer, or simply calibration transfer, is the use of a set of software algorithms, and physical materials (or standards) measured on multiple instruments, used to move calibrations from one instrument to another. If the basic method for calibration transfer does not produce satisfactory results, the user simply begins to measure more samples on the transfer (i.e., child) instrument until the model is updated to the new instrument based on the specific child instrument characteristics.
Types of Spectrophotometers
Spectrometers or spectrophotometers, for analysis methods from UV through IR, and Raman spectroscopy are produced in many design types. There are instruments based on the grating monochromator with mechanical drive, grating monochromator with encoder drive, the Michelson interferometer in various forms, dispersive gratings with array detectors, interference and linear variable filter (LVF) instruments with single detectors, linear variable filters with array detection, MEMS based Fabry-Perot interferometers, digital transform actuator technologies (DMD-DLP), acousto-optic tunable filters (AOTF), Hadamard transform spectrometers, laser diodes, tunable lasers, various interference filter types, multivariate optical computing, and others.
Transfer of sophisticated multifactor PLS models across instruments of different design types is not common using any approach. The requirement of precise spectral shapes across instruments requires more sophisticated transforms than basic x-(wavelength or frequency) and y-axes (photometric value) corrections. Multivariate calibrations are developed for many data dimensions and require delicate instrument adjustments across this multidimensional space to fit measured data precisely. The center wavelength, data spacing, photometric response, photometric linearity, resolution, instrument line shape and symmetry, and other parameters must be nearly identical for multivariate calibrations to yield equivalent prediction results across different spectrometers and different design types of spectrometers.
Instrument Comparison and Evaluation Methods
One of the essential aspects for determining the efficacy and quality of calibration transfer is to make certain the spectrometer instrumentation is essentially the same or as similar as possible before the calibration transfer experiment. Many standard tests are used to determine alikeness between spectrophotometers. The specific tests outlined here are applicable to spectrometers using different wavelength or frequency ranges. Eight basic instrument tests and a summary evaluation are described as a standard method to determine instrument measurement performance, including: wavelength/wavenumber accuracy; absolute wavelength/wavenumber accuracy; wavelength/wavenumber repeatability; absorbance/response accuracy; absorbance/response repeatability; photometric linearity; photometric noise; signal averaging (noise) tests; and an instrument line shape (ILS) test. If carefully conducted, these experiments provide specific information for diagnosing mechanical, optical, and electronic variations associated with design or manufacturing limitations. They provide immediate and objective data for correcting and refining instrumentation quality and alikeness using either engineering-based or mathematics-based corrections.
Instrument Optical Quality Performance Tests
The following series of tests is used to qualify instrument performance and to determine which issues are problematic due to deficiencies in instrument design features. These tests are related to alikeness in measurement performance between instruments and to overall accuracy, and precision (as repeatability and reproducibility).
Wavenumber or Wavelength Accuracy
The wavenumber accuracy of a spectrophotometer is determined by using a suitable reference standard. For this test, repeat measurements of the same wavenumber standard are performed for a specific period and number of replicates. The mean spectrum wavenumber position n i ð Þ is calculated for each wavenumber measurement for the first-derivative zero crossings for scan-to-scan replicates, or an alternative peak selection algorithm. The wavenumber accuracy is reported as the average wavenumber difference value for the scan-to-scan set as n i .
where n i is the average wavenumber difference value for the scan-to-scan set; n i are individual wavenumber shifts of the first-derivative zero-crossover position for replicate number of scans i; n ref is the reference wavenumber position for the standard, and n is the number of replicate measurements.
Absolute Wavenumber or Wavelength Accuracy
The absolute average wavenumber accuracy is reported as the absolute average wavenumber difference value for the scan-to-scan set as n i j j.
Workmanwhere n i j j is the average absolute wavenumber difference value for the scan-to-scan set; n i are individual wavenumber shifts of the first-derivative zero-crossover position for replicate number of scans i; n ref is the reference wavenumber position for the standard, and n is the number of replicate measurements.
Wavenumber or Wavelength Repeatability (Precision) Test
The wavenumber repeatability or precision of the spectrophotometer is verified using a suitable reference standard. For this test, repeat measurements of the same reference standard sample are made. The wavenumber repeatability, as s i , is computed as the standard deviation (SD) of the replicate measurements.
where s i is the SD for the scan-to-scan wavelength precision or repeatability for scan-to-scan measurements, and where n i are individual wavenumber positions of the firstderivative zero-crossover for replicate number of scans i; n i is the average wavenumber value for the scan-to-scan set; and n is the number of replicates.
Absorbance/Response Accuracy Test
The absorbance response accuracy of a spectrophotometer is measured using an acceptable transmittance or reflectance standard. For this test, repeat measurements of the same photometric standard are completed.
The absorbance accuracy is reported as the average absorbance difference value for the scan-to-scan set as
where A i is the average absorbance difference value for the scan-to-scan set; A i are individual absorbance measurements for replicate number of scans i; A ref is the reference absorbance values for the standard at the specific measurement wavenumbers, and n is the number of replicate measurements.
Absorbance/Response Repeatability (Precision) Test
The absorbance repeatability or precision of the spectrophotometer is verified using a suitable reference standard. For this test, repeat measurements of the same reference standard sample are made. The absorbance repeatability, as As i , is computed as the SD of the replicate measurements.
where As i is the SD for the scan-to-scan wavelength precision or repeatability for scan-to-scan measurements, and where A i are individual absorbance values for specific wavenumbers for replicate number of scans i; A i is the average absorbance value for the scan-to-scan set; and n is the number of replicates.
Photometric Linearity Test
The photometric linearity of the spectrophotometer by using a set of reference neutral density filters or suitable reflectance standards. Plot the observed response against the expected reference response. The slope (b) of the line for reference (x) versus measured (y) data should be 1.00 AE 0.05 and the intercept (a) should be 0.00 AE 0.05. Calculate the slope and intercept using the reference material measurements of 5, 10, 20, 40, 60, and 80% reflectance/transmittance; or 1.3, 1.0, 0.70, 0.40, 0.22, 0.10 A, respectively.
The results are reported as a graph of the measured linear response against the expected response at the measured wavenumbers.
Note the slope (b) and intercept (a) for the data set of x i (actual) and y i (measured) pairs of measurements for each wavenumber position.
Photometric Noise Test
The photometric noise is completed by using a reference neutral density filter or reflectance standard at either 0.0 or 1.0 A or approximately 100% reflection/transmission or 10% reflection/transmission, respectively.
The photometric noise is computed as the SD of the spectral response. This statistic is calculated for a set of spectra averaged over a standard measurement period (e.g., 30 s) using Eq. 11. It is reported for the standard value measured, e.g., 0.0 or 1.0 A.
Instrument Line Shape (ILS) Test
The bandpass or line shape is important in transferring calibrations and in maintaining sufficient resolution in the spectrometer to provide reliable spectral data and peak positions. The fine structure of product samples is maintained when the line shape is constant. The spectrometers must maintain constant line shape over the spectral range for transfer of calibrations. The integrity and structure of the measured spectra depend on an instrument with reliable, sufficient, and repeatable line shape. This may be measured using specialized equipment and methods as described in Workman. 6 
Summary Specifications for Instrument ''Alikeness'' Testing
General specifications for comparing instruments should meet basic minimum pre-established criteria for calibration transfer. Specific calibrations and prediction performance criteria will vary and so then will the comparative instrument performance metrics (Table 1) .
Mathematical Tests for Bias and Slope Significance Following Calibration Transfer
In the process of transferring calibrations from a parent to a child instrument, one may take four different fundamental strategies for matching the predicted values across instruments. Each of these strategies varies in complexity and efficacy: (1) adjusting the calibration model (i.e., the regression or b-vector); (2) adjusting the instrument as it measures spectra (i.e., the x-and y-axes) and other parameters; (3) adjusting the spectra (using various spectral transformations, such as matching x-and y-axes and adjust apparent lines shapes via smoothing; or (4) adjusting the final predicted results (via bias or slope adjustments).
Comparisons When Transferring Calibrations
For spectroscopic-based measurements using multivariate calibrations, one may compare the standard or reference concentrations for a set of samples to the spectroscopicbased predicted values. One may also compare the response of the parent instrument to that of the child instrument. In making these comparisons, one may perform statistical tests for bias, correlation, and slope. A statistically significant difference in bias should result in a change of the bias. A statistically significant result in correlation or slope should result in a basic multivariate recalibration. One should investigate the cause of slope changes between instruments and make corrections to the instrument or spectra.
Bias or Slope Adjustments of Predicted Results Across Parent and Child Instruments
A significant bias between parent and child predicted values results mainly from instrumental differences. Other sources of significant bias changes between reference values and spectroscopy-based predicted values are due to chemical or spectral interferences. These differences cause significant bias in the measured analyte concentration due to the effect(s) of an additional component, changes in a physical property of the sample, or from an analytical measurement anomaly.
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Bias (Means) One-Sample t-Test Between Parent and Child Instruments
The concept of mean differences (or bias) requires a test of significant to determine whether a bias adjustment in predicted results should be implemented. An appropriate statistical test will determine if the variation in the mean values (bias) between sample sets of predicted values is within expected random fluctuation for a normally distributed population of measurements. The larger the sample set used to test calibration transfer bias, the more accurate the estimate of the bias value. Thus, using 20 test samples would give a more accurate estimate of the bias than ten samples. The smaller the standard error of the mean (SEM), the greater the confidence will be of the true bias value (Eqs. 14 and 15). If one uses 20 rather than ten samples for bias checking, a more powerful estimate of the true bias occurs by a factor of ffiffiffiffiffi 20 p = ffiffiffiffiffi 10 p ¼ 1:41. This is true only if there is no slope difference. Note: it is acceptable to make the statistically significant bias correction even if there is a slope difference.
The statistical test used to determine bias significance is a simple parametric one-sample t-test. For this test, one need only have the average predicted mean value for a set of samples on the parent instrument and the set of predicted values for the same sample set measured on the child instrument. The mean value for the set of reference samples measured on the parent (i.e., calibration) instrument is designated as X Parent . Note for this test only the mean value is known. The mean value for the same set of reference samples measured on the child (i.e., transfer) instrument is designated as X Child . For this test, we are setting our test hypotheses as follows:
Then, compute the SD for the child instrument (s Child ) for the sample predicted data on the measured set of samples as in Eq. 13:
where y i is the mean predicted value for the sample set for the child instrument; y i is the individual predicted value for the set of test samples for the child instrument; and n is the number of samples used for the calculation.
Then, compute the SEM for the child instrument, which is found by using Eq.14:
Here, we are testing whether the predicted value mean is statistically the same for both the parent and child instruments. There are many variations of testing mean differences, but this is a basic test for comparing means when the sample size of two groups is identical. This test determines whether the average predicted values are statistically the same for the test set used.
Furthermore, we note that the reference values are not assumed to be known for the test set. For this t-test statistic, we are able to compute our t-test for mean bias significance using Eq. 15:
If this resulting t-test is greater than the t critical value for n-1 degrees of freedom, we then know the bias is significant (accept H A ) and it should be changed. If the t-value computed is less than the critical value of t, it is not significant (we accept H 0 ) and should not be changed. If the bias is significant, then test the difference between the slopes of the two lines or compare their correlation coefficients. Note that n in this case is the number of samples in the test set, for example, n ¼ 20.
Bias (Means) Two-Sample t-Test Between Parent and Child Instruments
If the predicted values are known for the set of test samples from both the parent and child instruments, one uses a parametric two-sample t-test. For this example, there is an identical number of samples for each bias test, so the sample sizes for each test of the parent and child instruments are identical. No assumption is made that the reference values are known for the set of test samples. For this test, the mean predicted value for the set of reference samples measured on the parent (i.e., calibration) instrument is designated as X Parent . The mean predicted value for the same set of reference samples measured on the child (i.e., transfer) instrument is designated as X Child . The hypotheses tests are the same as in the one-sample t-test:
With this information, the SDs for both the parent (s Parent ) and child (s Child ) predicted data on the measured set of samples are computed using Eqs. 16 and 17, respectively.
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Then, the t-test is computed for mean bias significance using Eq. 18:
If this t-test value is greater than the t critical value for n c þ n p À 2 degrees of freedom, the bias is significant (accept H A ), and thus the bias should be changed. If the t-value computed is less than the critical value of t, it should not be changed and is not significant (we accept H 0 ). If the bias is significant, then test the difference between the slope of the two lines or compare their correlation coefficients for significance.
Comparing the Correlation Coefficients Between Parent and Child Instruments Using the (r-to-z Transform) Significance Test
The slope should not be changed to adjust the predicted values following calibration transfer. However, the slope significance should be computed as an indication of a need to recalibrate the instrument using a new multivariate model. For this test, the correlation coefficients of the sample set for the parent instrument are compared to the correlation coefficient of the same sample set on the child instrument; this correlation is termed Pearson's r statistic.
To compare the correlation coefficients between the parent and child instrument predicted values to test whether there is a significant difference between them, regress the parent instrument predicted values (as the x, reference, or independent values) against the child instrument predicted values (as the y, or dependent values). For the resulting correlation, expected to be near 1.0, we actually use a value of r ¼ 0.995 for testing. Our hypotheses tests for a suitable correlation between the parent and child instrument predictions is given as: With this set of hypotheses tests we use the following Eq. 19 to compute the Z test statistic:
This Z Test is computed and compared for alpha ¼ 0.05, and yields a Z critical value of 1.96. So, if the computed Z Test statistic is greater than 1.96, the alternate hypothesis (H A : r 6 ¼ 1.0) is accepted. This indicates that the instrument predictions are not alike and the actual correlation is different between the child and parent instruments. If the Z Test < 1.96 the correlations are alike and assumed to be near 1.0, so the null hypothesis is accepted (H 0 : r ¼ 1.0). If the null is accepted, we state that the correlation is essentially the same (or 1.0) for the child versus parent predicted values.
Slope Significance Limit Test Between Parent and Child Instruments
If the child or transfer instrument is expected to perform identically to the parent instrument for predictions, one may test this assumption by computing the confidence limits for comparison between the parent and child predicted values using criteria computed only from the parent instrument. For a slope significance test, one observes the slope change between the parent instrument predicted values for a set of test samples over time. The slope changes are retained for analysis.
For this calculation, compute the predicted values for the set of 20 test samples on the parent instrument one week apart. Thus, we would have two sets of predicted values designated by different measurement times as x i for time 0 (the reference values) and for the same set of samples measured one week later designated as (y i ). (Note these test samples must be chemically stable over the oneweek period.)
For the computation of the acceptable slope confidence interval (CI) for the child instrument to be considered alike to the parent instrument, compute three basic sets of numbers. These are: (1) the set of parent predicted values at time 0 (x i ); (2) the set of parent predicted values at week 1 (y i ); and (3) the set of predicted values from the simple linear regression between these x i and y i values, designated asŷ i . Note that n is the number of x i , y i pairs (i.e., 20 for this example). From these three sets of values, we can compute the SD of the residuals for the predicted values, from the regression (ŷ i ¼ b þ mx i ) as:
Then, compute the SD for the desired slope as:
Lastly, compute the confidence limit for the slope, given as:
where t is the critical value of the t distribution, two-tailed test, at alpha ¼ 0.05 and with degrees of freedom as n -2. This value can be found in any table of the critical values of the t distribution. Thus, the test criteria for testing a child instrument slope following calibration transfer would be within the confidence limits of the test measured on the same parent instrument over approximately this time interval. To complete this parent and child comparison, one would designate the parent instrument results as x i and the child measured results as y i . Then the slope would be computed for the regression and must fall within the computed confidence limits for the time 0 and week 1 parent tests. This is a test of equivalence in slope between parent and child predicted values. 61 
Approaches for Developing Global Models
Various methods have been proposed to produce the universal model or a calibration that is mostly robust against standard instrument differences or changes with time as are common to commercial instruments of today. These have been referred to as robust models, or global models. For computing a robust model, various experimental designs have been constructed to better represent the product, reference values, and instrument calibration space and to include typical changes and interferents that should be included within the model for it to be broadly applicable. Using this approach, one might design a factorial experiment for the composition of the calibration set to include multiple variations typically encountered during routine analysis. A list of some of these variations may consist of differences in sample pathlength, sample cup, sample temperature, sample moisture content, flow rate, particle size, interferent content, instrument type, constituent ratios, sampling parameters, and others. 62 These approaches will work for a period of time until the instrument drifts or the product or constituent chemistry changes. These types of changes are expected and thus routine recalibration (i.e., MUP) would be required as a standard procedure if the chemistry or instrument changes are considered significant. A method for selection of specific robust wavelengths in MLR models that are more forgiving toward wavelength differences in interference filter based instruments has been demonstrated to be effective. 26 A robust method to reduce the effect of interference on NIR measurements has been demonstrated. This pre-processing method is termed OSC; as it removes variation from the spectral data, x, that is orthogonal to y, it maximizes correlation and covariance between the x and y scores to achieve more accurate predictions in NIR spectroscopy. 63, 64 Augmenting Models Over Time If instrument differences are significant, the predicted values between parent and child instruments will be unacceptably large. In these cases, one may begin to collect more samples on the child instrument and then re-compute the multivariate model using the majority of high leverage sample data from the new instrument. This in effect uses the calibration transfer as a temporary solution or bridge to building an accurate model on the child instrument. Such a practice is often used when the instrument differences are too significant for direct and accurate calibration transfer. Augmentation using noise simulation with characterized noise sources may be added during the modeling step to improve prediction results and stability. 65, 66 Sample Selection to Improve Spectral Data Sample selection methods have been used and perfected since the beginning of chemometric methods and spectroscopy. There are many methods and a variety of nomenclatures for these sample selection techniques. The purpose of such methods is to remove the redundancy in spectral data such that the most repetitive samples do not have excessive influence on the regression model. This provides a basis such that the regression line more appropriately fitted to the extreme samples, including those with high and low analyte concentrations. Such methods of sample selection include: random subset selection, manual subset selection, spectral subtraction methods for ''uniqueness'' tests, stratified sample selection, discriminant based selection techniques using spectral distances, correlation matching techniques, and others. These methods are described in more detail in Workman et al. 67 One of the first successful approaches for sample selection was a process that used spectral subtraction to remove the unusual spectra from all of the other spectra described in Honigs et al. 68 Even for early research, these methods significantly improved the SEP for multiple constituents in forage analysis. 69 
Spectral Data Transformation
This process consists in altering spectral data from the child instrument to be more like that measured on the parent instrument. Piecewise direct standardization has been used most often for this procedure. 70 
Special Standardization Mathematical Approaches
This approach has been discussed and referenced in the following paper. 21 
Locally Weighted Regression (LWR) Methods
As a global or universal calibration approach, LWR or local regression methods use spectral data and corresponding reference data to build a ''local'' calibration using only those samples near the unknown or test sample spectra. For example, the unknown spectrum is measured and the sample spectra most like the unknown are selected from a resident database. The multivariate calibration model is then computed using only the local samples. The samples can be down-weighted for use in the regression model based on distance from the unknown sample. This allows quite accurate prediction analysis when a variety of samples and instrument type data is incorporated into a spectral database. The first description of the use of this method for spectroscopy is referenced in Naes et al., 71 based on original work from the statistics community. 72 
Use of Indicator Variables
A method has been used previously that simultaneously optimizes the calibration for multiple instruments and provides t-tests for the differences between them. The method creates the calibration by running the samples on several instruments (the more the better). All the data are added into the calibration and indicator variables are used between the instruments. With this approach one obtains the best calibration that is optimized for all instruments, the coefficients of the indicator variables are the biases between the instruments, and the t-tests computed from this method are valid for the corresponding bias values. 73 
Measuring the Uncertainty Between Instruments Following Calibration Transfer
In any specific calibration transfer situation, if the prescribed method for calibration transfer does not produce satisfactory results, the user simply begins to measure more samples directly using the child (transfer) instrument until the model is updated based on the child or transfer instrument characteristics. Such transfer of calibration is also accomplished by recalibration on the child instrument or by blending samples measured on multiple instruments into a single calibration. Although the blending approach improves method robustness (or ruggedness) for predicted results across instruments using the same calibration, it is not relevant for all applications, for analytes having small net analyte signals, or for achieving the optimum accuracy.
How to Tell if Two Instrument Predictions are Statistically Alike
The main question when comparing parent to child instrument predictions, or a reference laboratory method to an instrument prediction, or results from two completely different reference methods, is how to know if the differences are meaningful or significant and when they are not. There is always some difference expected, since an imperfect world allows for a certain amount of ''natural'' variation. However, when are those differences considered statistically significant differences or when are the differences too great to be acceptable? There are a number of reference papers and guides to tell us how to compute differences, diagnose their significance, and describe the types of errors involved between methods, instruments, and analytical techniques of many types. Whether the analytical method is based on spectroscopy and multivariate calibration methods, other instrumental methods, or even gravimetric methods. 74 Youden and Steiner 74 describe collaborative laboratory tests, the ranking of laboratories for accuracy, outlier determination, ruggedness tests for methods, and diagnosing the various types of errors in analytical results. Table 2 illustrates simulation data that are representative of spectroscopy data following multivariate calibration. These data could refer to results from different analytical methods or instruments, designated as A and B; for example, if A and B are designated from two different instruments for 20 different samples. The original data from a calibrated instrument is designated as A. The results of data transferred to another instrument are represented by B. There are duplicate measurements for A as A1 and A2, and for B as B1 and B2, respectively. From these data we will perform an analysis and look for levels of uncertainty and acceptability for the analytical results.
For comparison of the data in Table 2 , A1 and B1 data are selected, noting that one might compare multiple analyses for multiple instruments as a more powerful test of the estimated SD of a measurement result for any method or instrument combination. However, the approach shown here is adequate for estimates of uncertainty for typical analysis and calibration transfer applications. Here, the National Institute of Standards and Technology (NIST) nomenclature is used. 75, 76 We note the following set of equations:
where y is the estimated analytical value for any sample as a function of a series of measurement quantities such as X 1 , X 2 ,. . ., X N ; and where each X i is an independent observation (or measurement). Note that when using this nomenclature, the A1 and B1 measurements for each sample are denoted as X i measurements. Also note the value (y i ) for each sample measurement is estimated as the sample mean from N independent measurements and is denoted as X i,k , giving the following relationship:
The estimated analytical value y i ð Þ is the mean for a number of measurements of that sample X i À Á using the analytical method prescribed. It then follows that the standard uncertainty u(X i) with reference to the measured values (X i ) is equal to the estimated SD of the mean:
So, to apply this to the data illustration from Table 2 , using A1 and B1 as X 1 and X 2 , therefore:
where u(y i ) is the estimated standard uncertainty for a series of measurements on multiple samples where the mean value of the measurements for each sample is used for comparison. The equations above are often used for multiple measurements of a single physical constant. When a single measurement pair as A1 and B1 is used for each sample, variance is computed for each of the 20 samples and results pooled to give an estimate of standard uncertainty u(y i ) as:
Compiling these results yields the following for the standard uncertainty reported as u y i ð Þ ¼ 0:226.
Relative Standard Uncertainty
This is denoted as u r y i ð Þ ¼ u y i ð Þ= y i and so applying the previously computed results we note that y i is equal to 14.648 and y i ¼ 14.648 as the mean of all A1 and B1
values. Therefore, the u y i ð Þ ¼ 0:226, and so the relative standard uncertainty is reported as:
Confidence Levels Reported. The confidence levels would be expressed as follows: Therefore, for the analyst the final step is deciding if this is a satisfactory result across the two instruments. 
Bland-Altman Test as a Measure of Limits of Agreement
As a second analysis of the data in Table 2 , one of the definitive techniques used for method comparisons within the highly regulated clinical sciences is termed the BlandAltman method. 77 For a comparison of this method, two single measurements are taken for each sample on each instrument as A1 and A2. The first measurement is used for comparison, the second for a repeatability study. For this method of comparison, a line of equality plot is made to compare two methods or two instruments. The various x,y data points are plotted against a perfect straight line of equality. The authors make the point that correlation (r) measures the strength of the relationship between two variables, but it does not measure the agreement between them. Perfect agreement is indicated by the data points lying directly on the line of equality. A perfect correlation is indicated if the points lie along any straight line (Fig. 1) . The authors emphasize that: (1) correlation indicates the strength of a relationship between variables-not that the analytical results agree; (2) a change in scale does not affect correlation, but drastically affects agreement; (3) correlation depends upon the range of the true quantity (analyte) in the sample; (4) tests of significance are mostly irrelevant between two similar analytical methods, and (5) data in poor agreement analytically can be highly correlated (Fig. 2) .
A Bland-Altman plot (Fig. 3) , extremely familiar to clinical analysts, demonstrates a good visual comparison technique to evaluate the agreement between two methods or instruments. The x-axis (abscissa) for each sample is represented by the average value for each sample obtained from the comparison results (using two methods or two instruments). The y-axis (ordinate) for each sample is represented by the difference between one method and the second method (or instruments A and B in our example) for each sample. Such a plot uses the mean and AE2 SDs as the upper and lower comparison thresholds.
To assess if the data are in close enough agreement for analytical purposes between A1 and B1, the bias or mean difference d À Á , the SD of the differences (s or SD), and the expected ''limits of agreement'' are computed. These are expressed asd AE 2 Â s for a 95% confidence level.
The mean difference is computed as the average of all the differences between the comparative instruments, for each sample as:
where d i is the mean difference between each sample for instrument or method A i and instrument or method B i for each sample i; A i is the individual result for the A instrument and ith sample; B i is the individual results for the B instrument and ith sample; and n is the number of sample pairs used for comparison.
The SD for this comparison for the set of samples is computed as: where s i is the SD of differences between the two instruments or methods; D i is the individual differences for the i number of samples for A and B instruments. Therefore, for If the number is considered too large for a 95% confidence of the result agreement, then these instrument and calibration combinations are not considered equivalent. On the other hand, if these limits of agreement are acceptable for the application where they are used this is an acceptable method. In a clinical situation, a physician determines the level of accuracy or agreement required for critical intervention decision-making; this would be analogous to a process control supervisor or analytical scientist assessing the acceptable level of agreement between comparative methods in order to use the alternate method or instrument as a substitute for a primary method.
Wavelength/Wavenumber Difference Considerations
Wavelength or wavenumber precision and accuracy, formally termed repeatability and reproducibility, within a single instrument and between multiple instruments over time, is essential for optimum transfer of quantitative calibrations, and for the continuous use of databases in qualitative search techniques. To maintain the integrity of data, it is essential that the wavelength axis be stable within instruments and identical across different instruments over changing measurement conditions. This is a difficult task for the basic commercial instrument designers and manufacturers in terms of making spectrometers highly precise and accurate on the wavelength axis. Questions arise as to the engineering tolerances required for high precision spectrometers in terms of mechanical, optical, and electronic components. Also, essential to the precise wavelength alignment are the exact procedures required to properly calibrate the wavelength axis of the spectrometer based on measurements of known reference standards.
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Different Approaches to Alignment of the Wavelength/Wavenumber Axis Due to the inherent uncertainties of standard reference materials (SRMs), one may ask if they are precise enough to be useful for aligning the wavelength axis of spectrometers over time. 79 One may inquire if the uncertainties inherent in SRMs are too large for the precision alignment required for today's spectrometers. For example, NIST SRM 1920a reported a published uncertainty of AE1 nm. 80, 81 With large uncertainties in published wavelength peak positions, referred to as measurands, would it not be most reasonable to ensure that wavelength accuracy is within inherent NIST uncertainties when using SRMs, but strive to be far closer in agreement for instrument-toinstrument matching?
A seminal paper on the use of rare earth oxides (REOs) for use as wavelength standards in NIR is familiar to many spectroscopists. 80 One important wavelength standard made for use in the NIR region has been SRM 1920a, consisting of a mixture of REOs. This SRM has had known stability problems related to variation in wavelength scale, and as such has been replaced with SRM 2036 glass. 82 SRM 1920a is not a particularly stable material and wavelength registration changes based on temperature have been published as (AE 0.15 nm). In the certification of SRM 1920a, NIST also experienced challenges with their secondary Cary Model spectrometer and their manual method of peak selection resulting in the large reported uncertainty. In calibrating this SRM, NIST reportedly used the precise NBS/NIST spectrometer to measure three wavelengths (viz., 1012.9, 1260.7, and 1535.5 nm). The Cary instrument was reported to exhibit a deviation of AE 1 nm during the test measurement period. For the NIST spectrometer, emission reference lamps included the use of Ne at 703.24 nm, Xe at 881.94 and 979.97 nm, Hg at 1013.97 and 1529.58 nm, and Kr at 1816.73 nm. The use of such atomic line spectra for wavelength registration produces the lowest uncertainty. 83 For the longer NIR wavelength region, 1-2-4 trichlorobenzene was used to mark the 2152.60 nm position. Toluene (used for IR at 3290.8, 3422.0, 3484.0, 5147.2, 5381.8, and 5549.0 nm) and carbon disulfide (2224.0 nm) have also been recommended for wavelength calibration in early published work. 84, 85 The task of selecting appropriate standards for certified peak wavelength positions is critical for improved x-axis (wavelength) alignment and calibration of spectrometers. Wavelength alignment technology is dependent on selecting a suitable set of reference peak wavelengths and stable materials to align each spectrometer system using best available measurement practices. If wavelength precision must approach AE 0.05 nm and accuracy across the entire spectral region is better than AE 0.2 nm for 95% CI, a series of technological improvements must be implemented in the future.
So, what if a master instrument, with its own idiosyncratic scanning features, can be duplicated? One might analyze a paired reference standard with the master instrument and align the newly manufactured instrument to the set of wavelength peak position values found using the master instrument. This approach was used in the early development of NIR instruments in an attempt to make them more similar. 26, 86, 87 The problem with this approach is the entire world may have a different set of nominal wavelength values (measurands) than the master instrument. Spectrometers change over time and conditions and wavelength alignment drifts. A common spectrometer may demonstrate inherent nonlinearity in its wavelength axis, which does not allow accurate alignment throughout the complete spectral range. So, to consistently align the wavelength axis with other instrument types, and even to align a single instrument over time, requires not only repeatability, but also accuracy indicated by agreement with reference standard peak positions (i.e., measurands).
These reference peak positions are provided by a set of known physical standards (physical in the sense of primary lines that are universally reproducible). Such standards may be primary emission standards (i.e., atomic lines), physical standards of mixed rare earth glasses, or even organic liquids at standardized pathlength and temperature. The measurands for calibrating wavelength scales would optimally be obtained using first principles whenever possible as this approach is universal and based on sound physical science and metrology, which by definition is fixed to a specific known uncertainty (Fig. 4) . The national laboratories around the globe use this approach as much as possible. 76, 88 Other materials have been proposed to calibrate instruments that may be used as physical standards, such as etalons. The use of etalons for wavelength alignment was successfully implemented for a process diode array spectrometer. [89] [90] [91] [92] [93] The instrument was extremely precise but too expensive for market acceptance, as the spectrograph had originally been designed for the harsh conditions of an earth orbiting satellite.
To determine a unique set of peak wavelength values based on an arbitrary master instrument does not serve our purposes adequately over time. One would ideally expect high precision with universal accuracy so that databases now and in the future may be aligned with any instrument technology and be carried reproducibly into the future. In addition, using a first principles approach allows one to standardize the data based on known wavelength positioning at any time. First principles wavelength alignment may be defined electronically and thus no physical instrument or object is required to transfer the technology necessary for accurate wavelength axis calibration. What is required to make all this work are repeatable and wellcharacterized peak wavelength standards, either emission sources, pure compounds, or solid REO glasses with known peak wavelength positions, stability, and well-defined uncertainty. Requirements are for glasses, crystalline polymers, and pure chemical solutions with an uncertainty of better than AE 0.1 nm for multiple wavelengths. For IR and Raman systems, the uncertainty should be better than AE 0.1% or better than 0.05 cm À1 (wavenumber). 94 If a spectrometer is repeatable, but not reproducible (accurate), then database and calibration transfer becomes an issue of trying to align the wavelength axis to some unknown or poorly defined system.
National Institute of Standards and Technology Uncertainty Number for Standard Reference Materials (SRMs)
The NIST uncertainty is a measure of uncertainty unlike the typical manufacturer reports as either precision or accuracy. For example, NIST uncertainty has been calculated from Eq. 34.
where A equals twice the largest SD of measurement of multiple emission lines or primary standards (measurands) versus the spectrometer measured values over a period of 31 days (or some designated period); B ¼ twice the SD of the uncertainty in the peak selection method used); and C is the maximum variation in the standard due to temperature changes over a specified range and conditions. (Note: The number two [twice] is referred to as the k-value also known as the coverage factor, see SRM 2036. 76, 82 ) In testing SRM 1920a, the reported error for multiple wavelengths using emission lines for the NIST Figure 4 . Illustration of instrument calibration using first principles methodology. Instrument performance parameters may be corrected in real-time using primary standards to calibrate resident secondary standards. One or both types of standards are included within instruments.
spectrometer was AE 0.265 nm for all the data points measured over 31 days. The NIST actual reported uncertainty for SRM 1920a is equal to Eq. 35.
This value was rounded up to AE 1 nm considering the added uncertainty of the Cary spectrometer measurements and rare earth mixture stability over the lifetime of the SRM.
A more detailed description of uncertainty computations and rationale with respect to wavelength SRMs is found in the SRM references as noted. 8, 76, 82 There are significant complexities to the question of uncertainty in reference materials and so the reader is referred directly to these citations. One may also obtain more detailed information on the history of the international metrical committees responsible for defining the technical details for uncertainty associated with measurement results; the reader is referred to Appendices C and D in the SRM 2036 reference 82 for historical details.
Commercial Instrument Wavelength Data
A set of measurement data was taken as outlined in Table 3 . These are real data measured on a series of commercially calibrated NIR spectrometers using the identical sample and sample holder to measure a variety of performance characteristics. The wavelength measurement data across the A-G designated instruments consists of seven commercial instrument models manufactured by four different companies. The identities remain anonymous for the purpose of this demonstration. The models used for this experiment include dispersive monochromators, a diode-array-based instrument, and FT-NIR systems. Table 3 demonstrates the instrument models A-G as individual columns, with the different nominal wavelength values (measurands) for the SRM 1920a standard material in the first column. The results of a set of standard spectra are shown in each column demonstrating the peak positions as determined using a five-point cubic spline, peak interpolation method. 95 No data processing or smoothing was applied to the spectra, but after the manufacturer's recommended calibration the reference material was measured using three replicates. For Table 4 , a single spectrum from each instrument was selected for identification of peak positions. The reported wavelengths are shown as compared to the NIST nominal wavelengths (measurands) for a nominal bandwidth of 10 nm. The last two rows show the mean difference and SD between the measured values and the measurand values for each peak, respectively, for the complete set of instrument measurements at each wavelength. From Tables 3 and 4 it may be observed that there is significant variation from commercial NIR instruments and published nominal wavelength positions for this reference standard.
The results may be analyzed from a measure of uncertainty viewpoint. For wavelength ''precision'' (SD of error between the measured and measurand values) the SD of difference s i ð Þ is computed for each measured wavelength as Eq. 36:
where (n) is the number of replicate wavelength measurements at each peak, i ð Þ is the measured wavelength peak position for each replicate measurement, and ( ref ) is the 
Relative Standard Uncertainty Across Commercial Instruments
In referring to Table 4 , the pooled SD of error between all measured wavelength values as compared to the NIST measurand values across all commercial instruments for the identical standard sample is calculated using the pooled SDs and is computed to be 1.303 nm.
The confidence levels for a randomly selected commercial spectrometer would be expressed as follows: Table 3 results indicate that for many multivariate equations where precise wavelength alignment (or agreement) is critical for accurate calibration transfer, with minimal bias and slope changes, one can envision a large technical difficulty in transferring multivariate calibration models from one current instrument type to another and one instrument manufacturer to another.
Use the above equation for wavelength SD of error between the measured values and the measurand values and the following equation for instrument wavelength repeatability. Using the mean spectrum wavelength position ( i ) for replicate measurements at each peak ( ij ), the repeatability is computed as Eq. 38.
where s i ð Þ is the SD for the scan-to-scan wavelength (as precision or repeatability) for the instrument under the specific measurement conditions, and where i ð Þ are individual wavelength peak positions for replicate measurement i; i À Á is the average peak position value for the replicate scan set; and n is the number of replicate measurements.
The mean spectrum wavenumber position i À Á is calculated as Eq. 39:
From the Table 3 data we may compute the following tabular results (as Table 4 ).
Photometric Difference Considerations
Photometric or amplitude accuracy and precision, as reproducibility and repeatability, respectively are essential for Photometric precision and accuracy, when measured using specific protocols, are termed photometric repeatability and reproducibility. The photometric stability within a single instrument and between multiple instruments over time is important for seamless transfer of multivariate calibrations and for the unbiased application of qualitative search libraries. The stability in the wavelength axis of spectrophotometers is the most critical parameter. 24 Data integrity depends on the accuracy and precision of the x (i.e., wavelength or wavenumber), and y (i.e., photometric or amplitude) axes. There are multiple factors affecting the photometric stability of spectrophotometers, these include: alignment and mechanical tolerances of optical elements; detector noise characteristics and amplitude; detector linearity; detector electronics, including gain and offset settings; signal amplifier noise; and sample presentation distance, repeatability, and reproducibility. 23, 78 Accurate and precise photometric axis alignment is a complex issue for commercial instrument manufacturers and design engineers. As always, the quality of manufacturing, design tolerances, quality of components, and maintenance of stringent system calibration protocols are required for photometric stability. As is the theme of this paper, the appropriate use of primary and secondary reference standards and materials is also essential to superior metrical performance using spectroscopy.
Different Approaches to Alignment of the Photometric Axis
Approaches to aligning the photometric axis of any spectrophotometer may involve measuring a standard reference sample and correcting the instrument photometric values to those values obtained by measuring the same sample on a highly accurate and traceable spectrophotometer. This is basically a sound approach, but the question becomes how often should the recalibration be performed, and how much difference between measured and reference standard values is acceptable before one recalibrates the photometric axis. When photometric or amplitude reference materials with known reference values and spectral shapes are used, then instruments may always be corrected in near real-time to a known reference standard, and this will always be true even in the future. For a correction using a stable, physical reference approach, there is only dependency on natural laws and physics, not on unstable materials and instrumentation.
The master instrument concept was acceptable for its time, 28, 86, 87 but metrical requirements are best served by first principle calibration. The measurands (or actual nominal values) for calibrating photometric scales would optimally be obtained using first principles whenever possible as this is a universal approach and is based on pure physical science and metrology, which by definition is fixed to a specific known uncertainty. The national laboratories around the globe use this approach as much as possible. 76, 88 A protocol to correct photometric values measured using a spectrophotometer would ideally provide high precision with universal accuracy so that expensive and timeconsuming databases created over time are aligned with any instrument technology, which could be carried reproducibly into the future. In addition, using a first principles approach allows one to standardize the data based on known photometric values at any time. First principles photometric calibration may be defined electronically and thus no physical instrument or object is required to transfer the technology required for photometric adjustments or calibration.
To create a first principles photometric calibration protocol, one requires repeatable and well-characterized photometric material standards, with known stability, and with well-defined uncertainty. To have minimal effects for calibration transfer, absorbance or photometric response accuracy should have an absolute deviation of less than AE 0.02%T (or R) versus a NIST traceable (or calibrated) spectrophotometer measurement at 99.5%T (or R). Photometric accuracy must be AE 0.01%T (or R) in agreement with calibration (reference) instrument (absolute maximum deviation) across all wavelengths. Absorbance/ response repeatability of AE < 0.0001 A (1s) would be optimal.
National Institute of Standards and Technology Uncertainty Number for Photometric SRMs
National Institute of Standards and Technology uncertainty is a measure of uncertainty unlike the typical manufacturer report as either precision or accuracy. For example, NIST uncertainty has been calculated using Eq. 40.
where a ¼ twice the largest SD of measurement of multiple wavelength photometric values (measurands) versus the spectrometer measured values over a period of one month (or other designated period of several weeks duration); b ¼ twice the SD of the uncertainty in the photometric data measurement method used (note: the noise on any photometric measurement adds uncertainty to the absolute photometric values); and c is the maximum variation in the reference standard due to humidity, material instability, photometric bleaching, or temperature changes over a specified range and conditions.
Measurement of Photometric Accuracy
A comparison of the leading NIR spectrophotometer performance characteristics demonstrates the state of the art for wavelength and photometric accuracy and precision in modern NIR instrumentation. For this paper, an identical sample of Fluorilon R99 was measured across four different instrument models and manufacturers; the same sample in the same sample holder is used for all the measurements. (Avian Technologies LLC). The identical sample was measured on a double monochromator system carefully calibrated using NIST SRM and other calibration protocols to obtain the reference (or measurand) values. The example in Fig. 5 shows the results for Fluorilon R99, approximately 97% reflectance standard. The dotted line spectrum indicates the reference instrument measurements. It is immediately obvious that only one manufacturer is carefully matching the instrument photometric values to the reference standard values. Even so, only one of the instruments matches the standard with sufficient minimum accuracy. This indicates that data collected on any of the instrument models tested will result in significant photometric differences that must be compensated for if using databases collected across the various instrument models and manufacturers.
The mean difference between the measured and measurand values for Photometric ''accuracy'' is determined by Eq. 41. Table 5 demonstrates the average accuracy for each of the instrument models A-D over the full wavelength range of 1100-2500 nm compared to the reference calibrated spectrophotometer (e.g., Perkin-Elmer Lambda 9/19 UVVis-NIR spectrophotometer). Note that instrument B is within a minimum specified deviation of (AE 0.01 R) across the full spectral range. This result indicates that it is a useful practice to calibrate each instrument based on a known photometric standard.
Conclusion
General specifications for comparing instruments should meet basic minimum pre-established criteria for calibration transfer. These criteria are based on the actual use of the spectrophotometer and the accuracy required for measurements for any specified application. General requirements for each spectrometer should depend on the use, application, and overall performance requirements. When extremely high performance and ''alikeness'' of instrumentrecorded spectra are required then comparison statistics are more important. Specific calibrations and prediction performance criteria will vary and so then will the comparative instrument performance metrics. There are many conventional and unconventional approaches to calibration transfer. However, the fact remains that significant differences in the instrument response between parent and child instruments causes significant variation in predicted results following calibration transfer. If instrument spectral profiles can be made statistically alike between instruments the transfer issue disappears. The additional challenges of relating specific reference laboratory results to results predicted using spectroscopy is another ongoing area of discovery and represents yet another problem yet to be resolved.
There are well-accepted methods for comparing instrument performance and these have been applied to analytical results in commerce and clinical analysis. When describing instrument differences in terms of uncertainty; one notes that NIST uncertainty is very well-defined and does not relate to a simple measurement set with a single SD computation. Although the within-instrument wavelength repeatability or precision might be considered reasonable for commercial NIR spectrometers, the uncertainty of the wavelength registration as measured using solid reference materials and comparing those results to measurand values shows significant differences.
Although the within instrument wavelength repeatability or precision for photometric measurements might be considered reasonable for commercial NIR spectrometers, the accuracy as measured using a stable Fluorilon R99 reference material and comparing those results to reference values is also significantly different across instrument platforms. The basic physics of making instruments more alike and calibrating them to original measurement conditions based upon first principles will be a step in the right direction for calibration transfer.
