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Povzetek
Naslov: Implementacija priporocˇilnih sistemov za napoved novih izdelkov
Avtor: Klemen Levstik
V sklopu diplomskega dela so na podlagi dveh podatkovnih zbirk trgovin bili
razviti trije razlicˇni priporocˇilni sistemi. Najprej sta podrobneje opisani obe
podatkovni zbirki za spletno trgovino Instacart in Mercator. V nadaljeva-
nju so predstavljena orodja in uporabljene metode, potrebne za postavitev
sistemov. Sledi potek same implementacije priporocˇilnih modelov, kjer se
podrobno obravnava celoten postopek izdelave. Sledi evalvacija oz. predsta-
vitev rezultatov, kjer je ocenjena uspesˇnost implementiranih modelov. Naj-
bolj uspesˇna modela sta predstavljala pristopa, ki uporabnikom nove izdelke
priporocˇata na podlagi podobnosti izdelkov. V nadaljevanju je predstavljena
tudi primerjava priporocˇilnih sistemov tega diplomskega dela, s prirejenim
priporocˇilnim sistemom sorodnega dela. Z ozirom na problem priporocˇanja
novih izdelkov uporabnikom, so se bolje obnesli modeli, implementirani v
obsegu tega dela. Delo zakljucˇujejo sklepne ugotovitve, ki izpostavljajo mo-
rebitne izboljˇsave implementiranih modelov.
Kljucˇne besede: priporocˇilni sistemi, priporocˇanje na podlagi podobnosti
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Within the scope of this thesis, three different recommender systems were
created, each based on two stores’s datasets. Firstly, store datasets are de-
scribed in detail. Then, the tools and techniques used to implement the
systems are presented. After that, the thesis describes the process of im-
plementing the systems in detail. Then, evaluation of implemented recom-
mender systems follows, describing their accuracy. The most successful two
strategies to recommend new products to users turned out to be based on
product similarity. Next, recommender systems, developed in this thesis,
were compared to adapted system, created in closely related thesis. Given
the nature of the problem, the recommender systems, developed in the scope
of this thesis, performed better. Lastly, the thesis is concluded with possible
upgrades, which have a potential to make the systems more accurate.
Keywords: recommender systems, item-based collaborative filtering, user-




Priporocˇilni sistemi so postali del nasˇih zˇivljenj. Z njimi se je mocˇ srecˇati
ob ogledu videoposnetkov na spletnih straneh kot so YouTube, nakupovanju
izdelkov v spletnih trgovinah kot so Amazon, eBay in sˇe veliko drugih.
Taksˇni sistemi se v vecˇini primerov prilagodijo glede na uporabnika tako,
da mu priporocˇijo izdelke oz. storitve, ki so smiselno povezane s preteklimi
storitvami, ki jih je uporabnik sprozˇal v preteklosti. Cˇe uporabnik storitev
uporablja prvicˇ, sistem zanj nima podatkov, zato mu npr. lahko priporocˇi
zgolj najbolj priljubljene izdelke vecˇine ostalih uporabnikov, ki zˇe imajo zgo-
dovino storitev. Z vecˇanjem sˇtevila interakcij, ki jih uporabnik posredno
opravi s sistemom, se tako izboljˇsuje relevantnost izdelkov, ki jih sistem pri-
porocˇi uporabniku [2].
Pojavitev priporocˇilnih sistemov lahko pripiˇsemo predvsem vse vecˇji izbiri
izdelkov skupne kategorije, saj je izbor izdelka, ki ustreza nasˇim zahtevam, ob
vsej izbiri, lahko zelo dolgotrajen in mucˇen proces. Velik dejavnik njihovega
nastanka pa predstavlja tudi zˇelja po vecˇjemu zasluzˇku omenjenih spletnih
storitev, saj te stranke nagovarjajo k nakupu cˇim vecˇih izdelkov.
V drugem poglavju sta najprej predstavljeni podatkovni zbirki za trgo-
vini Instacart in Mercator. Sledi predstavitev orodij in metod, potrebnih
za implementacijo sistemov. V cˇetrtem poglavju je podrobneje opisana sama
implementacija sistemov. Peto poglavje je namenjeno predstavitvi rezultatov
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in evalvaciji oz. uspesˇnosti implementiranih sistemov, skupaj s primerjavo
priporocˇilnih modelov tega diplomskega dela s sorodnim. Zadnje poglavje pa
je posvecˇeno sklepnim ugotovitvam, kjer so predstavljeni potencialni dejav-
niki, ki bi utegnili izboljˇsati uspesˇnost razvitih modelov.
1.1 Opis problema diplomskega dela
Problem, ki ga obravnava to diplomsko delo, predstavlja napovedovanje izdel-
kov posameznemu uporabniku za dve razlicˇni trgovini, Instacart in Mercator.
Pri tem skusˇajo priporocˇilni sistemi uporabniku priporocˇiti izdelke, ki jih ta
v preteklosti sˇe ni kupil. Problem take narave je razmeroma kompleksen,
saj imajo kupci v vecˇini primerov tezˇnjo k nakupu izdelkov, ki jih zˇe po-
znajo. Kompleksnost problema namrecˇ nastopi pri evalvaciji oz. testiranju
sistema, saj je pravilno napovedanih artiklov, v tem primeru novih izdelkov,
relativno malo, kar pa ni nujno povezano s kakovostjo samega sistema oz. z
relevantnostjo priporocˇenih izdelkov. Cilj takih sistemov je namrecˇ seznaniti
uporabnike z novimi, sˇe nevidenimi izdelki, ki bi jim utegnili biti vsˇecˇ.
Vecˇina priporocˇilnih sistemov spletnih trgovin tako raje preucˇuje verje-
tnosti, da bo uporabnik ponovno narocˇil nek izdelek, ki ga je zˇe kupil v pre-
teklosti, potem pa mu priporocˇi izdelke, za katere obstaja velika verjetnost,
da jih bo ponovno kupil.
V sklopu tega diplomskega dela so za vsako od trgovin bili implementirani
trije razlicˇni priporocˇilni sistemi z enakim ciljem. Za vsakega od sistemov je




V sklopu implementacije priporocˇilnih sistemov te diplomske naloge sta bili
uporabljeni dve podatkovni zbirki, ki sta opisani v tem poglavju. Prva pred-
stavlja podatke o nakupih s spletne trgovine Instacart, druga pa s trgovine
Mercator. Pri tem velja dodati, da so podatki spletne trgovine Instacart
obsˇirnejˇsi, saj zajemajo vecˇ kot tri milijone narocˇil, podatki trgovine Merca-
tor pa za primerjavo zgolj slab milijon.
2.1 Podatki spletne trgovine Instacart
Podatki spletne trgovine Instacart so prosto dostopni in so na voljo na spletni
strani portala Kaggle. Ta pogosto organizira tekmovanja na teme strojnega
ucˇenja, kjer objavlja tudi prosto dostopne podatkovne zbirke. Ena izmed teh
je ravno podatkovna zbirka Instacart, ki je bila objavljena skupaj s tekmova-
njem Instacart Market Basket Analysis [6]. Cilj tega tekmovanja je bilo napo-
vedati izdelke, ki jih bo kupec ponovno narocˇil v naslednjem narocˇilu, glede
na njegova predhodnja narocˇila. Na to temo je na Fakulteti za racˇunalniˇstvo
in informatiko Univerze v Ljubljani nastalo tudi sorodno diplomsko delo, z
naslovom Napovedovanje nakupovalne kosˇarice za prihodnji teden [7]. Za-
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radi zˇelje po primerjavi uspesˇnosti modelov omenjenega diplomskega dela z
doticˇnim, so bili podatki razdeljeni na ucˇno in testno mnozˇico po vzoru te
diplomske naloge.
Podatkovna zbirka vsebuje 49688 izdelkov, 206209 uporabnikov in 3421083
narocˇil. Pri tem je vsak uporabnik opravil od sˇtiri do sto narocˇil, opravljenih
v letu 2017.
Vzorec tabele izdelkov je viden na sliki 2.1. Tabela vsebuje enolicˇni identi-
fikator izdelka, njegovo ime, enolicˇni identifikator kategorije in podkategorije
izdelkov.
Slika 2.1: Vzorec izdelkov
Vzorec tabel kategorij in podkategorij izdelkov prikazujeta sliki 2.2 in 2.3.
Tabeli vsebujeta enolicˇni identifikator kategorije oz. podkategorije in pripa-
dajocˇe ime.
Slika 2.2: Vzorec kategorij izdelkov
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Slika 2.3: Vzorec podkategorij izdelkov
Slika 2.4 predstavlja vzorec tabele narocˇil. Ta vsebuje enolicˇni identifikator
narocˇila, kupca in pripadajocˇo zaporedno sˇtevilko narocˇila za posameznega
kupca, dan in uro narocˇila ter sˇtevilo dni od zadnjega narocˇila. Slednje
vrednosti so ponekod manjkajocˇe, kar nakazuje oznaka NaN. V tem primeru
je kupec oddal svoje prvo narocˇilo.
Slika 2.4: Vzorec narocˇil
Zadnja tabela, prikazana na sliki 2.5, predstavlja vzorec narocˇil in pripa-
dajocˇih izdelkov. Vsebuje enolicˇni identifikator narocˇila, izdelka, vrstni red
v kosˇarici in podatek o tem, ali je izdelek kupec v preteklosti zˇe kupil.
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Slika 2.5: Vzorec tabele narocˇil in izdelkov
2.2 Podatki trgovine Mercator
Podatki trgovine Mercator so bili pridobljeni s strani Mercatorja in niso pro-
sto dostopni, zato programska koda za implementacijo priporocˇilnih sistemov
te podatkovne zbirke ni na voljo, a se od implementacije sistemov za sple-
tno trgovino Instacart bistveno ne razlikuje. Podatkovna zbirka Mercatorja
predstavlja narocˇila iz trgovine Mercator za prvo polovico leta 2018. Kolicˇina
podatkov te zbirke je znatno manjˇsa od zbirke spletne trgovine Instacart, kot
je razvidno iz tabele 2.1.
Instacart Mercator
Sˇtevilo izdelkov 49 688 17 522
Sˇtevilo uporabnikov 206 209 19 650
Sˇtevilo narocˇil 3 421 083 967 348
Tabela 2.1: Primerjava velikosti podatkov
Vzorec tabele izdelkov je viden na sliki 2.6. Tabela vsebuje enolicˇni identi-
fikator izdelka, njegov naziv, kolicˇino, kategorije in podkategorije izdelkov,
oznacˇene s sbs in cat (del tabele zaradi velikosti manjka).
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Slika 2.6: Vzorec izdelkov
Tabela 2.7 predstavlja vzorec podatkov o nakupih. Vsebuje enolicˇni iden-
tifikator kupca, narocˇila (st_racuna), artikla, poleg tega pa sˇe datum na-
kupa in podatek, ki nam pove, ali je kupljeni izdelek v cˇasu nakupa bil na
oglasˇevalskem letaku Mercatorja.




To poglavje opisuje uporabljena orodja, knjizˇnice in druge pripomocˇke, upo-
rabljene za implementacijo modelov priporocˇilnih sistemov.
3.1 Programski jezik Python
Python [14] je viˇsjenivojski, objektno usmerjen programski jezik, ki se je
prvicˇ pojavil leta 1991. Njegova prednost, v primerjavi z vecˇino ostalih
viˇsjenivojskih programskih jezikov, je preprostost in berljivost. Poleg tega
ima velik nabor uporabnih knjizˇnic, ki uporabniku znatno olajˇsajo delo, sˇe
posebej, ko je govora o strojnem ucˇenju.
3.1.1 Knjizˇnica Pandas
Python je odlicˇno orodje za pripravo in urejanje podatkov, nekoliko manj
pa za njihovo obdelavo in analizo. Tu nastopi prosto dostopna knjizˇnica
pandas [11], ki omogocˇa zelo ucˇinkovito izvajanje najrazlicˇnejˇsih operacij nad
podatkovnim tipom DataFrame. Ta predstavlja tabelo podatkov, kot je npr.
tabela na sliki 2.1. Nad tako ustvarjenim objektom lahko izvajamo operacije,




Sˇe ena, za analizo podatkov pogosto uporabljena knjizˇnica, je numpy [10].
Njene prednosti lezˇijo predvsem v zelo racˇunsko ucˇinkovitemu objektu tipa
array, ki predstavlja n ×m veliko polje poljubnih podatkovnih tipov, npr.
sˇtevil. Pogosto je tako uporabljena za kreiranje nakljucˇnih sˇtevil in hranjenje
velikih matrik podatkov.
3.1.3 Orodje Pip
Pip [13] je orodje za upravljanje paketov v programskem jeziku Python.
Omogocˇa enostavno prenasˇanje paketov in knjizˇnic, ki niso del standardnih
knjizˇnic v programskem jeziku Python, kot sta na primer knjizˇnici pandas in
numpy. Za prenos knjizˇnice pandas je tako na primer v terminalu potreben
zgolj sledecˇi ukaz: pip install pandas.
3.2 Jupyter Notebook
Jupyter Notebook [8] je interaktivno spletno okolje, ki omogocˇa urejanje
in poganjanje skript v programskem jeziku Python. Datoteke, ki jih okolje
ustvari, so dokumenti tipa JSON, s koncˇnico .ipynb, ki vsebujejo vecˇ vhodnih
in izhodnih celic. Vhodne celice lahko vsebujejo kodo, besedilo, enacˇbe in
podobne elemente, medtem ko izhodne celice vecˇinoma hranijo diagrame in
izpise uporabnika. Jupyter Notebook tako omogocˇa enostavno razcˇlenjevanje
kode na vecˇ celic, izrisovanje raznih diagramov in izvajanje poljubnega dela
kode naekrat. Slika 3.1 prikazuje spletno stran okolja, kjer so vidni zgoraj
opisani elementi.
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To poglavje opisuje uporabljene metode in samo implementacijo modelov
za napovedovanje izdelkov uporabnikom. Najprej je predstavljen model, ki
priporocˇa na podlagi podobnosti izdelkov. Sledi mu model, ki enako nalogo
opravi na podlagi podobnosti uporabnikov, na koncu pa je predstavljen sˇe
model, ki izdelke priporocˇa na podlagi frekvence skupne pojavitve parov
izdelkov. Izvorna koda vseh treh implementacij modelov za spletno trgovino
Instacart je na voljo na spletnem repozitoriju GitHub [9].
4.1 Ucˇna in testna mnozˇica
Podatki so bili zaradi zˇelje po testiranju modelov razdeljeni na ucˇno in testno
mnozˇico. Tu ucˇna mnozˇica predstavlja vecˇino podatkov, saj se iz teh model
ucˇi, potem pa pridobljeno “znanje” uporabi za napoved izdelkov uporabni-
kom testne mnozˇice, ki jih sˇe ne pozna.
Podatki so v primeru priporocˇanja na podlagi podobnosti izdelkov in po-
dobnosti parov izdelkov bili na ucˇno in testno mnozˇico razdeljeni glede na
uporabnike. Tu je 90 % uporabnikov pripadlo ucˇni, 10 % pa testni mnozˇici.
Obenem, pa so za vsakega uporabnika bila razdeljena tudi njegova narocˇila,
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in sicer na predhodnja in zadnja, kjer sistem nove izdelke napoveduje za sle-
dnja. Taka delitev je bila uporabljena zaradi zˇelje po primerjanju rezultatov
modelov tega diplomskega dela, z modelom diplomskega dela z naslovom
Napovedovanje nakupovalne kosˇarice za prihodnji teden [7]. Delitev je mocˇ
videti na sliki 4.1.
Za potrebe priporocˇanja na podlagi podobnosti uporabnikov zgornja de-
litev podatkov ni mogocˇa, saj v matriki podobnosti uporabnikov sicer ne bi
bilo vseh uporabnikov, posledicˇno pa tem ne bi bilo mogocˇe priporocˇati iz-
delkov. Zato so podatki v tem primeru razdeljeni glede na narocˇila, kjer 90
% vseh narocˇil predstavlja ucˇno, 10 % pa testno mnozˇico. Tako deljenje ma-
triki podobnosti omogocˇa zajem vecˇine uporabnikov. Tudi v tem primeru so
narocˇila bila locˇena na predhodnja in zadnja, le da so tu predhodnja narocˇila
bila uporabljena za ucˇenje, zadnja pa za evalvacijo modela.
Predhodnja narocˇila Zadnje narocˇilo
Ucˇna mnozˇica (90 %)
Testna mnozˇica (10 %)
Slika 4.1: Delitev podatkov na ucˇno in testno mnozˇico [7]
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4.2 Priporocˇanje na podlagi podobnosti iz-
delkov (IB-CF)
Priporocˇanje na podlagi podobnosti izdelkov (angl. Item-Based Collaborative
Filtering) je ena izmed najpogostejˇsih metod priporocˇanja izdelkov uporab-
nikom, predvsem, ko gre za priporocˇanje izdelkov, ki jih uporabnik sˇe ni
kupil. Ideja je preprosta. Cˇe je uporabniku vsˇecˇ izdelek A, pri tem pa je
znano, da je izdelek B podoben izdelku A, potem je mogocˇe sklepati, da mu
bo vsˇecˇ tudi izdelek B.
4.2.1 Matriki uporabnikov in izdelkov ter podobnosti
izdelkov
Cilj priporocˇanja na podlagi podobnosti izdelkov, je pridobiti podatkovno
strukturo, ki hrani podobnosti med posameznimi izdelki. Najprej je po-
trebno ustvariti matriko, ki belezˇi odnose med kupcem in izdelkom. Taka
matrika se imenuje matrika uporabnik-izdelek (angl. user-item matrix ), ki
jo predstavlja tabela 4.1, kjer vsaka vrstica predstavlja posameznega upo-
rabnika, vsak stolpec pa predstavlja posamezni izdelek. Vsebuje vrednosti,
na primer Vx,y, ki ponavadi predstavlja oceno izdela Iy, ki je bila dodeljena
s strani uporabnika Ux [1, 16].
I1 I2 . . . Iy . . . Ij−1 Ij
U1 V1,1 V1,2 . . . . . . . . . V1,j−1 V1,j

















. . . . . . . . .
...
...
Ui−1 Vi−1,1 Vi−1,2 . . . . . . . . . Vi−1,j−1 Vi−1,j
Ui Vi,1 Vi,2 . . . . . . . . . Vi,j−1 Vi,j
Tabela 4.1: Matrika uporabnikov in izdelkov
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V konkretnem primeru zgornja matrika ne vsebuje ocen, saj teh ni na voljo,
zato vsaka celica hrani podatek, kolikokrat je dolocˇen uporabnik, na primer
Ux, kupil dolocˇen izdelek, na primer Ix. Vse vrednosti je nato bilo potrebno
normalizirati (4.1), saj razlicˇne frekvence nakupov izdelkov s strani uporabni-
kov povzrocˇijo pristranskost (angl. bias), kar negativno vpliva na napovedni
model. Oznaka V v spodnji enacˇbi predstavlja celotno mnozˇico vrednosti
matrike, Nx,y pa normalizirano vrednost [18].
Nx,y =
Vx,y −min(V )
max(V )−min(V ) (4.1)
V vecˇini primerov so take matrike zelo redko zapolnjene (angl. sparse ma-
trix ), saj vsebujejo veliko neznanih vrednosti, ki so nadomesˇcˇene z vrednostjo
0, saj se v vecˇini primerov zgodi, da uporabnik Ux sˇe ni kupil izdelka Iy, kot
kazˇe slika 4.2.
Slika 4.2: Dejanska matrika uporabnikov in izdelkov
Iz matrike uporabnikov in izdelkov, kot jo prikazuje tabela 4.1, je nato mogocˇe
zgraditi matriko podobnosti izdelkov (angl. item-item similarity matrix ).
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Vsak stolpec v matriki uporabnik-izdelek namrecˇ predstavlja posamezni iz-
delek, ki mu pripadajo vrednosti s strani uporabnikov. Vsak izdelek Iy je
torej predstavljen kot vektor dolzˇine i. Tako je nato s pomocˇjo uporabe ko-
sinusne podobnosti vektorjev mogocˇe zgraditi matriko podobnosti izdelkov
dolzˇine j × j. Enacˇba (4.2) prikazuje primer podobnosti dveh izdelkov oz.
vektorjev Ia in Ib [4].
sim(Ia, Ib) = cos θ =
Ia · Ib
‖Ia‖ · ‖Ib‖ (4.2)
Koncˇna matrika podobnosti izdelkov je vidna iz tabele 4.2, kjer vsaka vre-
dnost sim(a, b) lahko zavzame vrednosti na intervalu [0, 1]. Ker je vsak iz-
delek najbolj podoben samemu sebi, diagonala matrike posledicˇno zavzame
vrednosti 1.
I1 I2 . . . Ii−1 Ii
I1 1 sim1,2 . . . sim1,i−1 sim1,i







Ii−1 simi−1,1 simi−1,2 . . . 1 simi−1,i
Ii simi,1 simi,2 . . . simi,i−1 1
Tabela 4.2: Matrika podobnosti izdelkov
4.2.2 Priporocˇanje novih izdelkov
V naslednjem koraku je bilo za vsakega uporabnika izracˇunano povprecˇno
sˇtevilo izdelkov na narocˇilo n. To sˇtevilo predstavlja n novih izdelkov, ki
jih model priporocˇi uporabniku. Taksˇno sˇtevilo priporocˇenih izdelkov se je
izkazalo kot najbolj uspesˇno s staliˇscˇa evalvacije, ki je opisana v poglavju
5. Eksperimentalno je bilo preizkusˇenih vecˇ razlicˇnih sˇtevil izdelkov (3, 5,
10. . . ), ki jih sistem priporocˇa uporabniku, toda za najboljˇso varianto se je
izkazalo sˇtevilo n. Hkrati je bilo za vsakega uporabnika izbranih n njegovih
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Slika 4.3: Dejanska matrika podobnosti izdelkov
najbolj kupljenih izdelkov, na podlagi katerih so bili potem s pomocˇjo matrike
podobnosti uporabnikov poiskani podobni izdelki, ki so mu bili priporocˇeni.
Za vsak tak izdelek uporabnika je bilo s pomocˇjo matrike podobnosti
izdelkov, vidne na sliki 4.3, izbarnih m najbolj podobnih izdelkov. Sˇtevilo m
je bilo izbrano s poskusˇanjem razlicˇnih vrednosti, dokler ni bilo izbrano tako
sˇtevilo, ki se je izkazalo kot najbolj uspesˇno s strani evalvacije. V primeru
modela za Instacart, m znasˇa 10, v primeru modela Mercator pa 12. Primer
je viden s slike 4.4. V tako dobljeni mnozˇici novih izdelkov je bilo izbranih n
takih, ki so se v tej mnozˇici pojavili najvecˇkrat [16]. Slednji izdelki so torej
priporocˇila za uporabnika.
Slika 4.4: Trije, bananam najbolj podobni izdelki
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4.2.3 Prednosti in slabosti taksˇnega sistema
Priprocˇilni sistemi, ki za priporocˇanje uporabljajo podobnosti izdelkov so
zelo robustni, a imajo nekaj tezˇav [15, 17].
Prednosti:
• Ocene izdelkov se cˇez cˇas bistveno ne spreminjajo.
• Sistem se dobro obnese takrat, ko je prisotnih vecˇ uporabnikov kot
izdelkov [16].
• Sistem se dobro obnese tudi takrat, ko je matrika uporabnikov in iz-
delkov redko zapolnjena.
• Izracˇun matrike podobnosti izdelkov je ponavadi izveden le enkrat, saj
se ocene izdelkov skozi cˇas ne spreminjajo bistveno, kar pomeni, da je
postopek iskanja podobnega izdelka zelo ucˇinkovit.
Slabosti:
• Ko v matriko dodamo nov izdelek, je ta podvrzˇen t.i. hladnemu zagonu
(angl. cold start), kar pomeni, da zanj sˇe ni na voljo ocen oz. podobnih
vrednosti, posledicˇno pa izdelka ni mogocˇe priporocˇiti.
• Izracˇun matrike podobnosti izdelkov in napovedovanje ciljnih vrednosti
je zelo cˇasovno potraten proces.
4.3 Priporocˇanje na podlagi podobnosti upo-
rabnikov (UB-CF)
Priporocˇanje na podlagi podobnosti uporabnikov je zelo podobno sistemu,
ki izdelke priporocˇa na podlagi podobnosti izdelkov. Cˇe so uporabniku Ux
vsˇecˇ izdelki A, B in C, poleg tega pa obstaja uporabnik Uy, ki sta mu vsˇecˇ
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izdelka A in B, izdelka C pa sˇe ni kupil, potem je smiselno predvidevati, da
mu bo ta izdelek vsˇecˇ. Taka uporabnika se imenujeta podobna uporabnika.
4.3.1 Matriki uporabnikov in izdelkov ter podobnosti
uporabnikov
Postopek iskanja podobnih uporabnikov je zelo podoben iskanju podobnih
izdelkov. Zopet je potrebno ustvariti in normalizirati matriko, ki vsebuje
uporabnike in izdelke, ki so jih ti kupili. S pomocˇjo take matrike (tabela 4.1)
je nato mogocˇe ustvariti matriko podobnosti uporabnikov, ki jo prikazuje ta-
bela 4.3. Tu vsaka vrstica predstavlja posameznega uporabnika, ki je opisan
z vrednostmi izdelkov, ki jih je kupil. Vsak uporabnik Ux je torej predstavljen
kot vektor dolzˇine j. Iz tega je nato s pomocˇjo uporabe kosinusne podobnosti
vektorjev (4.3) mogocˇe zgraditi matriko podobnosti uporabnikov dolzˇine i×i
[4].
sim(Ua, Ub) = cos θ =
Ua · Ub
‖Ua‖ · ‖Ub‖ (4.3)
Koncˇna matrika podobnosti uporabnikov je vidna iz tabele 4.3, kjer vsaka
vrednost sim(a, b) lahko zavzame vrednosti na intervalu [0, 1]. Ker je vsak
uporabnik najbolj podoben samemu sebi, diagonala matrike posledicˇno za-
vzame vrednosti 1.
U1 U2 . . . Ui−1 Ui
U1 1 sim1,2 . . . sim1,i−1 sim1,i







Ui−1 simi−1,1 simi−1,2 . . . 1 simi−1,i
Ui simi,1 simi,2 . . . simi,i−1 1
Tabela 4.3: Matrika podobnosti uporabnikov
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4.3.2 Priporocˇanje novih izdelkov
Tudi tokrat je bilo za vsakega uporabnika izracˇunano povprecˇno sˇtevilo iz-
delkov na narocˇilo n. To sˇtevilo sˇe enkrat vecˇ predstavlja n novih izdelkov, ki
jih model priporocˇi uporabniku, saj se je taksˇno sˇtevilo priporocˇenih izdelkov
iz podobnih razlogov, kot pri priporocˇanju na podlagi podobnosti izdelkov,
izkazalo za najbolj uspesˇno.
V naslednjem koraku je za vsakega uporabnika s pomocˇjo matrike podob-
nosti uporabnikov bilo poiskano najbolj optimalno sˇtevilo podobnih uporab-
nikov m, kot kazˇe primer na sliki 4.5. Tudi tukaj je bilo sˇtevilo m pridobljeno
s poskusˇanjem vecˇih vrednosti, in sicer od 2 do 15. Sˇtevilo m je v primeru
modela za spletno trgovino Instacart znasˇalo 5, v primeru modela za trgovino
Mercator pa 3. Vsak od podobnih uporabnikov zastopa mnozˇico izdelkov, ki
jih je kupil v preteklosti. Nato je bil izveden presek mnozˇic izdelkov omenje-
nih uporabnikov, kjer so bili prisotni le izdelki, ki so jih kupili vsi podobni
uporabniki, razen uporabnika, za katerega izdelke sistem napoveduje [16]. Iz
te mnozˇice izdelkov je bilo nato izbranih n najbolj prodajanih. Ti izdelki so
tako predstavljali priporocˇila za uporabnika.
Slika 4.5: Primer podobnosti uporabnikov
4.3.3 Prednosti in slabosti taksˇnega sistema
Priporocˇilni sistemi, ki izdelke priporocˇajo na podlagi podobnosti uporabni-
kov v praksi niso tako robustni kot sistemi, ki podobno nalogo opravijo na
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podlagi podobnosti izdelkov [3, 17].
Prednosti:
• Sistem se dobro obnese takrat, ko je prisotnih vecˇ uporabnikov kot
izdelkov [16].
• Sistem se sˇe posebej dobro obnese takrat, ko je na voljo veliko uporab-
nikov, ki so kupili veliko sˇtevilo izdelkov.
Slabosti:
• Ko se v matriki podobnosti uporabnikov pojavi nov uporabnik, je tudi
tokrat sistem podvrzˇen t.i. hladnemu zagonu (angl. cold start), kar
pomeni, da uporabniku ni mogocˇe priporocˇiti novih izdelkov, saj ta sˇe
nima zgodovine nakupov.
• Tak pristop je zelo racˇunsko potraten, saj se podobnosti uporabnikov
s cˇasom spreminjajo zaradi sprememb preferenc uporabnikov, kar po-
meni, da je vseskozi potrebno posodabljati matriko podobnosti.
• Sistem se ponavadi ne obnese najbolje, ko je matrika uporabnikov in
izdelkov redko zapolnjena, cˇemur pricˇajo tudi rezultati uspesˇnosti tega
modela, ki so opisani v poglavju 5.
4.4 Priporocˇanje na podlagi frekvence poja-
vitve parov izdelkov
Ideja priporocˇilnega sistema, ki izdelke priporocˇa na podlagi frekvence poja-
vitev parov izdelkov, je preprosta. Cˇe se dva poljubna izdelka iz vseh mnozˇic
narocˇil vseh uporabnikov redno oz. vecˇkrat pojavita skupaj, potem je mocˇ
trditi, da sta si podobna oz. njun skupni nakup ni posledica nakljucˇja.
Naslednji primer predstavlja tri mnozˇice izdelkov, ki predstavljajo posa-
mezna narocˇila s strani poljubnih uporabnikov.
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• A = {banane, jajca, mleko, jogurt, sladoled, goveje stegno}
• B = {grozdje, banane, mleko, sir, potica, ovseni kosmicˇi, jajca}
• C = {olivno olje, solata, sir, mleko, jogurt, jajca}
Iz zgornjih mnozˇic je nato mogocˇe dolocˇiti frekvence pojavitev parov iz-
delkov v teh narocˇilih.
• {jajca, mleko}: 3
• {mleko, jogurt}: 2
• {banane, mleko}: 2
• . . .
Vecˇ kot je na voljo narocˇil, bolj natancˇne postanejo podobnosti oz. pove-
zanosti med izdelki. Na sliki 4.6 so vidne frekvence skupne pojavitve parov
izdelkov za podatkovno zbirko Mercator.
Slika 4.6: Primer frekvence pojavitve parov izdelkov
4.4.1 Priporocˇanje novih izdelkov
Ponovno je bilo za vsakega uporabnika izracˇunano povprecˇno sˇtevilo kuplje-
nih izdelkov na narocˇilo n, ki predstavlja n novih izdelkov, ki jih sistem
priporocˇi uporabniku.
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V naslednjem koraku so za vsakega kupca bili poiskani njegovi najbolj prilju-
bljeni izdelki, torej izdelki, ki jih je kupil najvecˇkrat. S pomocˇjo teh izdelkov
in tabele, vidne s slike 4.6, so nato bile generirane priporocˇitve za vsak pri-
ljubljeni izdelek. Ti izdelki tako predstavljajo priporocˇene izdelke.
4.4.2 Prednosti in slabosti taksˇnega sistema
Priporocˇilni sistem te vrste je primerljiv s sistemom, ki izdelke priporocˇa na
podlagi podobnosti teh, zato si delita vecˇino prednosti in slabosti.
Prednosti:
• Sistem se dobro obnese takrat, ko je prisotnih vecˇ uporabnikov kot
izdelkov.
• Izracˇun tabele frekvenc skupne pojavitve parov izdelkov je v zacˇetku
izveden le enkrat, ta pa se skozi cˇas zgolj dopolnjuje oz. posodablja.
Slabosti:
• Ko v tabelo dodamo nov izdelek, je ta podvrzˇen t.i. hladnemu zagonu
(angl. cold start), kar pomeni, da sˇe ni bil kupljen v zadostnih kolicˇinah,
da bi ga bilo mogocˇe priporocˇiti.





To poglavje obsega evalvacijo implementiranih priporocˇilnih sistemov. Naj-
prej so predstavljene mere, ki so bile uporabljene za testiranje modelov, sledi
pa predstavitev rezultatov za podatkovni zbirki Instacart in Mercator. Na
koncu je opisana primerjava uspesˇnosti priporocˇilnih modelov te diplomske
naloge, s prirejenim modelom sorodne diplomske naloge.
5.1 Mere testiranja
Mere pri testiranju priporocˇilnih sistemov povedo, kako uspesˇen je napovedni
model. Obstaja vecˇ mer podobnosti, ki se uporabljajo z ozirom na to, ali je
problem klasifikacijske oz. regresijske narave [5]. V nadaljevanju so predsta-
vljene mere testiranja za klasifikacijske napovedne modele, implementirane v
obsegu diplomskega dela.
5.1.1 Natancˇnost
Natancˇnost (angl. precision) [12] pove, kaksˇno je razmerje med sˇtevilom
pravilno napovedanih vrednosti (npr. izdelkov), glede na sˇtevilo vseh pri-
porocˇenih vrednosti napovednega modela (5.1).
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natancˇnost = P =
sˇt. pravilno napovedanih izdelkov
sˇt. priporocˇenih izdelkov
(5.1)
Vrednosti natancˇnosti zajemajo realna sˇtevila na intervalu [0, 1], kjer 0 po-
meni najslabsˇo in 1 najboljˇso vrednost.
Cˇe model torej nekemu uporabniku priporocˇi pet izdelkov, od tega pa




Priklic (angl. recall) [12] predstavlja razmerje med sˇtevilom pravilno napo-
vedanih vrednosti, glede na sˇtevilo vseh relevantnih vrednosti, ki zanimajo
uporabnika (5.2).
priklic = R =
sˇt. pravilno napovedanih izdelkov
sˇt. vseh relevantnih izdelkov
(5.2)
Vrednosti priklica zajemajo realna sˇtevila na intervalu [0, 1], kjer 0 pomeni
najslabsˇo in 1 najboljˇso vrednost.
Cˇe model nekemu uporabniku priporocˇi pet izdelkov, kupec pa na primer
od tega kupi dva, skupno pa sedem izdelkov, priklic znasˇa 2
7
oz. ≈ 0.29, saj
je v tem primeru sˇtevilo uporabniku relevantnih izdelkov sedem.
5.1.3 Ocena F
Ocena F (angl. F score) [19] predstavlja utezˇeno harmonicˇno sredino tocˇnosti
in priklica (5.3).
Fβ = (1 + β
2) · P ·R
β2 · P +R ; β ≥ 0 (5.3)
β v zgornji enacˇbi predstavlja nenegativno sˇtevilo, ki dolocˇa utezˇ pomemb-
nosti natancˇnosti in priklica. Ocena F0.5 tako na primer vecˇjo utezˇ pripiˇse
natancˇnosti, F2 pa priklicu.
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Ocena F1 (angl. F1 score) predstavlja enakovredno utezˇeno harmonicˇno sre-
dino tocˇnosti in priklica (5.4).
F1 = 2 · P ·R
P +R
(5.4)
Vrednosti ocene F zajemajo realna sˇtevila na intervalu [0, 1], kjer 0 pomeni
najslabsˇo in 1 najboljˇso vrednost.
Cˇe model nekemu uporabniku priporocˇi pet izdelkov, kupec pa na primer










5.2 Evalvacija modela za spletno trgovino In-
stacart
Implementiranih je bilo vecˇ razlicˇic priporocˇilnih sistemov, z razlicˇnim sˇtevilom
priporocˇenih izdelkov, opisanih v poglavju 4. Tabela 5.1 prikazuje najboljˇse
rezultate, dosezˇene na podatkovni zbirki spletne trgovine Instacart. Ti so bili
dosezˇeni tako, da je vsakemu uporabniku bilo priporocˇeno njegovo povprecˇno
sˇtevilo izdelkov skozi vsa narocˇila.
Natancˇnost Priklic Ocena F1
IB-CF 0.0815 0.0812 0.0813
UB-CF 0.0091 0.0088 0.0090
Pari izdelkov 0.0971 0.0711 0.0821
Tabela 5.1: Prikaz uspesˇnosti posameznih modelov
Za najboljˇsi model se je izkazal sistem, ki priporocˇa na podlagi podobnosti
parov izdelkov oz. njihove skupne pojavitve. Dosegel je oceno F1 = 0.0821.
Zelo podoben rezultat je dosegel model, ki priporocˇa na podlagi podobnosti
izdelkov, ki je dosegel oceno F1 = 0.0813. To dejstvo ni presenetljivo, saj
28 Klemen Levstik
gre za precej podoben pristop, kjer oba sistema, vsak na svoj nacˇin, belezˇita
podobnost izdelkov. Rezultata teh modelov se malenkostno razlikujeta le po
priklicu in tocˇnosti. Za najslabsˇo tehniko napovedovanja novih izdelkov se
je izkazal model, ki za napovedovanje uporablja pristop podobnosti uporab-
nikov, z oceno F1 = 0.0090. Izid ni pretirano presenetljiv, saj je v splosˇnem
bolj priljubljen sistem, ki priporocˇa na podlagi podobnosti izdelkov. Temu
je tako, ker se sistemi, ki izdelke napovedujejo na podlagi podobnosti upo-
rabnikov, precej slabo obnesejo, kadar je matrika, ki vsebuje uporabnike in
izdelke, redko zapolnjena.
Uspesˇnosti modelov se na prvi pogled zdijo nizke, a za to obstaja razlog.
Uporabniki so v vecˇini primerov nagnjeni k ponovnemu nakupu izdelkov, ki so
jih poizkusili v preteklosti, zgoraj opisani priporocˇilni sistemi pa uporabniku
poskusˇajo priporocˇiti nove. Za potrditev te hipoteze je sistemu, ki priporocˇa
na podlagi podobnosti izdelkov, za vsakega uporabnika bil dodan izdelek, ki
ga je kupec kupil najvecˇkrat. Ocena F1 je v tem primeru narasla na 0.0931.
Razlika je bila sˇe bolj ocˇitna pri podatkovni zbirki Mercatorja, saj je ocena
F1 iz 0.0466 narasla na 0.0723.
V praksi priporocˇilni sistemi uporabnikom priporocˇajo fiksno sˇtevilo iz-
delkov (npr. 5 ali 10), saj vecˇje sˇtevilo izdelkov predstavlja tezˇave pri prikazu
vsebine na zaslon naprave uporabnika. Tabela 5.2 tako prikazuje rezultate
modelov, ki vsakemu uporabniku priporocˇijo deset izdelkov.
Natancˇnost Priklic Ocena F1
IB-CF 0.0732 0.0841 0.0786
UB-CF 0.0078 0.0091 0.0084
Pari izdelkov 0.0873 0.0761 0.0817
Tabela 5.2: Prikaz uspesˇnosti posameznih modelov, ki uporabnikom pri-
porocˇajo deset izdelkov
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Za spletno trgovino Instacart je bil implementiran tudi referencˇni priporocˇilni
sistem, ki je uporabnikom priporocˇil deset najbolj prodajanih izdelkov, ki
jih ta sˇe ni kupil. Sistem je zelo preprost, saj sluzˇi kot pokazatelj, kako
uspesˇni so ostali modeli, ki so bili implementirani v obsegu diplomskega dela.
Referencˇni model je dosegel natacˇnost = 0.0166, priklic = 0.0158 in oceno
F1 = 0.0162. Iz tega sledi, da se model, ki izdelke priporocˇa na podlagi
podobnosti uporabnikov, presenetljivo obnese malce slabsˇe od referencˇnega
modela.
5.3 Evalvacija modela za trgovino Mercator
Tudi za podatke trgovine Mercator je bilo implementiranih vecˇ razlicˇic pri-
porocˇilnih sistemov, navedenih v tabeli 5.3. Ponovno so najboljˇsi rezultati
bili dosezˇeni v primeru, ko sistemi uporabnikom priporocˇijo njihovo pov-
precˇno sˇtevilo izdelkov skozi vsa narocˇila.
Natancˇnost Priklic Ocena F1
IB-CF 0.0459 0.0474 0.0466
UB-CF 0.0085 0.0087 0.0086
Pari izdelkov 0.0561 0.0529 0.0545
Tabela 5.3: Prikaz uspesˇnosti posameznih modelov
Kot je razvidno iz tabele 5.3, so rezultati evalvacije za priporocˇilne sisteme
trgovine Mercator nekoliko slabsˇi. To je morda mocˇ pripisati tudi dejstvu,
da podatatkovna zbirka ni tako obsˇirna kot tista spletne trgovine Instacart,
pa tudi temu, da so kupci trgovine Mercatorja bolj nagnjeni k ponovnemu
nakupu izdelkov. V splosˇnem namrecˇ velja, da vecˇje podatkovne zbirke pri-
pomorejo k bolj natancˇni interpretaciji dosezˇenih rezultatov.
Spet se, povsem pricˇakovano, izkazˇe, da najboljˇse rezultate dosezˇeta sis-
tema, ki izdelke priporocˇata na podlagi podobnosti izdelkov. Za najboljˇsi
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model se je ponovno izkazal sistem, ki priporocˇa na podlagi podobnosti pa-
rov izdelkov oz. njihove skupne pojavitve. Dosegel je oceno F1 = 0.0545.
Podoben rezultat je dosegel model, ki priporocˇa na podlagi podobnosti iz-
delkov, ki je dosegel oceno F1 = 0.0466. Omenjena rezultata pa nista tako
podobna, kot pri sistemu Instacart, saj sistem, ki izdelke priporocˇa s pomocˇjo
frekvence skupne pojavitve parov, dosezˇe konkretnejˇso izboljˇsavo rezultatov
(ocene F1), glede na sistem, ki izdelke priporocˇa na podlagi podobnosti izdel-
kov. Za najslabsˇi sistem se, iz enakih razlogov kot pri priporocˇilnem sistemu
spletne trgovine Instacart, izkazˇe model, ki nove izdelke priporocˇa na podlagi
podobnosti uporabnikov. Dosegel je oceno F1 = 0.0086.
Ponovno so, zaradi omejitev uporabniˇskih vmesnikov, ki priporocˇene iz-
delke prikazujejo, v tabeli 5.4 na voljo rezultati modelov, ki vsakemu upo-
rabniku priporocˇijo deset izdelkov.
Natancˇnost Priklic Ocena F1
IB-CF 0.0392 0.0501 0.0446
UB-CF 0.0076 0.0091 0.0083
Pari izdelkov 0.0482 0.0529 0.0505
Tabela 5.4: Prikaz uspesˇnosti posameznih modelov, ki uporabnikom pri-
porocˇajo deset izdelkov
Tudi za trgovino Mercator je bil implementiran referencˇni priporocˇilni sis-
tem, ki je, sˇe enkrat vecˇ, uporabnikom priporocˇal deset najbolj prodajanih
izdelkov, ki jih sˇe niso kupili. Referencˇni model je dosegel natancˇnost =
0.0082, priklic = 0.0111 in oceno F1 = 0.0094. Iz tega ponovno sledi, da se
model, ki izdelke priporocˇa na podlagi podobnosti uporabnikov, tudi v tem
primeru obnese malce slabsˇe od referencˇnega modela.
Cˇeprav uspesˇnosti modelov spletne trgovine Instacart zaradi zˇe nasˇtetih
razlogov ni smiselno primerjati z uspesˇnostjo modelov trgovine Mercator, je
zanimivo, da so modeli Instacarta, ki izdelke priporocˇajo na podlagi podob-
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nosti izdelkov, bolj uspesˇni od Mercatorjevega, kot kazˇe graf 5.1. Prav tako
je zanimivo, da je uspesˇnost modela, ki izdelke priporocˇa na podlagi podob-
nosti uporabnikov, za obe trgovini zelo podobna.














Graf 5.1: Primerjava uspesˇnosti modelov za podatkovni zbirki Instracart in
Mercator
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5.4 Primerjava rezultatov s sorodnim delom
Kot zˇe omenjeno, je v preteklosti na Fakulteti za racˇunalniˇstvo in informa-
tiko Univerze v Ljubljani nastalo sorodno diplomsko delo z naslovom Napo-
vedovanje nakupovalne kosˇarice za prihodnji teden [7]. Rezultat omenjenega
diplomskega dela je predstavljal priporocˇilni sistem, ki poskusˇa napovedati,
katere izdelke bo kupec ponovno kupil v svojem naslednjem narocˇilu. Cilj
doticˇnega diplomskega dela pa obsega implementacijo priporocˇilnih sistemov,
ki uporabnikom za njihovo naslednje narocˇilo poskusˇajo napovedati izdelke,
ki jih ti sˇe niso poskusili. Ideja dveh sistemov je torej popolnoma drugacˇna.
Primerjava sistema te diplomske naloge s sistemom sorodne je bila iz-
vedena zaradi postavljene hipoteze, da sta za priporocˇanje zˇe kupljenih oz.
novih izdelkov potrebna povsem druga pristopa priporocˇanja, skupaj s hipo-
tezo, da so kupci v vecˇini primerov nagnjeni k ponovnemu nakupu izdelkov.
5.4.1 Metodologija sorodnega sistema
Za napovedovanje verjetnosti, da bo kupec nek izdelek kupil ponovno, je bil
v sorodnem delu uporabljen algoritem strojnega ucˇenja gradient boosting.
Temelji na segmentaciji modela na vecˇ odlocˇitvenih dreves, ki se nato zdruzˇijo
v model. Pot iz korena do listov drevesa predstavljajo vozliˇscˇa, kjer model
na podlagi vrednosti vozliˇscˇa izbere svojo nadaljno pot, dokler ne dosezˇe
lista, kjer se nato dolocˇi koncˇna verjetnost, da bo uporabnik ponovno kupil
dolocˇen izdelek. V procesu ucˇenja in testiranja modela je bilo uporabljenih
vecˇ znacˇilk (angl. features), ki statisticˇno opiˇsejo neko entiteto, na primer
kupca, uporabnika. . . Podroben opis je na voljo v samem diplomskem delu.
5.4.2 Spremembe v implementaciji
Da bi razlicˇna sistema bilo mogocˇe primerjati, je bil sistem sorodnega diplom-
skega dela prilagojen tako, da je uporabnikom poskusˇal priporocˇati nove, z
njihove strani sˇe ne preizkusˇene izdelke. Ucˇni podatki taksˇnega modela so
sˇe vedno obsegali s strani kupcev zˇe kupljene izdelke, model pa je bil nato
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testiran na mnozˇici novih izdelkov, ki jih uporabniki sˇe niso poskusili. Ohra-
njenih je bilo vecˇino znacˇilk, z izjemo tistih, ki so se v testni mnozˇici nanasˇali
na statistiko zˇe kupljenih izdelkov za posameznega kupca.
5.4.3 Primerjava rezultatov
Primerjava rezultatov oz. uspesˇnosti modelov dveh razlicˇnih del je bila iz-
vedena za podatkovno zbirko Instacart. Tabela 5.5 prikazuje rezultate na-
tancˇnosti, priklica in ocene F1 za pristop priporocˇanja novih izdelkov modelov
te diplomske naloge s sorodno (algoritem gradient boosting).
Pristop priporocˇanja Natancˇnost Priklic Ocena F1
Pari izdelkov 0.0971 0.0711 0.0821
IB-CF 0.0815 0.0812 0.0813
UB-CF 0.0091 0.0088 0.0090
Gradient boosting 0.0034 0.0029 0.0029
Tabela 5.5: Primerjava razlicˇnih pristopov priporocˇanja novih izdelkov
Kot je razvidno iz zgornje tabele, so priporocˇilni sistemi, uporabljeni v tej
diplomski nalogi, bolj ustrezni za napovedovanje izdelkov, ki jih uporabniki
v preteklosti sˇe niso poskusili. Rezultati niso presenetljivi, saj algoritem
strojnega ucˇenja gradient boosting novih izdelkov ne odkriva neposredno,
pacˇ pa iˇscˇe vzorce podobnosti na podlagi zˇe kupljenih izdelkov, medtem ko
sistemi tega diplomskega dela iˇscˇejo podobne izdelke zˇe kupljenim. Kupci
so namrecˇ nagnjeni k temu, da poskusˇajo podobne izdelke zˇe kupljenim, pa
tudi, cˇe to pomeni zgolj menjavo blagovne znamke.
Kupci so v praksi prav tako nagnjeni k ponovnemu nakupu izdelkov, saj
se pogosto odlocˇajo za preizkusˇene izdelke, kjer le redko posezˇejo po novo-
stih. Temu pricˇajo rezultati sorodnega dela za napovedovanje zˇe kupljenih
izdelkov, kjer je sistem dosegel visoke rezultate (natancˇnost = 0.349, pri-
klic = 0.324 in oceno F1 = 0.301), najboljˇsi sistem za napovedovanje novih
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izdelkov tega diplomskega dela pa je dosegel nizˇje rezultate (natancˇnost =
0.097, priklic = 0.071 in oceno F1 = 0.082). Rezultata v tem primeru ni-
sta primerljiva, saj gre za povsem drugo vrsto priporocˇanja izdelkov, zato
je bila izvedena enakovredna primerjava, vidna iz tabele 5.5. Primerjava
je vidna tudi z grafa 5.2, kjer sta prisotna modela, ki nove izdelke napove-
dujeta s pomocˇjo parov podobnosti izdelkov oz. algoritma gradient boosting.














V okviru diplomskega dela so bili za dve razlicˇni podatkovni zbirki trgovin
implementirani in testirani trije razlicˇni pristopi priporocˇanja novih izdelkov
uporabnikom, ki poprej teh sˇe niso preizkusili. Najprej sta bili predstavljeni
sami podatkovni zbirki, skupaj z vsemi atributi. Sledil je kratek opis orodij,
uporabljenih pri sami implementaciji priporocˇilnih sistemov. V naslednjem
koraku je bila opisana delitev podatkov na ucˇno in testno mnozˇico, skupaj s
podrobno predstavljeno implementacijo treh razlicˇnih modelov priporocˇanja,
ki priporocˇajo na podlagi podobnosti izdelkov, podobnosti uporabnikov in
frekvence skupne pojavitve parov izdelkov. Sledila je evalvacija treh sistemov
za obe podatkovni zbirki, kjer se je izkazalo, da vsi trije modeli bolje delujejo
na podatkovni zbirki Instacart, kar gre med drugim morda pripisati vecˇji
kolicˇini podatkov. Izkazalo se je tudi, da so modeli, ki izdelke priporocˇajo na
podlagi podobnosti izdelkov, veliko bolj uspesˇni od tistih, ki priporocˇajo na
podlagi podobnosti uporabnikov.
Na koncu je bila izvedena primerjava treh modelov, razvitih v sklopu
tega diplomskega dela, z algoritmom strojnega ucˇenja gradient booosting,
uporabljenem v sorodnem diplomskem delu. Algoritem je bil najprej prila-
gojen tako, da je namesto napovedovanja verjetnosti, da bo nek uporabnik
dolocˇen izdelek kupil ponovno, napovedoval verjetnosti, da bo uporabnik ku-
pil do tedaj sˇe ne preizkusˇen izdelek. Modeli, implementirani v tej diplomski
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nalogi, so se izkazali za veliko bolj ustrezne. Cilj taksˇne primerjave je bil
potrditi hipotezo, da za razlicˇne vrste problemov priporocˇanja potrebujemo
tudi razlicˇne pristope priporocˇanja. Cˇe je torej model v sorodnem delu za
napovedovanje zˇe kupljenih izdelkov dosegel oceno F1 = 0.301, to ne po-
meni, da bo ob prilagoditvi za priporocˇanje novih izdelkov dosegel podobne
rezultate modelom, ki so bili razviti v sklopu te diplomske naloge in obratno.
Uspesˇnost modelov tega diplomskega dela bi bili, predvsem v primeru po-
datkovne zbirke Mercator, morda lahko izboljˇsani z vecˇjo kolicˇino podatkov.
Sˇe en razlog, da so bili modeli trgovine Instacart bolj uspesˇni kot tisti od
trgovine Mercator, morda predstavlja dejstvo, da je trgovina Instacart sple-
tna trgovina. Tu so kupci manj izpostavljeni mnozˇici izdelkov kot v dejanski
trgovini, to pa pomeni, da jih ponavadi pritegne manj razlicˇnih izdelkov.
Za modele obeh podatkovnih zbirk bi bilo mocˇ najti tudi bolj optimalne
parametre, kot so sˇtevilo priporocˇenih izdelkov, sˇtevilo podobnih izdelkov
za primerjavo ipd. Iskanje najbolj optimalnih parametrov bi zaradi dokaj
pocˇasnega grajenja modelov zahtevalo ogromno cˇasa, zato v praksi veliko-
krat ti niso izbrani. Kljub temu je bilo preizkusˇenih veliko parametrov, zato
se uspesˇnosti modelov najverjetneje ne bi bistveno spremenile.
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