A numerical study of glow discharges was carried out in order to evaluate their potential for flow control applications. As part of this project, a three-dimensional computer code has been written to solve, in an implicit, loosely-coupled fashion, the fluid conservation laws, the charged particle continuity equations under the drift-diffusion model, and the Poisson equation for the electric potential. Fully three-dimensional calculations have been carried out for DC discharges in nitrogen, and changes in the flow in the presence a discharge have been demonstrated. In computations of a three-dimensional electrode configuration mounted on a flat plate in a Mach 5 crossflow, the discharge was found to thicken the boundary layer. The resulting compression waves led to increased pressure forces at the plate surface. These changes in flow structure occurred through dissipative heating; the body force term in the fluid momentum equation was negligible. The computations are in qualitative agreement with total temperature measurements made in a similar configuration for air flow.
I. Introduction
Plasma actuators are currently considered to be a promising means of flow control.
2-9 A number of different plasma generation methods have been considered for flow control schemes, including DC glow discharges, RF glow discharges, and dielectric barrier discharges, and control experiments have been carried out both with and without the presence of an applied magnetic field. Significant control effects have been observed in experiments on both high-speed 7, 8 and low-speed flow. 4, 5 Accurate modeling of such flow control devices, however, requires consideration of many physical phenomena, particularly space charge effects or sheaths, which are not typically incorporated into conventional fluid dynamics models.
Over the past few years, a prototype code (PS3D) has been written in order to model flow in the presence of finite space charge effects, and examine the plasma sheaths present near electrode surfaces. [10] [11] [12] [13] [14] [15] [16] [17] The current version of the code is three-dimensional, and includes the capability to model the effects of an applied magnetic field. Options are present in the code to model the motion of each species of charged particle with continuity/momentum equations appropriate to a low-density regime 15, 17 or with a drift-diffusion equation appropriate to a high-density regime.
14, 16
The higher density regime is the focus of the present work, which is aimed at developing a capability to simulate experiments with plasma actuators. Earlier efforts considered simple two-dimensional, directcurrent glow discharges, 14 then moved on to more complicated geometries with uncoupled fluid mechanics.
Here, fully-coupled, three-dimensional cases are considered, and preliminary investigations of the effect of an applied magnetic field are presented. Calculations of DC glow discharges in nitrogen have been carried out for two configurations: a simple discharge between parallel plates, and a discharge across a three-dimensional electrode configuration mounted on a flat plate in a Mach 5 flow.
II. Methods
An implicit, loosely-coupled method is employed to solve the fluid conservation laws, the charged particle continuity equations under the drift-diffusion model, and the Poisson equation for the electric potential. The physical model and numerical procedure are described in this section.
A. Physical Model
The conservation of mass, momentum, and energy for the overall gas is expressed as:
∂E ∂t
where the total fluid energy is defined as E = ρ( + u 2 /2). The mass density, the charge density, and the total current density are found by summing over all species: ρ = Σ s m s n s , ρ c = Σ s q s n s , and j = Σ s q s n s v s .
At present, a vibrational energy equation is not incorporated into the model. Following the simplified treatment of vibrational nonequilibrium commonly used in the literature, 18 the energy deposition term E · j in Eq. (3) is replaced with ηE · j, where 1 − η represents the fraction of energy delivered to vibrational modes. Here we take η = 0.1.
The total stress tensor Σ is given by the usual constitutive equation for a Newtonian fluid and the heat flux Q follows Fourier's heat conduction law:
where µ and k are, respectively, the viscosity and thermal conductivity. The transport coefficients were evaluated using the correlations given in Ref. 19 . Neglecting acceleration terms and diffusion due to temperature gradients, the particle and momentum conservation equations for each species can be combined to obtain a drift-diffusion model:
where s s is the sign of q s , and the tensor M s is defined as:
The dot product in Eq. (6) corresponds to summation on the second index of M ij .
For later use, we define several quantities related to the species velocity:
These are, respectively, a convection-drift velocity (8), a species flux relative to the bulk flow (9), a corresponding species velocity (10) , and a total species velocity (11) . For the present work, two species of charged particles are considered (ions and electrons, denoted below by subscript i and e), and the charged particle generation rate is taken to have the form:
where α is the ionization coefficient, β is the recombination coefficient, and Γ e is the magnitude of the electron flux. All the discharge calculations presented in this paper were carried out for nitrogen gas. Data for the mobilities, diffusion coefficients, ionization coefficient, and recombination coefficient were taken from Ref. 20 . The electric potential is determined from the Poisson equation:
where 0 is the permittivity of free space, and the electric field is found from E = −∇φ. Conventional no-slip wall conditions and inlet/outlet boundary conditions were used for the fluid equations. The normal component of the ion flux was assumed to be zero at the anode, and the normal component of the electron flux at the cathode was found from the relation:
where γ is the secondary emission coefficient, n is a unit normal vector, and the species fluxes Γ i,e were computed using one-sided, second-order spatial differences. The potential at the anode was taken to be zero. The cathode potential V c was either held fixed, or determined according to an external circuit such that
where V is the applied voltage, R is the external resistance, and I is the total current at the anode.
B. Numerical Methods
The conservation laws were solved using approximately-factored, implicit schemes, related to those developed by Beam and Warming, 21 Pulliam, 22 and Surzhikov and Shang. 20 Applying the standard transformation from physical coordinates (x, y, z) to grid coordinates (ξ, η, ζ), the conservation equations (1)- (3) and (6) can be written in the form:
where, for example, U = U/J and E = (ξ x E + ξ y F + ξ z G)/J. Writing Eq. (15) as ∂U /∂t = R, and discretizing in time, we have:
where θ = 0 for an implicit Euler scheme and θ = 1/2 for a three point backward scheme. We introduce subiterations such that U n+1 → U p+1 , with ∆U = U p+1 − U p . The right hand side R n+1 is linearized in the standard 'thin layer' manner. Collecting the implicit terms on the left hand side, and introducing approximate factoring and a subiteration time step ∆t gives:
where B is the source Jacobian, and A 1−3 and R 1−3 are flux Jacobians. For the bulk fluid conservation laws, the symbols D i and D e are, respectively, the implicit and explicit damping operators described by Pulliam. 22 The explicit damping operator uses a nonlinear blend of secondand fourth-order damping. 23 The spatial derivatives are evaluated using second order central differences. For the drift-diffusion equations, no damping is used. Instead, these equations are discretized in space using a second-order upwind scheme based on the convection-drift velocity V s [defined in Eq. (8)]. The minmod limiter is employed. A second-order, upwind method was also applied when calculating the species fluxes present in the source terms. (See the discussion of the charged particle generation term in Ref. 20 , and the discussion of Eq. (34) in the Appendix of the present paper.)
The Poisson equation is solved using an approximately factored implicit scheme, adapted from the approach described by Holst. 24, 25 Applying the usual transformation of coordinates, the three-dimensional Poisson equation (13) can be written in the form:
Following the procedure described by Holst, we introduce an artificial time term:
and develop a procedure that drives the numerical solution towards Lφ = 0. We write ∆φ/∆τ = Lφ p+1 , where ∆φ = φ p+1 − φ p . We then linearize the right hand side using the standard 'thin layer' approach, introduce α = 1/∆τ , an over-relaxation parameter ω, and approximate factoring. This gives:
where D is the source Jacobian and A, B, and C are the flux Jacobians. The spatial derivatives are evaluated using second-order central differences. A cyclic variation of the pseudo-time parameter is used in order to accelerate convergence. The fluid equations, the drift-diffusion equations, and the Poisson equation are solved in a looselycoupled fashion inside a subiteration loop intended to drive ∆U and ∆φ toward zero. Typically three overall subiterations are employed, with 10-1000 iterations of the Poisson solver within each overall subiteration.
Due to the disparate time scales involved in the fluid dynamic and electromagnetic phenomena occurring in these problems, calculations can be costly in computer time. Efforts have been made to improve the speed of the computations. In the implementation of the factorized schemes, multi-level parallelism is exploited by using vectorization, multi-threading with OpenMP commands, 26 and multi-block decomposition implemented through MPI commands. 27 Further, the code is set up to run in either a time-accurate mode, or with independent time-steps for the different physics modules, which can be useful for accelerating convergence.
III. Glow Discharge without Flow
Three-dimensional computations of a parallel-plate discharge in the absence of bulk gas flow were carried out. Two cases were considered: one at 670 Pa (about 5 torr) and one at 130 Pa (about 1 torr). For each case, the working gas was nitrogen, the bulk gas velocity was set to zero and the gas temperature held fixed at 293 K. The potential at the anode was taken to be zero, and the normal derivatives of all variables were set to zero on the side boundaries. The cathode potential V c was determined according to an external circuit such that V c = −V + IR, where V is the applied voltage, R is the external resistance, and I is the computed total current at the anode. The secondary emission coefficient was taken to be γ = 0.1.
For the 670 Pa cases, the computational grid consisted of 51×51×51 points, distributed over a 20 mm by 40 mm by 40 mm rectangular domain, with grid clustering near the electrode surfaces. The applied voltage was taken to be V = 2 kV and the external resistance R = 300 kΩ.
The results for the 670 Pa baseline case, without an applied magnetic field, are shown in Fig. 1 . The basic structure of the discharge is illustrated in Fig. 1a , which shows an ion number density isosurface, 1c-e, which show, respectively, contours of the ion number density, electron number density, and electric potential. Figure 1f shows the corresponding current lines in the same plane. In each of these plots, the cathode corresponds to the left boundary, the anode to the right.
Overall, the solution shows typical features of the 'normal glow' regime. The discharge is axisymmetric; this is a property of the solution, not an imposed condition. The peak ion concentration occurs in a diskshaped region near the cathode surface. This region occupies only a portion of the cathode area. There is significant charge separation there, with a large concomitant potential drop. Between the cathode and anode layers lies a column of quasi-neutral plasma in which ion and electron concentrations are almost equal. Near the anode surface a small region of finite space charge exists. Current lines originate at the anode, follow the plasma column across the discharge gap, then diverge as they pass through the cathode layer.
The results for the 670 Pa case with an applied magnetic field of 1 T are shown in Fig. 2 . The plots are organized in the same manner as for Fig. 1 . Figure 2a shows the isosurface n i = 1.5 × 10 15 m −3 . Figure 2b shows selected current lines and the current density isosurface j = 30 A/m 2 . Figures 2c-f show, respectively, ion number density contours, electron number density contours, electric potential contours, and selected current lines in the z = 0.02 m plane. Two primary changes in the discharge are seen with the application of the magnetic field: the discharge broadens, with a reduction in the plasma density of the positive column, and the radial component of the current density, which flows across the magnetic field lines, is strongly suppressed. Relatively little change is observed in the current or potential drop across the discharge (Table 1) . Since the ionization coefficient, mobility coefficient, and diffusion coefficient vary strongly with pressure, the discharge properties are expected to be significantly different for the lower pressure (130 Pa) cases. For this case, the computational grid consisted of 51 × 101 × 101 points, distributed over a 20 mm by 120 mm by 120 mm domain, with grid clustering near the electrode surfaces. The applied voltage was taken to be V = 1 kV and the external resistance R = 300 kΩ.
The results for the 130 Pa case are shown in Fig. 3 . The organization of the plots is the same as in Figs. 1. In the lower pressure case (Fig. 3) , the cathode layer is relatively thicker, and the positive column less prominent, than in the corresponding case at higher pressure (Fig. 1) . The discharge also occupies a larger proportion of the cathode surface. One important qualitative difference from the high-pressure case is the appearance of local maxima in the number densities off the centerline of the discharge.
IV. Flat Plate Boundary Layer Control
A computational study was made of a configuration similar to that examined experimentally by Kimmel et al. 7 The dimensions of the test article considered here are close to, but not exactly the same as, those considered in that study. The working fluid was taken to be nitrogen, rather than air as in the experiments. The test article was a 66 mm× 38.1 mm, sharp-edged flat plate. The freestream conditions were p ∞ = 64 Pa, T ∞ = 43 K, and u ∞ = 688 m/s. Adiabatic wall conditions were assumed.
A computational grid of 101 × 81 × 81 points, distributed over a rectangular domain of dimensions 66 mm × 25 mm × 38.1 mm, was considered (Fig. 4a) . The cathode and anode were taken to be located on the plate surface (y = 0 mm), with a finite extent in the spanwise direction (9.5 mm ≤ z ≤ 28.6 mm). The cathode was located at a station upstream (13.2 mm ≤ x ≤ 26.4 mm), and the anode farther downstream (39.6 mm ≤ x ≤ 52.8 mm). Grid clustering was employed near the electrode boundaries and near the plate surface. The cathode was held at φ = −1 kV (no external load), and the secondary emission coefficient was taken to be γ = 0.1.
Figures 4b-f show three-dimensional perspective views of the computed solutions. For the case with the discharge on, contours of electric potential with selected current lines are shown in Fig. 4b , corresponding isobars are shown in Fig. 4c , and isotherms in Fig. 4d For the baseline case, temperature and pressure are uniform in the spanwise direction (Figs. 4e-f) . The boundary layer is evident growing along the plate surface, as is a weak leading edge shock introduced by the hypersonic boundary layer displacement effect. Wall pressure increases across the shock and decays slowly downstream, whereas wall temperature shows only a very slight increase in the downstream direction.
Significant changes in the solution are observed with the discharge on. Most of the potential variation occurs near the surface of the cathode and around its edges (Fig. 4b) , and significant dissipative heating occurs in this region. In particular, a wall temperature maximum appears near the downstream edge of the cathode, leading to boundary layer thickening, and an associated compression wave system that emanates from the vicinity of the cathode. Wall pressure increases due to the presence of these waves.
Figures 5a-d show selected profiles through the solution, comparing the baseline case to the case with the discharge on. Figure 5a shows the wall temperature profile, and Fig. 5b the wall pressure profile. For the baseline case with the discharge off (dash-dot-dot line), the pressure distribution shows the expected decrease with streamwise position, and the the adiabatic wall temperature shows a slow increase. With the discharge on (solid line), a strong perturbation of the wall temperature and pressure occurs, starting at the cathode and peaking near its downstream edge. A similar effect appears in the profile of the skin friction coefficient (Fig. 5c) , with a drop in skin friction over the cathode, and an overshooting recovery downstream. Figure 5d shows boundary profiles for a station at the middle of the plate (x = 33 mm, z = 19 mm). The thickness of the boundary layer is seen to increase significantly with the discharge on, with an accompanying increase in the temperature at the insulted wall.
Given the changes in pressure and skin friction, it is interesting to assess the overall effect of the discharge on the forces on the plate. The results are given in nondimensional form in Table 2 . The force coefficients only consider the forces acting on the wetted (upper) side of the plate, and are defined as
where A is the area of the plate, ρ ∞ U 2 ∞ /2 is the freestream dynamic pressure, n is the unit normal vector, and Σ is the total stress tensor defined in Eq. (4) . Despite the initial decrease in skin friction over the cathode, the overshooting recovery leads to a small net increase in drag on the plate. force on the plate due to wall pressure increases by about 6% with the discharge on due to the increased flow compression with boundary layer thickening. Examining the source terms that appear in the fluid conservation laws, we find that the changes that the discharge introduces in the flow structure are primarily due to dissipative heating effects, rather than the electric force on the bulk gas. The maximal values of the nondimensional source terms occur near the downstream edge of the cathode, where the electric field is high. The nondimensional electromagnetic power term P = ηE · jL/(ρ ∞ u 3 ∞ ) has a maximum value of P ≈ 6. In comparison, the maximum nondimensional rate of mechanical work done by the electric body force The results obtained here are qualitatively consistent with experimental observation of discharges 1, 7 and simple heating 1, 28 and with computations based on simplified physical models based on gasdynamic heating [29] [30] [31] or quasi-neutral electromagnetics. 18, 31 A preliminary comparison to experimental data 1 is made in Fig. 6 , which shows profiles of the total temperature with the discharge on, divided by the corresponding value of the total temperature when the discharge is off. It is important to note that the experimental data and computations do not correspond to exactly the same conditions: the electrode geometries are different (noted in the figures), and working gas is different (air for the experiments, nitrogen for the computations). Nevertheless, qualitative agreement in trends is observed. The streamwise profile of T 0,on /T 0,off is initially flat, shows a rise at the cathode, followed by a slow decay downstream. Both the measured and computed wall-normal profiles show significant energy addition near the wall, but it is apparent that the adiabatic wall condition assumed in the computations is not a good match to the experimental conditions.
V. Summary and Conclusions
Over the past several years, a program has been underway to develop a capability to numerically simulate experiments with plasma actuators and evaluate their potential for flow control applications. Towards this end, a three-dimensional computer code has been written to solve, in an implicit, loosely-coupled fashion, the fluid conservation laws, the charged particle continuity equations under the drift-diffusion model, and the Poisson equation for the electric potential. Earlier efforts considered simple two-dimensional, directcurrent glow discharges, then considered more complicated geometries with uncoupled fluid mechanics. In the present work, we have moved on to fully three-dimensional calculations with full coupling of the discharge to the flow through the body force and energy deposition source terms.
The first case examined in the present work was a fully three-dimensional computation of a simple direct-current glow discharge between parallel plates. For the baseline case, features were observed that are consistent with standard results in the normal glow regime. These included a strong potential drop near the cathode surface, a peak in the ion number density near the cathode that is an order of magnitude larger than the plasma density in the positive column, and the discharge current occupying only a portion of the electrode surfaces. For lower pressures, maxima in the charged particle number densities were observed off the discharge centerline. A preliminary investigation of the effect of an applied magnetic field showed that the field tends to suppress the radial component of the current density.
With this validation case completed, changes in the flow with the presence of a discharge were demonstrated. In computations of a three-dimensional electrode configuration mounted on a flat plate in a Mach 5 crossflow, the effect of the discharge was to thicken the boundary layer. The resulting compression waves led to increased pressure forces at the plate surface. The computations are in qualitative agreement with total temperature measurements made in a similar configuration for air flow.
1 These changes in flow structure occurred through dissipative heating; the body force term in the fluid momentum equation was negligible. Nevertheless, this form of flow control may be useful for high-speed applications, where conventional mechanical control surfaces are often unsuitable.
Appendix: Grid Convergence with Different Numerical Methods
Here we carry out grid convergence studies for a one-dimensional problem, comparing several numerical methods. A number of numerical methods that have been used to solve the drift-diffusion equations for DC and RF discharges: flux-corrected transport, 32, 33 upwind, 20 central-difference with damping, 34 and exponential discretization. 35, 36 Alternative approaches include central differences with logarthmic treatment of the electron diffusion terms, 37 and logarithmic extrapolation of the number densities to the cell faces.
38
Here we focus on three second-order schemes: the Scharfetter-Gummel scheme, upwind differencing, and ordinary central differencing.
We solve a subset of the equations considered in the main paper. The particle conservation equations (6) are solved with the magnetic field terms omitted. The conservation equations for ions and electrons are:
The Townsend model for the ionization source term ω is used, Eq. (12). The Poisson equation (13) is solved for the electric potential. The basic drift-diffusion equation in one dimension becomes:
Implicit time integration is carried out as in Eq. (17), with the η and ζ factors omitted. We take θ = 1 2
for second-order time integration. The term δ ξ (A∆U ) is discretized using a first-order upwind difference, whereas the term δ ξ (Rδ ξ ∆U ) is discretized using a second-order central difference. The resulting tridiagonal system is solved using standard methods. The spatial discretization for each scheme has the following form:
For the Scharfetter-Gummel scheme, we have:
where
A second-order upwind version of the spatial discretization is:
The terms evaluated at i ± 1 2 denote second-order extrapolation to the cell boundaries using the MUSCL formalism 39 with a limiter applied. The second-order, central-difference version is:
Blended second-and fourth-order damping was applied for the central difference calculations.
In the evaluation of Eq. (12), an upwinded evaluation of the electron flux is used as suggested by Surzhikov and Shang 20 (see p. 451 of their paper). In contrast to the first order extrapolation of the electron number density used there, a second-order extrapolation is used here. We define the following expression for the extrapolated number density:
The electron flux is then evaluated as:
and
A grid convergence study was carried out for a one-dimensional DC glow discharge in a 20 mm gap. The working gas was nitrogen. The external resistance was 300 kΩ, the applied voltage was 2 kV, the pressure was 670 Pa, the temperature was 293 K, the secondary emission coefficient was γ = 0.1. The results are shown in Fig. 7 .
The Scharfetter-Gummel scheme produced good results for 25-200 points across the gap, with grid convergence achieved with about 100 points (Fig. 7a) . Similar results were obtained with the upwind scheme, but no acceptable solution was obtained with the coarse grid of 25 points (Fig. 7b) . The central difference scheme could not be made to produce acceptable solutions for less than 200 points across the gap. The three methods agree closely when applied on the same grid (Figs. 7c-d) . Note that the largest discrepancy between methods occurs in the electron current (or flux) near the edge of the cathode layer, where the electron number density rises from near zero to a significant value and the electron current rises dramatically. 
