The biologically inspired concept of hidden genes has been recently introduced in genetic algorithms to solve optimization problems where the number of design variables is variable. In multigravity-assist trajectories, the hidden genes genetic algorithms demonstrated success in searching for the optimal number of swing-bys and the optimal number of deep space maneuvers. Previous investigations in the literature for multigravity-assist trajectory planning problems show that the standard differential evolution is more effective than the standard genetic algorithms. This paper extends the concept of hidden genes to differential evolution. The hidden genes differential evolution is implemented in optimizing multigravity-assist space trajectories. Case studies are conducted, and comparisons to the hidden genes genetic algorithms are presented in this paper.
Introduction
A fundamental step in the planning of interplanetary space missions is the design of the spacecraft trajectory. The multigravity-assist trajectory with deep space maneuvers (MGADSMs) is a trajectory that benefits from the gravitational fields of other planets to attain a free momentum change, by performing swing-bys around the planets. MGADSM trajectories can also use impulsive thrust to apply deep space maneuvers (DSMs) as needed. A criterion that is usually used in designing the MGADSM trajectory is to find the MGADSM trajectory that has minimum fuel expenditure. Designing the MGADSM trajectory is then formulated as an optimization problem. The design parameters that need to be optimized are the number of swing-bys, the planets to swing by, the times of swing-bys, the number of DSMs, the components and directions of these DSMs, the times at which these DSMs are applied, and the exact launch and arrival dates. This optimization problem, in its general form, is a variable-length optimization problem where the number of design variables is a variable. For instance, one solution may have 2 DSMs, and another solution for the same problem may have 3 DSMs. The number of design variables is different in both cases. The different number of swing-bys also causes the number of design variables to vary among different solutions.
Several optimization approaches have been proposed to solve the MGADSM trajectory design problem. Reference [1] developed a deterministic search space pruning algorithm to search for the optimal solution for a simplified version of the problem. When the gravity-assist sequence (i.e., the number of swing-bys and the planets to swing by) is known a priori, and assuming no DSMs, a pruning technique was developed to locate efficiently all the interesting parts in the search space of the multigravity-assist (MGA) variables [1] . This is called the MGA problem. Reference [2] implemented a stochastic initialization procedure, combined with a local optimization tool, to provide a set of locally optimal solutions to the same problem. The primer vector theory was extended to find the optimal number of DSMs as well as their magnitudes and directions [2] . In this method, the user specifies the sequence of swing-bys a priori. Reference [3] introduced relaxing boundary conditions to apply the interaction prediction principle to decompose the problem into subproblems. Parallel subproblems could then be solved. The algorithm was able to efficiently calculate the optimum number of DSM impulses and their locations.
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Evolutionary algorithms have been extensively investigated to search for the optimal solutions for the MGADSM problem. Reference [4] implemented a systematic branching strategy along with an evolutionary algorithm to balance the search between the local convergence and the global search. At each new run, the search space was reduced by performing a deterministic step. While the focus in [4] is on the balance between the local and global search when the number of variables is fixed [4] presented examples where the number of swing-bys is variable and the different MGA scenarios were explored. For the complex trajectories, Cassini and Rosseta [4] used wide ranges of design variables based on a priori knowledge of the solution space (assumed a fixed planet sequence). Reference [5] implemented a method inspired by the ant colony optimization to provide the optimal planetary sequence and a good estimation of the set of associated optimal trajectories. In [5] , the trajectory model consists of a sequence of celestial bodies connected by two dimensional transfer arcs containing one DSM. Reference [6] implemented the differential evolution (DE) optimization method for the MGADSM problem. Reference [6] focused on the tuning of the algorithm parameters to improve the DE's performance and solved complex interplanetary missions, such as Cassini and Galileo.
Among the evolutionary algorithms are the genetic algorithms (GAs). GAs have been used widely in the literature to solve several orbital mechanics problems [7] [8] [9] [10] [11] . In order to implement the standard GAs in the MGADSM problem, the number of design variables needs to be fixed. This means that the number of swing-bys and the number of DSMs need to be known a priori. Recently, the concept of hidden genes in genetic algorithms (HGGA) was introduced to search for optimal solutions when the number of design variables is not fixed [12] . The HGGA is a biologically inspired concept where some of the genes are hidden to represent variables that are not part of a solution but are part of other solutions. The HGGA was implemented to the full MGADSM problem where no information about the number of swing-bys or the number of DSMs is known a priori [13, 14] . DEs however have proven to be more efficient than GAs in searching for the optimal solutions of MGA problems, when the number of swing-bys and the number of DSMs are known a priori [6, 15] .
In this paper, the concept of hidden genes is implemented in DE and applied to the MGADSM problem. Section 2 presents a brief description for the problem formulation. Section 3 describes how the DE works in the presence of hidden genes. The optimization approach for the MGADSM problem is detailed in Section 4. Numerical case studies are presented in Section 5.
Problem Formulation
A two-body dynamic model is assumed to govern the spacecraft motion at any time. The trajectory design problem is formulated as an optimization problem as follows: find the minimum cost selections for the number of swing-bys, the planets to swing by, the times of swing-bys, the number of DSMs, the components and directions of these DSMs, the times at which these DSMs are applied, and the exact launch and arrival dates, given ranges for departure and arrival dates from the departure planet to a target planet. The cost is the total ΔV required for the mission. The spacecraft will benefit from as many as needed swing-bys of other planets. The segment between any two planets is called a leg. A leg can have any number of DSMs. Orbital mechanics details about how to compute the cost function from the design variables can be found in several references, for example, [13] .
An essential step in any evolutionary optimization algorithm is to evaluate the cost function at a given design point. Some of the problem variables are independent, and some are dependent. At each design point, the optimization algorithm selects values for all the independent design variables while the dependent variables and the cost are to be calculated. These calculations are available in several references [13, [16] [17] [18] and are briefed in this section for completeness of presentation.
Assume gravity-assist maneuvers in a given mission (hence + 1 legs in the trajectory). Each leg contains deep space maneuvers. If a leg has one DSM or more, then the swing-by maneuver at the beginning of that leg is assumed to be a nonpowered swing-by maneuver [18] . If a leg has no DSM, then the swing-by at the beginning is assumed to be a powered swing-by maneuver. Figure 1 is a typical illustration for the geometry of a three-impulse leg in a trajectory. The time of flight for each leg, except the last leg, is an independent design variable [18] .
In the nonpowered swing-by, the independent design variables associated with the swing-by are the normalized pericenter altitude ℎ and a rotation angle [13] . The outgoing spacecraft velocity vector is then calculated using the swingby model. This velocity vector is the spacecraft heliocentric velocity vector of the initial point on the consequent transfer trajectory. The pericenter altitudes ℎ are normalized with respect to the mean radius of the associated swing-by planet, . In the powered swing-by model, however, the dependent variables associated with the leg before the powered swing-by are first calculated. Next, the dependent variables associated with the leg after the powered swing-by are computed [13] .
Finally, the powered swing-by variables, including the swingby impulse Δv , are computed such that the calculations of the two legs are compatible.
The times of swinging by planets are known (design variables provided by the optimizer); hence the positions of the spacecraft during the swing-by maneuvers are known. A Lambert solver is used to calculate the spacecraft velocity vectors on the initial and final points of the zero-DSM consequent leg. The velocity vector at the initial point of this leg is the required heliocentric outgoing velocity vector (v + / ) req of the powered swing-by at the associated swing-by planet [18] . To achieve this velocity, a swing-by impulse Δv is added. To reduce the cost of the swing-by impulse, it is assumed that the powered swing-by impulse, the incoming relative velocity vector v − ∞ , and the required outgoing relative velocity vector (v + ∞ ) req are in the same plane so that Δv does not have an out-of-plane component
The v + ∞ is calculated as
Differential Evolution with Hidden Genes Chromosomes
DE is a population based function optimization algorithm. It encodes all the design variables into a chromosome. The initial population of chromosomes (solutions) is randomly generated. After initialization, the DE enters a loop of evolutionary operations; these operations are the mutations, crossover, and selection [19] . A population consists of NP members, and each member is of dimension . So, at each generation, , the population is x , = [ 1, , , 2, , , . . . , , , ] , = 1, 2, . . . , NP. The mutation operation uses the current population to create trial vectors k , . There are different strategies for mutation in the literature one of them is defined as
where 0, 1, and 2 are three different integers uniformly selected from the set 1, 2, . . . , NP, and is the mutation factor [20] . After mutation, the crossover operation forms the final trial vector u , = [ 1, , , 2, , , . . . , , , ] , where [20] , , = { V , , , if rand (0, 1) ≤ CR or = rand , , , , otherwise,
where rand (0, 1) returns a uniform random number on the interval [0, 1], rand is an integer randomly chosen from 1 to , and the crossover probability is CR ∈ [0, 1]. The selection operation selects the more fit one from the parent and the trial vectors, x , and u , , respectively.
The hidden genes implementation in differential evolution is not unlike their implementation in genetic algorithms which is detailed in [13] . The hidden genes concept mimics biology in that not all proteins are made in every cell, and hence not every gene is read in every cell [21] . For example, an eye cell does not need any breathing genes on. And so they are shut off in the eye. Seeing genes are also shut off in the lungs. Another layer of coding tells what genes a cell should read and what genes should be hidden from the cell [21] . Figure 2 shows two chromosomes of different lengths in a standard DE implementation. The mutation operation described in (3) cannot be carried out if standard DE is implemented because the lengths of the vectors x 0, , x 1, , and x 2, are, in general, different. When hidden genes are added, the lengths of the chromosomes become the same ( max ). The hidden genes represent variables that do not exist in a specific solution but exist in others, as shown in Figure 2 . For example, consider the MGADSM problem where the maximum possible number of swing-bys allowed in the mission is 5. A specific solution for the mission might have only 2 swing-bys. The chromosome representing this solution will have hidden genes representing the variables associated with 3 swing-bys. These hidden genes do not affect the fitness of the solution. However, they take part in the crossover and mutation operations, and hence they affect future generations.
The hidden genes differential evolution (HGDE) method is tested for several interplanetary missions ranging from simple to complex missions. The optimization algorithm finds the mission scenario (the number of swing-bys and the planets to swing by) as well as the rest of the independent design variables: the times of swing-by, the number of DSMs, the times of DSMs, the magnitudes/directions of DSMs, and the departure/arrival dates. The size of the design space is controlled by the bounds of the independent design variables.
MGADSM Trajectory Optimization Using HGDE
In this paper, the objective is to minimize the total cost, ΔV , of the MGADSM trajectory, where
where is the number of gravity-assist maneuvers, is the number of deep space maneuvers in each leg of the + 1 mission's legs, Δk and Δk are the departure and arrival impulses, respectively, Δk is the postswing-by impulse of the powered gravity assist only, and Δk DSM is the applied deep space maneuver impulse. The HGDE is implemented for optimization to search for the optimal solution. Each chromosome represents the independent design variables. In this optimization problem, some of the design variables are continuous (CDVs) and some are discrete (DDVs), as seen in Table 1 . In Table 1 , is the maximum possible number of swing-bys, is the maximum possible number of total DSMs, and is the maximum possible number of powered swing-bys in the entire trajectory. The epoch of a DSM, , specifies the time at which the impulsive maneuver is applied, as a fraction of the associated leg transfer time. The flight direction is a binary variable that specifies the direction of flight around the Sun (prograde or retrograde).
In complex missions, the computational cost of the problem may be reduced by splitting the problem into two phases [13] . A trajectory design optimization can be started by assuming no DSMs in the trajectory (zero-DSM trajectory). This reduces the number of independent design variables by eliminating the following design variables: swing-bys periapsis altitudes, swing-bys rotation angles, epoch of DSMs, and thrust impulses. This reduction in the number of design variables allows exploring wider ranges for each of the remaining design variables. In the second step, DSMs are added to the obtained fit scenario (zero-DSM solutions). In the second step, we optimize the number of DSMs in each leg and their locations/magnitudes/directions, while maintaining the scenario fixed. The departure/arrival dates and times of flight are allowed to change as design variables, with narrow ranges around the values obtained from the zero-DSM solution. This technique of solving the problem by the two-phase approach has the advantage of reducing the computational time. Specifically, for the Cassini 2 mission trajectory, if the maximum number of swing-bys is four and only one impulse, as a maximum, is allowed in each leg, then the number of independent design variables is 33 (11 DDVs and 22 CDVs). This is a computationally expensive problem, especially with wide ranges for the design variables. The zero-DSM problem has only 12 design variables (6 DDVs and 6 CDVs). Then, the second step is performed with 27 design variables (5 DDVs and 22 CDVs). The ranges of the CDVs in the second step are reduced based on the information from the first step solution.
Case Studies
This section presents three case studies for interplanetary space missions trajectory optimization. Comparisons to other solutions in the literature are presented to validate the obtained results. A MATLAB code (available with [20] ) is adopted in implementing the HGDE. DE has three main parameters that need to be tuned. These parameters are the population size (NP), mutation factor ( ), and the crossover probability (CR). For MGADSM problems, [6] presents a study on the tuning of the standard DE parameters and recommends a range for each parameter. These recommendations are adopted in this paper. Unless otherwise specified, the population size, the mutation factor, and the crossover probability are selected to be 30, 0.8, and 0.7, respectively [6] .
In order to test the HGDE algorithm, statistics are generated on its behavior over a number of runs and for a given computational effort (measured in terms of the number of function evaluations). Rigorous procedures have been developed for testing global optimization algorithms [6, 15, 22] . In this paper, the algorithm developed in [15] is implemented to test the capability of HGDE in finding the best cost solution. The algorithm presented in [15] measures the success rate of an algorithm in finding the best cost solution. Because the main advantage of the HGDE is its capability of finding the optimal sequence of planets, another measure is implemented to measure the success rate of the algorithm in finding a swing-by sequence [12] . The success rate is computed as = / , where is the number of runs and is a counter that counts how many times the best sequence resulted as a solution at the end of an experiment. In some experiments, the algorithm produces a swing-by sequence that is not the best known solution. In this case, the success rate represents the success rate of the algorithm in finding the solution that it finds not the best known solution. For example, if the best know swingby sequence of a mission is (VEE) and the HGDE algorithm best solution has a sequence (EE), then the success rate represents the success rate in finding the solution (EE). Hence, is not sufficient in measuring the efficiency of the HGDE, and an additional metric is here introduced to quantify how an obtained swing-by sequence is far from the best known sequence. This swing-by sequence distance metric (SSDM) along with determines the efficiency of the HGDE in solving a given problem. The following section details how the SSDM is defined.
Swing-By Sequence Distance Metric.
Suppose that the number of swing-by planets in a given solution is , and the number of swing-by planets in the best known solution is . Let
Hence, the term quantifies the error in the number of swing-by planets between an obtained solution and the best International Journal of Aerospace Engineering 5 known solution; if the solution has the same number of swing-bys as the best known solution, then = 0. Let be an index associated with the th swing-by planet. If the th swing-by planet is the same in both the best known solution and the obtained solution , then = 0, otherwise = 1. For example, the two sequences (EVE) and (EVV) have 1 = 0, 2 = 0, and 3 = 1. Hence the quantity = ∑ quantifies how far a planets' sequence is from the best known sequence (assuming that both sequences have the same number of swing-bys; that is, = 0.) If two sequences have different lengths, then the longer sequence will be reduced in length to match the shorter sequence in order to compute . The reduction in length can only be carried out at the beginning or/and at the end of the longer sequence. For example, consider the th sequence (EV) and the sequence (EEVV). There are three possible values for resulting from comparing the th sequence (EV) to each of the following subsets (EE), (EV), and (VV). The corresponding values of are 1 = 1, 2 = 0, and 3 = 1, respectively. The value of will be selected to be the minimum of for all . The value of can be easily computed, = + 1, where = minimum ( , ). Hence the SSDM of a solution from the best known sequence (SSDM ) is defined as SSDM = + , where
Earth-Mars Mission Using HGDE.
The HGDE is used to search for the optimal trajectory for the Earth-Mars mission. The objective is to obtain a minimum cost trajectory. All the design variables are optimized in one optimization step (the full MGADSM problem). The ranges of the design variables are shown in Table 2 .
The total number of design variables for this mission is 33. A population of 400 individuals is used, for 600 iterations (DE 400/600). A local optimizer uses the fittest solution as an initial guess to find a local minimum. The resulting solution has a single swing-by maneuver at Venus, with a total cost of 10.716 km/s. It has a single DSM in the first leg as shown in Table 3 . The obtained sequence is the same as the best known solution, and hence SSDM = 0.
Statistics are generated on the behavior of the HGDE over 100 runs (for 240,000 function evaluations each). The success rate in finding the optimal sequence settles at 12%, whereas the success rate in finding the minimum mission cost settles at 9%, as shown in Figure 3 . Section 6 compares these results with other methods in the literature. For the sake of comparison with other methods, the same problem is solved with a narrow launch date range (June 01, 2004-July 01, 2004) to match that used in [13] . In this case, a DE 30/200 is used. The obtained solution is very close to that listed in Table 3 with a total mission cost of 10.73 km/s. The success rates in this case are 30% and 20% for the sequence and cost, respectively.
The same problem is solved again on two steps. The first step is the search for the zero-DSM trajectory, and the second step is the search for the optimal DSMs for the obtained zero-DSM trajectory in the first step. The lower and upper bounds for the first step are shown in Table 4 . As can be seen in Table 4 , a wide range for the swing-by planets is assumed, and no DSMs are assumed. This HGDE is run 25 times, International Journal of Aerospace Engineering and in all the runs the HGDE found the optimal swing-by sequence which is (EVM). So, the success rate for finding the optimal swing-by in this case is 100%. The rest of the solution parameters are shown in Table 5 . The obtained sequence is the same as the best known solution, and hence SSDM = 0. A comparison between Tables 3 and 5 shows that the obtained solution in the first step is close to the solution obtained when the whole problem is solved in one step. The second step assumes the sequence is (EVM) and searches for the optimal DSM structure. The number of DSMs in each leg is assumed 0, 1, or 2. The location of each DSM in a leg could be anywhere between 0.1 and 0.9 of the leg time of flight. The best solution found in the second step is shown in Table 5 . The obtained solution is almost the same solution obtained in Table 3 . The success rate in finding the minimum cost is shown in Figure 4 . The success rate settles at 90%.
Jupiter Europa Orbiter Mission (JEO).
The HGDE is used to investigate the JEO mission [23, 24] . Table 6 shows the ranges of the design variables used for the zero-DSM model. In the MGADSM model, the zero-DSM solution swing-by sequence is used, and the ranges of the rest of the design variables are narrowed down around the zero-DSM solution, as shown in Table 7 .
A population of 400 members and 600 iterations (DE 400/600) is used, in both steps. The best zero-DSM solution found using the HGDE is a three-swing-by trajectory (EVEEJ), as shown in Table 8 . Several zero-DSM solutions are found with very close costs and slight differences in departure and/or arrival dates and impulses. In these solutions, the total mission cost is about 9.2 km/s, and the mission duration is about 8 years. It is worth mentioning that other solutions, of lower cost (about 9.4 km/s) but with a mission duration of about 6.6 years. The cost function in this study, however, accounts only for the mission cost, and hence a shorter mission duration does not affect the fitness of a solution.
Statistics are generated on the behavior of the HGDE over a number of runs and for a given computational effort (measured in terms of the number of function evaluations). Two cases are considered: DE 500/60 and DE 400/600. The JEO mission problem is run 51 times (it has been observed that there is no significant variation in the success rate after 51 iterations for this case study so we chose to stop at 51). For the DE 500/60, the success rate settles at above 70% for finding the best swing-by sequence but settles at above 10% for finding the zero-DSM cost, as shown in Figure 5(a) . The best solution found in this case has a planet sequence of EVEJ and a cost of 12.6 km/s. The SSDM for this solution is 1. For the DE 400/600, the success rate settles at 70% for finding International Journal of Aerospace Engineering 7 the optimal swing-by but settles at 64% for finding the zero-DSM cost, as shown in Figure 5 (b). The best solution found in this case has a planet sequence of EVEEJ. The SSDM for this solution is 0.
In the second stage, the planet swing-by sequence is fixed at EVEEJ, and the optimal DSMs are calculated. The number of variables in the second stage for the JEO mission is 23. The minimum cost found using HGDE is 8.97 km/s. Figure 6(a) shows the success rate in finding the minimum cost in the second stage. The success rate settles at 50% after 100 runs. The number of function evaluations in this statistical study is 100,000. Table 8 shows the details of the obtained solution. After departure, the spacecraft completes one revolution around the Sun before it swings by Venus. The trajectory has one DSM in the first leg. After the Venus swingby, the spacecraft completes one revolution around the Sun before it swings by the Earth. The third swing-by is around the Earth, after which the spacecraft flies toward Jupiter, as shown in Figure 6 (b).
Earth-Saturn Mission (Cassini 2).
The Cassini 2 mission trajectory is one of the most challenging multigravity-assist trajectories to be optimized. The target is to study the planet Saturn and its moons [25] . The HGDE tool is used to search for a minimum cost trajectory from Earth to Saturn. For the sake of making comparisons with the literature, a narrow range of departure date is allowed, around the known published date for the Cassini 2 mission. The ranges for the other design variables are wide enough to investigate all possible solutions. Table 9 presents the upper and lower bounds for the design variables. First, the problem is investigated assuming no DSMs. For this zero-DSM model, the population size is selected to be NP = 500, and the number of iterations is 200 (DE 500/200). The best solution found in 200 runs has two swingby maneuvers at Venus and Jupiter, (Earth-Venus-JupiterSaturn (EVJS)). This is different from the actual Cassini 2 mission scenario (Earth-Venus-Venus-Earth-Jupiter-Saturn (EVVEJS)) [13] . The SSDM for this solution is 5. A local optimizer is used to tune the design variables to the nearest local minimum. The obtained mission total cost is 12.32 km/s. Table 10 shows the obtained solution design variables values. Figure 7 shows the zero-DSM trajectory.
Statistics are generated on the behavior of the HGDE over 200 runs and for 100,000 function evaluations. The success rate in finding the swing-by sequence is 58%, whereas the success rate in finding the minimum mission cost is 55%, as shown in Figure 8(a) .
The second step (the MGADSM model) is carried out assuming the EVJS sequence. The boundaries of the design variables in the second step are shown in Table 11 . Several sizes for the population are tried; these are NP = 60, 90, 150, 400, and 600. In all of these cases, the HGDE could not find a lower cost solution than the zero-DSM model. Hence, the best solution obtained by the HGDE for the sequence EVJS is 12.32 km/s.
In [13] , a niching approach was implemented in the HGGA to maintain population diversity in subsequent generations, by degrading the fitness of the similar individuals [26] . As a result, the HGGA was able to find the known optimal sequence (EVVEJS) for the Cassini 2 mission. The same niching approach is implemented in HGDE for the Another experiment is conducted to solve the zero-DSM model for the Cassini 2 mission. In this experiment, the number of swing-bys is assumed to range from 3 to 5. This range is selected to exclude the previously obtained two swing-by solutionS from the design space. This experiment is conducted 100 times. The obtained zero-DSM solution has three swing-bys (planet sequence is EVEJS.) The SSDM for this solution is 1. This zero-DSM solution has a cost of 10.15 km/s. The success rates in finding this solution ARE 25% and 27% for the cost and swing-by, respectively.
Assuming that the planet sequence is known (EVVEJS), the HGDE is used to solve the optimal DSM structure in the trajectory. The number of design variables in this case is 48 (6 discrete and 42 continuous). The range for the time of flight of each leg is assumed to be 40 to 1000 days. The DE 500/200 experiment is conducted 100 times. The obtained solution has a single DSM in the second leg (VV), whose impulse is 0.469 km/s. The total mission cost is 8.89 km/s. The success rate in finding this solution is 6%. The obtained solution is shown in Table 12 .
Discussion
The main advantages of implementing the HGDE in this problem are (1) its capability in finding the optimal swingby sequence and the optimal number of DSMs, and (2) the zero-DSM solution provides good initial guesses for some of the design variables which increases the effectiveness of the second step of HGDE in finding the minimum cost MGADSM trajectory.
The Earth-Mars mission is solved using the HGDE in this paper and is solved using the HGGA in [12] . The best solution found using the HGGA has a cost of 10.78 km/s, while the best solution found using the HGDE has a cost of 10.73 km/s. The success rate of the HGDE in finding the optimal swing-by sequence is 30% and is 20% in finding the minimum cost, when the MGADSM problem is solved in one step. The same experiment was conducted using the HGGA, and the success rate was 1.5% in finding the swingby sequence and was 10% in finding the minimum cost [12] . The same problem was solved on two steps, the zero-DSM and MGADSM, using both the HGGA and the HGDE. The success rates of the HGGA are 95% and 25% for the swing-by and cost, respectively. The corresponding success rates for the HGDE are 100% and 90% for the swing-by and cost, respectively. Clearly, the HGDE has higher success rates. Moreover, the efficiency of the HGDE is much higher than that of the HGGA. The HGDE needed 6,000 functions evaluations, while the HGGA required 150,000 functions evaluations, to obtain the above success rates. Without using the concept of hidden genes, the problem can only be solved assuming the knowledge of the swing-by sequence and the number of DSMs in the solution. For instance, assuming a swing-by planet Venus and one DSM, [2] found a solution with a cost of 10.786 km/s.
The Jupiter Europa Orbiter Mission trajectory from Earth to Jupiter has been optimized in the literature. The solution presented in this paper is the same as the solution obtained by the HGGA [14] . Reference [14] presents another slightly lower cost solution that is obtained using a dynamic-size multiple populations genetic algorithms [14] . This slightly lower cost solution has a cost of 8.92 km/s and has a different planet sequence of only two swing-bys (EEEJ) and three DSMs [14] . The Cassini 2 mission trajectory design problem has been addressed in several studies [2] [3] [4] 6] , where it is always assumed that a fixed swing-by sequence (EVVEJS) is known a priori. Different methods have been used in the literature that result in slightly different costs for the Cassini 2 mission; one solution reported in [2] has a cost of 8.877 km/s. The solution obtained by the HGGA has a cost of 8.385 km/s, when the problem is solved in two steps. The HGGA solution is only possible when a niching approach is implemented [13] . The HGDE is implemented for solving the Cassini 2 mission. Even with niching, the HGDE could not find the known planet sequence. This is because the implemented niching approach is originally designed to maintain diversity in GA populations and might not be the best approach to maintain diversity in DE populations.
The results presented in this paper show that the HGDE algorithm is more efficient in searching for the optimal solution of the MGADSM problem than the HGGA. This is consistent with previous results in the literature where the DE method has proven to be more efficient than the GA in solving the same problem when the number of design variables is fixed [15] .
Conclusion
The concept of hidden genes is implemented in differential evolution for solving the interplanetary trajectory optimization problem. In the interplanetary trajectory optimization problems presented, the HGDE automatically computes, without a priori knowledge, the number of swing-bys, the planets of swing-bys, and the number of deep space maneuvers, in addition to finding the rest of the trajectory parameters. The HGDE implementation is simpler than other evolutionary algorithms that carry out genes exchange between different length chromosomes. This is because the HGDE implements the standard crossover operation. In all case studies presented in this paper, the HGDE has demonstrated to have an advantage, as compared to the HGGA, in terms of the success rate of the algorithm. However, in the Cassini 2 mission trajectory, a niching approach added to the HGGA enabled finding the optimal solution while the HGDE, with niching, could not find the known optimal solution.
