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Space is a highly congested and contested domain begetting the importance of priori-
tizing the Space Situational Awareness (SSA) mission. With increased dependence on
space assets, scheduling and tasking of the Space Surveillance Network (SSN) is vitally
important to maintaining space dominance. According to the 2004 USSTRATCOM
Strategic Directive 505-1 (SD 505-1) the SSN uses centralized tasking, with decen-
tralized scheduling. Enhancing SSA within available resources is paramount, and
the development of a centralized SSN scheduler to maximize performance is crucial.
This research develops and compares novel scheduling models to a model reecting
the 2004 SD 505-1. Novel schedulers were developed to reduce time gaps between
observations, prioritize high value space objects, and retain maximum observation
quality. In both single and multi-sensor scenarios, these novel schedulers maintained
the same, or higher, levels of observation threshold retention in high priority targets,
while increasing observation threshold gains in lower categories. Simulations using
the novel schedulers showed dramatic improvement, especially in multi-sensor scenar-
ios, in the mean and maximum time between observations of sample space objects
compared to the SSN Scheduler Model. Novel schedulers showed at least a 3% im-
provement in meeting threshold requirements, a 12% decrease in mean time between
observations, and up to a 9% decrease in maximum time between observations. Fi-
nally, these benefits were realized with a nominal increase in processing time for most
novel schedulers. Results of this research can educate national policy makers on the
benets of proposed upgrades to current and future SSA systems.
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COMPARISON OF NOVEL HEURISTIC AND INTEGER PROGRAMMING
SCHEDULERS FOR THE USAF SPACE SURVEILLANCE NETWORK
I. Introduction
1.1 Background
One of the missions the United States Air Force provides under Air Force Space
Command is Space Situational Awareness (SSA) in order to monitor and track the
ever-growing collection of objects orbiting Earth. After more than 50 years of space
development, congestion between objects in space has become a major concern and
continues to become worse as more nations become increasingly dependent on space
assets and launch new systems into space [7]. As of 2015, there were 1,000 active
satellites, 7,000 inactive satellites, and numerous pieces of space debris. Many pieces
of space debris are too small to track and it is estimated that more than 20,000
pieces of 1 cm to 10 cm and approximately 200,000 pieces smaller than 1 cm exist
[8]. Keeping up with the exponentially increasing number of space objects, improving
capabilities to detect objects currently too small to track, and providing appropriate
intelligence on objects of concern is vitally important to the DoD. However, increasing
the number of DoD assets may not be feasible in the future with a shrinking budget.
Instead, current assets, processes, and software must be examined to determine where
advances may be made at lower monetary costs.
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1.2 Problem Statement
The United States’ Space Surveillance Network (SSN) is currently tracking and
maintaining orbital information on objects in all of the various orbits. With lim-
ited resources and aging technology, the current assets within the SSN’s inventory,
comprised of earth-based optical telescopes, space-based optical telescopes, and radar
tracking sites, cannot keep up with an increasingly difficult mission. The issue is ev-
ident with situations such as the Chinese anti-satellite (ASAT) test on Fengyun-1C
in January of 2007 which generated nearly 2700 pieces of debris greater than 10cm,
or the collision between Iridium 33 and Cosmos 2251 in February of 2009, which
generated over 1600 pieces of debris greater than 10cm. The Fengyun-1C event is
also estimated to have produced over 150,000 pieces of debris larger than 1cm, all of
which are capable of disabling spacecraft [3]. If the SSN cannot completely perform
its mission, the US is left vulnerable due to gaps in intelligence resulting from an
inability to properly characterize resident space objects (RSO)[8]. Due to shrinking
budgets and limited resources, the DoD needs to find ways to optimize the usage of
current assets without adding to the inventory.
1.3 Research Questions
• Can a scheduling method be developed which outperforms the scheduler repre-
sented in 2004 SD 505-1 at reducing mean and maximum time between obser-
vation for a population of RSO’s while meeting RSO observation thresholds?
• Can a novel scheduler be developed that improves upon the scheduler used in
prior research with roughly same processing requirements?
2
1.4 Approach
This research develops and compares novel scheduling techniques to a scheduler
model reflecting the 2004 USSTRATCOM Strategic Directive 505 Volume 1 (SD
505-1) [6], the most recent redacted edition of the document that provides direc-
tion on SSA scheduling processes and tracking. By implementing various scheduling
techniques, the research determined if changes to the scheduling process results in im-
provements to areas such as lowering the mean age of data across RSO categories, and
increasing the number of observed satellites in lower priority categories without re-
ducing prioritized asset uncertainty. The research began by leveraging prior research
models, utilizing a purely greedy heuristic prioritizing time between observations, to
create a model scheduler mirroring that described in SD 505-1. Prior thesis [9] [10]
[11] research in this area was limited to GEO, the models developed in this research
expand this scope to include RSO’s in LEO, MEO, and HEO. This baseline model
was compared against four different novel schedulers, two built off modifying the
previously developed heuristic scheduler, one using binary integer programming, and
the final one a binary integer program using multiple objectives. Following testing,
comparative analysis was performed to determine how these schedulers performed.
1.5 Summary
Chapter II details current SSA background as well as orbital fundamentals nec-
essary to addressing asset concerns, and the current SSN doctrine. It also gives
background on scheduling theory and relevant scheduling techniques as well as briefly
discuses previous efforts to optimize SSA. Chapter III introduces novel heuristic sched-
ulers expanding on research presented in Stern and Wachtel, Felten, and Batemen’s
theses [9] [10] [11]. Chapter III also introduces novel binary integer optimization
3
based schedulers. Chapter IV details analytical results of these schedulers, to include
the baseline scheduler and sensitivity analysis. Chapter V provides conclusions and




This chapter begins by examining recent Air Force doctrine and detailing the im-
portance of Space Situational Awareness (SSA). It continues by outlining the basics of
orbital motion and trajectory, along with effects that cause orbits to change, as well as
how to read the Two-Line Element Set. The chapter then introduces signal-to-noise
ratio and how it is calculated, followed by a description of RSO tracking methodology.
Next, the chapter details information about the Space Surveillance Network (SSN),
sensors within its inventory, and how tasking is performed through the SSN. This is
followed by a review of scheduling theory as well as several scheduling techniques to
include Zero-One Linear Programming, Multi-Objective Optimization, greedy heuris-
tic, Genetic Algorithm, and Reinforcement Learning. Finally, the chapter concludes
by examining previous solution efforts to optimize SSA scheduling, to include several
related thesis papers.
2.2 Space Situational Awareness
Joint Publication (JP) 3-14, Space Operations, defines SSA as, the requisite foun-
dational, current, and predictive knowledge and characterization of space objects and
the [Operating Environment] upon which space operations depend - including physi-
cal, virtual, information and human dimensions - as well as all factors, activities, and
events of all entities conducting, or preparing to conduct, space operations [2]. SSA
allows for “the enabling of a description of the location and operation of US space
assets as well as the location and function of the assets of other nations, particularly
those that are, or could become, our enemies” [12] as well as characterizing the threat
created by the growing uncatalogued space debris population [3]. In other words,
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SSA is crucial in securing the safety of space assets as well as protecting military and
national interests through the collection of all available information about the current
space environment.
Because the US and many other nations heavily rely on space assets, “SSA is a
necessity for any nation that seriously bases its military and economic well-being even
partly on space capabilities” [12]. World nations are developing two separate types of
space related capabilities. The first involves deploying military and economic space
assets to include communications, positioning, and detection missions. The second
includes technologies designed to counter or otherwise deny other nations’ assets.
Both categories can be threatening to US National Security and establish the need
to provide accurate location and orbital information through SSA [12]. The USAF
divides SSA requirements into five pillars that include 1) Detect, Track and Identify, 2)
Characterization, 3) Tactical Warning and Attack Assessment, 4) Data Integration
and Exploitation, and 5) Spacecraft Protection and Resiliency [8]. This research
focuses on detecting, and subsequently tracking, resident space objects (RSO’s).
2.2.1 Common Orbits
Space object orbits are classified depending on their distance from the Earth’s
surface and the shape of their orbit. Common orbit types include Low Earth Orbit
(LEO), Medium Earth Orbit (MEO), Highly Elliptical Orbit (HEO), and Geostation-
ary Orbit (GEO), shown in Figure 1.
GEO objects orbit the Earth at the same rate at which the Earth rotates upon
its axis, tracing a figure eight over the ground, i.e. ground trace, or in the case
of a special type of GEO orbit over the equator-called geostationary (GSO), which
appear with a ground trace of a fixed point. GEO orbits allow for consistent line of
sight observations available from one-third of the Earth and are ideal for worldwide
6
Figure 1. Orbit Types (not to scale) [1]
communications, surveillance, reconnaissance, observing large-scale weather patterns,
and missile warning [2].
HEO objects orbit in the shape of a long ellipse with their most distant points
from the earth (called apogee) up to 25,000 miles away and their closest points (called
perigee) as close as a few hundred miles. The nature of their orbits cause a long
dwell time near apogee, making these orbits ideal for communications, scientific,
surveillance, and weather missions over higher latitudes [2].
MEO orbits include orbits between that of LEO and GEO, and have no formal
altitude, but a special case exists with a semi-synchronous MEO orbit when they are
near circular. This orbit allows an object to repeat an identical ground trace after
two, 12 hour, revolutions and is most well-known for the orbit utilized by the Global
Positioning System (GPS) as well other communication missions [2].
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LEO orbits are objects relatively close to the Earth with an average orbit time of
approximately 90-100 minutes, allowing for less powerful transmitters and the ability
to achieve higher resolution imagery, making LEO ideal for Intelligence, Surveillance,
and Reconnaissance (ISR) missions, environmental monitoring, scientific, manned
space-flight, and small communications satellites [2]. The short overhead view period
necessitates a constellation of many satellites evenly spaced in several orbital planes
in order to maintain continuous coverage.
A brief synopsis of the characteristics for each orbit type is in Figure 2.
Figure 2. Orbit Type and Characteristics [2]
2.2.2 Orbit Changes
Typically, an RSO’s orbit remains constant unless the RSO causes the movement,
through maneuvers commonly called Delta-V’s, or the object is affected by an exter-
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nal force, a perturbation, or by interacting with another object, such as a collision.
Maneuvering in space costs fuel and decreases the life of a satellite. Perturbations can
cause an object, which otherwise would not change, to alter its orbit and can include
effects such as the gravitational pull of the Earth, Sun, Moon, and other planets.
The variance in Earth’s gravitational field can cause perturbation effects. Addition-
ally, perturbations can be caused by atmospheric drag, the Sun’s solar pressure, and
interactions between solar radiation and the Earth’s magnetic field [2].
Numbers of both operational spacecraft and orbital debris are increasing greatly
each year as more spacecraft are launched into orbit, orbital debris collisions continues
proliferating additional debris, and previously undocumented debris from previous
collisions becomes catalogued [3] as shown in Figure 3.
Figure 3. Growth of the Catalogued Satellite Population. Note that some debris from
the major breakups of 2007 and 2009 have yet to be officially cataloged. [3]
As Lt. Gen. Helms says, “Operating within the increasingly congested, contested,
and competitive space environment requires strategically reexamining our processes,
planning flexibility, awareness of the space environment, and collaboration efforts with
all space faring nations and corporations” [2]. These factors increase the importance
of quality SSA, an accurate accounting of where objects are, and satellite conjunction
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analysis, understanding the risk of collision between a satellite and another object in
orbit [13].
2.2.3 Two-Line Element Set
In order to describe a satellite’s orbit around the Earth, NORAD developed and
NASA adopted the Two-Line Element Set (TLE) Format, which allows outside ap-
plications to compute positioning at any moment of a tracked satellite. The TLE
contains descriptive information for an individual satellite as well as Keplerian orbital
elements of a satellite. The first line contains information such as Satellite Catalog
number, Element Set (Elset) Classification, International Designation, Elset Epoch
in UTC or the time in which the TLE was taken. The second line contains the six
Classical Orbital Elements (COE’s) including the semi-major axis-defining the size of
the orbit, the eccentricity-giving the shape of the orbit, the inclination-representing
the orientation of the orbit with respect to the Earth’s equator, the argument of
periapsis-defining the perigee of the orbit with respect to the Earth’s surface, the
longitude of the ascending node-representing the location of the ascending and de-
scending orbit locations with respect to the Earth’s equatorial plane, and the true
anomaly at epoch denoting where the satellite is within the orbit with respect to
perigee [4]. An example of a TLE is shown in Figure 4.
Figure 4. International Space Station TLE [4]
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2.2.4 Detection
The ability to distinguish an object from its background is the definition of de-
tection regarding RSO’s. To do so, the signal-to-noise ratio (SNR) must be at least
2.5 in order to successfully detect the object[14]. However, users may specify higher
SNR values for successful detection, as Koblick, Goldsmith, Klug et al. [15] and
Stern and Wachtel [9] used a more conservative SNR of 6. This research utilized an
SNR threshold of 4 to account for errors made in sensor performance assumptions
like Basraoui [16], who continued Stern and Wachtel’s research, and researchers at
Georgia Institute of Technology, who studied optimization of CubeSat detection [17].
This thesis utilizes the following equations as described in Stern and Wachtels [9]
to calculate SNR. Equation 1 details the amount of reflected light received from a




(sin(α) + (π − α)cos(α)) (1)
where
ψ is the fraction of the maximum received light
α is the phase angle
Cd is the Lambertian reflection coefficient.






Pem is the power emitted
S is the solar radiation
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rRSO is the radius of the RSO.
Equation 3 indicates the power received by the sensors detector based on power






PRCV D is the Power received by the detector
R is the distance from RSO to the observer
τopt is the atmospheric transmittance
τatm is the optics transmittance
ARCV R is the sensor collecting area.






Signal is output signal
λavg is the average of the wavelengths of the bandpass
η is the efficiency of the detector turning received signal into output
tint is the integration time
h is Plancks constant
c is the speed of light.
Noise is the unpredictable fluctuation in signal output as a result of uncertainty in
electron generation in the detectors electronics [9] and can be modeled using Krisci-




f(ρ) = 105.36[1.06 + cos2(ρ)] + 106.15−
ρ
40 (6)
X(Z) = (1− 0.96sin2Z)−0.5 (7)
Bmoon = f(ρ)I
∗10−0.4kX(Zm)[1− 10−0.4kX(Z)] (8)







I∗ is the illuminance of the moon outside of the atmosphere
a is the lunar phase
ρ is the angle between sky/target position
f(ρ) is the Rayleigh (molecule) scattering
Z is the zenith angle
X(Z) is the Moon distance
Bmoon is the brightness of the moon
Bzen is the moonless zenith sky brightness
k is the atmospheric extinction coefficient
Zm is the lunar zenith angle
Radsky is the total sky radiation
Nsky is the sky noise
IFOV is the sensors Instantaneous Field of View.




Signal + η(Nsky +Nd)tint +N2r
(11)
where
Nd is the dark signal property
Nr is the sensor read noise property.
Using the above calculations, an SNR above a user defined value indicates that a
sensor has the ability to feasibly make an observation of that RSO [9].
2.2.5 Tracking
Once an object has been detected, a TLE can be developed and the RSO can
be tracked. Tracking involves determining and maintaining RSO orbital parameters
in order to determine current and predict future locations. Ideally, RSO tracking
should be accomplished frequently enough such that the interval of observations is
short enough at least to allow future observations without the efforts of initial de-
tection. Tracking of RSO’s assists in learning the objects maneuverability as well as
potentially the object’s mission [22]. At least three observations, each creating two
data points, are required in order to use Gauss’ Method to solve for the six Classi-
cal Orbital Elements (COEs) used to characterize the orbit of an RSO [23]. Using
Gauss least squares method, a best fit approximation is calculated based on multiple
possible orbits created from the observations due to uncertainty [22]. Horwood et al
determined that high-confidence orbit estimates can be made based on observations
spaced between 0.2 and 0.6 orbital periods if at least three or four observations are
made in total, where more observations within shorter periods beget smaller con-
fidence estimates [24]. As time from last observation progresses, orbit confidence
decreases and the need to perform additional observations become more important.
To maintain high-confidence orbit estimates, the Combined Space Operations Center
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(CSpOC) specifies an ideal number of observations for each object based on orbit and
priority [25].
2.3 Space Surveillance Network
Joint Functional Component Command for Space (JFCC Space) utilizes the Space
Surveillance Network (SSN) in order to detect, track, and characterize RSO’s and
maintain intelligence on high-interest targets. The SSN is a collection of 47 optical
and radar sensor systems spread across 31 geographic locations on Earth as well
as two orbital regimes, all of which are divided into three categories: dedicated,
collateral, and contributing [26]. Radar sensors within the SSN are either mechanical,
employing a mechanical antenna tracker which sends a beam of radar energy to the
target is reflected and returned to the radar receiver for measurement, or phased-array
which steer radar energy electronically rather than mechanically move an antenna.
Mechanical radars are limited by their ability to only track one object at a time
and cannot efficiently search for targets due to their single radar beam. Phased-
array radars can track numerous targets simultaneously but are limited by power
available, the high cost of construction and complex maintenance. Optical sensors,
more specifically electro-optical, form images by gathering light waves reflected off
an object into electrical impulses recorded onto magnetic tape. Optical sensors are
limited by their reliance on light, cannot track during the day or under overcast sky
conditions, and the object must be reflecting light [27].
Dedicated sensors are those operationally controlled by US Strategic Command
(USSTRATCOM) whose primary mission is to provide SSA and include Ground-
Based Electro-Optical Deep Space Surveillance (GEODSS) systems, Moron Optical
Space Surveillance (MOSS), Eglin AFB AN/FPS-85 phased-array radar [27], Space
Surveillance Telescope (SST), Space-Based Space Surveillance (SBSS) [9], and the
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Air Force Space Surveillance System (AFSSS), or Space Fence, which was shut down
in 2013 [28]. Collateral sensors are those controlled by USSTRATCOM whose pri-
mary mission is not space surveillance but characterize RSO’s as a result of provid-
ing for their primary mission and include the Ballistic Missile Early Warning Sys-
tem (BMEWS), Maui Optical Tracking and Identification Facility (MOTIF), MAUI
Space Surveillance System (MSSS), PAVE PAWS, Perimeter Acquisition Radar At-
tack Characterization System (PARCS), Antigua Radar, Ascension Radar, and Kaena
Point Radar [27]. Finally, contributing sensors include those owned and operated by
agencies other than USSTRATCOM that provide SSA capabilities as a secondary
mission by request from the Combined Space Operations Center (CSpOC) previously
known as the Joint Space Operations Center (JSpOC) [29]. These sensors include
Millstone/Haystack owned and operated by Lincoln Laboratories of the Massachusetts
Institute of Technology (MIT), ARPA Long-Range Tracking and Identification Radar
(ALTAIR) operated by the U.S. Army, and Cobra Dane operated by Raytheon [27].
This research focuses on a theoretical sensor whose capabilities mimic GEODSS with
a 1 m aperture and a 2.15 m focal length providing a two-degree field of view which
operates only at night [8].
Data collected from each of these sensors are directed to the CSpOC to deter-
mine TLE’s for tracked objects maintained in the satellite catalog [27]. In order to
maintain the satellite catalog accuracy, the CSpOC determines the number of tracks
necessary for each satellites requirements and allocates SSN resources to track those
satellites. Each satellite is described by a numeric category defining its relative pri-
ority (categories 1 to 5 from highest to lowest) and with an alphabetic suffix defining
the number of tracks per day to collect based on suffix (A through U) [25]. The
2004 Strategic Command Directive 505-1 Vol 2 [6] outlines these suffixes and their
associated metric taskings, reflected in Table 1.
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Table 1. Metric Tasking Suffixes [6]
Suffix Mechanical Radar Phased Array Radar Optical
A
All Possible
≤ 50 per pass
All Possible
≤ 50 per pass
All Possible
≤ 50 per pass
B 10 per pass 10 per pass 10 per pass
C 5 per pass 5 per pass 5 per pass
D 3 per pass 3 per pass 3 per pass
E 1 per pass 1 per pass 1 per pass
F
6 per pass
2 passes per day
3 per pass
2 passes per day
8 per pass
2 passes per day
G
6 per pass
1 pass per day
3 per pass
1 pass per day
8 per pass
1 pass per day
H
6 per pass
1 pass per day
3 per pass
1 pass per day
8 per pass
1 pass per day
J
3 per pass
2 passes per day
1 per pass
2 passes per day
5 per pass
2 passes per day
K
3 per pass
1 pass per day
1 per pass
1 pass per day
5 per pass
1 pass per day
L
3 per pass
1 pass per day
1 per pass
1 pass per day
5 per pass
1 pass per day
M
6 per pass
1 pass per day
3 per pass
1 pass per day
8 per pass
1 pass per day
N
6 per pass
1 pass per day
3 per pass
1 pass per day
8 per pass
1 pass per day
O
9 per pass
2 passes per day
9 per pass
2 passes per day
9 per pass
2 passes per day
P
3 per pass
1 pass per day
1 per pass
1 pass per day
5 per pass
1 pass per day
Q
3 per pass
1 pass per day
1 per pass
1 pass per day
5 per pass
























2 passes per day
5 per pass
2 passes per day
5 per pass
2 passes per day
The CSpoC generates a centralized tasking plan and then individually tasks SSN
sensors. Each sensor then individually schedules how it will attempt to track its as-
signments. Currently, centralized SSN scheduling is infeasible due to communication
and technology limitations [25]. Each sensor attempts to meet its tracking allocations
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and the results are sent back to CSpOC for evaluation of the overall sensors response
to the taskings, the catalog is updated, and the cycle is repeated [25].
2.4 Scheduling Theory
Each individual sensor develops a schedule to meet the tracking assignments it
has received. These schedules are driven by the importance of the satellite, the ob-
ject priority which is influenced by the age of previous TLE data, and the track
requirements based on object suffix [25]. Developing an ideal schedule falls under
an important branch of operations research, called Scheduling Theory, which stud-
ies situations of “optimal distribution and sequencing of the jobs of a finite set to
be processed on either a deterministic single machine or in a multi-machine system
under different assumptions on the nature of this processing” [30], where a job may
be observing an RSO and a machine may be a resource such as a ground sensor.
Scheduling is a decision-making process regularly used to determine an optimal al-
location of resources to jobs within a given time period in order to optimize one or
many objectives [31] and is typically concerned with finding the appropriate sequence
of tasks on resources such that both all constraints are met and some performance
criterion is optimized [32]. A schedule consists of each job to be performed on each
resource at each appropriate time in order [33].
Often, scheduling of jobs is subject to a set of constraints which take the form
of three primary types: technological, precedence, and resource. Technological con-
straints require processing jobs through resources in specific order [32]. For example,
to manufacture a ruler, first wood must pass through a resource, the cutting machine,
where it is cut to size, after that it goes through a resource to have markings printed on
it, and finally pass through a resource to have the wood treated and sealed. Because
satellite observations are considered single jobs performed by each sensor, technolog-
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ical constraints do not apply to a sensor-satellite scheduling problem as satellites do
not need scheduling to different sensors in specific orders [33]. However, precedence
constraints require processing certain jobs in specific order [32]. Using the previous
example, a precedence constraint may be that 6 inch rulers must run through the
marking resource before 12 inch rulers, both having passed through the cutting re-
source already. In a sensor-satellite scheduling problem, precedence constraints occur
as a result of satellite priorities, where a satellite of the highest priority must be seen
before a satellite with the next highest priority [33]. Resource constraints exist when
one or more resources are limited [32], in the case of the ruler manufacturing, X rulers
may require construction, but only one cutting resource exists. In the case of sensor-
satellite scheduling, resource constraints exist when only a select number of sensors
are visible to a satellite at a given time. Additionally, another resource constraint
exists with the number of satellites a sensor may observe at the same time [33].
Assuming one or more feasible schedules exist, the main objective for a scheduler
is to determine which of those schedules is optimal based on defined measures of
effectiveness (MOE). For example, many schedulers attempt to minimize the total
time required to perform all jobs, or to accomplish the most jobs in a given period
of time [32]. The sensor-satellite schedule, in general, falls into the latter example
where ideally the number of observations should be maximized in a 24 hour period
[33]. However, other schedules may be developed to fulfill different objectives such as
minimizing the mean age of a collection of satellites or maximizing the observations
of a specific category of satellites.
Schedulers may solve scheduling problems using a number of different methods
and solution techniques. For many complex scheduling problems, a single universally
efficient solution technique does not exist. Instead, the selection of the appropriate
solution technique depends on the nature of the scheduling model [33]. The develop-
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ment of a schedule for a sensor, or set of sensors, to observe a fixed group of satellites
may be developed using different heuristic methods or scheduling algorithms. Each
method may provide different results for various objectives and decision makers must
decide which approach best suits their needs. The following section contains the de-
scription of several techniques used to solve scheduling problems, as well as summaries
of studies using those approaches to develop optimal solutions for the RSO-to-sensor-
scheduling problem.
2.4.1 Binary Linear Programming
Linear Programming is a class of mathematical problems concerned with mini-
mizing or maximizing a linear function subject to a set of linear equality or inequality
constraints [34]. In 1947, while working as a mathematical advisor to the USAF
comptroller, George B. Dantzig conceived the general class of linear programming
problems. A Soviet mathematician and economist, L.V. Kantorovich formulated and
solved a problem of this type in 1939, however, his work did not become known until
1959. Linear programming got its name due to the USAF referring to plans and
schedules as “programs” leading Dantzig to publish his first paper on the subject as
“Programming in a Linear Structure,” which was later coined “linear programming”
in 1948 by economist and mathematician T. C. Koopmans [34]. The general form for
a linear program is:
maximize c1x1 + ...+ cnxn (12)
subject to a11x1 + ...+ a1nxn ≤ b1, (13)
...
am1x1 + ...+ amnxn ≤ bm, (14)
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xn ≥ 0,∀n ∈ N (15)
where there are n variables and m constraints. In a linear program, the constraints
are linear functions of the variables. If desired, minimization may be accomplished
by reversing the signs of c1...cn. In 1949, Dantzig published the “simplex method” for
solving linear programs, which still enjoys wide acceptance, though other methods for
solving linear programs now exist [34]. A type of linear program where all variables are
integers is called Integer Linear Programming, or Integer Programming, and further
restriction of variables to that of 0 or 1 is Zero-One, or Binary Linear Programming.
The sensor-satellite scheduling problem can be modeled as a Binary Linear Program,
as the choice for a particular satellite observed by a particular sensor at a point in
time is reflected by 0-not observed, or 1, for observed [34].
2.4.2 Genetic Algorithm
An increasingly popular meta-heuristic optimization method is the Genetic Algo-
rithm, first developed by Holland in 1960 as part of his artificial intelligence research
[35]. Genetic Algorithms are based on Darwin’s theory of evolution, where each solu-
tion returns a fitness score and more ’fit’ solutions within a population are more likely
to survive to the next iteration and be combined, thereby passing on their ’genes.’
If a child inherits the more desirable traits from each parent, it should be more fit
than the parents. Over time and generations, the population as a whole should move
toward higher levels of fitness [35].
The Genetic Algorithm starts by mapping the problem solution space into a ge-
netic string and randomly creating an initial population of feasible solutions. Each
string, or solution, is evaluated using a fitness function, and the best strings ’re-
produce’ and produce offspring for the next generation. Each string reproduces in
proportion to its fitness value such that higher ranked strings have a greater chance of
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reproducing than lower ranked strings. During “mating,” two ’parent’ strings impart
a portion of their strings to the child, in a process called crossover, allowing for the
creation of new child strings [35].
The fitness evaluation and mating is repeated, those strings with above-average
fitness tend to survive, while those below-average die out. In order to maintain di-
verse populations, mutations are introduced randomly. A typical Genetic Algorithm
repeats the three steps (evaluation/selection, crossover, and mutation) for each gen-
eration until terminated by some condition, like a certain number of generations.
Typically, Genetic Algorithms converge on a fitness score [36], which may be the
global optimal solution, or local optimal solution. To control convergence, experi-
menters may adjust population size, crossover type and probability, mutation type
and probability, selection operators, and number of generations [35].
Using this method, Andreas Hinze and Hauke Fiedler et al [37] compared two
Genetic Algorithms, one single-objective and the other multi-objective, to provide
RSO catalog maintenance. In simulations containing 762 MEO and GEO objects
using the German Space Operation Center telescope. The single-objective Genetic
Algorithm focused on reducing position error covariance, or the uncertainty of a
given RSO’s tracklet, using a method called Shannon Information Content [37]. The
Genetic Algorithm then provided a fitness value with




The multi-objective algorithm included detection probability provided by the pre-
estimated size magnitude of the RSO as the second objective [37]. Here, smaller
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magnitudes, m, are more ideal and therefore the second objective function was




The results of both algorithms converged after approximately 500 generations to
a solution scheduling 182 observations, with the multi-objective Genetic Algorithm
slightly outperforming the single-objective [37]. Their research demonstrated the ap-
plicability of Genetic Algorithms for creating schedules optimizing both on single and
dual objectives. However, their research did not take into consideration the fact that
RSO’s are not homogeneous but have differing priorities. In the Air Force operat-
ing environment, certain RSO’s are always of crucial intelligence value and therefore
require a higher priority for observation and tracking versus other objects. Thus,
including prioritization among objectives within scheduling is as, or more important
than reducing uncertainty and detection probability.
2.4.3 Reinforcement Learning
In 1959, Arthur Samuel coined the term “Machine Learning” in his journal article,
Some Studies in Machine Learning Using the Game of Checkers, which covered the
first computer learning program playing checkers, improving each time it played [38].
Ethem Alpaydin defines machine learning as “programming computers to optimize a
performance criterion using example data or past experience” [39]. Machine learning
may be applied in a number of ways. In learning associations, a program determines
connections between two entities, say consumers and products, to determine what
patterns occur, like a consumer who buys ketchup often also buys mustard. Another
Machine Learning application is classification, where a program may predict what
categories an entity falls under, for instance given many pictures, it may be able to
distinguish between a cat and a dog. Similarly, regression uses training data, where a
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program may be able to predict a response value fitting a function to the data to find
the response. These three tasks are considered supervised learning because learning is
conducted by mapping inputs to outputs with an external operator providing correct
outputs. Unlike the previous three, unsupervised learning only receives input and the
goal is to find regularities or clusters in the input [39]. Reinforcement learning is a
final application, where there is also no external source providing correct information.
In order to obtain substantial reward, the program must prefer solutions it has found
effective in the past and must discover new solutions on its own through discovery by
trying solutions it has not tried before [40].
Regan [41] capitalized on machine learning techniques to develop a modular neural
network for tasking and scheduling of SSA systems. This modular neural network
method involved developing three separate neural networks to perform searching for
new objects, reacquisition of known objects, and tasking the overall system to search
or reacquire at a specific time. Each neural network branch was trained individually
through deep Q reinforcement learning (DQL), a form of reinforcement learning which
builds a matrix called a Q-table and uses values from that table to make policy choices
which optimize actions based on values learned through state-action relations [41].
Then, the networks are integrated to perform a basic SSA-like mission. This system
was tested using a single observer, representing a sensor, to track 50 objects in a
10x10 unit region with random initial positions and velocities. The objects traveled
linearly across the environment and the overall network commands the observer to
search from one location to another in order to minimize age of the data collected
and position error of the targets [41]. The results showed after 100 iterations of
training the tasking network, there was a 15% increase in performance and after
250 iterations a 25% increase in performance, demonstrating the network’s ability to
learn and optimize in a short period. Regan’s research is limited in scope as it is
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designed to model a basic SSA-like mission with limited objects and a single sensor
and provides a simple interpretation of the SSA problem [41]. Further development
utilizing this model with comparison to scheduling architectures in place evaluating
the same criteria with larger sets of objects and sensors would provide great insight
into performance and potential.
A different deep reinforcement learning method by Linares and Furfaro [42] is
implemented through Asynchronous Advantage Actor-Critic (A3C), a policy gradient
(PG) method which leverages the advantage of being able to perform in parallel
and therefore on a network of resources. Here, the reinforcement learning technique
is demonstrated on a system of 100 and 300 RSO’s of varying types (LEO, MEO,
GEO, etc.) with a single ground sensor trained in 10,000 steps. The results show
the solutions to both simulations allow object covariance to converge from an initial
100km to below 10 km in 4 hours, and 10 hours, respectively. Demonstrating the
system’s ability to learn and reduce covariance error [42]. Similar to Hinze and Fiedler,
this approach includes a single objective to reduce covariance, but does not indicate
whether high priority RSO’s are maintained or considered. Like Regan, this method
would benefit from comparison to current architectures in a multi-sensor, large RSO-
count simulation, considering multiple objective, that decision makers require, would
also prove beneficial.
Such a comparison was completed in a study by Bryan Little and Carolin Frueh
[43] comparing the distributed Q learning (DQL) to Ant Colony System (ACS) op-
timization meta-heuristic and a greedy algorithm, ACS is shown to outperform both
the greedy and DQL solutions. In a system of 512 GEO objects using a single ground
sensor, the ACS solution observes 508 objects, followed by 496 and 425 for greedy
and DQL respectively when given a cost function with the single objective to max-
imize weighted viewing directions. Of note with this study is the computation time
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required for each solution, where the DQL solution took nearly 8 times as long as the
greedy, and the ACS 22 times as long as the greedy. The DQL system is expected to
perform better in the future as it had not been fully trained properly [43]. In a sec-
ond simulation including uncertainty as a multi-objective problem, the ACS solution
outperforms greedy 445 objects to 384 [43]. This comparison is completed only on
GEO objects and a single ground sensor, while the 2004 SD 505-1 indicates sensors
within the SSN schedule separately, by allowing central completion of the schedule
across multiple sensors, it is possible to achieve a solution with better performance
results.
2.4.4 Multi-Objective Optimization
In some cases, planning and scheduling problems involve more than one objec-
tive. For example, in sensor-satellite scheduling not only is maximizing the number
of observations desired, but also minimizing the mean time since the TLE was last
updated for the collection of satellites. Often, these objectives conflict with one an-
other, producing different solutions for each separate objective [5]. One basic method
to optimize multiple objectives simultaneously involves the Weighted Sum Method





subject to x ∈ S (19)
where there are i objectives and weights
∑k
i=1wi = 1. In these problems, a unique
solution may or may not exist but a set of mathematically equivalent solutions may
be determined [5]. Here, the solutions may look like Figure 5, where Z represents the
set of possible solutions in objective function space, the dark black line represents the
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set of solutions called the Pareto Frontier, or Pareto Optimal Set, and z∗ represents
a Pareto optimal objective vector [5].
Figure 5. Set of Pareto optimal solutions [5]
The Pareto Optimal Set is named for Vilfredo Pareto, who determined that x is
Pareto Optimal if variables are allocated so that changing the allocation would not
decrease some criterion without at the same time increasing at least one other crite-
rion [44]. Typically, solving multi-objective problems involve a decision maker, who
specifies a preference in weights wi, and may be presented with this set of solutions
for their decision. The Weighted Sum Method provides a simple technique to find a
set of Pareto optimal solutions, however, a disadvantage is that it only truly works
in a convex solution space such as Figure 5. In a non-convex space it may only find
a portion of the Pareto optimal solutions [5]. However, for the sensor-satellite prob-




Some problems are so complex that optimal solutions are difficult to find, and may
take an enormous amount of effort and time to complete. One method to solve such
problems is to use heuristics to produce good, if not optimal, solutions. Heuristics
are simple yet useful tools to solve problems and aid decision making or discovery.
“Heuristic” comes from the Ancient Greek verb heuriskein, meaning “to find out” or
“to discover” [45]. They are prescriptive procedures which detail how an acceptable
solution may be found given constraints like limited time. In doing so, heuristics
may become efficient tools that may not provide the optimal solution but may come
close and do so expeditiously. Examples of heuristics to solve problems date back far
as the thirteenth century, where Catalan philosopher Raimundus Lullus developed
a mechanical device able to generate all debate argument combinations of religious
or philosophical attributes automatically [45]. In modern optimization, heuristics
can be traced back to 1945, where mathematician George Plya’s procedures, such as
decomposing a problem to work toward a solution and later recombining the problem,
would later contribute to fields like Artificial Intelligence [45].
One well known heuristic is the greedy heuristic. The greedy heuristic always
makes the locally optimal choice. The hope is that this choice and subsequent lo-
cally optimal choices eventually lead to a globally optimal solution, however greedy
heuristics do not always yield optimal solutions [46].
Three related thesis papers by Jordan Stern and Steven Wachtel [9], Michael Fel-
ten [10], and Mark Bateman [11] combined both multi-objective optimization and
Genetic Algorithms to solve a different aspect of SSA-to identify optimal combina-
tions of ground and space-based sensors required to perform the GEO SSA mission.
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Using Air Force Research Laboratory (AFRL) Defense Supercomputing Resource
Center’s (DSRC) High-Performance Computer (HPC), combinations of ground and
space-based sensors, simulated by Systems Tool Kit (STK) Engine were run in par-
allel to simultaneously produce multiple performance metrics on each architecture,
providing necessary information to determine sensor to RSO visibility over given pe-
riods of time. In post processing, a schedule was created using a greedy algorithm to
observe 813 GEO RSOs over a 24-hour period [9]. The greedy heuristic first identified
lists of possible observation intervals for available RSO’s with cloud free line of sight
for each sensor. Then, for each sensor the RSO visible to that sensor with the oldest
satellite data was determined, assigned for observation, and its’ data age reset to zero.
The entire process was repeated for every 30 second time interval in a 24-hour day.
The end result was a schedule which tasked each sensor during each time interval,
provided an RSO was visible. After the schedule was created, performance metrics
were taken for detection based on mean RSO diameter, tracking through use of the
mean wait time between observations, and a total cost figure derived for the SSA
architecture set up. These three performance metrics were combined into a fitness
score for each architecture and used by a Genetic Algorithm to identify near-optimal
architectures [9].
Felten’s research expanded upon Stern and Wachtel’s by including access to a 12-
satellite Geosynchronous Polar Orbit (GPO) constellation, twilight imaging on cur-
rent ground sensors within the architecture, increasing space-based sensors in a plane
from 4 to 6, and alternative optimization techniques to include Simulated Annealing
and Particle Swarm Optimization [10]. In Batemans research, the architecture was
expanded to incorporate monitoring of direct ascent (DA) vehicles and Model Based
Systems Engineering practices in optimization [11]. Their research proved parallel
simulation methodology with a multi-objective Genetic Algorithm could be used to
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converge on architecture solutions [10]. Each of these research efforts utilized the
same greedy scheduler which selected the RSO with the largest time since observa-
tion and assumed adequate SNR was achieved. Additionally, they focused on only
GEO RSO’s and modeled a system where scheduling could be completed centrally,
with each sensor working in unison rather than separately. The optimal architectures
derived from the assumptions in these models would not reflect operating conditions
under the 2004 SD 505-1.
2.4.6 Merit-based Greedy Scheduler
Another Air Force Institute of Technology related thesis by Walid Basraoui [16]
reflected on Stern and Wachtels work by implementing a merit-based scheduler. The
scheduler collected data as in the previous thesis, but differed from prior thesis by
assigning each RSO one of three priority levels. These priorities, combined with the
RSOs SNR value, and time between observations, were used to determine a Figure
of Merit for each sensor-RSO pair during each time interval. The weights between
the three values depended on the weight allocated to the priority and the remainder
split between SNR and time between observations. Similar to the previous greedy
scheduler, for each interval the scheduler stepped through each sensor within the
architecture to find the RSO with the highest figure of merit, assigned that sensor
for observation during that time interval, and reset the time between observations.
This was repeated for every time interval producing a schedule. This scheduler was
tested with the same 813 GEO satellites but with a multi-domain SSA architecture
to include 10 ground telescopes, 4 equatorial Low Earth Orbit (LEO) satellites and 3
GEO satellites. The scheduler was capable of reducing mean maximum observation
time gaps for satellites of the highest importance from 81 min to 53.7 min, but the
result increased mid-range satellites from 81 min to 160.8 min and the lowest priority
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satellites from 81 min to 868.3 min [16]. This scheduler combines multiple objectives
with the greedy heuristic, but does not model the RSO priority conditions described
in 2004 SD 505-1, nor does it take into consideration observation threshold require-
ments, allowing the opportunity for revisiting high priority RSO’s more frequently
than necessary at expense of lower priority RSO’s.
2.5 Conclusion
Improving the SSN is a critical task for the DoD as is ensuring SSA provides
the required intelligence to act in the ever-growing and contested space environment.
Without that vital data and without necessary development, US space assets become
vulnerable. The most comparable approaches to this research were the theses by
Stern and Wachtel [9], Felten [10], Bateman [11], and Basraoui [16]; however, each
study limited RSO’s to GEO objects, utilized a greedy scheduler focused only on
reducing the largest time between observations, and assumed a centralized scheduler.
This research expands RSO’s to all orbit classes, demonstrates various schedulers,
against baseline operations as detailed in 2004 SD 505-1 and includes focus on pri-
ority, uncertainty, and SNR. Finally, this thesis compares centralized scheduling to
decentralized.
Modern day SSA utilizes a centralized prioritization list tasking completion ob-
jectives to individual sensors, while delegating actual scheduling to those individual
sensors. Studies by Hinze and Fiedler [37], Regan [41], and Little and Frueh [43]
provide promising optimization techniques, but do not include prioritization as an
objective. Linares and Furfaro [42] simulate a cohesive tasking mechanism, but they





This chapter discusses the overarching problem formulation, model development,
and explanations for each scheduler implemented. The chapter explains the methods
used to find measurement values for all resulting schedules. Areas of measurement
include mean and max age between observations, total number and sum of RSO’s
observed by each priority category, and total number of RSO’s which met target
threshold values in one day. The chapter concludes with an explanation of the exper-
imental trials conducted.
3.2 Materials and Equipment
The following section details materials and equipment used to carry out this re-
search:
3.2.1 Python 2.7.1
Python 2.7.1 is a free open source, commonly used programming language. Using
Spyder as the editor, a script can be written and fed via connect to STK. This
allows a user to code loops to create multiple objects efficiently. By utilizing Python
scripts and connect, scenarios are run much faster and data can be generated in mass
amounts. Python was also used to model scheduler algorithms for comparison in this
research.
3.2.2 PuLP
PuLP is a free open source Linear Program modeler written in python. PuLP was
used in python code with scheduler algorithms that included linear program models.
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3.2.3 Systems Tool Kit (STK)
Analytical Graphics Incorporated (AGI) Systems Tool Kit (STK) 11.4 was utilized
to model the scenario and generate the access data for the ground site. STK is
a physics based software tool which models the Earth, that allows engineers and
scientists to perform complex analyses of ground, sea, air, and space assets and can
produce various reports such as phase angles, zenith angles, azimuth and elevation
angles, and range for analysis. AGIs connect commands were scripted and fed via
python using a Transmission Control Protocol/Internet Protocol (TCP/IP) socket.
3.2.4 Previous Thesis
Data generation and original scheduler code were retrieved and modified from
Bateman’s thesis [11], which originated from Stern and Wachtel’s research [9], for
initial comparison. Equations and some assumptions built into their code were carried
over into initial models.
3.3 Approach Overview
To compare 2004 SD 505-1 scheduler against novel schedulers a common envi-
ronment was developed and utilized. STK was used to model the environment,
schedule codes matching Bateman’s [11] greedy scheduler and the SSN scheduling
process according to 2004 SD 505-1 were created and compared against two novel
schedulers. The first novel scheduler, the Relaxed SSN Scheduler Model, relaxed con-
straints within the SSN model, while the second, the Relaxed SSN Scheduler Model
with Spacing, added spacing between observation intervals to maximize beneficial
geometries. Two schedulers using binary integer programming were also created and
compared to the above heuristic schedulers.
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3.4 Data Generation
3.4.1 Python and STK Connection
Architectures were evaluated via STK 11.4 simulation. In addition to the more
traditional STK Graphical User Interface (GUI), STK can be controlled through a
module called Connect, which receives commands from Python (or other languages)
in the form of strings through a TCP/IP connection. A python generation script is
used to control STK which received the architecture parameters and number of RSO’s
as inputs. The script created sub-directories for the Report Style Template (RST)
files and output reports, then created the Report Style Template (RST) files, which
describe the contents and format of a report and were necessary for moon phase,
lunar zenith angle for the ground telescope, lunar phase angle and target zenith angle
for every RSO/ground telescope pair, and solar phase angle for every RSO/sensor
platform pair because STK does not generate them by default. RST files were saved
and uploaded later to the script, where STK was commanded to create a scenario in
the time period selected.
3.4.2 RSO Generation
The RSO population was generated using Two-Line Elements (TLE’s) for the
entire available catalog, downloaded from Joint Functional Component Command for
Space at www.space-track.org, translated into usable format using Microsoft Excel,
and saved in Python as a list which was imported into the data generation script. Data
was downloaded on 2 Oct 2018 and was comprised of 3,968 RSO’s. For each scheduling
model mentioned later, additional data fields were created to accompany the set of
RSO’s. The first field retained randomly generated priority categories, according
to distribution given by AFSPC. Only suffixes A-E were modeled in this research,
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per recommendation by Mr. Francis G. Lundy, 18th Space Control Squadron, on
November 2nd, 2018, who also provided the following estimations of percentages for
RSO categories featured in Table 2.
Table 2. RSO Priority Category Percentages






The second field contained the calculated SNR ratio for each RSO to the ground
sensor. The third field contained randomly generated interval values to represent
starting time between observations. These values were generated between zero and
the average highest values observed of the sample selection accessed during the catalog
download. 3,968 RSO’s were available to model for this research. The final field was a
counter for each RSO starting at zero detailing the number of times the RSO observed.
3.4.3 Ground Sensor Generation
For this research, the ground sensor characteristics mimicked that of GEODSS
sensor at Socorro, NM (Latitude 33.82, Longitude -106.66, Altitude 1403m) [26].
The ground-based telescope was created within STK with solar exclusion angle of
40, lunar exclusion angle of 10, minimum elevation angle of 20 and constrained to
only operate in umbra, as in previous thesis [9]. To further mimic the GEODSS
sensor, the simulation allowed the sensor to view 3 RSO’s at any given point in time
to simulate the three telescopes available at that location. Next, custom vectors
and angles were created for every RSO/sensor platform pair to include view vector,
solar phase angle between view vector and RSO-sun vector, RSO perspective view
vector, Lunar Phase Angle, the angle between the View Vector and the Lunar phase
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Angle, the angle between the View Vector and the default RSO/Moon vector, and
the Lunar Zenith Angle. The information was saved and a “Moon Phase” report,
access reports, and Azimuth-Elevation-Range (AER) reports were created for every
RSO/sensor platform pair. The desired single access duration for this model was set
to 30 seconds, assuming this would be enough time to allow for slewing and settling
the sensor between observations, and capturing multiple images.
3.4.4 Model Simulation Periods
For the scenario, three different 24 hour periods were selected for comparison.
Both the 24hr periods reflecting summer solstice and vernal equinox were chosen to
represent worst case and average case scenarios, as in previous thesis[9], while winter
solstice was added as a best case scenario comparison, therefore the simulation dates
were 21-21 Jun 2019, 20-21 Mar-2019, and 21-22 Dec 2019 from 0000Z to 0000Z
respectively. Since the access duration was set to 30 seconds, each 24 hour duration
was divided into 2,880 30 second intervals.
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3.5 Base Model Greedy Scheduler
Figure 6. Base Model Greedy Scheduler Flow Chart
In order to see how prior research schedulers performed against novel schedulers
developed for this research, a baseline model was created. Figure 6 is the flow chart
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representing Stern and Wachtel’s [9] original greedy scheduler as coded by Bateman
[11]. In essence, this scheduler first determined what observations were available to
the sensor at the given point in time and, of those available, determined the RSO
with the highest time between observations for selection. The scheduler repeated this
process for every interval.
The scheduler uses the access reports from STK to determine a list of observation
intervals for each sensor/RSO pairing for which an observation was possible. An
additional list nRSO long is created and initialized to zero to function as a counter
through the time period. The scheduler then loops during each time period and
searches through RSO’s visible to the sensor and selects the RSO with the highest
counter value, or the first within the list in the case of ties. The counter element for
the corresponding RSO is set to 0, simulating a successful observation. The sensor-
RSO pair element within the schedule list is set to 1, while all others for that sensor
during that time period are set to 0. The end result was a full 24-hour schedule for
the sensor that tasked the sensor if there was a visible RSO. Although Stern and
Wachtel use SNR ratio for their fitness evaluations of their Genetic Algorithm, the
SNR ratio is not calculated for the scheduler and any RSO in range is assumed to
have an acceptable SNR value of 6 [9].
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3.6 SSN Scheduler Model
Figure 7. SSN Scheduler Model Flow Chart
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The SSN Scheduler Model represents an RSO scheduler as set by the 2004 SD
505-1. The intention of SSN Scheduler Model is that if a Category 1 is observable, it
must be observed. If no Category 1’s are visible, then if a Category 2 is observable, it
must be observed. Otherwise, the scheduler proceeds to fulfill category 3-5 thresholds
and reduce the RSO’s that have not been observed in the longest. The flow chart is
seen in Figure 7.
Of all RSO’s in range with SNR ratio’s which meet thresholds, if there are Cate-
gory 1 RSO’s present below their desired observation threshold, then the sensor must
observe them first, starting with the one with the highest time between observations.
The SNR ratio check ensures the sensor is only attempting to observe RSO’s for which
it has a good chance to successfully receiving track data. If all Category 1’s have met
observation thresholds, then the Category 1 with the highest time between observa-
tions is selected. In this way, Category 1’s are observed before any other category
RSO and those below observation threshold are fulfilled first. If no Category 1’s are
in range with an SNR ratio above threshold, the process is repeated for Category 2
RSO’s. If neither Category 1’s nor 2’s are in range with SNR’s that meet threshold,
the scheduler repeats the process for Category 3-5’s again first looking for RSO’s that
have not met observation thresholds yet, selecting the highest time between inter-
vals, and otherwise selecting the highest time between intervals available of any RSO
observable.
After generating the list with possible observations, the scheduler checks whether
the SNR value for that RSO meets requirements and reduces the observable list.
Then, the scheduler checks through the list of accessible RSO’s for the sensor at this
interval and searches for the highest priority, starting at category 1 Suffix A. If the
scheduler finds at least one, it cuts down the list of possible observations to only of
the highest category available. If the highest category available is any category 1 or
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2, the scheduler progresses to the next step. If the highest category is 3-5, it creates a
list of those accessible RSO’s with category 3-5 and create that list indicating whether
or not the RSO has yet made threshold values. Then, it reduces the list of considered
RSO’s for observation down to only those that have not yet met threshold. Finally,
no matter the category, the scheduler searches for the RSO with the highest time
between observations and assign the sensor to observe only that RSO at that interval
and resetting that RSO’s counter value and updating the list counting how many
times it has been observed that day. If all category 3-5 RSO’s met threshold for the
day, it chooses the RSO with the highest time between observations. The scheduler
then loops through each time interval, incriminating all counters, and repeat the same
process for the new time interval.
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3.7 Relaxed SSN Scheduler Model
Figure 8. Relaxed SSN Scheduler Model Flow Chart
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This scheduler relaxes some of the CAT 1 and CAT 2 constraints of the SSN
scheduler in Section 3.6. The restrictions of the SSN Scheduler Model force a sensor
to always observe a Category 1 or 2 RSO when one is in view, regardless if all available
Category 1 and 2 RSO’s have already met thresholds. This relaxed scheduler allows
the sensor to prioritize Category 1 and 2 RSO’s, but if all available CAT 1 and 2
objects have met threshold the scheduler checks beyond those categories.
Of the RSO’s that are observable and meet the SNR threshold, Category 1 RSO’s
which have not met observation thresholds are considered, the one with the highest
time between observations first. Once all observable Category 1’s have met threshold
or none are observable, the scheduler considers Category 2 RSO’s that have not met
threshold and select the highest time between observations. If all Category 1 and
2 RSO’s have met thresholds or are not in view, the code considers, as one group,
Categories 3-5 who have not met thresholds. If all RSO’s in view have met thresh-
olds, the scheduler selects whichever observable RSO has the highest time between
observations. The flow chart is seen in Figure 8.
43
3.8 Relaxed SSN Scheduler Model with Added Spacing
Figure 9. Relaxed SSN Scheduler Model with Added Spacing Flow Chart
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This scheduler model is designed to attempt to create more adequate geometry as
described by Horwood et al [24] and prevent the scheduler from observing the same
RSO back to back, fulfilling the observation threshold requirements quickly, but ef-
fectively creating a lower-confidence orbit. Instead, by enforcing spacing and leaving
the threshold requirement open to fill, the sensor prioritizes the RSO at a different
time and forces more ideal geometry. As mentioned in Chapter II, three to four ob-
servations evenly spaced out (0.2 to 0.6 orbit periods) in the RSO’s orbit are ideal
to provide high-confidence orbit estimates [24]. The Relaxed SSN Scheduler Model
with Added Spacing checks for CAT 1’s that have not met threshold, but addition-
ally checks to see if the same RSO has been viewed “recently.” For this research,
60 interval periods, or 30 minutes is set as the gap distance between observations,
which was chosen because it provides approximately a 0.3 orbital period spacing for
LEO RSO’s. Decision makers may adjust this number to better suit decision maker
requirements. If Category 1 RSO’s have not been seen in the last 30 minutes and have
not met threshold, the highest among them of time between observations is selected.
If all Category 1 RSO’s have met threshold or they have all been seen in the last 30
minutes, or they are not observable, the scheduler repeats the process with Category
2. If the same applies to Category 2, the scheduler repeats again for Categories 3
through 5 and if all observable RSO’s have met threshold or been seen in the last
30 minutes, then the scheduler picks the highest among all of them for time between
observations. The flow chart is seen in Figure 9.
3.9 Binary Integer Program Scheduler Model
The Binary Integer Program Scheduler Model is a binary integer program written
in python and solved using PuLP with the following model. The objective function
maximizes a score value which is comprised of two main parts, the reward for viewing
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an RSO and the penalty for both over viewing and under viewing RSO’s. The model
is constrained by the number of views the sensor may make in a single time period,
the penalty variable calculations, and what the sensor can observe due to what is in
range and falls within SNR ratio thresholds.
Constants:
ci: penalty for observing object i over threshold number in one day
di: penalty for observing object i under threshold number in one day
gij: binary element ij in visible matrix, gij = 1 if visible, 0 otherwise
hi: value of observing object i
ti: observation threshold value of object i
Decision Variables:
xij: # of observations sensor takes of object i at time interval j in one day
y+i : # of observations above threshold sensor takes of object i
y−i : # of observations under threshold sensor takes of object i
Where:
I := {i|i = 1, 2, ..., 3967, 3968} (The set of all RSO’s)
















xij)− y+i + y−i = ti,∀i ∈ I (22)




i ≥ 0,∀i ∈ I (24)
xij = 0 or 1,∀i ∈ I,∀j ∈ J. (25)
The objective function, Equation 20, has two main components - the reward and
penalty. The reward,
∑2880
j=1 hixij, is the sum of the number of times each RSO is
observed multiplied by a value parameter based on RSO priority. For this study, the
value of viewing any RSO was set to 1, as the reward for capturing or not capturing
based on priority is captured in the penalty section. Thus, if 3 RSO’s are observed,
3 points are rewarded. The second and third terms, −ciy+i − diy−i , of the objective
function, reflect penalties for under viewing (not viewing an RSO enough times to
meet threshold) or over viewing (observing an RSO more times than required by
threshold). The model uses the penalties listed in Table 3.
Table 3. RSO Penalty Weights






If the sensor views an RSO, it is rewarded with a value of 1. If that RSO was
a Category 1 and it met threshold values, for example 5 observations, then it would
have a value score of 5 and no penalties. If it was observed 4 times, the reward is 4,
but because it was under viewed by one observation, it would receive a penalty of 0.1,
bringing the score to 3.9. If it viewed the RSO six times, it would receive a reward of
6, but a penalty of 0.6 for over viewing the threshold by one. The score would then
by 5.4. In this way, over viewing is more discouraged than under viewing because
the penalties are higher. No matter the penalty, viewing an RSO in general provides
some reward, so there is no incentive to not view any RSO’s during a time interval.
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The penalties are tiered in such a fashion to progressively discourage over viewing
of lower categories, while minimizing penalties for under viewing these same lower
categories, thus creating more incentive to view higher priority RSO’s when possible.
Constraint Equation 21 ensures that only 3 RSO’s are viewed by the sensor in
a given time interval, representing the ability of the three telescopes at this ground
station. Constraint Equation 22 forms the penalty function values y+i and y
−
i where
y+i is assigned a value for over observing and y
−
i is assigned a value for under observing
compared to threshold. For example if an RSO has a threshold of 5 and it is observed
3 times, then y−i = 2 and y
+
i = 0. Constraint Equation 23 ensures that RSO’s that
are not in range or do not meet SNR thresholds are not selected during the given time
interval. Finally, constraint Equation 24 ensures the number of penalty observations
is not negative. Constraint Equation 25 ensures that during a specific time interval
each RSO is either 0, not observed, or 1, observed.
The model provides a solution set which is a schedule identifying which RSO’s
are observed during each interval. After developing the schedule, the Binary Integer
Program Scheduler Models script walks through the time intervals, resetting counters
for each RSO seen at each appropriate interval. In this way, the evaluation may count
the number of times an RSO has been viewed and the time between observations after
the last interval for evaluation results.
3.10 Multi-Objective Scheduler Model
The Multi-Objective Scheduler Model builds upon the Binary Integer Program
Scheduler Model by adding a second objective that seeks to select RSO’s with high
time between observations. Just as in the Binary Integer Program Scheduler Model,
the first objective term is a reward for viewing an RSO, combined with a penalty
for over or under viewing RSO’s. However, an additional objective term is included
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which provides a reward for viewing an RSO once; the reward amount based on the
ratio of the time between observations for that RSO and the largest time between
observations of all RSO’s. The model is again constrained by the number of views the
sensor may make in a single time period, the penalty variable calculations, and what
the sensor can observe due to what is in range and falls within SNR ratio thresholds.
Additionally, the variables for seeing the RSO are constrained by the amount of times
the RSO is observed. The Multi-Objective Scheduler Model was also implemented in
python and solved using PuLP with the following model.
Constants:
ci: penalty for observing object i over threshold number in one day
di: penalty for observing object i under threshold number in one day
gij: binary element ij in visible matrix, gij = 1 if visible, 0 otherwise
hi: value of observing object i according to meeting priority based thresholds
ti: observation threshold value of object i
mi: value of observing object i according to its time between observations
k: normalization constant for second objective
Decision Variables:
xij: # of observations sensor takes of object i at time interval j in one day
y+i : # of observations above threshold sensor takes of object i
y−i : # of observations under threshold sensor takes of object i
qi: whether or not object i has been chosen for at least one observation
Where:
I := {i|i = 1, 2, ..., 3967, 3968} (The set of all RSO’s)




















xij)− y+i + y−i = ti,∀i ∈ I (28)




xij,∀i ∈ I (30)
y+i , y
−
i ≥ 0,∀i ∈ I (31)
xij = 0 or 1,∀i ∈ I,∀j ∈ J (32)
qi = 0 or 1,∀i ∈ I. (33)
Like the Binary Integer Program Scheduler Model, the first term of the objec-
tive function, Equation 26, has two main components - the reward,
∑2880
j=1 hixij, and
penalty, −ciy+i − diy−i . The reward is the sum of the number of times each RSO
is observed multiplied by the worth of seeing that RSO and the penalty for under
viewing or over viewing is taken away from the score. The second term,
∑3698
i=1 miqi,
is the second objective where, if an RSO is seen at least once, then it rewards by
a multiplier based on the time between observations, mi. Both the first and second
terms are multiplied by weights, w1 and w2, which sum to 1. Decision makers may
adjust the weights to place more importance on certain objectives than on others, or
may set the weights equal to each other if the objectives are equally important. For
this research, Table 4 lists the different weight values examined.
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Table 4. Multi-Objective Scheduler Model Objective Weights






Constraint Equations 27, 28, 30, 31, and 32 serve the same functions as they did
in the Binary Integer Program Scheduler Model. Constraint Equation 29 ensures
that the variable qi is never more than the number of observations scheduled for that
RSO and constraint Equation 33 ensures qi is binary, meaning that if there are any
number of observations scheduled for an RSO, its qi value is 1 and if it is not scheduled
at all the value is 0. Constant k handles normalization of competing objective term
magnitudes. Sometimes one objective has a different magnitude than other objectives
[47]. In this model’s case, if a sensor can see 3 objects every interval, then the first
term in the objective function could potentially reach a value of 8,640, while the
second term, without k, is limited to 3968. Thus a normalization constant, k is
required to balance the objectives. This term is found by initially running the linear
program and determining the value of both the first and second term to determine
their order of magnitude, then multiplying the second term by the ratio of the first
term’s value over the second, and rerunning the script with this k value.
Like the Binary Integer Program Scheduler Model, after developing the sched-
ule, the Multi-Objective Scheduler Model’s script walks through the time intervals,
resetting counters for each RSO seen at each appropriate interval. In this way, the
evaluation may count the number of times an RSO has been viewed and the time
between observations after the last interval for evaluation results.
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3.11 Evaluation
Every script for each of the models contains code to count the measurement values
for comparison. The script calculates the mean and maximum age between observa-
tions of all RSO’s as well as in each category. The script also totals the number of
observations performed on all RSO’s and in each category and the number of RSO’s
that met target threshold values in total and by category.
3.12 Summary
Chapter III reviewed the methodology used to develop the measurement values
needed to compare six different models including the baseline greedy scheduler from
Stern and Wachtel. It covered how each model was developed and provided some
justification on values used in the performance evaluation. Chapters IV covers results
from the models in Chapter III, while Chapter V covers multi-sensor methodology




Chapter IV discusses the results produced from the models developed in Chapter
III. The chapter begins with an explanation of hardware used and explains why
different populations of RSO’s were required. The chapter then describes initial
populations for each scenario. The main portion of this chapter details test results,
starting with total observation counts, counts by RSO priority, counts by percentage
met by observation threshold, mean and maximum observation age. The chapter
closes with script run times comparisons.
4.2 Hardware Specifications
STK data generation and Python scripts for the Base Model Greedy, the SSN
Scheduler Model, the Relaxed SSN Scheduler Model, and the Relaxed SSN Scheduler
model with Spacing were run on 2.5 GHz Intel Processor Computers with 64 GB
RAM Running Windows 10x64. At time of writing this research, PuLP was not
authorized for installation on the above hardware and was instead available on 1.7
GHz Intel Processor computer with 8 GB RAM Running Windows 10x86. PuLP,
the linear program modeler, was necessary for running the Binary Integer Program
Scheduler Model and the Multi-Objective Scheduler Model scripts.
4.3 Scenario Configurations
4.3.1 Scenario Dates
As mentioned in Chapter III, analysis runs were conducted on three separate
days: Summer Solstice (21 June 2019), Vernal Equinox (20 March 2019), and Winter
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Solstice (21 December 2018) to provide analysis of the worst case, median, and best
case scenarios, respectively, for observations due to the length of nights during those
dates for collection by electro-optical ground sensors.
4.3.2 Scenario RSO Population
The full available population, 3,968 RSO’s, was utilized for comparison between
the Base Model Greedy, the SSN Scheduler Model, the Relaxed SSN Scheduler Model,
and the Relaxed SSN Scheduler model with Spacing. Due to hardware limitations
using PuLP, the Binary Integer Program Scheduler Model and the Multi-Objective
Scheduler Model could not be completed with the full population - the hardware
available to run PuLP and Python was a 32-bit system on which PuLP and Python
are restricted to 2 GB of RAM. The Binary Integer Program Scheduler Model and
the Multi-Objective Scheduler Model exceed this RAM when attempting to run the
scenario with greater than 190 RSO’s. Therefore, additional scenarios were run for
all schedulers with a population of 190 RSO’s to compare equally across all of the
models developed.
For each scenario, observation availability data for all 3,968 RSO’s were pulled
and placed in a list. The top 190 most frequently available RSO’s were selected for
comparison. As mentioned in Chapter III, each RSO was assigned a random priority,
the breakdown of which can be seen in Table 5, and each was assigned a random
initial time between observations.
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Table 5. RSO Category Breakdown































4.3.3 Multi-Objective Normalization Factor
Each of the Multi-Objective Binary Integer Program Model runs were made ini-
tially with a k value of 1. The values of each objective were totaled and used to
determine the appropriate normalization factor, shown in Table 6. Additional runs
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were made on the Winter Solstice to determine if adjusting the weights of each ob-
jective value would change the k value calculated, however, the k values remained
constant.
Table 6. Multi-Objective Binary Integer Program Model K Values
Date/Weights Single Sensor K Value
Summer Solstice
(w1 = 0.5, w2 = 0.5)
15.23
Vernal Equinox
(w1 = 0.5, w2 = 0.5)
20.75
Winter Solstice
(w1 = 0.5, w2 = 0.5)
29.75
Winter Solstice
(w1 = 0.01, w2 = 0.99)
29.75
Winter Solstice
(w1 = 0.25, w2 = 0.75)
29.75
Winter Solstice
(w1 = 0.75, w2 = 0.25)
29.75
Winter Solstice
(w1 = 0.99, w2 = 0.01)
29.75
4.4 Total Observed
Total Observations are the number of observations the sensor was able to make
on the given day. Using this metric, the distribution between priority categories can
be viewed.
4.4.1 3968 RSO’s
Each schedulers’ results are individually analyzed in the following subsections.
The main takeaways are the SSN Scheduler focuses entirely on CAT 1 or 2 RSO’s
without viewing any lower priority category RSO’s, while both relaxed models re-
distribute some CAT 1 observations into CAT 2 or lower priority RSO’s. The Base
Model Greedy observed RSO’s in proportion to the number of RSO’s within that
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category, however, the greedy based model is not an accurate comparison as it does
not incorporate SNR thresholds.
Figure 10. 3968 RSO Summer Solstice Total Observations
Figure 11. 3968 RSO Vernal Equinox Total Observations
4.4.1.1 Base Model Greedy
The Base Model Greedy observed RSO’s fairly in proportion to the number of
RSO’s in each category. The lowest number of observations was in CAT 1 RSO’s
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Figure 12. 3968 RSO Winter Solstice Total Observations
while the highest was in CAT 5. This model performed roughly the same on each of
the three simulated days.
4.4.1.2 SSN Scheduler Model
The SSN Scheduler Model, as expected, focused exclusively on CAT 1 and 2
RSO’s. On the Summer Solstice, the model only viewed CAT 1’s, while on the Vernal
Equinox, it only viewed CAT 2’s. The lack of CAT 1’s on the Vernal Equinox is due
to those RSO’s not having a sufficient SNR value on that date, therefore the modeler
went to CAT 2’s. On the Winter Solstice, the model viewed both CAT 1’s ad 2’s
but nothing else. This result closely matches real world trends where sensor capacity
tends to absorb viewing CAT 1 and CAT 2 RSO’s, preventing adequate viewing of
lower priority objects.
4.4.1.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model observed RSO’s in every category, with a larger
emphasis on CAT 2’s due to the higher number within that population. It observed
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significantly less CAT 1’s and more CAT 2’s on the Summer Solstice, but did not view
any CAT 3-5 on this day. On the Vernal Equinox CAT 3 and 4’s were viewed and
the number of CAT 5’s were higher than any other category. On the Winter Solstice,
the emphasis area was in CAT 2’s, but this day the model observed RSO’s in all
categories. This is a positive result as the model is maintaining assurance that visible
CAT 1 and CAT 2 objects are viewed to their observation threshold. Relaxing the
“observe every pass” restriction in 2004 SD 505-1 enables a shift to lower priorities.
4.4.1.4 Relaxed SSN Scheduler with Spacing Model
The Relaxed SSN Scheduler with Spacing Model performs similarly to the previous
model, but with additional emphasis in CAT 3-5’s. On the Summer and Winter
Solstice, it observed less CAT 1’s than either of the two previous models, but was
able to observe some RSO’s in every category. On the Vernal Equinox, like the
Relaxed SSN Scheduler Model a higher number of CAT 3-5 were seen, CAT 5’s being
the largest of all categories seen. This performs as expected - the scheduler focuses
less on CAT 1 and 2’s, like the Relaxed SSN Scheduler, but because of the spacing
consideration on CAT 1 and 2’s, the scheduler cannot revisit those same RSO’s as
frequently. Thus, additional CAT 3-5’s can be observed.
4.4.1.5 Conclusion
The SSN Scheduler truly focused on CAT 1 and 2 RSO’s to the point where all
other categories were ignored on each scenario day. Both relaxed models observed
less CAT 1’s but were generally able to view more CAT 2’s, with exception to the
Vernal Equinox, and view more CAT 3-5’s. The Relaxed SSN Scheduler with Spacing
was able to further spread observations to CAT 3-5’s more so than the Relaxed SSN
Scheduler. The Base Model Greedy observed RSO’s in proportion to the population.
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The Total Observation metric identifies how the SSN Scheduler truly limits focus to
CAT 1 and 2 RSO’s. At the same time, the novel schedulers are shown to spread
observations to lower priority categories.
4.4.2 190 RSO’s
Detailed analysis of each scheduler for the 190 RSO scenarios is included in the
following subsections. Overarching trends are that in a smaller population, almost
every model except the SSN Scheduler observes RSO’s in a similar fashion to the
Base Model Greedy - proportional to the number of RSO’s in each categories. The
shift from single to Multi-Objective did not perpetuate any notable differences, while
the SSN Scheduler did not view anything except CAT 1 and 2’s.
Figure 13. 190 RSO Summer Solstice Total Observations
4.4.2.1 Base Model Greedy
Like in the 3968 RSO scenarios, this model generally made observations in propor-
tion to the population. CAT 5 RSO observations were the highest category viewed.
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Figure 14. 190 RSO Vernal Equinox Total Observations
Figure 15. 190 RSO Winter Solstice Total Observations
4.4.2.2 SSN Scheduler Model
The SSN Scheduler Model, like in the larger data set, primarily focused on CAT
1 and 2 RSO’s but managed to view both categories on the Summer Solstice and
Vernal Equinox, but focused singularly on CAT 1’s on the Winter Solstice.
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4.4.2.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model views at least double the number of CAT 2’s
than the SSN Scheduler, while viewing a significant amount of CAT 3-5’s more than
the previous model on each day. The result numbers were very similar to the Base
Model Greedy.
4.4.2.4 Relaxed SSN Scheduler with Spacing Model
The second relaxed model performed very similarly to the first Relaxed SSN Sched-
uler Model, but observed less CAT 2’s and observed more lower priority RSO’s, again
resembling the Base Model Greedy.
4.4.2.5 Binary Integer Program Model
The integer program model viewed less CAT 1’s than all previous models, while
viewing approximately the same number of CAT 2’s as the Relaxed SSN Scheduler
Model with Spacing each day. On the Winter Solstice, the integer program model
viewed more CAT 1’s than the other models except for the SSN Scheduler Model.
This shows the Binary Integer Program has the capability to spread observations to
lower priority categories and not focus unnecessarily on CAT 1’s. The integer program
found more value in observing CAT 2 RSO’s and, as shown later, the integer program
is able to fulfill more thresholds because of the ability to spread observations to lower
priorities.
4.4.2.6 Multi-Objective Binary Integer Program Model
The Multi-Objective Model with equally weighed objectives performed exactly
the same as the Binary Integer Program Model. The same performance indicates the
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addition of a second objective does not impact the solution in a way to drastically
change the number observations made in each category.
4.4.2.7 Conclusion
Every model except the SSN Scheduler made observations similar to the propor-
tion of RSO’s in each category, like the Base Model Scheduler usually does. Both
relaxed models and both integer program models observed a larger number of CAT
3-5 RSO’s, while the SSN Scheduler did not view any. The Multi-Objective model did
not show any differences. Both single and multi-objective integer programs showed a
spread of observations to lower priority RSO’s, indicating more lower priority RSO’s
have the opportunity to meet threshold.
4.5 Total RSO’s Meeting Observation Threshold
Each RSO has an associated suffix code A-E which determines its observation
threshold in accordance with 2004 SD 505-1. This section captures both the count of
RSO’s meeting threshold by category, as well as the percentage of RSO population
meeting threshold by category.
4.5.1 3968 RSO’s
Each schedulers results are detailed in the following subsections. Overarching
trends are that the SSN Scheduler Model performs the worst in meeting threshold
requirements, while the Relaxed Constraint and Relaxed SSN Scheduler with Spacing
models allow a significantly larger amount of RSO’s to meet threshold requirements.
Novel schedulers are shown to improve CAT 2 threshold numbers by up to 15% with
a 3% increase in all RSO’s. The Base Model Greedy performs the best in terms of
most RSO’s meeting threshold overall, however it is again important to recall that
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the base greedy code, mirroring prior research, does not include SNR limitations.
Figure 16. 3968 RSO Summer
Solstice Total RSO’s Meeting
Observation Threshold
Figure 17. 3968 RSO Summer
Solstice Total RSO’s Meeting
Observation Threshold %
Figure 18. 3968 RSO Vernal Equinox
Total RSO’s Meeting Observation
Threshold
Figure 19. 3968 RSO Vernal Equinox
Total RSO’s Meeting Observation
Threshold %
Figure 20. 3968 RSO Winter
Solstice Total RSO’s Meeting
Observation Threshold
Figure 21. 3968 RSO Winter
Solstice Total RSO’s Meeting
Observation Threshold %
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4.5.1.1 Base Model Greedy
The Base Model Greedy had the largest number of RSO’s meeting threshold.
These results are proportional to the number of RSO’s in each category. This corre-
sponds to a flat percentage of RSO’s meeting threshold priority at around 5%. How-
ever, recall that the base greedy model, mirroring prior research, does not include an
SNR cutoff.
4.5.1.2 SSN Scheduler Model
The SSN Scheduler Model performed the worst out of all schedulers in meeting
thresholds. Because the scheduler focused on CAT 1 and 2 RSO’s, only a select few
RSO’s actually made threshold, on Vernal Equinox only 10 CAT 1’s made threshold.
On the Winter Solstice, a larger number of CAT 2’s were able to meet threshold, likely
due to no CAT 1’s being visible at times. This model manages to meet 25-50% of the
population of CAT 1’s on both solstices, but like all other schedulers except the base
model cannot view any on Vernal Equinox due to low SNR. This indicates the SSN
Scheduler Model only meets threshold of a select number of RSO’s, which are CAT
1 or CAT 2’s, and makes additional observations beyond threshold requirements into
those same RSO’s. Meeting an RSO’s threshold already provides high-confidence
estimates, thus over observing an RSO would be inefficient where other RSO’s of
lower priority could be observed and have the opportunity to meet their thresholds.
4.5.1.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model shows a significant improvement compared
to the SSN Scheduler. The model meets the same amount of CAT 1’s, and allows
the same amount or more RSO’s to meet threshold in all other categories. On the
Summer Solstice the model did not view any CAT 3-5, likely due to the large number
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of CAT 2’s visible. Improvement indicates relaxing the constraints of CAT 1 and 2
observation allows additional RSO’s of lower priority to meet observation thresholds.
At the same time, doing so does not sacrifice thresholds of CAT 1’s or 2’s significantly,
allowing the scheduler to provide a more efficient and beneficial solution.
4.5.1.4 Relaxed SSN Scheduler with Spacing Model
The Relaxed SSN Scheduler with Spacing Model performs very similarly to the
Relaxed SSN Scheduler Model, outperforming that model on both solstices. The total
number meeting threshold is only slightly under that of the Relaxed SSN Scheduler
Model, viewing a slightly lower number of CAT 2’s that day. In general, less CAT
1 and CAT 2 RSO’s meet threshold while more CAT 3-5 do. The slight drop in
threshold numbers is expected as an additional constraint is placed upon the Relaxed
SSN Scheduler Model. Adding an additional constraint for spacing minimally affects
the benefits gained in relaxing the CAT 1 and CAT 2 constraints, but provides the
potential for better geometry of observations.
4.5.1.5 Conclusion
In terms of maximizing the number of RSO’s meeting threshold requirements, the
SSN Scheduler Model performs the worst by far. The best model in this scenario
is the Relaxed SSN Scheduler with Spacing Model, which meets less CAT 1 and 2
thresholds to fulfill a larger amount of CAT 3-5. However, the Relaxed SSN Scheduler
Model manages to meet the same thresholds as the SSN Scheduler or do much better
in all categories. Novel schedulers are shown to improve CAT 2 threshold numbers
by up to 15% with a 3% increase in all RSO’s. The increase in threshold numbers of
the both the Relaxed SSN Scheduler Model and the Relaxed SSN Scheduler Model
with Spacing is expected as the constraints are reduced on CAT 1 and CAT 2 obser-
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vations. At the same time, the model with spacing having met less thresholds is also
expected as an additional constraint is placed, but should provide better geometry
for observations.
4.5.2 190 RSO’s
Detailed analysis of each scheduler for the 190 RSO scenarios is included in the
following subsections. Overarching trends are that the SSN Scheduler only allows a
small number of CAT 1 and CAT 2 RSO’s to meet threshold, which is bested every
time by almost every other model. At least a 20% improvement is seen in all models
in overall threshold numbers and at least a 20% increase in CAT 3-5’s is seen in all
novel schedulers. The integer programs perform the best, allowing at least six times
the number of RSO’s to meet threshold than the SSN Scheduler Model.
Figure 22. 190 RSO Summer
Solstice Total RSO’s Meeting
Observation Threshold
Figure 23. 190 RSO Summer
Solstice Total RSO’s Meeting
Observation Threshold %
4.5.2.1 Base Model Greedy
In this smaller population, the Base Model Greedy follows established trends by
allowing RSO’s to meet threshold in proportion to the number in each category.
Performance of this model is mid-range compared to the other models.
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Figure 24. 190 RSO Vernal Equinox
Total RSO’s Meeting Observation
Threshold
Figure 25. 190 RSO Vernal Equinox
Total RSO’s Meeting Observation
Threshold %
Figure 26. 190 RSO Winter
Solstice Total RSO’s Meeting
Observation Threshold
Figure 27. 190 RSO Winter
Solstice Total RSO’s Meeting
Observation Threshold %
4.5.2.2 SSN Scheduler Model
Once again, the SSN Scheduler Model performs the worst, maximizing the number
of CAT 1 and CAT 2 RSO’s meeting threshold. However, because these higher priority
RSO’s are in view, the scheduler often does not attempt to view any other category.
Yet, even with this heavy emphasis on CAT 1’s and 2’s, the scheduler is only meeting
observation thresholds at the same level of other schedulers.
4.5.2.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model allows the most number of CAT 2 RSO’s to
meet threshold, while maintaining the same number of CAT 1’s as other models. The
rest of the categories’ performance is mid-range. The performance of this scheduler is
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expected as the constraints on CAT 1 and 2’s is relaxed. Because the scheduler meets
the same thresholds of CAT 1’s, this indicates the scheduler performs more efficiently
than the SSN Scheduler Model and the fact CAT 2’s meeting threshold is highest
among all models indicates this scheduler performs best for improving performance
of high priority RSO’s.
4.5.2.4 Relaxed SSN Scheduler with Spacing Model
The Relaxed SSN Scheduler with Spacing Model has almost identical results to
the Base Model Greedy, whose performance is mid-range, better than the SSN Sched-
uler but trumped by the integer programs. The results are slightly below the Relaxed
SSN Scheduler Model which is expected because of the additional constraints. Al-
though CAT thresholds met drops 50%, recall in this scenario there are only two
CAT 1’s, thus only one CAT 1 was sacrificed for the improved geometry. On a larger
scenario population, a smaller drop is expected. These results positively show that
the geometry can be improved with minimal effect on threshold performance.
4.5.2.5 Binary Integer Program Model
The Binary Integer Program Scheduler Model performs the best in terms of allow-
ing the most RSO’s to meet threshold in this population size. The number meeting
threshold is higher in every category than any other modeler, except for CAT 2’s
which are slightly less than the results with the Relaxed SSN Scheduler Model. This
is expected as the Binary Integer Program Model’s goal is to get the most RSO’s
to meet threshold, especially that of higher priorities. The Relaxed SSN Scheduler
Model was expected to be the best performer for CAT 2’s because it relaxed con-
straints on CAT 1 and 2’s, but still placed the most focus on those higher priority
categories.
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4.5.2.6 Multi-Objective Binary Integer Program Model
Once again, the multi-objective model performs almost identically to the Binary
Integer scheduler, only slightly lower during Summer Solstice. This indicates adding
an additional objective minimally affects the number of thresholds met, but allows
performance to be increased in other areas.
4.5.2.7 Conclusion
The Binary Integer scheduler allows the most RSO’s to meet observation thresh-
olds. The SSN Scheduler Model performs the worst limiting only CAT 1 and CAT
2 priorities to meet threshold. At least a 20% improvement is seen in all models in
overall threshold numbers and at least a 20% increase in CAT 3-5’s is seen in all novel
schedulers. The results indicate the integer program models perform the best at cre-
ating schedules which will fulfill the most thresholds, especially that of high priority
RSO’s. They are expected to be more efficient in meeting observation thresholds than
the relaxed models, though the Relaxed SSN Scheduler Model is expected to perform
best in CAT 2’s.
4.6 Mean Age
The Mean Age metric is the average time between observations for all RSO’s in a
category. As the time until between RSO observations increases the uncertainty of the
orbit approximation also increases. Reducing the mean age of all the RSO’s indicates
how well the scheduler reduces uncertainty in orbits across the RSO population.
4.6.1 3968 RSO’s
Each schedulers results are detailed in the following subsections. Overarching
trends are that the SSN Scheduler performs the worst only reducing CAT 1 mean
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age, while other schedulers do the same and more. Up to a 36% decrease in mean age
of CAT 2’s and a 13% decrease in CAT 3-5 mean age is viewed in novel schedulers. The
best performing scheduler at reducing mean age is the Relaxed SSN Scheduler Model
with Spacing, while the Base Model Greedy keeps mean age low and level. However,
recall the Base Greedy Model, which captures prior research methodologies, does not
include an SNR filter and thus is expected to have higher level performance.
Figure 28. 3968 RSO Summer Solstice Mean Age
Figure 29. 3968 RSO Vernal Equinox Mean Age
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Figure 30. 3968 RSO Winter Solstice Mean Age
4.6.1.1 Base Model Greedy
The Base Greedy Model maintained a level mean age for all categories around
4500 intervals. The highest mean age was at Summer Solstice with 4789 intervals
and the lowest was during Vernal Equinox at 4242 intervals. Again, note that the
Base Greedy Model, which captures prior research methodologies, does not include
an SNR filter and thus is expected to perform better than other models as it has
greater flexibility in available RSO’s.
4.6.1.2 SSN Scheduler Model
The SSN Scheduler in general performs the worst with mean age. It focuses on
bringing down the mean age of CAT 1 RSO’s, however, it is matched by every other
scheduler at this category, at the same time, the other categories mean ages are all
among the worst across all schedulers.
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4.6.1.3 Relaxed SSN Scheduler Model
The Relaxed Constraint performs slightly better than the SSN Scheduler. It nearly
matches the SSN Scheduler in CAT 1, while besting CAT mean age by 2000 intervals
during the Summer Solstice. During Vernal Equinox, all of the models are fairly on
par with each other, while on the Winter Solstice, the relaxed model performs worse
in CAT 1’s by 100 intervals but better in almost every other category by about 300
intervals.
4.6.1.4 Relaxed SSN Scheduler with Spacing Model
The relaxed model with spacing outperforms the Relaxed SSN Scheduler Model.
It has lower mean age on each day in every category than the relaxed model. This
is a positive result for this scheduler model. The goal of adding required spacing to
this model to distribute observations more equitably throughout each pass, thus it is
expected that mean age should drop.
4.6.1.5 Conclusion
The SSN Scheduler performs the worst at reducing mean age. It does adequately
for CAT 1, but other schedulers match that and reduce other categories at the same
time. Up to a 36% decrease in mean age of CAT 2’s and a 13% decrease in CAT 3-5
mean age is viewed in novel schedulers. The best overall scheduler at reducing mean
age is the Relaxed SSN Scheduler Model with Spacing.
4.6.2 190 RSO’s
Detailed analysis of each scheduler for the 190 RSO scenarios is included in the
following subsections. Overarching trends are that the SSN Scheduler is outperformed
by almost all novel schedulers. Up to a 33% improvement is seen in mean age of all
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RSO’s while up to a 16% improvement in CAT 1 and a 19% improvement or greater
improvement in CAT 2-5’s mean age in novel schedulers. The Relaxed SSN Scheduler
with Spacing Model in particular performs slightly better than the rest.
Figure 31. 190 RSO Summer Solstice Mean Age
Figure 32. 190 RSO Vernal Equinox Mean Age
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Figure 33. 190 RSO Winter Solstice Mean Age
4.6.2.1 Base Model Greedy
The Base Model Greedy performs on par with all other models except the SSN
Scheduler. It reduces CAT 1 mean age primarily because there are only 2 CAT 1’s
in the smaller population.
4.6.2.2 SSN Scheduler Model
The SSN Scheduler performs the worst at reducing mean age. It is the only
scheduler using this smaller population of RSO’s that does not reduce mean age of
CAT 2-5 RSO’s versus baseline ages, indicating, as seen in prior sections, that this
scheduler is not observing these categories.
4.6.2.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler models is one of the better performing models on par
with everything but the SSN Scheduler.
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4.6.2.4 Relaxed SSN Scheduler with Spacing Model
The Relaxed SSN Scheduler with Spacing Model slightly performs better at re-
ducing mean age than all other schedulers. The one exception to this is CAT 1 mean
age on the Winter Solstice, for which the integer programming and multi-objective
schedulers were superior.
4.6.2.5 Binary Integer Program Model
The Binary Integer Program Model performs on par with most other schedulers
but is slightly behind the second relaxed model until Winter Solstice in CAT 1.
4.6.2.6 Multi-Objective Binary Integer Program Model
The multi-objective model is nearly exactly the same as the Binary Integer Pro-
gramming Model with only small differences and is on par with the rest.
4.6.2.7 Conclusion
Almost every model in the 190 RSO population reduces the mean age by around
the same amount except for the SSN Scheduler model. Up to a 33% improvement is
seen in mean age of all RSO’s while up to a 16% improvement in CAT 1 and a 19%
improvement or greater improvement in CAT 2-5’s mean age in novel schedulers. The
Relaxed SSN Scheduler with Spacing Model has a slight edge in most areas.
4.7 Max Age
Maximum age is the largest time between observations for all the RSO’s in the
population or a category. It shows the worst case scenario for an RSO and shows how
the scheduler performs at dealing with reducing the worst targets.
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4.7.1 3968 RSO’s
Each schedulers results are detailed in the following subsections. Overarching
trends are that there is small difference in max age when running a single sensor on
a large population. Up to a 0.56% improvement in maximum age within CAT 3’s
is viewed in novel schedulers. The Base Model Greedy is able to make an impact
because it is not constrained by SNR, however, the Relaxed SSN Scheduler with
Spacing Model comes close and slightly outperforms the rest.
Figure 34. 3968 RSO Summer Solstice Max Age
4.7.1.1 Base Model Greedy
The Base Model Greedy generally is on par or slightly better than all other models
in reducing the max age of the large population. The only area that differs majorly
is CAT 4’s where this scheduler reduces max age further than the rest. During the
Vernal Equinox it outperforms the rest because it is not constrained by SNR ratio
and can freely observe those RSO’s.
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Figure 35. 3968 RSO Vernal Equinox Max Age
Figure 36. 3968 RSO Winter Solstice Max Age
4.7.1.2 SSN Scheduler Model
The SSN Scheduler in the large population is about on par with the other sched-
ulers except for CAT 3 where it is among the worst at reducing max age.
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4.7.1.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model performs nearly the same as the SSN Scheduler
Model, performing among the worst in CAT 3 areas.
4.7.1.4 Relaxed SSN Scheduler with Spacing Model
The relaxed model with spacing performs nearly on par with the greedy model on
both solstices. It outperforms the SSN Network in CAT 3’s on the Winter Solstice.
4.7.1.5 Conclusion
There is very little change in max age in the large population, however, the Base
Model Greedy Scheduler is able to outperform the rest because it is not constrained
by SNR and the Relaxed SSN Scheduler with Spacing Model comes close behind in
improving max age. Up to a 0.56% improvement in maximum age within CAT 3’s is
viewed in novel schedulers. Considering that the Relaxed SSN Scheduler with Spacing
Model is constrained by SNR, this is a significant feat.
4.7.2 190 RSO’s
Detailed analysis of each scheduler for the 190 RSO scenarios is included in the
following subsections. Overarching trends are that each of the schedulers have very
small differences in the amount they reduce max age by, though up to a 27% decrease
of max age of CAT 1’s, up to 1% improvement in CAT 2’s, and up to 4% improvement
in CAT 5’s is seen in novel schedulers. The Relaxed SSN Scheduler mode, very slightly
outperforms the rest in CAT 1’s, while the SSN Scheduler and Relaxed SSN Scheduler
Model perform slightly worse in CAT 5.
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Figure 37. 190 RSO Summer Solstice Max Age
Figure 38. 190 RSO Vernal Equinox Max Age
4.7.2.1 Base Model Greedy
Similar to the large population, there is little difference in comparison to the
other models, however, in this scenario the greedy model performs level with the rest
because RSO’s in the population have sufficient SNR.
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Figure 39. 190 RSO Winter Solstice Max Age
4.7.2.2 SSN Scheduler Model
The SSN Scheduler performs fairly on par with all other schedulers the on all
three days. On Summer Solstice, CAT 5 max age is slightly worse than the rest.
4.7.2.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model performs about the same as all other models.
It performs slightly better in CAT 1’s on Summer Solstice, but performs slightly worse
in CAT 5’s along with the SSN Scheduler.
4.7.2.4 Relaxed SSN Scheduler with Spacing Model
The Relaxed SSN Scheduler with Spacing Model performs about the same as all
other models, but is slightly better on Summer Solstice and Vernal Equinox.
4.7.2.5 Binary Integer Program Model
The Binary Integer Program Model performs about the same as all other sched-
ulers. It outperforms the second relaxed model slightly in CAT 1’s on Winter Solstice,
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but otherwise is behind on other dates.
4.7.2.6 Multi-Objective Binary Integer Program Model
The multi-objective model’s results are slightly worse than the Binary Integer
Program, but only by a few intervals.
4.7.2.7 Conclusion
Max age does not change drastically with any of the models, though up to a 27%
decrease of max age of CAT 1’s, up to 1% improvement in CAT 2’s, and up to 4%
improvement in CAT 5’s is seen in novel schedulers. They all reduce the max age
of CAT 1’s and the Relaxed SSN Scheduler with Spacing model slightly outperforms
the rest.
4.8 Run Times
Run times measure the amount of time the scheduler script takes to create a viable
solution. It compares how fast a scheduler is one to another.
4.8.1 3968 RSO’s
Each schedulers results are detailed in the following subsections. Overarching
trends are that the Base Model Greedy scheduler provides the fastest solution, which
is expected with the least complex code. The Relaxed SSN Scheduler with Spacing
Model runs the slowest, but only by a few seconds in the large population.
4.8.1.1 Base Model Greedy
The Base Model Greedy Scheduler consistently run the fastest. On both solstices
it ran over 100 seconds faster than the closest competitor, though on the Vernal
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Figure 40. 3968 RSO Summer Solstice Run Times
Figure 41. 3968 RSO Vernal Equinox Run Times
equinox it was only 15 seconds faster. This result is as expected as the base model
has the least complex code.
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Figure 42. 3968 RSO Winter Solstice Run Times
4.8.1.2 SSN Scheduler Model
The SSN Scheduler runs generally in the same amount of processing time as the
relaxed models. This scheduler typically runs faster than the Relaxed SSN Scheduler
Model with Spacing. It is expected to run slower than the Relaxed SSN Scheduler
Model because it has more complex code due to the additional constraints, however,
on the Summer Solstice it ran faster in simulation tests.
4.8.1.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model runs slower than the SSN Scheduler model on
Summer Solstice, but slightly runs faster on the other two dates. In general, this
script is expected to run faster than the SSN Scheduler Model as its logic and code
are less complex than the SSN Scheduler Model.
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4.8.1.4 Relaxed SSN Scheduler Model with Spacing
The second relaxed model is the slowest running scheduler in the large population
scenario. However, the run time is only a few seconds behind the rest of the schedulers.
4.8.1.5 Conclusion
In the large RSO population, the Base Model Greedy provides the fastest solution,
as expected due to having the least complexity. The next fastest is the Relaxed SSN
Scheduler Model, followed by the SSN Scheduler and then the Relaxed SSN Scheduler
with Spacing Model, which follows closely behind the others.
4.8.2 190 RSO’s
Detailed analysis of each scheduler for the 190 RSO scenarios is included in the
following subsections. Overarching trends are that both the Binary Integer Program
Model and the Multi-objective Binary Integer Program Model take significantly longer
to execute than the other models. Both scripts take approximately 10-15 times as
long.
4.8.2.1 Base Model Greedy
The Base Model Greedy script runs the fastest of all schedulers. This is expected
as it has the least complex code.
4.8.2.2 SSN Scheduler Model
The SSN Scheduler runs similarly to the two relaxed models, each having run
faster on different simulation days, but slower than the greedy scheduler.
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Figure 43. 190 RSO Summer Solstice Run Times
Figure 44. 190 RSO Vernal Equinox Run Times
4.8.2.3 Relaxed SSN Scheduler Model
The first relaxed model scheduler runs only a few seconds behind the SSN Sched-
uler on two of the simulation dates and a second faster on the Summer Solstice.
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Figure 45. 190 RSO Winter Solstice Run Times
4.8.2.4 Relaxed SSN Scheduler with Spacing Model
The relaxed model with spacing runs a few seconds behind the first typically, with
exception on the Winter Solstice, where it ran slightly faster than both the relaxed
model and SSN Scheduler Model.
4.8.2.5 Binary Integer Program Model
The Binary Integer Program runs significantly longer than the heuristic style
schedulers. On each day, the Binary Integer Program Model runs approximately
10-15 times as long to create a solution.
4.8.2.6 Multi-Objective Binary Integer Program Model
The Multi-Objective Binary Integer Program Model also runs significantly longer




The Base Model Greedy scheduler runs faster than all others. The SSN Scheduler
and both relaxed models follow close behind, especially when compared to that of
the integer programs, but with this number of RSO’s the difference is difficult to tell
which is truly fastest. Additional runs to average the run times would be required
to determine which script runs the fastest at this number of RSO’s. The Relaxed
SSN Scheduler Model is expected to run the fastest of the three, followed by the
SSN Scheduler, then the Relaxed SSN Scheduler with Spacing Model due to code
complexity. The integer programs take 10-15 times as long as the other schedulers to
develop a solution. This result is consistent with expectations. Heuristic schedulers
are, by definition, intended to run quickly.
4.9 Multi-Objective Weights
A decision maker may choose to apply different weighting to each objective in the
multi-objective model. In the previous runs, the multi-objective model was run with
50% weighting for each objective. The model was additionally run on the Winter
Solstice with the weights shown in Table 7, where Weight 1 represented the objective
to schedule RSO’s with higher priorities and penalize over or under observing and
Weight 2 represents the objective of observing RSO’s with higher initial time between
observations.
Table 7. Multi-Objective Binary Integer Program Weight Combinations







Running at each of these weight settings produced results with the same number
of observations in each category area and same number of RSO’s meeting thresholds
in each category. Additionally, the max ages remained the same with each weight
combination. Different weights did produce changes to mean age, the results of which
are shown in Table 8.
Table 8. Multi-Objective Binary Integer Program Mean Ages with Different Weight
Combinations
1%/99% 25%/75% 50%/50% 75%/25% 99%/1%
All: 3838 3832 3846 3850 3847
CAT 1: 1202 1202 1202 1202 1202
CAT 2: 3429 3426 3466 3482 3463
CAT 3: 3370 3355 3367 3419 3351
CAT 4: 3587 3554 3582 3562 3582
CAT 5: 4207 4213 4213 4219 4218
While the objective to observe RSO’s with higher initial time between observations
aimed to reduce mean age and did so, the idea weighting combination was 25% for the
first objective of scheduling based on priority and thresholds and 75% for the objective
to observe higher initial time between observations. This combination provided the
lowest mean age for most categories, the only exception being CAT 5, which could be
lowered slightly by leaning further towards objective 2 at expense of other categories’
mean age.
4.10 Summary
The results show the SSN Scheduler under performs compared to the other models
in several areas. In terms of observations across various categories it has the smallest
diversity, choosing to observe only CAT 1 or CAT 2 RSO’s. It also provides the worst
capability meeting RSO thresholds, or reducing mean time between observations.
The Relaxed SSN Scheduler with Spacing Model performs the best in several areas
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including maximizing total RSO’s meeting observation thresholds, reducing mean and
max age, while having a decently short execution time. The integer programs provide
results that come close or perform better in some areas, however this is offset by a
considerably long run time. Novel schedulers improve overall threshold numbers by
3%-20% and decrease mean age up to 12%-33% overall. The Multi-Objective Binary
Integer Program Scheduler Model shows that varying the weighting for each objective
can lead towards reducing the mean age, but has little effect on other metrics. Tables
with result data are in Appendix B. Chapter V provides methodology and analysis
of multi-sensor scenarios. Chapter VI covers conclusions drawn from this research.
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V. Multi-sensor Methodology and Analysis
5.1 Overview
This chapter discusses the problem formulation, model development, and imple-
mentation of each model in a multi-sensor domain. The chapter explains the methods
adjusted from the single sensor scheduler designs. The areas of measurement remain
the same as Chapter III and include mean and max age between observations, total
number and sum of RSO’s observed by each priority category, and total number of
RSO’s which met target threshold values in one day. The chapter concludes with
analysis of the experimental trials conducted.
5.2 Methodology
5.2.1 Approach Overview
Chapter III covered application of all schedulers on a single sensor. The previous
theses conducted by Stern and Wachtel [9], Felten [10], Bateman [11], and Basraoui
[48], assumed sensors developed a schedule centrally rather than separately. The 2004
SD 505-1 indicates RSO prioritization is centrally developed and then distributed to
each sensor as a tasking list, but sensors individually develop schedules. To compare
2004 SD 505-1 scheduler against novel schedulers on a multi-sensor scale, each of
the novel schedulers’ were modified. Bateman’s code [11], from which Relaxed SSN
Scheduler model and the Relaxed SSN Scheduler Model with Added Spacing were
developed, already included multi-sensor capability, in that it included the capability
at each time interval to schedule an RSO observation by each sensor. This capability
was carried over into the Relaxed SSN Scheduler model and the Relaxed SSN Sched-
uler Model With Added Spacing, so that more than one sensor could be considered in
a centralized scheduler. To simulate the decentralized scheduling, the SSN Scheduler
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model was run at each sensor separately based on the three different locations and
the results of the three separate schedules developed were combined. Both the Bi-
nary Integer Program Model and the Multi-Objective Binary Integer Program Model
were adapted to include multiple sensors within the constants, decision variables, and
objective functions.
5.2.2 Ground Sensor Generation
In addition to the sensor created at Socorro, NM (Latitude 33.82, Longitude -
106.66, Altitude 1403m), two additional sensors were added at Diego Garcia, British
Indian Ocean Territory (Latitude -7.3195, Longitude 72.4229, Altitude 0m) and Maui,
HI (Latitude 20.7083, Longitude -156.2571, Altitude 3052m) with ground sensor char-
acteristics mimicking that of the GEODSS sensors to complete their network [26].
Once again, they were created within STK with solar exclusion angle of 40, lunar
exclusion angle of 10, minimum elevation angle of 20 and constrained to only operate
in umbra, and 3 telescopes at each location. New custom vectors and angles were
created for every RSO/sensor platform pair, the same reports as in the single sensor
experiments were created for each of the three experiment days.
5.2.3 Scenario Limitations
As mentioned in Chapter IV, the hardware utilized to run both Binary Integer
Models was a 32 bit system and limited in the RAM available to the Python software.
Modeling three sensors within the Binary Integer models required three times as
many equations, therefore, the population size of the RSO’s was reduced to 50, a
size which the hardware could handle running the Multi-Objective Binary Integer
Model Scheduler. To determine the ideal RSO’s for the experiment, the full 3,968
population was simulated individually on each day at each sensor location. A list
92
of visible RSO’s meeting the SNR threshold were recorded for each location on each
day and the three lists were summed together and sorted by number of stations the
RSO was visible from. In this way, the top 50 RSO’s that were visible at either
two or three of the ground sensors were determined and used for the multi-sensor
experiments. The breakdown of priorities for the population can be seen in Table 9,
and each was assigned a random initial time between observations.
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5.2.4 Base Model Greedy Scheduler
The Base Model Greedy Scheduler already included capability to run at multiple
sensors and loops additionally during each interval for each sensor. This means the
greedy scheduler develops a centralized schedule. At each time interval, the scheduler
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searches a visible RSO with the largest time between observations at the first sensor.
Then, the scheduler does the same at the next sensor and iterate until it has selected
RSO’s for each sensor. The scheduler then increments the time counter and repeats
the process on the next time interval until the end of the scenario. The adjusted
flow chart can be seen in Figure 46. Again, note that the Base Greedy Model, which
captures prior research methodologies, does not include an SNR filter and thus has
greater flexibility in available RSO’s than other scheduler models.
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Figure 46. Multi-Sensor Base Model Greedy Scheduler Flow Chart
5.2.5 SSN Scheduler Model
The SSN Scheduler Model does not change from the single sensor design because
it represents the conditions described in 2004 SD 505-1, where scheduling is decen-
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tralized and each sensor creates its own schedule. It is run separately on each sensor,
and the resulting observations for each sensor are combined. The time between obser-
vations for each RSO from each sensor run is compared and the lowest time between
observation was chosen to represent the most recent observation of the RSO by any
sensor. Since no centralized deconfliction is occurring, RSO’s can be over observed
by the schedules developed.
5.2.6 Relaxed SSN Model Scheduler
The Relaxed SSN Model Scheduler simulates a centralized scheduler design. The
Relaxed SSN Model Scheduler iterates between sensors at each interval. Since this is
a centralized scheduler, the Relaxed SSN Model Scheduler selects a different RSO for
observation at each of the multiple sensors during the same interval unless all RSO’s
have met thresholds and the RSO in question has the highest priority category. Figure
47 depicts the flow chart.
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Figure 47. Multi-Sensor Relaxed SSN Model Scheduler Flow Chart
5.2.7 Relaxed SSN Scheduler Model with Added Spacing
This scheduler model operates the same as the relaxed model in 5.2.6 with added
constraint of attempting to enforce separation between observation times, see Figure
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48 for this scheduler’s flowchart. Because the scheduler is centralized, sensors first
look for an RSO that has not been observed in the last 60 minutes. If all visible
RSO’s have been viewed in the last 60 minutes, the scheduler selects the highest
priority RSO that has not yet met threshold.
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Figure 48. Multi-Sensor Relaxed SSN Scheduler Model with Added Spacing Flow
Chart
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5.2.8 Binary Integer Model Scheduler
The Binary Integer Model also includes a centralized scheduler. In order to mod-
ify the single sensor model, an additional dimension is added for sensors. Constraint
Equation 35 is included for all sensors within the set because each sensor can ob-
serve three RSO’s at each interval. Constraint Equation 36 includes an additional
summation because each sensor’s observation counts towards meeting threshold re-
quirements.
Constants:
ci: penalty for observing object i over threshold number in one day
di: penalty for observing object i under threshold number in one day
gsij: binary element sij in visible matrix, gsij = 1 if visible, 0 otherwise
hi: value of observing object i
ti: observation threshold value of object i
Decision Variables:
xsij: # of observations sensor s takes of object i at time interval j in one day
y+i : # of observations above threshold sensor takes of object i
y−i : # of observations under threshold sensor takes of object i
Where:
I := {i|i = 1, 2, ..., 3967, 3968} (The set of all RSO’s)
J := {j|i = 1, 2, ..., 2779, 2880} (The set of 30 second time intervals)





















xsij)− y+i + y−i = ti,∀i ∈ I (36)
xsij ≤ gsij,∀i ∈ I,∀j ∈ J,∀s ∈ S (37)
y+i , y
−
i ≥ 0,∀i ∈ I (38)
xsij = 0 or 1,∀i ∈ I,∀j ∈ J,∀s ∈ S. (39)
5.2.9 Multi-Objective Model Scheduler
The Multi-Objective Model Scheduler is also a centralized scheduler, therefore a
dimension was also added to the model. Constraint Equation 44 includes a summation
because the second objective can be fulfilled by any sensor.
Constants:
ci: penalty for observing object i over threshold number in one day
di: penalty for observing object i under threshold number in one day
gsij: binary element sij in visible matrix, gsij = 1 if visible, 0 otherwise
hi: value of observing object i
ti: observation threshold value of object i
mi: value of observing object i according to its time between observations
k: normalization constant for second objective
Decision Variables:
xsij: # of observations sensor s takes of object i at time interval j in one day
y+i : # of observations above threshold any sensor takes of object i
y−i : # of observations under threshold any sensor takes of object i
qi: whether or not object i has been chosen for at least one observation
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Where:
I := {i|i = 1, 2, ..., 3967, 3968} (The set of all RSO’s)
J := {j|i = 1, 2, ..., 2779, 2880} (The set of 30 second time intervals)























xsij)− y+i + y−i = ti,∀i ∈ I (42)






xsij,∀i ∈ I (44)
y+i , y
−
i ≥ 0,∀i ∈ I (45)
xsij = 0 or 1,∀i ∈ I,∀j ∈ J,∀s ∈ S (46)
qi = 0 or 1,∀i ∈ I. (47)
5.2.10 Multi-Objective Normalization Factor
Each of the Multi-Objective Binary Integer Program Model runs were made ini-
tially with a k value of 1. The values of each objective were totaled and used to
determine the appropriate normalization factor, shown in Table 10. Additional runs
were made on the Winter Solstice to determine if adjusting the weights of each ob-
jective value would change the k value calculated, however, the k values remained
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constant.
Table 10. Multi-Sensor Multi-Objective Binary Integer Program Model K Values
Date/Weights Single Sensor K Value
Summer Solstice
(w1 = 0.5, w2 = 0.5)
380.86
Vernal Equinox
(w1 = 0.5, w2 = 0.5)
391.43
Winter Solstice
(w1 = 0.5, w2 = 0.5)
521.34
5.3 Analysis
Relaxed versions of the SSN Scheduler are shown to improve mean age, increased
number of RSO’s meeting observation thresholds, and allowing the schedulers to view
RSO’s of all categories. The SSN Scheduler, on the other hand performs poorly in
a multi-sensor situation as the other schedulers have the advantage of centralized
scheduling to reduce overlap.
5.3.1 Total Observed
In a small population with three sensors, the SSN Scheduler and relaxed models
behave similarly to trends seen in section 4.4. The integer programs conversely choose
to observe a large number of CAT 2 and 4 RSO’s.
5.3.1.1 Base Model Greedy
Like in the 3968 RSO scenarios seen in section 4.4.1.1, this model generally made
observations in proportion to the population. CAT 5 RSO observations were the
highest category viewed.
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Figure 49. 50 RSO Summer Solstice Total Observations
Figure 50. 50 RSO Vernal Equinox Total Observations
5.3.1.2 SSN Scheduler Model
The SSN Scheduler Model focused primarily on CAT 2’s during the Summer
Solstice, a mix with the larger portion being CAT 1’s during the Winter Solstice,
and then a mix with majority being Cat 2’s during the Vernal Equinox. The focus
on CAT 2’s is likely due to low SNR ratios at various sensors as well as the small
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Figure 51. 50 RSO Winter Solstice Total Observations
population of CAT 1’s.
5.3.1.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model viewed significantly less CAT 2’s and instead
spread the observations to CAT 4 and Cat 5 RSO’s.
5.3.1.4 Relaxed SSN Scheduler with Spacing Model
The second relaxed model performed very similarly to the first Relaxed SSN Sched-
uler Model with very little variation.
5.3.1.5 Binary Integer Program Model
The Binary Integer program viewed significantly less CAT 5’s instead increasing
the CAT 2’s and CAT 3’s due to their higher worth value. A larger increase in CAT
1 and CAT 3’s is seen in Winter Solstice at the expense of CAT 2’s.
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5.3.1.6 Multi-Objective Binary Integer Program Model
The Multi-Objective Model with equally weighed objectives performed very sim-
ilarly to the Binary Integer Program Model.
5.3.1.7 Conclusion
Similar to single sensor runs in section 4.4, the SSN Scheduler focused on CAT 1
and 2 RSO’s while the relaxed models spread the observations across the categories,
viewing more lower priority RSO’s. The integer programs uniquely chose to view a
large amount of CAT 2 and 4’s, with very few CAT 5 observations. These results fur-
ther indicate how the SSN Scheduler poorly observes lower priority targets and over
observes higher priority targets. Additionally, the integer programs performance to
view a large number of CAT 2 and 4’s indicate several CAT 2’s were close to meeting
thresholds and were able to met through multi-sensor centralized scheduling, provid-
ing a better value than meeting fewer CAT 1’s. At the same time, this knowledge is
significant in that if the overarching goal is to retain CAT 1 observation performance,
the integer models may not be the best scheduler selection, however, in section 5.3.2,
results show that thresholds met are the same or better.
5.3.2 Total RSO’s Meeting Observation Threshold
Both integer program schedulers perform the best in fulfilling maximum number of
thresholds across categories. At least 10% increase in overall threshold numbers is seen
in novel schedulers with up to a 66% improvement in CAT 3-5’s. The SSN Scheduler
performs consistently the worst and demonstrates exceptionally lower results during
Winter Solstice.
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Figure 52. 50 RSO Summer
Solstice Total RSO’s Meeting
Observation Threshold
Figure 53. 50 RSO Summer
Solstice Total RSO’s Meeting
Observation Threshold %
Figure 54. 50 RSO Vernal Equinox
Total RSO’s Meeting Observation
Threshold
Figure 55. 50 RSO Vernal Equinox
Total RSO’s Meeting Observation
Threshold %
Figure 56. 50 RSO Winter
Solstice Total RSO’s Meeting
Observation Threshold
Figure 57. 50 RSO Winter
Solstice Total RSO’s Meeting
Observation Threshold %
5.3.2.1 Base Model Greedy
In this population, the base model performs with almost the same results as all
other schedulers except the SSN Scheduler. A balance of RSO’s proportional to the
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number in each category meet threshold.
5.3.2.2 SSN Scheduler Model
The SSN Scheduler under performs in CAT 4 and 5’s compared to the other sched-
ulers, bringing the total number meeting threshold down. During Winter Solstice, the
SSN Scheduler has an extremely low number meeting threshold, nearly one seventh
that of the other scenario dates.
5.3.2.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler Model receives very close values to those seen in the
greedy model.
5.3.2.4 Relaxed SSN Scheduler with Spacing Model
The Relaxed SSN Scheduler with Spacing Model is one of the only models unable
to meet 100% threshold for CAT 1’s. This is a negative indicator showing the SSN
Scheduler Model, which is intended to provide highest focus on CAT 1’s, is unable
to perform well in CAT 1’s in a multi-sensor setting. The decentralized schedule
negatively affects the scheduler’s performance because each sensor views the same
RSO’s, causing unnecessary redundancy.
5.3.2.5 Binary Integer Program Model
The Binary Integer Program Scheduler performs slightly better than the four
previous models, fulfilling an increased amount of CAT 4’s to meet threshold. This
performance increase is more pronounced at Winter Solstice.
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5.3.2.6 Multi-Objective Binary Integer Program Model
Once again, the multi-objective model performs almost identically to the Binary
Integer scheduler.
5.3.2.7 Conclusion
In terms of enabling RSO’s to meet observation thresholds, the integer program
schedules perform the best, enabling 100% of CAT 1’s to meet threshold while main-
taining a higher level meeting threshold in other categories. At least 10% increase
in overall threshold numbers is seen in novel schedulers with up to a 66% improve-
ment in CAT 3-5’s. The SSN Scheduler performs the worst in meeting thresholds,
exceptionally poorly during Winter Solstice.
5.3.3 Mean Age
The SSN Scheduler is shown to not only perform the worst overall, but also per-
forms significantly worse for CAT 1 and 2, the high priority categories it focuses.
This is probably resulting from the fact that this model is individually scheduling
each sensor instead of leveraging a centralized scheduler. Mean age of all RSO’s im-
proves at least 51% and at least 46% in each category using novel schedulers. Both
relaxed models along with the base model provide the best mean age reduction.
5.3.3.1 Base Model Greedy
The Base Model Greedy performs on par with most other models except the SSN
Scheduler.
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Figure 58. 50 RSO Summer Solstice Mean Age
Figure 59. 50 RSO Vernal Equinox Mean Age
5.3.3.2 SSN Scheduler Model
The SSN Scheduler performs the worst at reducing mean age. Each category is
at least 1000 to 2000 intervals higher than other schedulers.
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Figure 60. 50 RSO Winter Solstice Mean Age
5.3.3.3 Relaxed SSN Scheduler Model
The Relaxed SSN Scheduler models performs on par with the Base Model Greedy
scheduler. These results are the best within the schedulers in reducing mean time.
5.3.3.4 Relaxed SSN Scheduler with Spacing Model
The Relaxed SSN Scheduler with Spacing Model also performs on par with the
base model, meaning it performs better than most of the other models.
5.3.3.5 Binary Integer Program Model
The Binary Integer Program Model performs worse than the relaxed models, hav-
ing a higher mean age in CAT 5’s.
5.3.3.6 Multi-Objective Binary Integer Program Model
The multi-objective model is similar to the Binary Integer Program Model, but
performs slightly better on each scenario day, nearly reaching the same values as the
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relaxed models during Winter Solstice.
5.3.3.7 Conclusion
Both relaxed models using a centralized scheduler along with the base greedy
model perform the best at reducing mean age. Mean age of all RSO’s improves
at least 51% and at least 46% in each category using novel schedulers. The SSN
Scheduler performs the worst, even in CAT 1 and 2 mean age reduction, while the
integer programs are slightly behind the relaxed models.
5.3.4 Max Age
Most of the schedulers perform the same, providing a very low max age for CAT
1’s and sacrificing CAT 4 and 5’s max age. However, SSN Scheduler performs the
absolute worst compared to the other models, since it is alone in not leveraging a
centralized scheduler. Up to 9% decrease in maximum age is seen in novel schedulers
over all RSO’s with at least 22% decrease in CAT 1,2, and 5 RSO’s.
Figure 61. 50 RSO Summer Solstice Max Age
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Figure 62. 50 RSO Vernal Equinox Max Age
Figure 63. 50 RSO Winter Solstice Max Age
5.3.4.1 SSN Scheduler Model
The SSN Scheduler performs the worse in reducing max age, including CAT 1’s
and 2’s by at least 1500 intervals and by as large as 7000 intervals.
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5.3.4.2 All Other Models
All other models performed the same, allowing CAT 4’s to have the worst max
age during each solstice and trading with CAT 5 being worst during Vernal Equinox.
Cat 1’s max age were kept at minimums just above 1000 intervals during the solstices
and nearly zeroed during the Vernal Equinox.
5.3.4.3 Conclusion
Max age is significantly worse using the SSN Scheduler model. Up to 9% decrease
in maximum age is seen in novel schedulers over all RSO’s with at least 22% decrease
in CAT 1,2, and 5 RSO’s. With all other models, max age is the same with each
model and each model besides the SSN Scheduler brings the max age of CAT 1’s
down nearly to zero during Vernal Equinox.
5.3.5 Run Times
Both the Binary Integer Program Model and the Multi-objective Binary Integer
Program Model take significantly longer to execute than the other models. Both
scripts take approximately 10-15 times as long.
5.3.5.1 Base Model Greedy
The Base Model Greedy script runs the fastest of all schedulers.
5.3.5.2 SSN Scheduler Model
The SSN Scheduler runs at comparable speed to the relaxed models, but is slower
than the greedy model.
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Figure 64. 50 RSO Summer Solstice Run Times
Figure 65. 50 RSO Vernal Equinox Run Times
5.3.5.3 Relaxed SSN Scheduler Model
The first relaxed model scheduler runs slightly faster than the SSN Scheduler on
both solstices.
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Figure 66. 50 RSO Winter Solstice Run Times
5.3.5.4 Relaxed SSN Scheduler with Spacing Model
The second relaxed model runs even faster than the first relaxed model, beating
the SSN Scheduler, but not quite near the greedy model.
5.3.5.5 Binary Integer Program Model
The Binary Integer Program runs significantly longer than the heuristic style
schedulers. On each day, the Binary Integer Program Model runs approximately
15-20 times as long to create a solution.
5.3.5.6 Multi-Objective Binary Integer Program Model
The Multi-Objective Binary Integer Program Model runs significantly longer than




The Base Model Greedy scheduler runs faster than all others. The SSN Scheduler
and both relaxed models follow close behind, especially when compared to that of
the integer programs. The integer programs take 15-20 times as long as the other
schedulers to develop a solution.
5.3.6 Conclusion
Overall, the SSN Scheduler is shown to perform significantly worse than other
schedulers in several areas. In addition, it doesn’t improve the areas of its focus -
CAT 1 and CAT 2 RSO’s likely because each sensor is viewing the same objects. Novel
schedulers show at least 10% improvement in overall threshold numbers, 51% decrease
in mean age, and up to 9% decrease in maximum age of all RSO’s. The relaxed models
provide lower mean ages, while the integer programs provide more higher priority
RSO’s meeting threshold. Additionally, the integer programs have the downside of
taking significantly more time to process. The fact that both relaxed models have
run times consistent with the SSN Scheduler yet both are centrally scheduling ground
assets is strong support for consideration of a centralized scheduler. This is especially
true as we consider the performance improvements centralized schedulers exhibit in
sections 5.3.2, 5.3.3, 5.3.4, and 5.3.5.
5.4 Summary
Chapter V reviewed multi-sensor changes to the methodology of the six different
models introduced in Chapter III. Then, the chapter covered the results of analysis
using multiple sensors. Tables with result data can be found in Appendix B. Chapter
VI covers conclusions for this research and recommendations for future study.
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VI. Conclusions and Future Research
6.1 Overview
This chapter summarizes the research addressed in this thesis. It begins by answer-
ing the investigative question posed in Chapter I. Next, conclusions drawn from this
research are addressed along with a presentation of the significance of this research.
Finally, recommendations for future research, model improvements, and potential
follow-on efforts are addressed.
6.2 Conclusions of Research
SSA is one of the most crucial missions faced by the DoD. Scheduling SSN ground
and space based assets across a variety of orbit and mission types is a difficult prob-
lem becoming more complex due to increased national dependence on space assets
and ever growing congestion from national, foreign, and commercial entities. The ne-
cessity for a means to efficiently track objects and debris is vital to ensuring the US
maintains dominance in the contested space domain. The research effort addressed
in this thesis covers the problem of scheduling SSN ground assets in support of the
SSA mission across a variety of orbit types. The development of a centralized multi-
sensor, multi-mission scheduling model is necessary to ensure all assets are working
harmoniously. This research developed two relaxed heuristic schedulers based on
the guidance provided by the 2004 SD 505-1 and the 18th Space Control Squadron
and compared them to both a greedy heuristic base model from prior research, and a
model reflecting the guidance laid out in the 2004 SD 505-1 SSN Scheduler. Addition-
ally, two integer program schedulers were developed for comparison. The schedulers
were simulated on three sample sizes of RSO’s, on three different days of the year,
with both a single sensor and multiple sensors. The metrics evaluated were total
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observations made by priority category, total number of RSO’s meeting observation
threshold requirements, mean and maximum time between observations, and the run
time required for the scheduling scripts. The research identified areas where the SSN
Scheduler Model were lacking compared to the novel schedulers and areas where each
novel scheduler excelled and were deficient.
Investigative Questions:
• Can a scheduling method be developed which outperforms the scheduler repre-
sented in 2004 SD 505-1 at reducing mean and maximum time between obser-
vation for a population of RSO’s while meeting RSO observation thresholds?
• Can a novel scheduler be developed that improves upon the scheduler used in
prior research with roughly same processing requirements?
On the single sensor scale, both relaxed constraint schedulers and both integer
program schedulers were shown to provide an increase in observations of non-CAT 1
RSO categories at the expense of reducing observations of CAT 1 RSO’s compared to
the SSN Scheduler Model. Each novel scheduler demonstrated the ability to maintain
the same or similar level of observation threshold retention in CAT 1, while increas-
ing observation threshold gains in other categories. Doing so reduced the mean time
between observations for all non-CAT 1 categories with minimal impact to CAT-1
mean time between observations. The research also demonstrated the novel sched-
ulers’ ability to impact the maximum age of observation via slightly improved max
age in certain categories. Novel schedulers improve overall threshold numbers by 3%-
20% and decrease mean age up to 12%-33% overall compared to the SSN Scheduler
Model. The processing time required for relaxed constraint schedulers was indiffer-
ent from the processing time of the SSN Scheduler Model, demonstrating the novel
schedulers improve upon the Base Model Greedy Scheduler used in prior theses with
little additional processing time. Implementing integer program schedulers required
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a significant increase in both processing time and hardware resources as compared to
heuristic schedulers.
On the multi-sensor scale, both relaxed constraint schedulers and both integer
programs ran as centralized schedules and demonstrated the ability to increase to-
tal observations of non-CAT 1 RSO’s while maintaining or improving the number
of RSO’s meeting observation thresholds in each priority category as compared to
the SSN Scheduler Model. Additionally, the integer programs showed an increase in
some non-CAT 1 higher priority RSO’s over lower priority targets during scheduling
as compared to the relaxed constraint schedulers. Implementing the novel schedulers
in the multi-sensor scale showed dramatic improvement in mean age of RSO sample
population over the SSN Scheduler Model in both mean time between observation
and maximum age of time between observation. Novel schedulers show at least 10%
improvement in overall threshold numbers, 51% decrease in mean age, and up to
9% decrease in maximum age of all RSO’s. Most notably, those improvements did
not come at much computational cost as processing time was similar to single sen-
sor results for both relaxed models, again demonstrating improvement on the Base
Model Greedy Scheduler with little additional processing time. Integer programs
did demonstrate an expected significant increase in processing time and hardware
resources, making them a less attractive option compared to either of the relaxed
scheduler models.
6.3 Significance of Research
The research demonstrated the feasibility and advantage of expanding to a cen-
trally scheduled and cooperative sensor network. Novel heuristics were run on such
a network and provided superior results versus the current models while maintaining
computational tractability.
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6.4 Recommendations for Future Research
This section discusses some ideas for potential follow-on work and future research
opportunities. There are various ways of modifying this research to better suit more
specific or generic missions.
1. Expansion of the RSO population
2. Inclusion of a variety of sensors
3. Longer scenario duration
4. Dynamic priority list
5. Changes to the target list
6. Orbit or mission based interval spacing
7. Incorporate alternate measures
8. Alterations to sensor capabilities
9. Combine novel schedules with architecture optimization
10. Explore alternative or combined schedulers
The recommendations are explained below:
1. This research limited the RSO population when comparing to integer program
schedulers because of the RAM limitations on the hardware available to run the
software. During this research, installation of the PuLP software was requested
on more advanced hardware, but was not completed in time. Once installation
is complete, exploring the results of larger populations could show more dra-
matic results. Additionally, AFRL DSRC’s HPC could potentially be utilized
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as the script was intentionally written in Python for compatibility with Linux
based systems. RSO population changes could include RSO’s being launched
or changing orbit and sensor changes could involve modeling various real world
sensors and missions. Modeling the full SSN inventory with the whole RSO
population could show the true impact novel schedulers may bring to the SSN.
2. This research mimicked the capabilities and locations of the GEODSS sensors of
the SSN. Inclusion of different sensors with varying ranges of limitations such
as range, image type, imaging requirements, would more accurately model a
large scale sensor network. These other sensors could be explored individually,
as smaller networks, include space-based sensors, or include hypothetical future
sensors, such as Space Fence.
3. This research imitated prior research in developing schedules for a single 24-
hour period. Future research could expand the scenario timeline in order to
determine the time required for metrics such as mean and maximum time of
observations to converge.
4. A static random priority list provided at the start of the scenario day was used,
however, as an RSO’s time between observations increases over time, the priority
level is increased. Incorporating a dynamic priority list into the scheduling al-
gorithm would more accurately model the 2004 SD 505-1 SSN Scheduler Model.
Alternatively, adjusting the sample population priority numbers to determine
at what point saturation in higher priority categories occurs in the SSN Sched-
uler Model would show how close current operations are to reaching the limits
of sensor capabilities.
5. The current target list at the beginning of a scenario is static. Changing the
target list to adapt to new high priority targets such as space launch vehicles,
123
assets which have changed orbit, or newly discovered RSO’s would imitate a
dynamically changing environment.
6. The Relaxed Constraints with Spacing Model scheduler included a set spacing
interval of sixty 30-second intervals. Adapting the intervals to include different
orbital spacing based on the orbital period or type of sat (LEO, GEO, etc.)
would more accurately reflect high-confidence orbits [24].
7. This research utilized SNR values to determine whether an RSO was visible
or not. Having a large signal may not necessarily mean RSO features are dis-
tinguishable, therefore alternate methods such as visual magnitude may be a
desired variable to consider instead of SNR. It also utilized time between obser-
vations as a measure of uncertainty, the larger the time between observations,
the larger the assumption that an observation would be required. Incorporating
Gauss equations to calculate uncertainty of orbits could be an alternate method
to determine requirements for observation.
8. When an observation is made on a target RSO, only that one specific RSO is
considered observed even if there are multiple RSO’s in the sensors FOV. Other
RSO’s may be clustered in view of observation and the sensors instantaneous
field of view may be large enough to capture multiple targets at once. An
updated scheduler might recognize these clusters as multiple RSO’s and collect
multiple observations in a single observation window, significantly improving
the performance of the sensor and SSN. Similarly, the observation window may
be decreased or made dynamic to enable more observations or allot additional
time to higher priority targets. RSO’s closer together require less slew and settle
time and an updated scheduler could take advantage of these time savings.
9. This research was based on prior thesis work using a Genetic Algorithm to
124
optimize SSA architectures, work that has garnered lots of attention and in-
terest from various stakeholders. The optimization involves a multi-objective
evaluation of each architecture with the time between observations being one
of the evaluation metrics. That research can be replicated using the schedulers
developed here to determine changes to architecture requirements.
10. This research explored greedy based heuristics, integer program scheduling, and
multi-objective optimization. Additional schedulers could be compared to in-
clude stable marriage optimization, Linear Program Relaxation, simplified bi-
nary integer programs using preprocessing of known data to remove variables
or constraints, various machine learning or distributed Q networks, Genetic
Algorithm schedulers.
6.5 Summary
This chapter summarized the overall thesis objective and provided answers to the
research question presented in Chapter I. Several novel schedulers were developed and
compared to an adapted SSN scheduler based on 2004 SD 505-1. Various metrics were
compared to include total observations, total number of RSO’s meeting observation
threshold requirements, mean and maximum time between observations and total
script processing time. Suggestions for future research were outlined to aid in the
progression of this thesis. SSA is a unique problem with both national security con-
cerns and commercial implications. As launch costs decrease and more nations gain
space assets in different orbital regimes, the space domain becomes more congested
and contested. The necessity to identify and track RSO’s in orbit and positively at-
tribute actions of spacecraft becomes more important as human involvement in space
progresses. With more efficient, centralized, schedulers, sensor assets become more
capable of keeping up with the vastly growing spacecraft and debris collection in
125
orbit, generating more detailed and effective data for analysis, and communicate ac-
curate real time representations of the current space environment to decision makers
providing crucial and innovative tools for future SSA policy.
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Appendix A. Analysis Python Code































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix B. Analysis Result Tables
The following contains tables of results from simulation runs.
2.1 3968 RSO Results












66.446 174.577 179.054 182.339
Vernal
Equinox
35.118 49.248 47.941 92.013
Winter
Solstice
26.191 160.887 141.906 165.938










All 8625 8640 8640 8640
CAT 1 7566 7566 7566 7566
CAT 2 8625 8640 8630 8625
CAT 3 8570 8618 8618 8570
CAT 4 8592 8640 8640 8632
CAT 5 8624 8640 8640 8640










All 8640 8640 8640 8640
CAT 1 7566 7902 7902 7902
CAT 2 8631 8640 8640 8640
CAT 3 8570 8618 8618 8618
CAT 4 8640 8640 8640 8640
CAT 5 8640 8640 8640 8640
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All 8640 8640 8640 8640
CAT 1 7707 7707 7707 7707
CAT 2 8631 8640 8631 8631
CAT 3 8570 8618 8570 8570
CAT 4 8632 8640 8640 8632
CAT 5 8640 8640 8640 8640










All 4557 5760 5407 5210
CAT 1 4518 3134 3195 3156
CAT 2 4544 5739 3740 3661
CAT 3 4789 5962 5962 5679
CAT 4 4620 5798 5798 5571
CAT 5 4508 5774 5774 5556










All 4520 5771 5723 5722
CAT 1 4242 5462 5462 5462
CAT 2 4594 5689 5680 5680
CAT 3 4457 5962 5871 5870
CAT 4 4507 5798 5766 5766
CAT 5 4512 5774 5706 5705
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All 4598 5595 5358 4886
CAT 1 4414 4217 4351 4232
CAT 2 4634 4752 4490 4396
CAT 3 4691 5962 5650 5159
CAT 4 4604 5798 5577 5023
CAT 5 4577 5774 5538 4973










All 924 924 924 924
CAT 1 6 924 123 35
CAT 2 160 0 801 776
CAT 3 42 0 0 8
CAT 4 237 0 0 37
CAT 5 479 0 0 68










All 1218 1218 1218 1218
CAT 1 9 0 0 0
CAT 2 195 1218 323 210
CAT 3 66 0 76 89
CAT 4 325 0 156 173
CAT 5 623 0 663 746
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All 1494 1494 1494 1494
CAT 1 8 588 104 26
CAT 2 248 906 1250 802
CAT 3 79 0 11 40
CAT 4 375 0 43 202
CAT 5 784 0 86 424











All 190 17 128 139
CAT 1 2 17 17 10
CAT 2 34 0 111 108
CAT 3 7 0 0 1
CAT 4 42 0 0 8
CAT 5 105 0 0 12











All 231 10 42 40
CAT 1 2 0 0 0
CAT 2 42 10 10 6
CAT 3 12 0 1 2
CAT 4 48 0 5 5
CAT 5 127 0 26 27
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All 222 98 163 205
CAT 1 2 9 9 2
CAT 2 33 89 125 91
CAT 3 12 0 2 4
CAT 4 54 0 10 32
CAT 5 121 0 17 76










All 4.79% 0.43% 3.23% 3.50%
CAT 1 5.88% 50.00% 50.00% 29.41%
CAT 2 4.84% 0.00% 15.81% 15.38%
CAT 3 3.78% 0.00% 0.00% 0.54%
CAT 4 4.03% 0.00% 0.00% 0.77%
CAT 5 5.24% 0.00% 0.00% 0.60%










All 5.82% 0.25% 1.06% 1.01%
CAT 1 5.88% 0.00% 0.00% 0.00%
CAT 2 5.98% 1.42% 1.42% 0.85%
CAT 3 6.49% 0.00% 0.54% 1.08%
CAT 4 4.61% 0.00% 0.48% 0.48%
CAT 5 6.33% 0.00% 1.30% 1.35%
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All 5.59% 2.47% 4.11% 5.17%
CAT 1 5.88% 26.47% 26.47% 5.88%
CAT 2 4.70% 12.68% 17.81% 12.96%
CAT 3 6.49% 0.00% 1.08% 2.16%
CAT 4 5.18% 0.00% 0.96% 3.07%
CAT 5 6.03% 0.00% 0.85% 3.79%
2.2 190 RSO Results


















1.913 17.304 16.305 16.943 198.067 238.718
Vernal
Equinox
6.048 18.959 19.061 21.485 196.013 255.718
Winter
Solstice
5.854 26.727 29.496 22.831 334.067 219.092















All 8625 8625 8625 8625 8625 8625
CAT 1 1483 1741 1477 1488 1785 1808
CAT 2 8512 8512 8512 8512 8512 8512
CAT 3 8428 8428 8428 8428 8428 8428
CAT 4 8625 8625 8625 8625 8625 8625
CAT 5 8118 8500 8404 8118 8118 8118
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All 8625 8625 8625 8625 8625 8625
CAT 1 1337 1818 1334 1312 1635 1671
CAT 2 8512 8512 8512 8512 8512 8512
CAT 3 8428 8428 8428 8428 8428 8428
CAT 4 8625 8625 8625 8625 8625 8625
CAT 5 8500 8500 8500 8500 8500 8500















All 8625 8626 8625 8625 8625 8625
CAT 1 1225 1224 1237 1222 1208 1208
CAT 2 8512 8626 8512 8512 8512 8512
CAT 3 8428 8428 8428 8428 8428 8428
CAT 4 8625 8625 8625 8625 8625 8625
CAT 5 8500 8500 8500 8500 8500 8500















All 3973 5406 4043 3972 4037 4040
CAT 1 1479 1600 1476 1484 1666 1669
CAT 2 3218 4235 3220 3220 3307 3322
CAT 3 3363 5228 3365 3361 3418 3436
CAT 4 3943 5879 4044 3940 3998 4014
CAT 5 4354 5636 4441 4354 4414 4404
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All 3687 5379 3741 3687 3773 3784
CAT 1 1335 1562 1331 1311 1504 1575
CAT 2 3279 4072 3281 3278 3405 3435
CAT 3 3401 5228 3399 3404 3528 3535
CAT 4 3696 5879 3840 3695 3798 3794
CAT 5 3896 5636 3930 3897 3954 3966















All 3764 5591 3769 3746 3844 3846
CAT 1 1223 1208 1224 1219 1202 1202
CAT 2 3473 5432 3361 3362 3473 3466
CAT 3 3209 5228 3213 3206 3395 3367
CAT 4 3466 5879 3467 3466 3570 3582
CAT 5 4128 5636 4171 4128 4209 4213















All 924 924 924 924 924 924
CAT 1 21 798 30 21 15 15
CAT 2 154 126 322 163 190 190
CAT 3 78 0 60 78 77 77
CAT 4 251 0 191 249 317 317
CAT 5 420 0 321 413 325 325
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All 1218 1218 1218 1218 1218 1218
CAT 1 33 1017 39 35 15 15
CAT 2 233 201 474 241 269 269
CAT 3 89 0 66 87 77 77
CAT 4 293 0 213 289 280 280
CAT 5 570 0 426 566 577 577















All 1494 1494 1494 1494 1494 1494
CAT 1 29 1494 37 29 192 192
CAT 2 271 0 474 279 254 254
CAT 3 125 0 102 125 77 77
CAT 4 416 0 347 413 333 333
CAT 5 653 0 534 648 638 638
















All 48 10 52 48 64 62
CAT 1 1 2 2 1 2 2
CAT 2 10 8 15 10 13 13
CAT 3 5 0 5 5 7 7
CAT 4 12 0 11 12 19 19
CAT 5 20 0 19 20 23 21
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All 54 15 59 54 80 80
CAT 1 2 2 2 2 2 2
CAT 2 11 13 17 11 16 16
CAT 3 6 0 6 6 7 7
CAT 4 12 0 12 12 21 21
CAT 5 23 0 22 23 34 34















All 55 2 59 55 81 81
CAT 1 1 2 2 1 1 1
CAT 2 10 0 16 10 15 15
CAT 3 5 0 5 5 7 7
CAT 4 17 0 16 17 23 23
CAT 5 22 0 20 22 35 35















All 25.26% 5.26% 27.37% 25.26% 33.68% 32.63%
CAT 1 50.00% 100.00% 100.00% 50.00% 100.00% 100.00%
CAT 2 33.33% 26.67% 50.00% 33.33% 43.33% 43.33%
CAT 3 38.46% 0.00% 38.46% 38.46% 53.85% 53.85%
CAT 4 25.00% 0.00% 22.92% 25.00% 39.58% 39.58%
CAT 5 20.62% 0.00% 19.59% 20.62% 23.71% 21.65%
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All 28.42% 7.89% 31.05% 28.42% 42.11% 42.11%
CAT 1 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
CAT 2 36.67% 43.33% 56.67% 36.67% 53.33% 53.33%
CAT 3 46.15% 0.00% 46.15% 46.15% 53.85% 53.85%
CAT 4 25.00% 0.00% 25.00% 25.00% 43.75% 43.75%
CAT 5 23.71% 0.00% 22.68% 23.71% 35.05% 35.05%















All 28.95% 1.05% 31.05% 28.95% 42.63% 42.63%
CAT 1 50.00% 100.00% 100.00% 50.00% 50.00% 50.00%
CAT 2 33.33% 0.00% 53.33% 33.33% 50.00% 50.00%
CAT 3 38.46% 0.00% 38.46% 38.46% 53.85% 53.85%
CAT 4 35.42% 0.00% 33.33% 35.42% 47.92% 47.92%
CAT 5 22.68% 0.00% 20.62% 22.68% 36.08% 36.08%
2.3 50 RSO Results

















2.272 15.601 13.683 11.671 222.718 238.718
Vernal
Equinox
5.072 22.173 22.642 16.575 225.718 234.718
Winter
Solstice
5.123 20.533 15.890 15.025 235.718 238.718
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All 7828 8624 7828 7828 7828 7828
CAT 1 1179 7739 1180 1179 1179 1179
CAT 2 3133 8095 3133 3133 3133 3133
CAT 3 3349 6954 3349 3349 3349 3349
CAT 4 7828 8624 7828 7828 7828 7828
CAT 5 6629 8500 6629 6629 6629 6629















All 6629 8624 6629 6629 6629 6629
CAT 1 3 1648 3 3 0 0
CAT 2 3133 8095 3133 3133 3133 3133
CAT 3 3349 6954 3349 3349 3349 3349
CAT 4 6025 8624 6025 6025 6025 6025
CAT 5 6629 8500 6629 6629 6629 6629















All 8624 8624 8624 8624 8624 8624
CAT 1 1087 8390 1085 1087 1085 1085
CAT 2 5412 8095 5412 5412 5412 5412
CAT 3 6954 6954 6954 6954 6954 6954
CAT 4 8624 8624 8624 8624 8624 8624
CAT 5 6629 8500 6629 6629 6629 6629
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All 1899 4211 1899 1899 2085 2062
CAT 1 659 3224 659 659 659 659
CAT 2 857 2676 857 857 856 856
CAT 3 1577 3304 1577 1578 1598 1598
CAT 4 2050 4387 2050 2050 2118 2127
CAT 5 2232 4724 2232 2231 2614 2551















All 1521 3835 1521 1521 1691 1701
CAT 1 2 1043 2 2 0 0
CAT 2 1004 2353 1004 1004 1002 1002
CAT 3 1570 3685 1570 1570 1568 1568
CAT 4 1580 3991 1580 1580 1595 1694
CAT 5 1755 4413 1755 1755 2148 2087















All 2048 5287 2048 2048 2231 2135
CAT 1 973 4609 972 973 971 971
CAT 2 1940 4880 1940 1940 1939 1939
CAT 3 2542 4716 2542 2542 2541 2541
CAT 4 1887 5254 1888 1887 2097 2031
CAT 5 2248 5577 2248 2248 2506 2332
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All 7272 7272 7272 7272 7272 7272
CAT 1 46 495 58 46 165 165
CAT 2 731 4179 827 733 3219 3218
CAT 3 301 189 286 301 945 942
CAT 4 2880 1201 2876 2879 2838 2842
CAT 5 3314 1208 3225 3313 105 105















All 7776 7776 7776 7776 7776 7776
CAT 1 164 1908 176 164 677 677
CAT 2 998 5406 1095 1000 3638 3638
CAT 3 265 10 257 265 990 990
CAT 4 2933 294 2935 2932 2284 2284
CAT 5 3416 158 3313 3415 187 187















All 8232 8232 8232 8232 8232 8232
CAT 1 678 4785 684 678 1595 1595
CAT 2 601 3447 689 602 1299 1299
CAT 3 672 0 662 671 1767 1765
CAT 4 3180 0 3144 3180 3093 3092
CAT 5 3101 0 3053 3101 478 481
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All 35 29 35 35 36 36
CAT 1 2 2 2 2 2 2
CAT 2 5 5 5 5 5 5
CAT 3 2 2 2 2 2 2
CAT 4 12 10 12 12 13 13
CAT 5 14 10 14 14 14 14
















All 38 33 39 38 39 39
CAT 1 2 2 2 2 2 2
CAT 2 4 5 5 4 5 5
CAT 3 2 1 2 2 2 2
CAT 4 14 12 14 14 14 14
CAT 5 16 13 16 16 16 16
















All 29 4 31 29 33 33
CAT 1 1 2 2 1 2 2
CAT 2 3 2 4 3 3 3
CAT 3 2 0 2 2 2 2
CAT 4 11 0 11 11 12 12
CAT 5 12 0 12 12 14 14
338
















All 70.00% 58.00% 70.00% 70.00% 72.00% 72.00%
CAT 1 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
CAT 2 83.33% 83.33% 83.33% 83.33% 83.33% 83.33%
CAT 3 66.67% 66.67% 66.67% 66.67% 66.67% 66.67%
CAT 4 66.67% 55.56% 66.67% 66.67% 72.22% 72.22%
CAT 5 66.67% 47.62% 66.67% 66.67% 66.67% 66.67%
















All 76.00% 66.00% 78.00% 76.00% 78.00% 78.00%
CAT 1 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
CAT 2 66.67% 83.33% 83.33% 66.67% 83.33% 83.33%
CAT 3 66.67% 33.33% 66.67% 66.67% 66.67% 66.67%
CAT 4 77.78% 66.67% 77.78% 77.78% 77.78% 77.78%
CAT 5 76.19% 61.90% 76.19% 76.19% 76.19% 76.19%
















All 58.00% 8.00% 62.00% 58.00% 66.00% 66.00%
CAT 1 50.00% 100.00% 100.00% 50.00% 100.00% 100.00%
CAT 2 50.00% 33.33% 66.67% 50.00% 50.00% 50.00%
CAT 3 66.67% 0.00% 66.67% 66.67% 66.67% 66.67%
CAT 4 61.11% 0.00% 61.11% 61.11% 66.67% 66.67%
CAT 5 57.14% 0.00% 57.14% 57.14% 66.67% 66.67%
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