A binary language-theoretic operation is proposed, which is dual to the concatenation of languages in the same sense as the universal quantifier in logic is dual to the existential quantifier; the dual of Kleene star is defined accordingly. These operations arise whenever concatenation or star appear in the scope of negation. The basic properties of the new operations are determined in the paper. Their use in regular expressions and in language equations is considered, and it is shown that they often eliminate the need of using negation, at the same time having an important technical advantage of being monotone. A generalization of context-free grammars featuring dual concatenation is introduced and proved to be equivalent to the recently studied Boolean grammars.
Introduction
The dual of a logical proposition f (x 1 , . . . , x n ) is its transform under negation, ¬f (¬x 1 , . . . , ¬x n ). For instance, conjunction is the dual of disjunction, as stated by de Morgan's law. The existential and the universal quantifier are dual to each other, since ¬(∃x)P (x) is equivalent to (∀x)¬P (x). In temporal logic, the operators F ("eventually") and G ("always") demonstrate the same kind of duality. The possibility of saying "eventually X" instead of the cumbersome "not always not X" is certainly helpful both for intuitive clarity and due to the technical difficulties associated with nonmonotone negation.
Among the commonly used language-theoretic operations, union and intersection are dual to each other, while concatenation is apparently without a dual. As a result, reasoning about language constructs like L 1 · L 2 becomes as inconvenient as it would be to deal with the statement "not always not X", being forbidden to use the notion "eventually". This makes a significant contribution to the general attitude to complement in formal language theory as a "hard" operation.
It is not hard to define the operation dual to concatenation: recalling that concatenation of two languages is L 1 · L 2 = {w | there exists a factorization w = uv, such that u ∈ L 1 and v ∈ L 2 }, one can formally invert the predicate by replacing the existential quantifier with the universal quantifier and conjunction with disjunction:
This is a binary operation on languages. Although it might look artificial at the first glance, one should bear in mind that such an operation invariably arises whenever concatenation occurs in the scope of negation. This gives a clear motivation for conducting a study of this operation, named dual concatenation.
In Sections 2 and 3, dual concatenation and its iterative counterpart, dual star, are formally introduced and their basic properties are established. Section 4 obtains closure/nonclosure results with respect to these operations for the most common families of languages. Sections 5 and 6 examine the use of dual concatenation together with or instead of concatenation in regular expressions and in language equations. A generalization of context-free grammars featuring explicit dual concatenation is defined in Section 7; it is shown to be equivalent to the recently studied Boolean grammars [12] , which contain explicit negation. The final Section 8 summarizes the contributions of dual concatenation to these areas and argues for its importance.
The dual concatenation
Let us start from giving two equivalent definitions of the new operation.
Definition 1 The dual concatenation of two languages
L 1 , L 2 ⊆ Σ * is defined as L 1 L 2 = {w | for every factorization w = uv it holds that u ∈ L 1 or v ∈ L 2 } Definition 2 The dual concatenation of two languages L 1 , L 2 ⊆ Σ * is defined as L 1 L 2 = L 1 · L 2(1)
Theorem 1 Definitions 1 and 2 are equivalent.
PROOF. Writing down a formal negation of Definition 1, a string w is not in the dual concatenation of L 1 and L 2 according to that definition if and only if there exists a factorization w = uv, such that u / ∈ L 1 and v / ∈ L 2 . This is in turn equivalent to w ∈ L 1 · L 2 , which holds if and only if w is not in the language (1) 
Theorem 2 (Algebraic properties of dual concatenation) (1) Dual concatenation is associative
, i.e., L 1 (L 2 L 3 ) = (L 1 L 2 ) L 3 .(
PROOF.
For simplicity, all the proofs are based on the representation L 1 L 2 = L 1 · L 2 and the universally known corresponding results for concatenation.
Noncommutativity: Suppose dual concatenation is commutative. Then, for every
, and hence concatenation is also commutative, which is known to be untrue. [6] ; some of its further properties will be established later. 
Identity: for every
L ⊆ Σ * , L Σ + = L · Σ + = L · {ε} = L = L. Similarly it is proved that Σ + L = L for all L. Zero: L Σ * = L · Σ * = L · ∅ = ∅ = Σ * . Similarly, Σ * L = Σ * for all L. Distributivity: L i∈I L i = L · i∈I L i = L · i∈I L i = i∈I (L · L i ) = i∈I L · L i = i∈I (L L i ).
Theorem 3 (Analytic properties of dual concatenation) (1) Dual concatenation is monotone with respect to inclusion
is also increasing (decreasing, resp.) and its limit equals
Continuity: Let us prove ∪-continuity. If both {L
is increasing by the monotonicity of dual concatenation.
} by the monotonicity of dual concatenation, and hence w ∈ sup{L n } sup{L n }.
Conversely, if w ∈ sup{L n } sup{L n }, then for every factorization w = uv, u ∈ sup{L n } or v ∈ sup{L n }. By the definition of least upper bound, for every such u i ∈ sup{L n } there exists k i 1, such that u i ∈ L k i , and similarly for every such v i ∈ sup{L n } there is i 1, for which v i ∈ L i . Since w has finitely many substrings, the set
An important case of concatenation is linear concatenation, where a singleton {a} (a ∈ Σ) is left-or right-concatenated to a language: a·L or L·a. What happens if the dual of concatenation is similarly restricted? Consider linear dual concatenation defined as a L and L a. It turns out that linear concatenation and linear dual concatenation can be expressed through each other:
Let us now show how a nontrivial language can be obtained from languages of a simple form using dual concatenation. Let us explain how this construct ensures that x ∈ L if and only if x = ww for some w. Consider a string x of even length. For every factorization of x into two strings of odd length, x = uv, let s, t ∈ {a, b} be the middle symbols in u and v respectively, as shown in Figure 1 . It is easy to see that s and t occupy the same relative position in the two halves of x, and hence it should be checked that s = t.
Example 1 Define the following three languages:
ensures that if s = a, then t must equal a as well. The use of L even allows to handle factorizations of x into even-length strings, as well as to enforce that the length of x is even.
The dual star
n , admits an equivalent representation as the set of all strings w, such that there exists a number n 0 and a factorization w = w 1 . . . w n , such that for all i (1 i n), w i ∈ L. Let us take a formal dual of this representation, thus obtaining a new language-theoretic operation. The properties of this operation will now be investigated. 
Definition 3 Let
Before proceeding to the proof of the equivalence of these two definitions, consider the third way of defining the dual star, by an iterative application of dual concatenation. Recalling the semiring 2 Σ * , ∩, , Σ * , Σ + with dual concatenation as the associative product, consider powers of an element defined as follows:
Theorem 5 Definitions 5 and 6 are equivalent.
PROOF. Induction on n.
Basis n = 0: According to Definition 6, ε / ∈ L 0 , since for the factorization of ε into zero substrings (as ε = ε, this is a valid factorization) there cannot exist i, such that 1 i 0. On the other hand, every other string is in L 0 , because there are no factorizations of w = ε into zero substrings, and hence everything that is supposed to hold for every such factorization is true. So, L 0 = Σ + under both definitions.
. . L (n repetitions). By the induction hypothesis, this is equivalent to: for every factorization w = uv, u ∈ L or, for every
Rewrite this as follows: for every factorization w = uv 1 
Theorem 7 For every language
PROOF. Consider Definition 7: taking n = 0, we obtain the first claim, while n = 1 establishes the second claim. As for the third claim, it is a known fact that the least solution of 
Closure properties
Let L ⊆ 2 Σ * be a class of languages. Denote co-L = {L | L ∈ L}.
Theorem 8 A class of languages L ⊆ 2 Σ * is closed under dual concatenation (dual star) if and only if co-L is closed under concatenation (star, resp.).
PROOF. Let L be closed under concatenation, and consider an arbitrary pair of languages [11] are closed under neither dual concatenation nor dual star.
PROOF. All these families are known to be closed under complement. The families from the first group are closed under both concatenation and star, while the families from the second group are closed under neither. The results follow from Corollary 2. 2
not a finite intersection of context-free languages (∩CF ).
Similarly, the languages L *
Hence, their intersection is also in ∩CF . However, this intersection equals {ww | w ∈ {a, b} * }, which is known not to be in ∩CF [17] , a contradiction. 
and is therefore finite.
The case of * . By Theorem 7, L * is a subset of L, and hence is finite. 2 Table 1 Closure properties of common families of languages Finally, the following theorem can easily be proved by an explicit construction of a Turing machine.
Theorem 12 Recursively enumerable and co-recursively enumerable languages are closed under both dual concatenation and dual star.
The results of this section are put together in Table 1 .
Dual concatenation in regular expressions
A fundamental theorem due to Kleene states that a set is recognized by a finite automaton if and only if it can be represented as a regular expression, which is a formula over the operations ∪, · and * and the constants a, ε and ∅. 
A language L(α) is associated with every extended dual regular expression α as follows:
As compared with extended regular expressions [18] , extended dual regular expressions do not have negation, but have dual concatenation and dual star instead. It turns out that the lack of negation does not increase the descriptional complexity, as any given extended dual regular expression can be negated by simply changing all operations to their duals:
Lemma 2 For every extended dual regular expression
So the succinctness of description of languages by extended regular expressions and by extended dual regular expressions is the same. Along with this, the latter inherit many other noteworthy properties of the former, such as the nonelementary complexity of the emptiness problem [4] , and nonelementary succinctness tradeoff with the standard regular expressions [4] . It is important to emphasize that in our case this is being achieved without using the complement: the operations ·, , * , * , ∪ and ∩ are all monotone.
Let us now consider some restricted classes of regular expressions with dual concatenation: semi-extended dual regular expressions forbid the operations of · and * and the constants ∅, ε and a (retaining , * , ∪, ∩ and the constants ∅, ε, a), while dual regular expressions also exclude union (thus featuring , * , ∩ and ∅, ε, a).
Proposition 2 The dual of every regular expression is a dual regular expression. The dual of every semi-extended regular expression is a semi-extended dual regular expression.
It is easy to see that dual regular expressions have the same expressive power as the standard regular expressions: for every regular L, L is regular and hence is generated by some regular expression α; consequently, the dual regular expression Thus dual regular expressions, semi-extended dual regular expressions and extended dual regular expressions form three new equivalent representations of regular sets. These representations vary in descriptional complexity: 
Dual concatenation in language equations
Language equations with concatenation and union were studied in the early days of formal language theory as an algebraic semantics for the context-free grammars [3, 5] ; their extension, additionally equipped with intersection, has been shown to characterize conjunctive grammars [8, 9] in a similar way.
Complement proved to be a problematic operation for language equations: a system of equations with ·, ∪, ∩ and ∼ can have no solutions at all or multiple pairwise incomparable solutions, these properties are undecidable, and the expressive power of unique solutions amounts to all recursive languages [10] . Using such equations typically forces one to impose different kinds of constraints [7, 12] . In this section, language equations with dual concatenation instead of complement, i.e., with the operations ·, , ∪ and ∩, will be studied. .g., {·, , ∪, ∩}) . In light of Theorem 3, it is easy to generalize the well-known properties of language equations over {·, ∪} [3, 5] for the case of language equations over {·, , ∪, ∩}: Thus the decision problems of checking existence and minimality (maximality) of solutions become trivial, while for language equations with explicit complement they are co-RE-complete and Π 2 -complete, respectively. The property of having a unique solution remains nontrivial (consider a one-variable resolved equation X = X). Let us establish a necessary and sufficient condition.
Equations and their solutions
Then X i = ϕ i (X 1 , . . . , X n ) (X = ϕ(X) is vector form) is called a resolved system of language equations. A vector of languages L = (L 1 , . . . , L n ) is its solution if L i = ϕ i (L) for all i. L is called a solution modulo a language M ⊆ Σ * , if L i ∩ M = ϕ i (L) ∩ M for all i (the latter being denoted L i = ϕ i (L) (mod M )). ATheorem
Lemma 3 (Extension of a solution modulo a language) Let X = ϕ(X) be a system of language equations over
. It can be proved to be increasing, and every term of the sequence equals PROOF. In one direction, the proof is trivial: if a system has a strongly unique solution, then it has a unique solution [10] . To prove the converse, let a system have a unique solution and let L M , L M be solutions modulo some finite M closed under substring. Then, by Lemma 
Theorem 14 expresses the uniqueness of a solution by a first-order formula with a single universal quantifier; this shows that the problem is co-recursivelyenumerable. On the other hand, the same problem for language equations with union and linear concatenation only is already known to be hard for this class, which is proved by reducing the context-free universality problem [14] . Hence the following completeness result:
Theorem 15 The set of systems over {·, , ∪, ∩} that have a unique solution is co-RE-complete.

Expressive power of unique solutions
For language equations over {∪, ·}, the classes of languages representable by their least, greatest and unique solutions are the same: that is the class of the context-free languages [1, 5] . On the other hand, for language equations with {∪, ∩, ∼, ·} these are three different classes: RE, co-RE and recursive languages, respectively [10] . Let us show that our systems of language equations with dual concatenation but without complement inherit this property from the context-free equations:
Theorem 16 For every system of language equations over {·, , ∪, ∩} with constants ε, ε, a, a (for all a ∈ Σ), there exists and can be effectively constructed a system of language equations over the same set of operations, which has a unique solution, such that the first component of this unique solution coincides with the first component of the original system's least (greatest) solution.
A proof of Theorem 16 is given in the rest of this section. First, let us define the target form that guarantees the uniqueness of a solution, which generalizes the known notion of a proper system [1, 9] . Afterwards it will be described how to transform a system to this form. 
Definition 11 Consider the following modified operations:
L 1 · ε L 2 = (L 1 ∩ Σ + ) · (L 2 ∩ Σ + ) (6a) L 1 ε L 2 = (L 1 ∪ {ε}) (L 2 ∪ {ε}) (6b)A system X i = ϕ i (X 1 , . . . , X n ) (1 i
n) is called proper if every ϕ i is admissible in proper systems.
Lemma 4 Let an expression
PROOF. Induction on the structure of ϕ.
• The case of constants is trivial.
. By the same argument as above, the latter implies
The case of intersection is proved in exactly the same way. 2
Theorem 17 Every proper system of language equations over {∪, ∩, · ε , ε } has a unique solution.
PROOF.
A system X = ϕ(X) has solutions by Theorem 13. Let L , L be solutions of the system, and let us show that
by Lemma 4. Since L and L are both solutions,
Following is the general schedule of transformation of a system over {∪, ∩, ·, } to a proper system: The first part can be done by a straightforward decomposition of the right hand sides. The second part is done as follows. Fix a vector of languages L ε , and define with respect to it:
The case of concatenation generally repeats the well-known case of removing epsilon rules from context-free grammars (Bar-Hillel, Perles and Shamir [2] ). The case of dual concatenation is formally dual to the first case, since Lemma 6 , be a system of language equations, let L ε be a solution of this system modulo {ε}, define ρ with respect to
. . s m . Then ϕ(L) = ρ(ϕ)(L).
Lemma 7 Let X = ϕ(X), where ϕ i are as in
L ε . Defineφ i =      ρ(ϕ i ) ∪ ε, if ε ∈ L ε i ρ(ϕ i ) ∩ ε, if ε / ∈ L ε i (9)
Then a vector of languages L is a solution of X =φ(X) if and only if L is a solution of
The latter fact allows to apply Lemma 6 to each ϕ i and to L, giving
According to (9) ,φ
Putting together (10), (12) and (11), we obtain
On the other hand, since L ε is a solution of X = ϕ(X) modulo {ε} by assumption, and L = L ε (mod {ε}) as proved above, we infer that
this yields
For the final, third step of the transformation, the next lemma gives a way to eliminate individual unit terms, which is necessary to obtain a proper system.
resp.), the resulting system has the same least (greatest, resp.) solution.
PROOF. The case of a least solution. Denote the new system as X =φ(X).
It is claimed thatφ
We proceed by induction on k. The basis holds; for the induction step, given L =φ
While the latter case is clear, in the former case, since the sequence {φ (∅, . . . , ∅)} is increasing, L i (which equals the i-th component ofφ
. . , ∅)), and again w ∈ ξ(L).
The case of a greatest solution. Let X =φ(X) be the new system, and let us prove thatφ
As in the previous case,
There are two cases to consider:
Now the main theorem can be proved.
PROOF. [Proof of Theorem 16]
First, decompose the right hand sides of the given system to match Lemma 6. Let X = ϕ(X) be this decomposed system over {·, , ∪, ∩}. Let L ε be the least (greatest) solution of this system modulo {ε}. Define ρ with respect to L ε and use Lemma 7 to obtain a system over {· ε , ε , ∪, ∩} with the same least (greatest) solution. Apply Lemma 8 until all unit terms are eliminated. The resulting system is proper and has a unique solution by Theorem 17. Finally, express · ε , ε using (6) to obtain a system over the original set of operations. 2
The unique solution constructed in Theorem 16 is, according to Theorem 14, strongly unique. Therefore, least, greatest, unique and strongly unique solutions of language equations over {·, , ∪, ∩} specify a common class of languages. In the following it will be shown that this is the class defined by strongly unique solutions of language equations over {·, ∪, ∩, ∼}.
Elimination of negation
Definition 12 (cf. Def. 9) Let Σ be an alphabet, let ϕ(X 1 , . . . , X n ) be an expression over Σ, which uses the operations ∪, ∩, ·, . The dual of ϕ, denoted d(ϕ), is defined inductively on the structure of ϕ as follows: 
Lemma 9 (cf. Lemma 2) For every formula ϕ, d(d(ϕ)) = ϕ, and for every vector of languages
(L 1 , . . . , L n ), d(ϕ)(L 1 , . . . , L n ) = ϕ(L 1 , . . . , L n ). Corollary 3 (L 1 , . . . , L n ) is a solution of X i = ϕ i (X) (i = 1 . . . n) if and only if (L 1 , . . . , L n ) is a solution of X i = d(ϕ i )(X) (i = 1 . . . n) Corollary 4 If a system X i = ϕ i (X) (i = 1 . . . n) has a unique (a least, a greatest) solution (L 1 , . . . , L n ), then the system X i = d(ϕ i )(X) (i = 1 . . . n) has the unique (the greatest, the least, resp.) solution (L 1 , . . . , L n ).
Example 4 Consider the language equation
X = a · X · b ∪ X · X ∪ ε.
Example 5 Consider the following three one-variable resolved language equations:
The first of them has been constructed by Leiss [7] , who showed that it has the unique solution L = {a
}. The second one is a substitution of the Leiss equation into itself: if the first equation is X = ϕ(X), the second one is X = ϕ(ϕ(X)); hence L is one of its solutions. The third equation is obtained out of the second one by a symbolic rewriting, and it is easy to prove that it has a unique solution, which is nothing but L.
The purpose of the first step in Example 5 is to make the number of negations even. After that they can be merged with the neighbouring concatenations to form dual concatenations. This idea can be used in a more general context as follows:
Lemma 10 For every system of language equations over {·, ∪, ∩, ∼}, which has a strongly unique solution with the first component L, there exists and can be effectively constructed a system of language equations over {·, , ∪, ∩}, which has a unique solution with the same first component. [12] that every system of language equations over {·, ∪, ∩, ∼ } that has a strongly unique solution can be effectively transformed to a form akin to Chomsky normal form for the context-free grammars, in which every equation 
PROOF. It is known
The intersections with ε effectively forbid ε in the solution of the system; hence, the latter expression can be equivalently rewritten as
This results in a proper system as in Definition 11.
Let (X 1 , . . . , X n ) be the vector of variables of the original system. Consider the vector of variables (X 1 , . . . , X n , X 1 , . . . , X n ) and let us construct a new system over {· ε , ε , ∪, ∩} that will have the unique solu-
L is its solution, and it is unique, because the system is proper. 2
Theorem 18
The set of languages specified by unique (least, greatest) solutions of system of language equations over {·, , ∪, ∩} coincides with the set of languages specified by strongly unique solutions of systems over {·, ∪, ∩, ∼}.
Strongly unique solutions of systems over {·, ∪, ∩, ∼} were originally used to define Boolean grammars [12] , which are context-free grammars with added conjunction and negation. The same class of languages has now been obtained using only monotone operations. The differences between these two representations are summarized in Table 2 . Although negation is intuitively more clear than dual con-catenation, the formal properties of language equations with dual concatenation are definitely more attractive.
Restricted cases
Let us now determine the expressive power of restricted types of language equations, which may contain dual concatenation but not concatenation. First, using Corollary 4, a statement akin to Proposition 2 can be obtained.
Proposition 4
If unique (least, greatest) solutions of language equations over some fixed set of operations define a language family L, then unique (greatest, least, resp.) solutions of language equations over the set of duals of these operations specify co-L.
Theorem 19
The languages specified by least, unique and greatest solutions of language equations with ∩ and LIN are the co-linear-context-free languages; language equations with ∩ and specify co-context-free languages; language equations with ∪, ∩ and LIN specify linear conjunctive languages [8, 11] ; language equations with ∪, ∩ and specify co-conjunctive languages [8] .
PROOF. It is well-known that least and unique solutions of language equations with ∪ and · specify context-free languages [5] , and it can be proved that the greatest solutions of these language equations also specify only the context-free lan- Some of the known results on the expressive power of language equations are presented in Table 3 together with those established in this paper. The relation to each other of the families known to be representable by language equations is shown in Figure 2 ; the arithmetical hierarchy in the right has been characterized using a special partial order on the set of solutions [13] . The symmetry with respect to the dotted line in the figure means complementation; the classes upon the dotted line are closed under complement.
Dual concatenation in formal grammars
The principle of parsing as deduction [15] , brought to a formal perfection in the theory of parsing schemata [16] , means representing a parsing method as a formal deduction system. For instance, the Cocke-Kasami-Younger algorithm would be formally described using elementary propositions of the form 
The language generated by a grammar is defined by a formal deduction system: (15) .
Define three types of deduction rules:
C: [ϕ, u], [ψ, v] [ϕ · ψ, uv] for all ϕ, ψ and u, v ∈ Σ * . D: [ϕ i 0 , u 0 ], . . . , [ϕ i |w| , u |w| ] [ϕ 1 ϕ 2 , w] for all ϕ 1 , ϕ 2 , w ∈ Σ * , i j ∈ {1, 2} and u j ∈ Σ * (0 i j |w|), such that each u j is a j-symbol prefix of w if i j = 1, or a (|w| − j)-symbol suffix of w if i j = 2. P: [s 11 · . . . · s 1k 1 ,Define L G (ϕ) = {w | G [ϕ, w]} and L(G) = L G (S) = {w | G [S, w]}.
Example 6
Consider the following dual concatenation grammar, which generates the language {ww | w ∈ {a, b} * } using the method of Example 1.
For dual concatenation grammars there exists a result similar to the well-known characterization of the context-free grammars due to Ginsburg and Rice [5] : There is a rule (15) for The first part of the proof follows from Theorem 18 and Theorem 20, while the second part is given by Theorems 19 and 20.
Note that the form of the rules (15) in the aforementioned subclasses of dual concatenation grammars that generate (linear) context-free and (linear) conjunctive languages is exactly the same as the form of the rules in the original (linear) contextfree and (linear) conjunctive grammars. Hence dual concatenation grammars, despite their differently defined formal semantics, can be viewed as a generalization of these types of grammars. Then it is easy to see that the result of Theorem 20 is not just similar to the characterization of context-free grammars by language equations [3, 5] , but constitutes its generalization.
Conclusion
Joint use of concatenation and complement yields dual concatenation whether we want it or not. This paper attempted to consider this operation as a self-contained notion and to use it in some contexts where both concatenation and complement are naturally used: in regular expressions, in language equations and in formal grammars.
When concatenation and dual concatenation are used together, the use of the complement is considerably facilitated. One can reduce the scope of negation to min-imal terms, and in many cases get rid of it entirely. The latter was the case with extended dual regular expressions. As for language equations, it turned out that the equations with {·, , ∪, ∩} define the same class of languages as a specifically restricted class of equations over {·, ∪, ∩, ∼} used in the definition of Boolean grammars [12] . These results also allowed to characterize Boolean grammars by a simple formal deductive system, contributing to the study of this noteworthy language family.
When dual concatenation is used instead of the standard concatenation, the resulting constructs tend to specify complements of what could be originally defined. Dual regular expressions form a straightforward example. Among the more elaborate findings are two "positive", negation-free characterizations of the complements of the context-free languages: as the languages algebraic in a certain semiring, and as the languages generated by the proposed co-context-free grammars.
Generally, it can be concluded that dual concatenation often allows to avoid the use of logical negation while reasoning about concatenation of languages, or at least to facilitate such reasoning. Hence, wherever concatenation and complement of languages are being used together, it makes sense to recognize the dual concatenation, to denote it explicitly and to take advantage of its properties.
