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Abstract
This papers studies the expressive and computational power of discrete Ordinary
Differential Equations (ODEs). It presents a new framework using discrete ODEs
as a central tool for computation and provides several implicit characterizations of
complexity and computability classes.
The proposed framework presents an original point of view on complexity and com-
putability classes. It also unifies in an elegant settings various constructions that have
been proposed for characterizing these classes. This includes Cobham’s and, Bellan-
toni and Cook’s definition of polynomial time and later extensions on the approach, as
well as recent characterizations of computability and complexity by classes of ordinary
differential equations. It also helps understanding the relationships between analog
computations and classical discrete models of computation theory.
At a more technical point of view, this paper points out the fundamental role of lin-
ear (discrete) ordinary differential equations and classical ODE tools such as changes of
variables to capture computability and complexity measures, or as a tool for program-
ming various algorithms.
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1 Introduction
Since the beginning of its foundations, classification of problems, by various models of com-
putation, either by their complexity or by their computability properties, is a thriving field
of computer science. Nowadays, classical (digital) computer science problems also deal with
continuous data coming from different areas and modeling involves the use of tools like nu-
merical analysis, probability theory or differential equations. Thus new characterizations
related to theses fields have been proposed. On a dual way, the quest for new type of com-
puters recently leaded to revisit the power of some models for analog machines based on
differential equations, and to compare them to modern digital models. In both contexts,
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when discussing the related issues, one has to overcome the fact that today’s (digital) com-
puters are by essence discrete machines while the objects under study are continuous and
naturally correspond to Ordinary Differential Equations (ODEs).
We consider here an original approach in between the two worlds: discrete oriented
computation with differential equations.
Indeed, ODE appear to be a natural way of expressing properties and are intensively used,
in particular in applied science. The theory of classical (continuous) ODEs is rather very
well understood, broadly studied and taught with a plethoric literature, see e.g. [1, 4, 13].
We are here interested here in a discrete more recent counterpart of classical continuous
ODEs: discrete ODEs, whose theory is sometimes called discrete calculus, or finite calculus.
See for e.g. [19, 18, 22, 26] or our brief presentation in Appendix A.
In this article, we prove that various classes of complexity and computability theory can
be very elegantly and simply defined using discrete ordinary differential equations. We also
demonstrate through this discussion how some techniques from analog world such as changes
of variables can be used to solve efficiently some (classical, digital) problems.
As far as we know, this is the first time that computations with discrete ODEs and their
related complexity aspects have been considered. By contrast, characterizations have been
recently obtained with classical (continuous) ODEs of various classes of functions, mostly in
the framework of computable analysis. The hardness of solving continuous ODEs has been
intensively discussed: for example [25] establishes somes basis of the complexity aspects of
ODEs and more recent work like [24] or [14] establishes links between complexity or effective
aspects of such differential equations. Hence, the computational power of continuous ODEs
is much more understood.
We believe that investigating the expressive power of discrete ODE, can really help to
better understand complexity of computation for both the discrete and continuous settings.
Indeed, on one hand, as a consequence, our work relates classical (discrete) complexity
classes to analog computations, i.e. computations over the reals, as analog computation have
been related in various ways to continuous ordinary differential equations, and as discrete
ordinary differential equations provide clear hints about their continuous counterparts. But
on the other hand, it also opens a new perspective on classical discrete computations, i.e.
computation that deals with bits, words, or integers. In this discrete setting, our work falls
under the scope of so-called implicit complexity, i.e. characterization complexity measures
in a machine independent way. Combining these two approaches, it helps to clearly point
out which aspects of the statements are related to continuous computations versus discrete
computations.
This original work point out the fundamental role of linear (discrete) ordinary differential
equations in computability and complexity theory: when considered in general, this provides
a characterization of elementary functions. When considered with suitable (length related)
changes of variables, this provides a characterization of polynomial time. This work also
opens a way to revisit seminal results such as Cobham’s [12] and Bellantoni and Cook’s [2]
definition of polynomial time as syntactic constraints imposing only linear discrete ODEs.
1.1 Related works
1.1.1 Analog computations:
In the context of analog computations there have been several results relating classical com-
plexity to various classes of continuous ODEs. In particular, a serie of papers has been
devoted to study various classes of the so-called R-recursive functions, after their introduc-
tion in [31]. At the complexity level, characterizations of complexity classes such as PTIME
and NPTIME using R-recursive algebra have been obtained [33], motivated in particular
by the idea of transferring classical questions from complexity theory to the context of real
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and complex analysis [30, 33, 32]. More recently, is has been proved that polynomial differ-
ential equations can be considered as a very simple and elegant model in which computable
functions over the reals and polynomial time computable functions over the reals can be
defined without any reference to concepts from discrete computation theory [5, 35]. Refer
to [7, 6] for an up to date survey about various works on analog computations, in particular
in a computation theory perspective.
1.1.2 Classical complexity theory:
Implicit complexity has been developed in many ways to provide machine independant char-
acterizations of various computability and complexity classes in the discrete setting. This
includes characterizations of complexity classes based on lambda calculus (e.g. [28]), finite
model theory and descriptive complexity (e.g. [16]), on function algebra (e.g. [12, 2, 29, 36]),
or yet one combining the latter two approaches (e.g. [20, 37]). This approach has also been
proved useful to measure the expressive power of various formalisms with wide applications
in database and constraint theory and programming languages: See [10, 15, 21] for more
complete references.
1.2 Structure of the paper
In Section 2 a short introduction to discrete differentiability is given followed in Section 3 by
an illustration, through examples, of the programming ability of discrete ODE. First formal
definitions of discrete ODE are given in Section 5 together with characterizations of primitive
recursion and elementary functions in this context. Section 6 introduces the notion (and
basic theory) of length-ODE which is central in the characterization of FPTIME (Section 7).
Section 8 discusses some extensions of the results. Details about discrete differentiability
and the associated calculus, as well about Random access machines are given in Appendix.
2 Discrete differentiability
In this section, we review some basic notions of discrete calculus to help intuition in the rest
of the paper (see Appendix A for a more complete review).
2.1 Discrete derivation, integration and exponentiation
Discrete derivatives are usually intended to concern functions over the integers of type f :
Np → Zd, but the statements and concepts considered in our discussions are also valid
more generally for functions of type f : Zp → Zd, for some integers p, d, or even functions
f : Rp → Rd. The basic idea is to consider the following concept of derivative.
Definition 1 (Discrete Derivative) The discrete derivative of f(x) is defined as ∆f(x) =
f(x+1)− f(x). We will also write f ′ for ∆f(x) to help to understand statements with respect
to their classical continuous counterparts.
Several results from classical derivatives generalize to these settings: this includes linear-
ity of derivation (a · f(x)+ b · g(x))′ = a · f ′(x)+ b · g′(x), formulas for products and division
such as (f(x) · g(x))′ = f ′(x) · g(x+1)+ f(x) · g′(x). A fundamental concept is the following:
Definition 2 (Discrete Integral) Given some function f(x), we write
∫ b
a
f(x)δx as a syn-
onym for ∫ b
a
f(x)δx =
x=b−1∑
x=a
f(x)
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with the convention that it values 0 when a = b and
∫ b
a
f(x)δx = − ∫ a
b
f(x)δx when a > b.
The telescope formula yields the so-called Fundamental Theorem of Finite Calculus:
Theorem 1 (Fundamental Theorem of Finite Calculus) Let F(x) be some function.
Then, ∫ b
a
F′(x)δx = F(b)− F(a).
As for classical functions, any function has a set of primitives defined up to some additive
constant, and techniques such as integration by part can be used.
Lemma 1 (Derivation of an integral with parameters) Consider
F(x) =
∫ b(x)
a(x)
f(x, t)δt.
Then
F′(x) =
∫ b(x)
a(x)
∂f
∂x
(x, t)δt+
∫ −a′(x)
0
f(x + 1, a(x+ 1) + t)δt+
∫ b′(x)
0
f(x+ 1, b(x) + t)δt
In particular, when a(x) = a and b(x) = b are constant functions,
F′(x) =
∫ b
a
∂f
∂x
(x, t)δt
A classical concept in discrete calculus is the one of falling power defined as xm =
x · (x− 1) · (x− 2) · · · (x− (m− 1)). This notion is motivated by a derivative formula similar
to the classical one for powers in the continuous setting. In a similar spirit, we introduce
the following concept. This seems not standard (as far as the authors know) but of clear
interest.
Definition 3 (Falling exponential) Given some function U(x), the expression U to the
falling exponential x, denoted by 2
U(x)
, stands for
2
U(x)
= (1 +U′(x− 1)) · · · (1 +U′(1)) · (1 +U′(0)) =
t=x−1∏
t=0
(1 +U′(t)).
with the convention that
∏0
0 = id, where id is the identity (sometimes denoted 1 hereafter)
This is motivated by the remark that for all x ∈ Z, 2x = 2x, and:
Theorem 2 (Derivative of a falling exponential) The discrete derivative of a falling
exponential is given by (
2
U(x)
)′
= U′(x) · 2U(x).
2.2 Discrete Ordinary Differential Equations (ODE)
We will focus in this article on discrete Ordinary Differential Equations (ODE) on functions
with several variables, that is to say for example on equations of the (possibly vectorial)
form:
∂f(x,y)
∂x
= h(f(x,y), x,y). (1)
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As expected ∂f(x,y)
∂x
stands for the derivative of functions f(x,y) considered as a function
of x, when y is fixed. When some initial value is given, this is called an Initial Value Problem
(IVP), also called a Cauchy Problem. That is to say, we are given a problem of type:
∂f(x,y)
∂x
= h(f(x,y), x,y)
f(0,y) = g(y)
(2)
with functions g,h of suitable dimensions and domains: Our aim here is to discuss total
functions whose domain and range is either of the form D = N, Z, or possibly a finite product
D = D1 × · · · × Dk where each Di = N, Z. By considering that N ⊂ Z, we assume that
the range is always Zd for some d. The concept of solution for such ODEs is as expected:
assume h : Zd × N × Zp → Z (or h : Zd × Z × Zp → Z), a solution over D is a function
f : D × Zp → Zd that satisfies the equations for all x,y.
We will only consider well-defined ODEs such as above in this article (but variants with
partially defined function could be considered as well). Observe that an IVP of the form (1)
always admits a (necessarily unique) solution over N since f can be defined inductively with
f(0,y) = g(y) and f(x+ 1,y) = f(x,y) + h(f(x,y), x,y).
Remark 1 Notice that this is not necessarily true over Z: As an example, consider f ′(x) =
−f(x) + 1, f(0) = 0. By definition of f ′(x), we must have f(x + 1) = 1 for all x, but if
x = −1, f(0) = 1 6= 0.
Remark 2 (Sign function) It is very instructive to realize that the solution of this IVP
over N is the sign sgN(x) function defined by sgN(x) = 1 if x > 0 and sgN(x) = 0 in the other
case.
Affine (also called linear) ordinary differential equations will play a very important role
in what follows, i.e. discrete ordinary differential equations of the form f ′(x) = A(x) · f(x)+
B(x).
Remark 3 Recall that the solution of f ′(x) = a(x)f(x)+b(x) for classical continous deriva-
tives turns out to be given by (This is usually obtained by the variation of parameter method
- see Appendix A for a short review of the method and for other classical ODE):
f(x) = f(0)e
∫
x
0
a(t)dt +
∫ x
0
b(u)e
∫
x
u
a(t)dtdu. (3)
This generalizes to discrete ordinary differential equations, and this works even vectori-
ally:
Lemma 2 (Solution of ODE f ′(x,y) = A(x,y) · f(x,y) +B(x,y)) For matrices A and
vectors B and G, the solution of equation f ′(x,y) = A(x,y) · f(x,y) +B(x,y) with initial
conditions f(0,y) =G(y) is
f(x,y) =
(
2
∫
x
0
A(t,y)δt
)
·G(y) +
∫ x
0
(
2
∫
x
u+1
A(t,y)δt
)
·B(u,y)δu. (4)
3 Programming with discrete ODE
In this section, we show that several algorithms can actually be naturally solved using
discrete ODEs, or viewed as discrete ODEs: Basically, for now, we suppose that composition
of functions, constant and the following basic functions can be used freely as functions from
Z to Z:
• arithmetic operations: +, −, ×
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• ℓ(x) returns the length in binary of x ∈ N.
• sg(x) : Z → Z defined by sg(x) = 1 if x > 0 and sg(x) = 0 in the other case.
sgN(x) : N→ Z defined by sgN(x) = 1 if x > 0 and sgN(x) = 0 in the other case.
Recall that sgN(x) is the solution over N of some IVP and hence is very natural in this
context. From these basic functions, for readability, one may define useful functions as
synonyms:
• s¯g(x) stands for s¯g(x) = (1 − sg(x)) × (1− sg(−x)): it tests if x = 0 for x ∈ Z. ¯sgN(x)
stands for ¯sg
N
(x) = 1− sg
N
(x): it tests if x = 0 for x ∈ N.
• if(x, y, z) stands for if(x, y, z) = y+ s¯g(x)·(z−y) and ifN(x, y, z) stands for ifN(x, y, z) =
y + ¯sgN(x) · (z − y). We have for both versions (The point is that the first considers
x ∈ Z while the second assumes x ∈ N):
if(x, y, z) =
{
y if x = 0
z otherwise
ifN(x, y, z) =
{
y if x = 0
z otherwise
• We will extensively use these functions below: if(x < x′, y, z) will be a synonym for
if(sg(x− x′ − 1), y, z). if(x = x′, y, z) will be a synonym for if(s¯g(x− x′), y, z).
Example 1 (Computing the minimum of a function: ) The minimum of a function
min f : x 7→ min{f(y) : 0 ≤ y ≤ x} is given by F (x, x) where F can be computed recursively
by
F (0) = f(0)
F (t+ 1, x) = if(F (t, x) < f(x), F (t, x), f(x))
This can be interpreted as a discrete ordinary differential equation:
∂F (t, x)
∂t
= H(F (t, x), f(x), t, x) =
{
0 if F (t, x) < f(x)
−F (t, x) + f(x) if F (t, x) ≥ f(x).
The value min f(x) = F (x, x) can then be computed using the solution of the above
discrete ODE. In integral form, we have:
F (x, y) = F (0) +
∫ x
0
H(F (t, y), t, y)δt.
Remark 4 We also see through this example that such an integral (equivalently discrete
ODE) can always be considered as a (recursive) algorithm: compute the integral from its
definition as a sum to compute the function. Notice that this algorithm is not polynomial as
this basically takes time x to compute min f , i.e. not polynomial with respect to the usual
convention for measuring complexity based on the binary length of arguments.
Example 2 (Computing the integer part and divisions, Length-ODE:) Suppose that
we want to compute ⌊√x⌋ = max{y ≤ x : y · y ≤ x} and ⌊x
y
⌋ = max{z ≤ x : z · y = x}.
It can be done by the following uniform method. Let f, h be some functions with h being
non decreasing. We compute someh with someh(x) = y s.t. |f(x)− h(y)| is minimal. When
h(x) = x2 and f(x) = x, it holds that: ⌊√x⌋ = if(someh(x)2 ≤ x, someh(x), someh(x)− 1).
The function someh can be computed as a solution of an ODE as in the preceding example.
However, there is a more efficient way to do it based on what one usually does with classical
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ordinary differential equations: performing a change of variable so that it becomes logarithmic
in x. Indeed, we write someh(x) = G(ℓ(x), x) for some function G(t, x) defined by:
G(0, x) = x
G(t+ 1, x) = if(h(G(t, x)) = f(x), G(t, x),
if(h(G(t, x)) > f(x), G(t, x) + 2ℓ(x)−t−1, G(t, x) − 2ℓ(x)−t−1))
Or, if one prefers, G(t, x) is solution of
∂G(t, x)
∂t
= E(G(t, x), t, x) =


+2ℓ(x)−t−1 if h(G(t, x)) > g(x)
0 if h(G(t, x)) = g(x)
−2ℓ(x)−t−1 if h(G(t, x)) < g(x)
This is indeed a differential equation whose solution is converging fast (in polynomial
time) to what we want. Reformulating what we just did, we wrote someh(x) = G(ℓ(x), x) us-
ing the solution of the above discrete ODE, i.e. the solution of G(T, y) = x+
∫ T
0
E(G(t, y), t, y)δt.
This provides a polynomial time algorithm to solve our problems using a new parameter
t = ℓ(x) logarithmic in x. Such techniques will be at the heart of the coming results.
Notice that the theory of ODEs also provides very natural alternative ways to compute
various quantities. This is very clear when considering numeric functions such as tan, sin,
etc.
Example 3 (Computing tan with discrete ODEs, iterative algorithms) As an illus-
tration, suppose you want to compute tan(x0) for say x0 = 72. One way to do it is to observe
that tan(x)′ = (1 + tan(x) tan(x + 1)). From fundamental theorem of finite calculus we can
hence write:
tan(x0) = 0 +
∫ x0
0
tan(x)δx (5)
= 0 + tan(1) ·
∫ x0
0
(1 + tan(x) tan(x + 1))δx (6)
Inspired from previous remarks, the point is that Equation (5) can be interpreted as an
algorithm: it provides a way to compute tan(x0) as an integral (or if you prefer as a sum).
Thinking about what means this integral, discrete ODE (21), also encoded by (6), can
also be interpreted as tan(x + 1) − tan(x) = tan(1) · [1 + tan(x) tan(x + 1)] that is to say
tan(x+1) = f(tan(x)) where f(X) = X+tan(1)1−tan(1)X . Hence, this is suggesting a way to compute
tan(72) by a method close to express that tan(x0) = f
[x0](0). That is to say Equations (5)
and (6) can be interpreted as providing a way to compute tan(72) using an iterative algorithm:
they basically encode some recursive way of computing tan.
Of course, a similar principle would hold for sin, or cos using discrete ODEs obtained
above, and for many other functions starting from expression of their derivative.
Remark 5 Given x0, (even if we put aside how to deal with involved real quantities) a point
is that computing tan(x0) using this method can not be considered as polynomial time, as
the (usual) convention is that time complexity is measured in term of the length of x0, and
not on x0.
Could we do the same computation faster using a change of variables? This is at the
heart of the coming constructions and discussions.
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Example 4 (Computing suffixes with discrete ODEs) Discrete ODEs turns out to be
very natural in many other contexts, in particular non numerical ones, where they would
probably not be expected. We illustrate the discussion by a way to compute fast (in polynomial
time) the suffix function: The suffix function, suffix(x, y) takes as input two integers x and
y and outputs the ℓ(y) = t least significant bits of the binary decomposition of x. We
describe below a way to compute a suffix working over a parameter t, that is logarithmic in
x. Consider the following amazing algorithm that can be interpreted as a fix-point definition
of the function: suffix(x, y) = F (ℓ(x), y) where
F (T, y) = x+
∫ T
0
if(ℓ(F (t, x)) = 1, 0,−2ℓ(F (t,x))−1)δt.
4 Bounded schemes in computation theory
After this teaser, the rest of this article aims at discussing which problems can be solved
using discrete ordinary differential equations, and with which complexity. Before doing so,
we need to review some basic concepts and results from computation theory that we will be
needed in the rest of this article and that have been obtained at this date.
4.1 Computability theory and bounded schemes
Classical recursion theory deals with functions over integers, that is to say with functions
f : Np → Nd for some positive integers p, d.
It is well known that all main classes of classical recursion theory can be characterized as
closures of a set of basic functions by a finite number of basic rules to build new functions:
See e.g. [36, 34, 11]:
Theorem 3 (Total Recursive functions) A total function over the integers is computable
if and only if it belongs to the smallest set of functions that contains constant function 0, the
projection functions πpi , the function successor s, that is closed under composition, primitive
recursion and safe minimization.
In this statement, 0, πpi and s are respectively the functions from, N→ N, Np → N and
N→ N defined as n 7→ 0, (n1, . . . , np) 7→ ni, and n 7→ n+ 1.
We also recall here the basic definitions used in the above statement:
Definition 4 (Primitive recursion) Given functions g : Np → N and h : Np+2 → N,
function f = REC(g, h) defined by primitive recursion from g and h is the function Np+1 →
N satisfying
f(0,y) = g(y)
f(x+ 1,y) = h(f(x,y), x,y).
Definition 5 (Primitive recursive functions) A function over the integers is primitive
recursive if and only if it belongs to the smallest set of functions that contains constant func-
tion 0, the projection functions πpi , the functions successor s, that is closed under composition
and primitive recursion.
Primitive recursive functions have been stratified into various subclasses. We recall here
the Grzegorczyk hierarchy in the rest of this subsection.
Definition 6 (Bounded sum) Given functions g(y) : Np → N,
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• function f = BSUM(g) : Np+1 → N is defined by f : (x,y) 7→∑z≤x g(z,y).
• function f = BSUM<(g) : Np+1 → N is defined by f : (x,y) 7→
∑
z<x g(z,y) for x 6= 0,
and 0 for x = 0.
Definition 7 (Bounded product) Given functions g : Np → N,
• function f = BPROD(g) : Np+1 → N is defined by f : (x,y) 7→∏z≤x g(z,y).
• function f = BPROD<(g) is defined by f : (x,y) 7→
∏
z<x g(z,y) for x 6= 0, and 1 for
x = 0.
We have
BSUM(g)(x,y) = BSUM<(g)(x,y) + g(x,y)
BPROD(g)(x,y) = BPROD<(g)(x,y) · g(x,y)
Definition 8 (Elementary functions) A function over the integers is elementary if and
only if it belongs to the smallest set of functions that contains constant function 0, the projec-
tion functions πpi , the functions successor s, addition +, limited subtraction ⊖ : (n1, n2) 7→
max(0, n1 − n2), and that is closed under composition, bounded sum BSUM and bounded
product BPROD.
We denote by E the class of elementary functions.
Class E contains many classical functions. In particular:
Lemma 3 ([36, Lemma 2.5, page 6]) (x, y) 7→ ⌊x/y⌋ is in E.
Lemma 4 ([36]) (x, y) 7→ x · y is in E.
The following normal form is also well-known. We consider safe minimization instead of
classical minimization as we focus in this article only on total functions.
Definition 9 ((Safe) Minimization) Given function g : Np+1 → N, such that for all x
there exists y with g(x,y) = 0, function f = SMIN(g) defined by (safe) minimization from
g is the (total) function Np → N satisfying SMIN(g) : y 7→ min{x; g(x,y) = 0}.
Theorem 4 (Normal form for computable functions [23, 36]) Any total recursive func-
tion f can be written as f = g(SMIN(h)) for some elementary functions g and h.
Consider the family of functions En defined by induction as follows. When f is a function,
f [d] denotes its d-th iterate: f [0](x) = x, f [d+1](x) = f(f [d](x)):
E0(x) = s(x) = x+ 1,
E1(x, y) = x+ y,
E2(x, y) = (x+ 1) · (y + 1),
E3(x) = 2
x,
En+1(x) = E
[x]
n (1) for n ≥ 3.
Definition 10 (Bounded recursion ) Given functions g(y) : Np → N and h(f, x,y) :
Np+2 → N and i(x,y) : Np+1 → N, the function f = BR(g, h) defined by bounded recursion
from g and h is defined as the function Np+1 → N verifying
f(0,y) = g(y)
f(x+ 1,y) = h(f(x,y), x,y)
under the condition that:
f(x,y) ≤ i(x,y).
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Definition 11 (Grzegorczyk hierarchy (see [36])) Class E0 denotes the class that con-
tains the constant function 0, the projection functions πpi , the successor function s, and that
is closed under composition and bounded recursion.
Class En for n ≥ 1 is defined similarly except that functions max and En are added to
the list of initial functions.
Theorem 5 ([34, 8]) Let n ≥ 3. A function is in class En iff it belongs to the smallest
set of functions that contains constant function 0, the projection functions πpi , the func-
tions successor s, addition +, subtraction ⊖, and the function En and that is closed under
composition, bounded sum and bounded product.
The above proposition means that closure under bounded recursion is equivalent to using
both closure under bounded sum and closure under bounded product. Indeed, as explained
in chapter 1 of [36] (see Theorem 3.1 for details), bounded recursion can be expressed as a
minimization of bounded sums and bounded products, itself being expressed as a bounded
sum of bounded products.
The following facts are known:
Theorem 6 ([36, 34, 11])
E3 = E ( PR
En ( En+1 for n ≥ 3
PR =
⋃
i
Ei
4.2 Complexity theory and bounded schemes
We suppose the reader familiar with the well-known complexity classesPTIME (polynomial
time), NPTIME or (non-deterministic polynomial time) or PSPACE (polynomial space).
We denote by FPTIME (resp. FPSPACE) the class of functions, f : Nk → N with k ∈ N,
computable in polynomial time (resp. polynomial space) on deterministic Turing machines.
Note that if FPTIME is closed by composition, it is not the case of FPSPACE since the
size of the output can be exponentially larger than the size of the input.
It turns out that the main complexity classes have also been characterized algebraically,
by restricted form of recursion scheme. A foundational result in that spirit is due to Cobham,
who gave in [12] a characterization of function computable in polynomial time. The idea
is to consider schemes similar to primitive recursion, but with restricting the number of
induction steps.
Let 0(.) and 1(.) be the successor functions defined by 0(x) = 2.x and 1(x) = 2.x+ 1.
Definition 12 (Bounded recursion on notations) A function f is defined by bounded
recursion scheme on notations from g, h0, h1, k, denoted by f = BRN(g, h0, h1), if
f(0,y) = g(y)
f(0(x),y) = h0(f(x,y), x,y) for x 6= 0
f(1(x),y) = h1(f(x,y), x,y)
under the condition that:
f(x,y) ≤ k(x,y)
for all x,y.
Based on this scheme, Cobham proposed the following class of functions:
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Definition 13 (Fp) The class Fp is the smallest class of primitive recursive functions con-
taining 0, the projections πpi , the successor functions 0(x) = 2.x and 1(x) = 2.x + 1, the
function # defined by x#y = 2ℓ(x)×ℓ(y) and closed by composition and by bounded recursion
scheme on notations.
This class turns out to be a characterization of polynomial time:
Theorem 7 ([12], see [10] for a proof) Fp = FPTIME.
Cobham’s result opened the way to various characterizations of complexity classes, or
various ways to control recursion schemes. This includes the famous characterization of
PTIME from Bellantoni and Cook in [2] and by Leivant in [27]. Refer to [10, 11] for
monographies presenting a whole serie of results in that spirit.
The task to capture FPSPACE is less easy since the principle of such characterizations
is to use classes of functions closed by composition. However, for function with a reasonable
output size some characterizations have been obtained. Let us denote by FPSPACE, the
class of functions of polynomial growth i.e. of functions f : Nk → N, such that, for all
x ∈ Nk, ℓ(f(x)) = O(max1≤i≤k ℓ(xi)). The following then holds:
Theorem 8 ([38],[11, Theorem 6.3.16]) A function over the integers is in FPSPACE if
and only if it belongs to the smallest set of functions that contains the constant function
0, the projection functions πpi , the functions successor s, function # that is closed under
composition and bounded recursion.
5 Computability and Discrete ODEs
Before coming back to efficient algorithms and complexity theory, we consider functions
defined by ODE under the prism of computability. This part is clearly inspired by ideas
from [8, 9], but adapted here for our framework of discrete ODEs that we believe to provide
simpler explanations of statements of these papers. Our settings in particular avoid discus-
sions related to how to deal with noise in computations, as we are living in a world where
computations are exact. Furthermore, we believe it clearly helps the intuition of many of
the constructions done in all these references.
5.1 About positive and negative integers and encodings
As classical computability is mainly dealing with functions over the natural integers, i.e.
over N, while schemes with discrete ODEs naturally deals with functions over the integers,
i.e. over Z, we need to fix some conventions to be able to compare classes over the integers.
Notice that this is very natural in our framework to consider functions that may take negative
values.
Definition 14 (Representation of integers) The set Z of integers can be encoded by the
set {0, 1}×N: couple (s, n) with s ∈ {0, 1}, n ∈ N encodes (−1)sn. Notice that 0 corresponds
both to (0, 0) and (1, 0). To avoid confusion, we will denote by Z˜ the set {0, 1} × N.
We will only deal with classes C of functions over either the natural integer N or integers
Z. We basically use the same convention for functions : let f : Nk × Zh → Nr × Zs, we
denote by f˜ : Nk × Z˜h → Nr × Z˜s the function equivalent to f with above representation.
Note that, if x, y and z are such that x = y+z then x˜ = y˜+˜z˜ and +˜ is primitive recursive.
The same holds for multiplication and subtraction.
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5.2 Recursive and subrecursive classes of functions
A first key remark is that at a computability level, many schemes can actually be seen as
particular natural types of ODEs.
5.3 Subrecursive functions and discrete ODEs
First, the purpose of this subsection is to observe that primitive recursion is basically a
discrete ODE schemata:
Definition 15 ((Scalar) Discrete ODE schemata) Given g : Np → N and h : Z ×
Np+1 → Z, we say that f is is defined by discrete ODE solving from g and h, denoted by
f = ODE(g, h), if f : Np+1 → Z corresponds to the (necessarily unique) solution of Initial
Value Problem
∂f(x,y)
∂x
= h(f(x,y), x,y)
f(0,y) = g(y).
(7)
Remark 6 To be more general, we could take g : Np → Z. However, this would be of no
use in the context of this paper.
Lemma 5 (Primitive recursion vs Discrete ODEs) 1. Consider g and h as in Def-
inition 15 and f = ODE(g, h). Then f˜ is primitive recursive when g and h˜ are. When
f : Np+1 → N, then f is primitive recursive under the same conditions
2. Consider g and h as in Definition 4. Then f = REC(g, h) corresponds also to f =
ODE(g, h) where h : Np+2 → Z is defined by
h(f(x,y), x,y) = h(f(x,y), x,y) − f(x,y).
Proof: For statement 1., applying the ODE schemata on primitive recursive functions h˜ and
g, it holds that: f(0,y) = g(y) and f˜(x+ 1,y) = h˜(f˜(x,y), x,y) + f˜(x,y), where addition
is redefined to apply to elements of Z˜. This is easily seen to be primitive recursive. When
f : Np+1 → N, one can extract f(x,y) from f˜(x,y) by a primitive recursive function.
For statement 2., remark that h(f(x,y), x,y)− f(x,y) = f(x+1,y)− f(x,y) = ∂f(x,y)
∂x
.

Lemma 5 combined with Definition 4 provides the following important characterization
of primitive recursive functions in terms of discrete ODEs.
Theorem 9 (A discrete ODE characterization of primitive recursive functions) The
set of primitive recursive functions PR is the intersection with NN of the smallest set of
functions that contains the zero functions 0, the projection functions πpi , the addition and
subtraction functions + and −, and that is closed under composition and discrete ODE
schemata.
5.4 Elementary functions, Grzegorczyk hierarchy and linear dis-
crete ODEs
Actually, this is even possible to be more precise, and provide a characterization of the
various subrecursive classes introduced up to now. This part is clearly inspired from ideas
from [8, 9], adapted here for discrete ODEs.
This is very natural to restrict to linear ODEs. This provides natural ways to talk about
elementary functions and levels of the Grzegorczyk hierarchy.
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Definition 16 ((Scalar) Linear ODE schemata) Given g : Np → N, a : Np+1 → Z and
b : Np+1 → Z, we say that f is obtained by linear ODE solving from g, a and b, denoted by
f = LI(g, a, b), if f : Np+1 → Z corresponds to the (necessarily unique) solution of Initial
Value Problem
∂f(x,y)
∂x
= a(x,y) · f(x,y) + b(x,y)
f(0,y) = g(y).
(8)
First observe that bounded sums and products are of this specific form:
Lemma 6 (Bounded sum) Let k : Np+1 → N be given. Then f = BSUM<(k) is the
unique solution of initial value problem
∂f(x,y)
∂x
= k(x,y)
f(0,y) = 0
Lemma 7 (Bounded product) Let k : Np+1 → N be given. Then f = BPROD<(k) is
the unique solution of initial value problem
∂f(x,y)
∂x
= f(x,y) · (k(x,y) − 1)
f(0,y) = 1
In the context of Ordinary Differential Equations, this is very natural not to restrict to
scalar functions, and the following makes a clear natural sense.
Definition 17 (Linear ODE schemata) Given a vector G = (Gi)1≤i≤k matrix A =
(Ai,j)1≤i,j≤k, B = (Bi)1≤i≤k whose coefficients corresponds to functions gi : Np → Nk,
and ai,j : N
p+1 → Z and bi,j : Np+1 → Z respectively, we say that f is obtained by linear
ODE solving from g,A and B, denoted by f = LI(G,A,B), if f : Np+1 → Zk corresponds to
the (necessarily unique) solution of Initial Value Problem
∂f(x,y)
∂x
= A(x,y) · f(x,y) +B(x,y)
f(0,y) = G(y).
(9)
One key observation behind the coming characterizations is the following:
Lemma 8 (Elementary vs Linear ODEs) Consider G,A and B as in Definition 17.
Then f˜ = LI(G,A,B) is elementary when G, A˜ and B˜ are.
Proof: We do the proof in the scalar case, writing a, b, g forA,B,G. The general (vectorial)
case follows from similar arguments. By Lemma 2, it follows that:
f(x,y) =
(
t=x−1∏
t=0
(1 + a(t,y))
)
· g(y) + b(x− 1,y) +
x−2∑
u=0
(
x−1∏
t=u+1
(1 + a(t,y))
)
· b(u,y).
Clearly,
∏t=x−1
t=0 (1 + a(t,y)) = BPROD<(1 + a(t,y))(x,y). Similarly,
p(u, x,y) =def
x−1∏
t=u+1
(1 + a(t,y)) =
BPROD<(1 + a(t,y))(x,y)
BPROD<(1 + a(t,y))(u + 1,y)
As the function (x, y) 7→ ⌊x/y⌋ is elementary from Lemma 3, we get that p(x,y) is
elementary.
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As multiplication is elementary, it follows that
x−2∑
u=0
p(x,y)b(u,y) = BSUM<(p(u, x,y)b(u,y))(x − 2,y)
is also elementary , and f˜ is elementary using closure by composition and multiplication. 
We get the following elegant characterization of the Elementary functions in terms of
Linear ODEs.
Theorem 10 (A discrete ODE characterization of elementary functions) The set
of elementary functions E is the intersection with NN of the smallest set of functions that
contains the zero functions 0, the projection functions πpi , the successor function s, addition
+, subtraction −, and that is closed under composition and discrete linear ODE schemata
(respectively: scalar discrete linear ODE schemata) LI.
Inspired by bounded recursion, this also makes sense to consider the following (as ex-
pected, we write u ≤ v if it holds componentwise):
Definition 18 (Bounded discrete ODE schemata) Given g(y) : Np → Nk and h(f , x,y) :
Zk × Np+1 → Zk, and i(x,y) : Np+1 → Zk, we say that f is is defined by bounded discrete
ODE solving from g,h and i, denoted by f = boundedlinODE(g,h, i), if f : Np+1 → Zk
corresponds to the (necessarily unique) solution of Initial Value Problem
∂f(x,y)
∂x
= h(f(x,y), x,y)
f(0,y) = g(y)
under the condition that:
f(x,y) ≤ i(x,y)
Lemma 9 (Primitive recursion vs Discrete ODEs) 1. Consider g, h, i as in Def-
inition 18. Then f˜ = boundedlinODE(g, h˜, i) is in En when g and h and i are, and
n ≥ 3.
2. Consider g, h, i as in Definition 10. Then f = BR(g,h, i) corresponds also to f =
boundedlinODE(g,h, i) where h : Np+2 → Zk is defined by h(f , x,y) = h(f , x,y) − f .
Proof: For statement 1., this follows from exactly the same proof as for Lemma 8.
Second item can be proved by observing that ∂f(x,y)
∂x
= h(f(x,y), x,y) = f(x + 1,y) −
f(x,y) which is equal to h(f(x,y), x,y) − f(x,y) by Definition 18. 
This provide the following elegant characterizations of the levels of the Grzegorczyk
hierarchy in terms of bounded linear ODEs.
Theorem 11 (A discrete ODE characterization of En for n ≥ 3) For all n ≥ 3, the
set of functions in En is the smallest set of functions that contains En, constant function 0,
the projection functions πpi , the functions successor s, and that is closed under composition
and boundedlinODE.
Proof: Using Theorem 5, this follows from Lemmas 6, 7 and 9. 
5.5 Computability and discrete ODEs
If we want to talk about computable functions, and not only about subrecursive functions,
a first method is to add directly minimization to considered operators.
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5.5.1 By adding a minimization operator
Theorem 12 (A discrete ODE characterization of total recursive functions) The set
of total recursive functions E is the intersection with NN of the smallest set of functions that
contains the zero functions 0, the projection functions πpi , the successor function s, addi-
tion +, subtraction −, and that is closed under composition and discrete (even linear) ODE
schemata LI, and safe minimization.
Proof: One direction follows from Theorem 10 (characterization of elementary functions)
and Theorem 4 (normal form theorem) in one direction. And from a clear generalization of
previous arguments in the other direction. 
5.5.2 By programming minimization
But actually, minimization can be programmed using discrete ODEs in some sense. Indeed,
minimization can be programmed in the following sense.
Theorem 13 (Programming Minimization) Consider a function g : Np+1 → N. Then
the solution of initial value problem
f(0,y) = 0
∂f(x,y)
∂x
= if(g(f(x,y)), 1, 0)
is such that for all y, f(x,y) is eventually a constant k = k(y) when x increases if and only
if there is some x with g(x,y) = 0. This constant k(y) corresponds to SMIN(g)(y) for all
y.
This leads to the following natural concept: The idea is that SMIN(g) is computable in
the following sense considering h1(x,y) = f(x,y) and h2(x,y) = ¯sgN(g(f(x,y))).
Definition 19 (Discrete ODEs as a computational model) We say that a total func-
tion f : Np → N is ODE computable if there exist some function h1, h2 : Np+1 → N2 in the
smallest set of functions that contains the zero functions 0, the projection functions πpi , the
successor function s, and that is closed under composition and discrete ODE schemata such
that: for all y,
• there exists some T = T (y) with h2(T,y) 6= 0;
• f(y) = h1(T,y) where T is the smallest such T .
The following is then easy to establish:
Theorem 14 (Discrete ODE computability = classical computability) A total func-
tion f is ODE computable if and only if it is total recursive.
6 Restricted recursion and integration schemes
In order to talk about complexity instead of computability, we need to put some restrictions
on integrations schemes.
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Remark 7 Observe that this is necessary. Indeed, the solution of a polynomial ordinary
differential equation (ODE) can grow very very fast.
Indeed: (
2
x)′
= 2
x
(
2
2
x)′
= 2
x · 22
x
(
2
2
2x
)′
= 2
x · 22
x
· 22
2x
...
and so on, is solution of degree 2 polynomial ODE:
y′1 = y1
y′2 = y1 · y2
y′3 = y2 · y3
...
with initial condition y1(0) = y2(0) = y3(0) = · · · = 1. That means that if we consider a
two general integration scheme, then we get such towers of exponentials. Clearly, such a
function is not polynomial time computable, as only writing its value in binary cannot be
done in polynomial time.
We propose to introduce the following variation on the notion of derivation: derivation
along some function L(x,y).
Definition 20 (L-ODE) Let L : Np+1 → Z. We write
∂f(x,y)
∂L =
∂f(x,y)
∂L(x,y) = h(f(x,y), x,y), (10)
as a formal synonym for
f(x + 1,y) = f(x,y) + (L(x + 1,y)− L(x,y)) · h(f(x,y), x,y).
Remark 8 This is motivated by the fact that the latter expression is similar to classical
formula for classical continuous ODEs:
δf(x,y)
δx
=
δL(x,y)
δx
· δf(x,y)
δL(x,y) .
This will allow us to simulate suitable change of variables using this analogy. We will talk
about L-IVP when some initial condition is added. An important special case is when L(x,y)
corresponds to the length L(x,y) = ℓ(x) function: we will call this special case length-ODEs.
Example 5 (Example 2 continued) The trick used in Example 2 can be read as using a
new parameter t = ℓ(x) logarithmic in x, using relation
∂someh(x)
∂ℓ(x)
= E(someh(x), ℓ(x), x).
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Example 6 (Function 2ℓ(x) and 2ℓ(x)
2
) To compute function f : x 7→ 2ℓ(x), a method
would consist in computing f(x) using the fact f(x) =
∫ x
0
f ′(t)δt which would a priori
requires time x; But a more efficient method consists in stating that f(x) = F (ℓ(x)) where
F (t) = 2t is solution of IVP F ′(t) = F (t), F (0) = 1. This is a fast (polynomial) algorithm
to solve our problem. Once again, we have used a change of variable in order to compute
faster. Thinking about what we have just done, we have basically observed the fact that
(2ℓ(x+1))′ = ℓ(x)′ · 2ℓ(x) that is to say ∂2
ℓ(x)
∂ℓ(x)
= ℓ(x)′ · 2ℓ(x)
This is what leaded us to consider change of variable t = ℓ(x) and what leaded to above
more efficient algorithm, considering F (t) instead of f(x), with similarities with the relation
for continuous derivative δf(x)
δt
= δt
δx
· δf(x)
δt
.
Suppose now that we want to compute function f : x 7→ 2ℓ(x)2 . We can use the same
principle, observing that
(2ℓ(x+1)
2
)′ = (ℓ(x+ 1)2 − ℓ(x)2) · 2ℓ(x)2
that is to say
∂2ℓ(x)
2
∂L =
(
ℓ(x)2
)′ · 2ℓ(x)2 considering L(x) = ℓ(x)2
and then noticing that f is consequently computed fast (in polynomial time) as F (ℓ(x)2).
Example 7 f(x, y) = 2ℓ(x)·ℓ(y) is the solution of the following length-IVP:
f(0, y) = 2|y|
∂f(x, y)
∂ℓ
= f(x, y) · (2ℓ(y) − 1),
since 2ℓ(x+1)·ℓ(y) = 2ℓ(x)·ℓ(y) + ℓ(x)′ · 2ℓ(x)·ℓ(y) · (2ℓ(y) − 1).
6.1 General theory
The following result though simple, illustrate one key property of the L-ODE scheme under
a computational point of view: it’s dependence on the number of distinct values of function
L.
Definition 21 (JumpL) Let L(x,y) be some function. Fixing y, we write JumpL(x,y) =
{0 ≤ i ≤ x − 1|L(i + 1,y) 6= L(i,y)} (that is to say the set of points where L has a value
that changes) and α : [0..|JumpL(x,y)| − 1] → JumpL(x,y) for an increasing function
enumerating these points: If i0 < i1 < i2 < · · · < icard(JumpL(x,y))−1 denote all elements of
JumpL(x,y), then α(j) = ij ∈ JumpL(x,y).
Lemma 10 (Fundamental Observation) Let k ∈ N, f : Np+1 → Zd and L : Np+1 → Z
be some functions. Assume that (10) holds. Then:
f(x,y) = f(0,y) +
∫ card(JumpL(x,y))
0
∆L(α(u),y) · h(f(α(u),y), α(u),y)δu
Proof: By definition, we have
f(x + 1,y) = f(x,y) + (L(x + 1,y)− L(x,y)) · h(f(x,y), x,y).
Hence,
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• as soon as i 6∈ JumpL(x,y), then f(i + 1,y) = f(i,y), since L(i + 1,y) − L(i,y) = 0.
In other words,
∆f(i,y) = 0.
• as soon as i ∈ JumpL(x,y), say i = ij , then
∆f(ij ,y) = (L(ij + 1,y)− L(ij ,y)) · h(f(ij ,y), ij ,y)
I.e.
∆f(ij ,y) = ∆L(ij ,y) · h(f(ij ,y), ij ,y)
Now
f(x,y) = f(0,y) +
∫ x
0
∆f(t,y)δt
= f(0,y) +
x−1∑
t=0
∆f(t,y)
= f(0,y) +
∑
ij∈JumpL(x,y)
∆f(ij ,y)
= f(0,y) +
∑
ij∈JumpL(x,y)
∆L(ij ,y) · h(f(ij ,y), ij ,y)
= f(0,y) +
card(JumpL(x,y))−1∑
j=0
∆L(α(j),y) · h(f(α(j),y), α(j),y)
= f(0,y) +
∫ card(JumpL(x,y))
0
∆L(α(u),y) · h(f(α(u),y), α(u),y)δu
which corresponds to the expression. 
The proof of the Lemma is based on (and illustrates) some fundamental aspect of L-ODE
from their definition: for fixed y, the value of f(x,y) only changes when the value of L(x,y)
changes. This implies that the value of f(x,y) must then depend on y and L(x,y). We
formalize this in the following definition.
Definition 22 (L-expressiveness) Let k ∈ N, f : Np+1 → Zd and L : Np+1 → Z be some
functions. We say that f(x,y) is L-expressible if there exists some function g : Np+1 → Z
such that f(x,y) = g(L(x,y),y).
Corollary 1 Let k ∈ N, f : Np+1 → Zd and L : Np+1 → Z be some functions as above.
Then f(x,y) is L-expressible.
Let’s make a pause to ponder. From the above results, if L is chosen such that |JumpL(x,y)| =
|{0 ≤ i ≤ x − 1|L(i + 1,y) = L(i,y)}| ≤ P (ℓ(x), ℓ(y)) for some polynomial P then, the
number of distinct values of f(x′,y) with x′ ≤ x that are necessary to compute f(x,y) is
polynomial in ℓ(x) and ℓ(y). Hence, at least in terms of the number of steps (not necessarily
in terms of the size of the intermediate objects), f(x,y) can be computed fast.
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6.2 Fundamental alternative view
If previous hypotheses hold, there is then an alternative view to understand the integral, by
using a change of variable, and by building a discrete ODE that mimics the computation
of the integral. Basically, we are using the fact that we can consider some parameter t
corresponding to L(x,y). Indeed:
Lemma 11 (Fundamental alternative view) Let k ∈ N, f : Np+1 → Zd, L : Np+1 →
Z be some functions and assume that (10) holds. Then f(x,y) is given by f(x,y) =
F(L(x,y),y) where F is the solution of initial value problem
∂F(t,y)
∂t
= ∆L(t,y) · h(F(t,y), t,y)
F(0,y) = f(L(0,x),y).
We will say in that case the IVP is converging “in time L(x,y)” to f(x,y). Conversely,
if there is such a function F, then a discrete ODE of the type of (10) can easily be derived.
Example 8 The previous discussion about the complexity of computing x 7→ 2ℓ(x) and x 7→
2ℓ(x)
2
is a concrete applications of all these remarks.
Example 9 Let us consider an example, where L(x) is not ℓ(x) (or a power of it): Suppose
we want to compute f : x 7→ 2⌊
√
x⌋: Consider L(x) = ⌊√x⌋. We have
∂f(x)
∂L(x) = L
′(x) · f(x) = (⌊√x+ 1⌋ − ⌊√x⌋) · f(x).
One may think that the number |JumpL(x)| of L, i.e. the number of jumps of factor
(⌊√x+ 1⌋ − ⌊√x⌋) is hard to predict, but the point is to look at the method we devised to
compute ⌊√x⌋ in Example 2: It is basically expressing ⌊√x⌋ as some function G of someh(x):
We wrote ⌊√x⌋ = G(someh(x)) for some function G. Consequently, we could also consider
variable L2(x) = someh(x), and see from expressions that the number of jumps |JumpL(x)|
of previous L is actually related to the |JumpL2(x)| of this new L2(x). We also have
∂f(x)
∂L2(x) = L
′
2(x) · f(x) = (G(someh(x+ 1))−G(someh(x)) · f(x).
Observing that someh(x) is in turn computed in “time” ℓ(x) using the method of Example
2, the number of jumps for all these L(x) are always polynomials, and we are guarantee that
all these expressions lead to fast (polynomial) algorithms.
Remark 9 This method clearly extends to more general functions: Generalizing the above
reasoning, we can compute fast functions of type x 7→ g(⌊√x⌋) as soon as we have a fast
ODE computing g. Similarly, ⌊√x⌋ can be replaced by anything that can be computed fast
basically using similar techniques.
6.3 Length-ODEs
An important and natural case is the special case where L(x,y) is the usual one variable
length function L(x,y) = ℓ(x). We will of course write ∂f(x,y)
∂ℓ
in that case for ∂f(x,y)
∂L .
We can adapt the Lemma above to this special case of a what we will call length-ODE.
Namely:
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Corollary 2 (First view) Let L : N→ N be defined by L(x) = ℓ(x) for all integer x and
f satisfies the hypothesis of Lemma 10. Then,
f(x,y) = f(0,y) +
∫ ℓ(x)
0
h(f(2u − 1,y), 2u − 1,y)δu
Or, equivalently:
f(x,y) = f(0,y) +
ℓ(x)−1∑
i=0
h(f(2i − 1,y), 2i − 1,y)
Proof: Immediate consequence of Lemma 10. Function α is such that α(i) = 2i − 1. 
Corollary 3 (Alternative view) Let L : N→ N be defined by L(x) = ℓ(x) for all integer
x and f satisfies the hypothesis of Lemma 10. Then f(x,y) is given by f(x,y) = F (ℓ(x),y)
where F is the solution of initial value problem
∂F(t,y)
∂t
= h(F(t,y), t,y) with F(0,y) = f(0,y)
In other words, for L(x) = ℓ(x), this offers us also two ways to present a length-ODE
for a function f(x,y): either by considering equation of the type of (10) or by considering
f(x,y) = F(ℓ(x),y) where F given by an equation of the form:
∂F(t,y)
∂t
= h(F(t,y), t,y) (11)
with F(0,y) = f(0,y). As before, the idea is that t is a parameter logarithmic in x, namely
t = ℓ(x).
Our purpose now is to discuss which kind of problems can be solved efficiently using
similar techniques: it turns out to be exactly all of FPTIME It will be made clear from
the incoming discussion and results.
6.4 Linear length-ODEs
Remark 10 In all previous reasoning, we considered that a function over the integers is
polynomial time computable if it is in the length of all its arguments, as this is the usual
convention. When not explicitely stated, this is our convention. As usual, we also say
that some vectorial function (respectively: matrix) is polynomial time computable if all its
components are. We will need sometimes to consider also polynomial dependency directly in
some of the variables and not on their length: This happens in the next fundamental lemma.
We write ‖ · · · ‖ for the sup norm: given some matrix A = (Ai,j)1≤i≤n,1≤j≤m, ‖A‖ =
maxi,j Ai,j .
Lemma 12 (Fundamental observation) Consider ODE
f ′(x,y) = A(f(x,y), x,y) · f(x,y) +B(f(x,y), x,y). (12)
Assume:
1. Initial condition G(y) =def f(0,y), as well as Matrix A and vector B are polynomial
time computable.
2. ℓ(‖A(f, x,y)‖) ≤ ℓ(‖f‖) + pA(x, ℓ(y)) for some polynomial pA
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3. ℓ(‖B(f, x,y)‖) ≤ ℓ(‖f‖) + pB(x, ℓ(y)) for some polynomial pB
Then its solution f(x,y) is polynomial time computable in x and the length of y.
Proof: We know by Lemma 2 that we must have:
f(x,y) =
(
2
∫
x
0
A(f(t,y),t,y)δt
)
·G(y) +
∫ x
0
(
2
∫
x
u+1
A(f(t,y),t,y)δt
)
·B(f(u,y), u,y)δu. (13)
The key point is that Equation (13) provides a (recursive) algorithm to compute f(x,y)
for all x. To see it, it may help to see that this can also be expressed as
f(x,y) =
x−1∑
u=−1
(
x−1∏
t=u+1
(1 +A(f(t,y), t,y))
)
·B(f(u,y), u,y). (14)
with the conventions that
∏x−1
x κ(x) = 1 and B(·,−1,y) =G(y).
Clearly the number of arithmetic operations to evaluate f(x,y) by this method is poly-
nomial in x: basically we have to sum x + 1 terms, each of them involving at most x − 1
multiplications. This can be done in the requested complexity if we are sure that the size of
the involved quantities remains polynomial in x and the length of y.
Since the length of B(f(u,y), u,y) and of A(f(t,y), t,y) is at most polynomial in the
length of f(t,y) we only need to be convinced that the size of f(x,y) remains polynomial.
But it holds, as from (12) we get
f(x+ 1,y) = (1 +A(f(x, y), x,y)) · f(x,y) +B(f(x,y), x,y)
and hence
ℓ(f(x+ 1,y)) ≤ max(ℓ((1 +A(f(x, y), x,y))) + ℓ(f(x,y)), ℓ(B(f(x,y), x,y)))
≤ ℓ(f(x,y)) + pf (x, ℓ(y)) + 1
for polynomial pf , that we may assume without loss of generality to be increasing in its first
argument. It follows from an easy induction that we must have
ℓ(f(x,y)) ≤ ℓ(G(y)) + x · pf (x, ℓ(y)).

We now go to specific forms of linear ODEs.
Definition 23 A sg-polynomial expression P (x1, ..., xh) is a expression built-on +,−,×
(often denoted ·) and sg() functions over a set of variables V = {x1, ..., xh} and integer
constants. The degree deg(x, P ) of a term x ∈ V in P is defined inductively as follows:
• deg(x, x) = 1 and for x′ ∈ X ∪ Z such that x′ 6= x, deg(x, x′) = 0
• deg(x, P +Q) = max{deg(x, P ), deg(x,Q)}
• deg(x, P ×Q) = deg(x, P ) + deg(x,Q)
• deg(x, sg(P )) = 0
A sg-polynomial expression P is essentially constant in x if deg(x, P ) = 0.
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Compared to the classical notion of degree in polynomial expression, all subterms that
are within the scope of a sign function contributes for 0 to the degree. A vectorial function
(resp. a matrix or a vector) is said to be a sg-polynomial expression if all its coordinates
(resp. coefficients) are. it is said to be essentially constant if all its coefficients are.
A (possibly vectorial) sg-polynomial expression g(f(x,y), x,y) is said to essentially
linear in f(x,y) if it is of the form
g(f(x,y), x,y) = A[f(x,y),h(x,y), x,y] · f(x,y) +B[f(x,y),h(x,y), x,y]
where A and B are sg-polynomial expressions essentially constant in f(x,y).
Example 10 The expression P (x, y, z) = x · sg((x2 − z) · y) + y3 is linear in x, essentially
constant in z and not linear in y. The expression P (x, 2ℓ(y), z) = sg(x2 − z) · z2 + 2ℓ(y) is
essentially constant in x, essentially linear in 2ℓ(y) (but not essentially constant) and not
essentially linear in z. The expression: if(x, y, z) = y+ s¯g(x) ·(z−y) = y+(1−sg(x)) ·(z−y)
is essentially constant in x and linear in y and z.
Definition 24 Function f is linear L-ODE definable (from u and g) if it corresponds to
the solution of L-IVP
∂f(x,y)
∂L = u(f(x,y),h(x,y), x,y)
f(0,y) = g(y)
(15)
where u is essentially linear in f(x,y). When L(x,y) = ℓ(x), such a system is called linear
length-ODE.
The previous statements lead to the following:
Lemma 13 (Fundamental Observation for linear L-ODE) Assume that f(x,y) is so-
lution of (15). Then f(x,y) can be computed in polynomial time under the following condi-
tions:
1. f(0,y) = g(y) is computable in polynomial-time.
2. function h is computable in polynomial time.
3. there exist c ∈ N, such that, for each y, |JumpL(y)| ≤ ℓ(x)c.
Proof: Thanks to condition above, we can replace parameter x and derivation in L(x,y)
by a parameter t ≤ ℓ(x)c and derivation in t by Lemma 11.
This leads to an ODE of the form:
f ′(x,y) = A(f(x,y), x,y) · f(x,y) +B(f(x,y), x,y).
by setting
A(f(x,y), x,y) = A(f(x,y), h(x,y), x,y)
B(f(x,y), x,y) = B(f(x,y), h(x,y), x,y)
But then Lemma 12 applies, and we get precisely the conclusion, observing that the fact
that the corresponding matrix A and vector B are essentially constant in f(x,y) guarantees
hypotheses of Lemma 12. 
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7 A characterization of polynomial time
7.1 Register machines
A register machine program (a.k.a. goto program) is a finite sequence of ordered labeled
instructions acting on a finite set of registers of one of the following type:
• increment the jth register Rj by the value of kth register Rk and go the next instruc-
tion:
Rj := Rj +Rk
• decrement the jth register Rj by the value of kth register Rk and go the next instruc-
tion:
Rj := Rj −Rk
• set the jth register Rj to integer k, for ℓ ∈ {0, 1} and go the next instruction:
Rj := k
• if register j is equal to 0, go to instruction p else go to next instruction.
ifRj = 0 goto p
• halt the program: halt
In the following, since coping with negative numbers on classical models of computation
can be done through simple encodings, we will not restrict ourself to non-negative numbers.
Definition 25 Let t : N→ N. A function f : Np → Z is computable in time t by a register
machine M with k registers if:
• when starting in initial configuration with registers R1, . . . , Rmin(p,k) set to x1, . . . , xmin(p,k)
and all other registers to 0 and
• starting on the first instruction (of label 0),
Machine M ends its computation after at most t(ℓ(x)) instructions where ℓ(x) = ℓ(x1) +
· · ·+ ℓ(xp) and with register R0 containing f(x1, . . . , xp).
A function is computable in polynomial time byM if there exists c ∈ N such that t(ℓ(x)) ≤
ℓ(x)c for all x = (x1, ..., xp).
The definition of register machines might look rudimentary however, the following is easy
(but tedious) to prove for any reasonable encoding of integer by Turing machines.
Theorem 15 A function f from Np → Z is computable in polynomial time on Turing
machines iff it is computable in polynomial time on register machines.
7.2 A characterization of polynomial time
The above result shows that function defined by linear length-ODE from function computable
in polynomial time, are indeed polynomial time. We are now ready to introduce a recursion
scheme based on solving linear differential equation to capture polynomial time.
Remark 11 Since the function we define take their values in N and have output in Z,
composition is an issue. Instead of considering restrictions of these function with output in
N (which is always possible, even by syntactically expressible constraints), we simply admit
that composition may not be defined in some cases.
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Definition 26 Let DL be the smallest subset of functions, that contains 0, 1, projections
πpi , the length function ℓ(x), the addition function x+y, the subtraction function x−y, the
multiplication function x× y (often denoted x · y), the sign function sg(x) and closed under
composition (when defined) and linear length-ODE scheme.
Remark 12 As our results will show, the definition of DL would remain the same by con-
sidering closure under any kind of L-ODE with L satisfying the hypothesis of Lemma 13.
Example 11 A number of natural functions are in DL. the following result is immediate
by inspection of the example from Section 3 and 6. Functions 2ℓ(x), 2ℓ(x)·ℓ(y), if(x, y, z),
suffix(x, y), ⌊√x⌋, ⌊x
y
⌋, 2⌊
√
x⌋ all belong to DL.
Theorem 16 DL = FPTIME
Proof: The inclusion DL ⊆ FPTIME is a consequence of the fundamental observation
proved in Lemma 13, on the fact that arithmetic operations that are allowed can be computed
in polynomial time and that FPTIME is closed under composition of functions.
We now prove that FPTIME ⊆ DL. Let f : Np −→ N be computable in polynomial
time and M a k registers machine that compute f in time ℓ(x)c for some c ∈ N. We first
describe the computation of M by simultaneous recursion scheme on length for functions
R0(t,x), ..., Rk(t,x) and inst(t,x) that give, respectively, the values of each register and the
label of the current instruction at time ℓ(t).
We start with an informal description of the characterization. Initializations of the
functions are given by: R0(0,x) = 0, R1(0,x) = x1, . . . , Rp(0,x) = xp, Rp+1(0,x) = · · · =
Rk(0,x) = 0 et inst(0,x) = 0. Let m ∈ N be the number of instructions of M and let
l ≤ m. Recall that, for a function f , ∂f
∂L
(t,x) represents a manner to describe f(t + 1,x)
from f(t,x) when L(t+ 1) = L(t) + 1. We denote by, nextIl , next
h
l , h ≤ k, the evolution of
the instruction function and of register Rh after applying instruction l at any such instant
t. They are defined as follows:
• If instruction of label l if of the type Rj := Rj +Rk, then:
– nextIl = 1 since inst(t+ 1,x) = inst(t,x) + 1
– nextjl = Rk(t,x) since Rj(t+ 1,x) = Rj(t,x) +Rk(t,x)
– nexthl = 0 since Rh(t,x) does not change for h 6= j
• If instruction of label l if of the type Rj := Rj −Rk, then:
– nextIl = 1 since inst(t+ 1,x) = inst(t,x) + 1
– nextjl = −Rk(t,x) since Rj(t+ 1,x) = Rj(t,x)−Rk(t,x)
– nexthl = 0 since Rh(t,x) does not change for h 6= j
• If instruction of label l if of the type Rj := ℓ, for ℓ ∈ {0, 1} then:
– nextIl = 1 since inst(t+ 1,x) = inst(t,x) + 1
– nextjl = ℓ−Rj(t,x) since Rj(t+ 1,x) = ℓ
– nexthl = 0 since Rh(t,x) does not change for h 6= j
• If instruction of label l if of the type if Rj = 0 goto p, then:
– nextIl = if(Rj(t,x), p− inst(t,x), 1) since, in case Rj(t,x) = 0 instruction number
goes from inst(t,x) to p.
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– nexthl = 0
• If instruction of label l if of the type Halt, then:
– nextIl = 0 since the machine stays in the same instruction when halting
– nexthl = 0.
The definition of function inst by derivation on length is now given by (we use a more
readable ”by case” presentation):
∂inst
∂ℓ
(t,x) = case


inst(t,x) = 1 nextI1
inst(t,x) = 2 nextI2
...
inst(t,x) = m nextIm
Expanded as an arithmetic expression, this give:
∂inst
∂ℓ
(t,x) =
m∑
l=0
( l−1∏
i=0
sg(inst(t,x)− i)) · s¯g(inst(t,x)− l) · nextIl
Note that each nextIl is an expression in terms of inst(t,x) and, in some cases, in
sg(Rj(t,x)), too (for a conditional statement). Similarly, for each j ≤ k:
∂Rj
∂ℓ
(t,x) =
m∑
l=0
( l−1∏
i=0
sg(inst(t,x)− i)) · s¯g(inst(t,x) − l) · nextjl
It is easily seen that, in each of these expressions above, there is at most one occurence
of inst(t,x) and Rj(t,x) that is not under the scope of an essentially constant function (i.e.
the sign functions). Hence, the expressions are of the prescribed form.
We know M works in time ℓ(x)c for some fixed c ∈ N. Both functions ℓ(x) = ℓ(x1) +
. . . ℓ(xp) and B(x) = 2
ℓ(x)·ℓ(x) are in DL. It is easily seen that : ℓ(x)c ≤ B(c)(ℓ(x))) where
B(c) is the c-fold composition of function B.
We can conclude by setting f(x) = R0(B
(c)(max(x)),x). 
The following normal form theorem can also be obtained (Compared to Definition 15, no
function h is allowed on the right hand side):
Definition 27 (Normal linear L-ODE (NL-ODE)) Functions f are definable by a nor-
mal linear L-ODE if it corresponds to the solution of L-ODE ∂f(x,y)
∂L = u(f(x,y), x,y) where
u is essentially linear in f(x,y).
Definition 28 (SLL) A function f : Nk → Nk is in SLL if there exists g : Nk+1 → N and
h : Nk → N such that:
• g is solution of a normal linear length-ODE ∂g(x,y)
∂ℓ(x) = u(g(x,y), x,y);
• h is the solution of a single linear length-ODE;
• and, for all y ∈ Nk: for some integer c.
From the proof of Theorem 16 the result below can be easily obtained. It expresses that
composition need to be used only once as exemplified in the above definition.
Theorem 17 SLL = FPTIME
Proof: In the proof of Theorem 16, the definition of each function inst, R0,..., Rk are done
through a linear system of SLL-ODE that uses only the basic arithmetic and sign functions.
Composition is used only to bound the computation by B(c)(max(x)), whose definition can
be obtained through a simple length-ODE. 
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8 Further works
Previous ideas can be extended to provide a characterization of FPSPACE by considering
random access machines (RAM) instead of register machines (see Appendix B for definitions)
with specific instructions sets. Depending on the set of basic operations allowed in the RAM
model, polynomial time computation relates to very different complexity classes as witnessed
by the following statements (see formal statement and proof of Theorem 31 in appendix):
1. A function f : Nk → Z is computable in polynomial time, i.e. is in FPTIME, iff it is
computable in polynomial time on a {+,−}-RAM with unit cost.
2. A function f : Nk → Z is computable in FPSPACE iff it is computable in polynomial
time on a {+,−,×,÷}-RAM with unit cost.
Second item follows from the following arguments: It as been proved in [17], that a
function f is in FPSPACE iff it is the difference of two functions f1, f2 : N → N in
♯PSPACE, the class of functions that counts the number of accepting computations of a
non deterministic polynomial space Turing machine. It follows from the result from [3], that
a function is computable in polynomial time on a {+, −˙,×,÷}-RAM if and only if it belongs
to ♯PSPACE.
Using random access machines (RAM) instead of register machines, FPSPACE can be
shown to correspond to functions of type f(y) = g1(h(y),y) where g is defined as a specific
class of polynomial length-ODE with substitutions, and conversely.
We leave this characterization for future work, as we believe that this statement can be
improved to an even simpler statement, and scheme.
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A Discrete Calculus
The following text is based on [18, 22, 26]: We do so using intentionally some notations from
continuous ODEs in order to help understanding to people familiar to classical continuous
theory. We provide proofs for most of the statements, but some of the proofs are not repeated
here, as they just follow from easy computations, or as they are classical and can be found
in these references.
Discrete ODEs are basically usually intended to concern functions over the integers of
type f : Np → Zq, but its statements and concepts considered in this section are also valid
more generally for functions of type f : Zp → Zq, for some integers p, q, or even functions
f : Rp → Rq.
The basic idea is to consider the following concept of derivative.
Definition 29 (Discrete Derivative) The discrete derivative of f(x) is defined as ∆f(x) =
f(x+1)−f(x). We will also write in this article f ′ for ∆f(x) to help to understand statements
with respect to their classical continuous counterparts.
Remark 13 The previous concept corresponds to the right derivative. We can write f ′r(x)
or ∆+f(x) to emphasise that fact. A left derivative version could also be considered: This
would corresponds to ∆−f(x) = f(x− 1)− f(x), that we will sometimes write f ′l (x).
In the rest of this section, we will only talk about above right derivative, but all results
could easily be adapted to deal with left derivative. Actually, left and right derivatives are
related by the following observation:
Lemma 14 (Left vs Right Derivative) When x, x+1, x− 1 fall in the domain of f , we
always have:
f ′l (x+ 1) = −f ′r(x)
f ′l (x) = −f ′r(x− 1)
A.1 Some basic statements
Theorem 18 (Linearity) For any functions f and g, and constant c:
(f(x) + g(x))′ = f ′(x) + g′(x)
(c · f(x))′ = c · f ′(x)
Theorem 19 (Inverse) Consider x 6= 0.(
1
x
)′
= − 1
x
· 1
x+ 1
Theorem 20 (Division) Assume g(x) 6= 0, and g(x+ 1) 6= 0.(
f
g
)′
=
f ′(x)g(x) − f(x)g′(x)
g(x)g(x + 1)
Theorem 21 (Product)
(f(x)g(x))′ = f ′(x)g(x + 1) + f(x)g′(x)
= f(x+ 1)g′(x) + f ′(x)g(x)
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A.2 The discrete integral and primitive
Definition 30 (Discrete Integral) Given some function f(x), we write
∫ b
a
f(x)δx as a
synonym for
• ∫ b
a
f(x)δx =
x=b−1∑
x=a
f(x)
when a < b, (pay attention to the fact that the bound is b− 1 on right, and b on left)
• 0 when a = b,
• and, when a > b: ∫ b
a
f(x)δx = −
∫ a
b
f(x)δx
The following holds from a basic computation (from telescope formula):
Theorem 22 (Fundamental Theorem of Finite Calculus) Let F(x) be some function.
Then, ∫ b
a
F′(x)δx = F(b)− F(a).
As a consequence:
Definition 31 (Discrete Primitive) Let f(x) be some function, and C some constant (of
suitable dimension if f is vectorial). Then the function
F(x) = C+
x−1∑
x=0
f(x)
is such that F′(x) = f(x) and F(0) = C. As expected, F is called a primitive of f(x).
Corollary 4 Let f(x) be some function, and F(x) its primitive.
F(b)− F(a) =
∫ b
a
F′(x)δx =
x=b−1∑
x=a
f(x)
And:
x=b∑
x=a
f(x) = F(b+ 1)− F(a)
Remark 14 Recall that for classical continuous derivative if F (x) =
∫ b(x)
a(x)
f(x, t)dt then
F ′(x) = f(x, b(x))b′(x) − f(x, a(x))a′(x) +
∫ b(x)
a(x)
∂f
∂x
(x, t)dt
This generalizes to the following:
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Lemma 15 (Derivation of an integral with parameters) Consider
F(x) =
∫ b(x)
a(x)
f(x, t)δt.
Then
F′(x) =
∫ b(x)
a(x)
∂f
∂x
(x, t)δt+
∫ −a′(x)
0
f(x + 1, a(x+ 1) + t)δt+
∫ b′(x)
0
f(x+ 1, b(x) + t)δt
In particular, when a(x) = a and b(x) = b are constant functions,
F′(x) =
∫ b
a
∂f
∂x
(x, t)δt
Proof:
F(x+ 1)− F(x) =
b(x+1)−1∑
t=a(x+1)
f(x+ 1, t)−
b(x)−1∑
t=a(x)
f(x, t)
=
b(x)−1∑
t=a(x)
(f(x + 1, t)− f(x, t)) +
t=a(x)−1∑
t=a(x+1)
f(x+ 1, t) +
b(x+1)−1∑
t=b(x)
f(x+ 1, t)
=
b(x)−1∑
t=a(x)
∂f
∂x
(x, t) +
t=a(x)−1∑
t=a(x+1)
f(x+ 1, t) +
b(x+1)−1∑
t=b(x)
f(x+ 1, t)
=
b(x)−1∑
t=a(x)
∂f
∂x
(x, t) +
t=−a(x+1)+a(x)−1∑
t=0
f(x + 1, a(x+ 1) + t)
+
b(x+1)−b(x)−1∑
t=0
f(x+ 1, b(x) + t)

A.3 Integration by part
Theorem 23 (Integration by part)∫ b
a
u(x)v′(x)δx = [u(x)v(x)]ba −
∫ b
a
u′(x)v(x + 1)δx
where [u(x)v(x)]ba stands for u(b)v(b) − u(a)v(a)
Proof: Write (u(x)v(x))′ = u(x)v′(x)+u′(x)v(x+1), and hence u(x)v′(x) = (u(x)v(x))′−
u′(x)v(x + 1). Then integrate. 
A.4 Derivative of a composition
The following can be established:
Theorem 24 (Derivative of f ◦ g)
f(g(x))′ =
∫ g′(x)
0
f ′(g(x) + k)δk
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Proof: Write
f(g(x+ 1))− f(g(x)) = ∫ g(x+1)
g(x)
f ′(t)δt
=
∫ g(x+1)−g(x)
0
f ′(g(x) + k)δk
=
∫ g′(x)
0
f ′(g(x) + k)δk
(16)

A.5 Falling power
With analogy with the concept of derivative of a power, this is traditional to define (m
stands for some natural integer).
Definition 32 (Falling power) The expression x to the m falling is denoted by xm (some-
times denoted by (x)m) stands for
xm = x · (x− 1) · (x− 2) · · · (x− (m− 1)).
This is motivated by the following observation:
Theorem 25 (Derivative of a falling power) The discrete derivative of a falling power
having exponent m is m times the next lowest falling power: That is
(xm)′ = m · xm−1
A.6 Exponential
Theorem 26 (Exponential cx) Let c be some positive constant. We have
(cx)′ = (c− 1) · cx.
In particular
(2x)′ = 2x.
More generally,
Theorem 27 (Exponential cf(x)) Let c be some positive constant. We have (cf(x))′ =
(cf
′(x) − 1) · cf(x).
A.7 Falling Exponential
In a spirit similar to the falling power above, we propose to introduce the following concept.
This seems not standard (as far as the authors know, but this seems to be of clear interest).
We assume x ∈ N in the following discussions.
Definition 33 (Falling exponential) Given some function U(x), the expression U to the
falling exponential x, denoted by
2
U(x)
= (1 +U′(x− 1)) · · · (1 +U′(1)) · (1 +U′(0)) =
t=x−1∏
t=0
(1 +U′(t)).
with the convention that
∏0
0 = id, where id is the identity (e.g. 1 for the scalar case).
This is motivated by the following two observations:
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Lemma 16 For all x ∈ Z, 2x = 2x
Theorem 28 (Derivative of a falling exponential) The discrete derivative of a falling
exponential is given by (
2
U(x)
)′
= U′(x) · 2U(x)
In particular, we can easily build towers of exponentials using polynomial ordinary dif-
ferential equations (ODEs):
A.8 Solving some particular ODEs
We will here consider the discrete variants of some particular (linear) ODEs.
Remark 15 We assume implicitly in all this section that x ∈ N, i.e. we discuss solutions
of the ODEs over the domain N.
Remark 16 Recall that the solution of f ′(x) = b(x), f(0) = 0 for classical continuous
derivatives is given by
f(x) =
∫ x
0
b(t)dt.
Here we have something very similar:
Lemma 17 (Solution of ODE f ′(x) = b(x)) The solution of f ′(x) = b(x), f(0) = 0 is∫ x
0
b(t)δt
Proof: Consider f(x) =
∫ x
0 b(t)δt =
∑t=x−1
t=a b(t). For x = 0, we have f(x) = 0. For x > 0,
we have f ′(x) = f(x+ 1)− f(x) = b(x). 
Remark 17 Recall that the solution of f ′(x) = a(x)f(x), f(0) = 1 (respectively: or more
generally for the vectorial constant case f ′(x) = A · f(x), f(0) = 1) for classical continous
derivatives is given by
f(x) = e
∫
x
0
a(t)dt
(resp. f(x) = etA). Something very similar holds in the discrete setting:
Lemma 18 (Solution of ODE f ′(x) = A(x) · f(x)) The solution of f ′(x) = A(x) · f(x) is
2
∫
x
0
A(t)δt · f(0).
Notice that
2
∫
x
0
A(t)δt
= (1 +A(x− 1)) · · · (1 +A(1)) · (1 +A(0)) =
t=x−1∏
t=0
(1 +A(t)).
Proof: Consider f(x) = 2
∫
x
0
A(t)δt · f(0). This values f(0) in 0. For x > 0, we have f(x+1) =
(1 +A(x)) · f(x) and hence f(x+ 1)− f(x) = A(x) · f(x). 
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A.9 Solving affine ODEs
We now go to affine (also called linear) ODE f ′(x) = A(x) · f(x) +B(x). This affine ODEs
play a key role in this article.
Remark 18 The solutions of f ′(x) = a(x) · f(x) + b(x) for classical continous derivatives
are
f(x) = f(0)e
∫
x
0
a(t)dt +
∫ x
0
b(u)e
∫
x
u
a(t)dtdu (17)
Remark 19 It is usually obtained by variation of parameter method: we search f(x) of the
form f(x) = f1(x)k(x) where f1(x) is solution of f
′
1(x) = a(x)f1(x) (from above discussions,
we hence have f1(x) = f1(0)e
∫
x
0
a(t)dt). Indeed, the trick is then that must have f ′1(x)k(x) +
f1(x)k
′(x) = a(x)f1(x)k(x) + b(x): Factors of k(x) cancels, and we get f1(x)k′(x) = b(x).
Multiplying by e−
∫
x
0
a(t)dt both sides, we get e−
∫
x
0
a(t)dtf1(x)k
′(x) = e−
∫
x
0
a(t)dtb(x) which
simplifies to f1(0)k
′(x) = e−
∫
x
0
a(t)dtb(x), equation in f1(0)k(x) than can be solved by a
simple integral:
f1(0)k(x) = f1(0)k(0) +
∫ x
0
b(u)e−
∫
u
0
a(t)dtdu,
and then reporting the expression of f1(0)k(x)
f(x) = f1(x)k(x)
= f1(0)e
∫
x
0
a(t)dtk(x)
= f1(0)k(0)e
∫
x
0
a(t)dt + e
∫
x
0
a(t)dt
∫ x
0
b(u)e−
∫
u
0
a(t)dtdu
= f1(0)k(0)e
∫
x
0
a(t)dt +
∫ x
0
b(u)e
∫
x
u
a(t)dtdu.
Considering value in 0, we realize that f1(0)k(0) is actually f(0) and obtain the above solu-
tion.
Remark 20 The solution (17) is the sum of a solution to f ′(x) = a(x)f(x), i.e. of the
ODE with the non-linear term, and of a solution that values 0 in 0.
Remark 21 This extends for the vectorial case for classical continuous derivatives. This is
usually obtained using the concept of resolvant: resolvant R(x,x0) is by definition such that
solutions of f ′(x) = A(x) · f(x) with f(0) = y0 correspond to f(x) = R(x, x0) · y0.
In the case where A(x) = A is constant, the resolvant is given by R(x, x0) = e
(x−x0)·A.
The solutions of f ′(x) = A(x) · f(x) +B(x) for classical continous derivatives are then
given by
f(x) = R(x, 0) · f(0) +R(x, 0) · ∫ x0 R(0, u) · b(u)du
= R(x, 0) · f(0) + ∫ x
0
R(x, u) · b(u)du (18)
in the general case.
In the discrete case, something similar holds. It is detailed below in the context of
functions with several variables to be used, as it is, later.
Lemma 19 (Solution of ODE f ′(x,y) = A(x,y) · f(x,y) +B(x,y)) For matricesA and
vectors B and G, the solution of equation f ′(x,y) = A(x,y) · f(x,y) +B(x,y) with initial
conditions f(0,y) =G(y) is
(
2
∫
x
0
A(t,y)δt
)
·G(y) +
∫ x
0
(
2
∫
x
u+1
A(t,y)δt
)
·B(u,y)δu.
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Notice that this can also be written:
(
t=x−1∏
t=0
(1 +A(t,y))
)
·G(y) +B(x− 1,y) +
x−2∑
u=0
(
x−1∏
t=u+1
(1 +A(t,y))
)
·B(u,y).
This can also be expressed by simpler expression:
x−1∑
u=−1
(
x−1∏
t=u+1
(1 +A(t,y))
)
·B(u,y).
with the (not so usual) conventions that
∏x−1
x κ(x) = 1 and B(−1,y) = G(y).
Before getting to the proof, we start by another Lemma:
Lemma 20 (Solution of H′(x) = A(x) ·H(x) +B(x) with H(x) = 0) The solution of
H′(x) = A(x) ·H(x) +B(x)
with H(x) = 0 is given by
H(x) =
∫ x
0
(
2
∫
x
u+1
A(t)δt
)
·B(u)δu.
Proof: Consider above expression. We then have.
H(0) = 0 and from Lemma 15
H′(x) =
∫ x
0
A(x) ·
(
2
∫
x
u+1
A(t)δt
)
·B(u)δu+ 2
∫
x+1
x+1
A(t)δt ·B(x)
= A(x) ·H(x) +B(x).

We can now go to the proof of Lemma 2.
Proof: From linearity of derivation, we must have f1(x,y) = f(x,y) −H(x,y) solution of
f ′1(x,y) = A(x,y) · f1(x,y), where H(x,y) satisfies H(0,y) = 0 and H′(x,y) = A(x,y) ·
H(x,y) +B(x,y). The solution of latter equation is given by Lemma 20.
A general solution f1 of former equation is (see above)
f1(x,y) = 2
∫
x
0
A(t,y)δt · f1(0,y).
This leads to the above expression. 
Remark 22 Fomula (4) can also be expressed by simpler expression:
x−1∑
u=−1
(
x−1∏
t=u+1
(1 +A(t,y))
)
·B(u,y).
with the (not so usual) conventions that
∏x−1
x κ(x) = 1 and B(−1,y) =G(y).
Exactly the same (first) proof shows that the following generalization holds:
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Lemma 21 (Solution of ODE f ′(x,y) = A(f(x,y), x,y) · f(x,y) +B(f(x,y), x,y)) For
matrices A and vectors B and G, the solution of equation f ′(x,y) = A(f(x,y), x,y)·f(x,y)+
B(f(x,y), x,y) with initial conditions f(0,y) = G(y) satisfies
f(x,y) =
(
2
∫
x
0
A(f(t,y),t,y)δt
)
·G(y) +
∫ x
0
(
2
∫
x
u+1
A(f(t,y),t,y)δt
)
·B(f(u,y), u,y)δu.
In an analog way to above, this can also be written:
f(x,y) =
(
t=x−1∏
t=0
(1 +A(f(t,y), t,y))
)
·G(y) +B(x− 1,y) (19)
+
x−2∑
u=0
(
x−1∏
t=u+1
(1 +A(f(t,y), t,y))
)
·B(f(u,y), u,y). (20)
or as
f(x,y) =
x−1∑
u=−1
(
x−1∏
t=u+1
(1 +A(f(t,y), t,y))
)
·B(f(u,y), u,y).
with the conventions that
∏x−1
x κ(x) = 1 and B(·,−1,y) =G(y).
A.10 Derivative of some particular functions
We now provide some other examples of functions with their derivative.
Theorem 29 (sin, cos) We have:
sin(x)′ = 2 · sin
(
1
2
)
· cos
(
x+
1
2
)
cos(x)′ = −2 · sin
(
1
2
)
· sin
(
x+
1
2
)
Theorem 30 (tan) Whenever cos(x) 6= 0 and cos(x+ 1) 6= 0, we have:
tan(x)′ =
1
2
sin
(
1
2
)
cos
(
1
2
)
1
cos(x) cos(x+ 1)
= tan(1) · (1 + tan(x) tan(x + 1))
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B Random access machines
In the following we consider the random access machine with unit cost as computation model.
Let Op be a set of arithmetic operations. A Op-RAM is the collection of a potentially
infinite set of registers (Ri) where i ∈ N∗ and two special registers A,B. A program is
a finite sequence of ordered labeled instructions, I0, ..., Ir acting on registers of one of the
following type:
1. A := l, B := l, l ∈ N
2. A := A⊙B or B := A⊙B, for ⊙ ∈ Op
3. B := A, A := B
4. A := RA meaning that A receive the content of the register whose address is in A,
provided A is non negative (indirect addressing).
5. RA := B meaning that the register whose address is in (non negative) A receives the
content of register B.
6. If A = B then goto Ii else goto Ij (pour tout i, j ≤ r).
7. halt
Definition 34 Let t : N → N. A function f : Np → Z is computable in time t by a RAM
machine M if:
• when starting in initial configuration with registers R1, . . . , Rp set to x1, . . . , xp and all
other registers to 0 and
• starting on the first instruction (of label 0),
machine M ends its computation after at most t(ℓ(x)) instructions where ℓ(x) = ℓ(x1)+ · · ·+
ℓ(xp) and with register A containing f(x1, . . . , xp).
A function is computable in polynomial time byM if there exists c ∈ N such that t(ℓ(x)) ≤
ℓ(x)c for all x = (x1, ..., xp).
Depending on the set of basic operations allowed in the RAM model, polynomial time
computation relates to very different complexity classes as witnessed by the following result.
Theorem 31 1. A function f : Nk → Z is computable in polynomial time, i.e. is in
FPTIME, iff it is computable in polynomial time on a {+,−}-RAM with unit cost.
2. A function f : Nk → Z is computable in FPSPACE iff it is computable in polynomial
time on a {+,−,×,÷}-RAM with unit cost.
Proof: Let f : Nk → Z, let f1, f2 : Nk → N defined by f1 = max{0, f}, f1 = max{0,−f}.
Remark that f = f1 − f2. The following is easily seen, through a reasonable representation
of integers (see, e.g., Definition 14) and a straightforward simulation of arithmetic opera-
tions: function f is computable in polynomial time on a {+,−}-RAM (resp. {+,−,×,÷}-
RAM) if and only if f1 and f2 are computable in polynomial time on a {+, −˙}-RAM (resp.
{+, −˙,×,÷}-RAM). From that, the first item follows easily by classical simulation between
machine models [39].
It as been proved in [17], that a function f is in FPSPACE iff it is the difference of two
functions f1, f2 : N→ N in ♯PSPACE, the class of functions that counts the number of ac-
cepting computations of a non deterministic polynomial space Turing machine. We conclude
using the early remarks of the proof and the result from [3], that a function is computable
in polynomial time on a {+, −˙,×,÷}-RAM if and only if it belongs to ♯PSPACE. 
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