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1. Introduction
In this paper, we consider the problem of distinguishing be-
tween authorized and unauthorized touchscreen and smart
phone device users by leveraging a learned gesture classi-
fication profile combined with gesture anomaly detection.
As touchscreen devices become more ubiquitous and the
information stored within them becomes increasingly per-
sonal and valuable, the incentive and reward for circum-
venting existing security mechanisms has increased sub-
stantially. Given known vulnerabilities in existing bio-
metric and non-biometric authentication methods such as
fingerprint scanners, facial recognition, tokens, and pass
codes; the development of an effective authentication ap-
proach that goes beyond the ’something you know / have /
are’ paradigm is needed. In this paper, we propose models
that accurately predict users based on touchscreen gesture
patterns and detect anomalies in these patterns as a versatile
approach to augment existing security methods and provide
a method of continuous authentication.
Touchscreen gesture are collected from a set of users from
a capacitive sensor array to simulate a smart phone. Fea-
tures include the pressure measured at the two dimensional
(X,Y) coordinates on the sensor for each gesture, velocity
at different instances of the gesture, and the duration of the
gesture. We then demonstrate how logistic regression, sup-
port vector machines (SVM), and multiple Gaussian pro-
cesses can be used to classify and predict the user creating
the gesture.
Our intent is to determine the extent to which supervised
and unsupervised learning approaches can be successfully
leveraged across multiple domains to limit the impact of
unauthorized touchscreen device usage, quantify touch-
screen security weaknesses and vulnerabilities, and poten-
tially inform touchscreen device security design. Scenarios
where our analysis may be useful include high security use
cases where continuous authentication is required in the fi-
nance, transportation, public safety sectors.
2. Related Work
Smart phone user authentication through biometric data has
become an area of substantial interest. Recent literature ex-
ists describing attempts to classify smart phone users in a
binary class supervised environment where a single user is
predicted among many anonymous users. These projects
have found success using kNN (with k = 1). A combined
effort from the University of Houston and Samsung Re-
search America achieving accuracy of 90% [1]. Neural
networks have also been successful in classify users with
accuracy up to 90%, as demonstrated by a research group
from the City University of Hong Kong [2]. Other groups,
such as one at Arizona State University, found that SVMs
can classify users with 90% accuracy [3]. Other projects
have also attempted one-class models. One-class SVMs
have been shown to have incredible success rates, with one
project from the College of William and Mary reporting ac-
curacy over 97% [4]. It is difficult to directly compare our
accuracies to these projects. In most cases, while our accu-
racies were higher, the lack of publicly available datasets
meant we had to conduct our own data collection, and thus
we suffered from a lack of anonymous data to compare
against, making our classification tasks simpler.
We attempted a mixture of Gaussian models instead, and
achieved accuracy comparable to the College of William
and Mary project. Another report, tested both two-class
and one-class algorithms using an SVM for both mod-
els [5]. This report found poor performance when trained
solely on touch gestures, and therefore used other data from
the gyroscope and more macroscopic movements com-
bined with their touch data to achieve impressive results.
While previous work has achieved relative success with dif-
ferent algorithms, our project is unique in that it compares
one-class and two-class techniques. We also achieved the
interesting preliminary result that the often used SVM two-
class identifier seemed less versatile than expected and, in
some cases, performed worse than simple logistic regres-
sion, which many previous studies did not discuss.
In contrast to other projects, the scope of our data is lim-
ited. Other projects have collected data from 20-100+ users
[2][4][1]. Regarding features, we tended to make similar
choices as previous work, prioritizing pressure, duration,
and speed metrics [2].
3. Data Acquisition and Feature Selection
Modern smart phones leverage a capacitive touchscreen to
capture finger movement and determine gestures. To sim-
ulate user gesture data, a capacitive sensor array was used
under the assumption that the data presented will be sim-
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DATASET TAPS CIRCLES RANDOM
SAMPLES (N) 1515 557 271
CLASSES 4 4 2
COUPLING (PRESSURE)
FEATURES PER FRAME 25 49 49
VELOCITY
FEATURES PER FRAME 0 2 2
FRAMES 5 30 30
DURATION FEATURES 1 1 1
TOTAL FEATURES 126 1569 1569
Table 1. Characteristics of datasets included in this study.
ilar to the internal data collected on a smart phone during
typical use.
3.1. Raw Data
In this paper, we collected data using a capacitive sensor
array as described above from a set of 5 individual users.
The sensor collected data at 30 frames per second with each
frame representing a two dimensional array (correspond-
ing to the X,Y plane) and corresponding to the pixels on
the sensor. Each value measured as the change in capaci-
tance, due to the presence of a finger or other conductive
object. Therefore, pixel values in each reported frame are
proportional to the finger area covering the selected pixels,
inversely proportional to the distance from the sensor, and
inherent random noise.
3.2. Development of Feature Sets
Data was collected from a group of five different individ-
uals who were asked to repetitively perform three gestures
with the capacitive sensor as they would on their phone -
tap, draw a circle, and randomly draw different patterns.
Each of these three gesture categories were isolated and a
divided into discrete events. An event was defined as be-
ginning when a finger first touches the sensor to when the
finger stops touching the sensor. A finger is considered to
be on the panel if the maximum value of a frame exceeds a
set threshold. These events are recorded for processing as
follows. First, we specify the size of a window to use when
examining the gesture. The center of the finger is located
by the sensor maximum value, then a square window is cut
around the finger to be used as features. Window sizes were
nxn pixels with n ∈ [3, 5, 7], resulting in frame sizes of 9,
25, and 49, respectively. Next we specified the number of
time sequence frames, f to capture during the gesture with
f ∈ (3, 5, 30). If the gesture consisted of additional frames,
we selected a linearly separated set of frames to represent
the gesture. If there were fewer frames in the gesture the re-
quired, we captured the windows around the gesture and in-
Figure 1. Conversion from frames to feature sets
terpolated the shape of the finger centered around the maxi-
mum. Additional features were tested along with the finger
pressure at different pixels, including duration of a gesture,
and velocity of finger in the x-axis and y-axis.
3.3. Feature Selection and Dimensionality Reduction
Our datasets are characterized as having a large number of
features as compared to the number of samples. With the
exception of Taps, n << m. To help address this problem,
we implemented to feature selection and dimensionality re-
duction approaches - recursive feature estimation (RFECV)
and PCA.
To determine the most important modeling features in each
gesture dataset, we executed RFECV, a backward-based re-
cursive process [6] with k = 10 cross validation. RFECV
builds an initial model with all available features and itera-
tively removes features until the best set of model features
is identified as evaluated by the predictive fit an SVM clas-
sifier using a linear kernel.
The RFECV process yielded 15 features for the Taps
dataset, 11 features for the Circles dataset, and 1 feature for
the Random dataset. When these features were overlayed
onto a single (X,Y) frame, the following patterns emerged
and are illustrated in Figure 2.
Taps - The most important features for Taps are the origin
of the frame and tap duration. An additional four of eight
points surrounding the origin were identified as significant.
The most predictive information about a tap is the points
surrounding the origin and the tap duration.
Circles - The most important features for Circles are the
one point towards the upper right of the frame and gesture
duration. An additional eight points within the frame iden-
tified as significant. The significance of the single point
may be pressure exerted during the beginning or end of a
circle is indicative of the user.
Random - The most important feature for Random was the
upper-right most point in the frame. Since there were only
two user classes for Random data, this likely indicates one
of the two users touched the edge of the frame enough times
to sufficiently predict the correct user class.
Other important findings include gesture duration is only
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Figure 2. Heatmap of (X,Y) coordinate features per dataset post-
feature selection
significant for taps and circles, and the size of the frame
(5x5 vs 7x7) is not significant since many of the points on
the frame edge were not chosen as predictive.
PCA was successful in reducing the dimensionality of the
data. Specifically, PCA was able to reduce Taps data into
20 dimensions while accounting for 90%+ of the original
dataset variance. However, PCA was not as successful
with the Circles or Random datasets. Given the success
of RFECV across datasets and partial success of PCA, we
proceeded with RFECV.
4. Learning Methods
4.1. Logistic and Softmax Regression
Logistic regression was chosen as our first model due to
its simplicity and intended use as a classifier. We used lo-
gistic regression to distinguish between two users we had
already seen in training. The logistic hypothesis for binary
classification for a given training example x is as follows:
hθ(x) =
1
1 + e−θT x
(1)
The goal is to learn the the most likely parameters, θ, given
our training data.We also applied softmax regression to see
if we could differentiate all four users in a supervised set-
ting. The softmax hypothesis outputs a vector of proba-
bilities for each of the k possible output classes, with the
probability for class c for a given input x being:
exp(θTc x)∑k
j=1 exp(θ
T
j x)
(2)
Additionally, we experimented with regularization to dis-
courage over-fitting.
4.2. Support Vector Machines (SVM)
The support vector machine algorithm was chosen as our
second algorithm for its known supervised classification
capabilities. We initially experimented with a binary clas-
sifier and expanded to a multiclass classifier. The objective
of an SVM is to identify a separating hyperplane that sep-
arates the data into discrete classes within a multidimen-
sional space. The SVM classifier and functional margin
are written, respectively, as the following:
hw,b(x) = g(w
Tx+ b)
γˆ(i) = y(i)(wTx+ b)
(3)
Given a training dataset S = {(x(i), y(i)); i = 1, ...,m},
we want to find the optimal margin classifier using the op-
timization below:
minγ,w,b
1
2
||w||2
s.t.y(i)(wTx+ b) >= 1; i = 1, ...,m
(4)
We experimented with various SVM kernels including the
linear, polynomial, and radial basis function (RBF) kernels
and determined RBF most closely met our needs.
4.3. Multiple Gaussian Anomaly Detection
This method learns the intricacy of the user’s fin-
ger shape and movement. The method of Multi-
ple Gaussian Anomaly detection uses an iterative
Expectation-Maximization algorithm on multiple
Gaussians to find k different multinomial distribu-
tions. Typically when fitting a Gaussian distribution,
the log probability of the pdf is maximized. How-
ever, we add the latent random variable z where
z(i) ∼Multinomial(φ)(Where, φj ≥ 0,
∑k
j=1 φj = 1).
So we have the expression below to maximize.
l(φ, µ,Σ) =
m∑
i=1
log p(x(i);φ, µ, σ)
=
m∑
i=1
log
k∑
z(i)
p(x(i)|z(i);µ, σ)p(z(i);φ)
(5)
Because z is an unknown latent variable, we are unable to
solve for the above expression directly and use the iterative
EM algorithm.
Repeat until convergence :
(E − step) For each i, j, set
Qij := p(z
i = j|xi;φ, µ,Σ)
(M − step) Update the parameters :
φj :=
1
m
m∑
i=1
Qij ,
µj :=
∑m
i=1 w
i
jx
i∑m
i=1 w
i
j
,
Σj :=
∑m
i=1 w
i
j(x
i − µj)(xi − µj)T∑m
i=1 w
i
j
(6)
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Figure 3. Examples of separate users drawing circles.
After converging the parameters above and solving for the
multiple Gaussian, we can select a threshold to be consid-
ered the user. If the maximum probability that a gesture
belongs to one of these clusters is below the selected ’user’
threshold, the gesture is considered to not be the user and
is rejected.
5. Experiment Results
5.1. Logistic and Softmax Regression
Below are our confusion matrices for logistic and softmax
regression. Our test accuracies ranged from 95% to 100%
for all gestures and all user combinations.
Figure 4. Confusion Matrices for binary and softmax regression
and various gestures. Note: only two users gave random gestures.
Even though our initial feature analysis proved that only a
few principal components or features are necessary to ac-
count for variation in the data, logistic accuracies, unlike
those with our other models, were generally not impacted
by feature size, with larger dimensional data often yielding
superior results. Final logistic results are reported with the
maximum feature amount and no regularization in Table 3.
5.2. Support Vector Machines (SVM)
We implemented SVM with the RBF kernel on the Taps,
Circle and Random gesture datasets leveraging the set
of features identified by the recursive feature estimation
process. To determine the best SVM model parameters,
we ran a grid search for C and γ between (1e-03 thru
1e+10) and (1e-15 thru 1e+03), respectively. The data was
split with 80% of the data allocated to training and 20% to
testing.
SVM classification worked very well in predicting Users
Table 2. Characteristics of optimal SVM Models.
Characteristics Taps Circles Random
Kernel RBF RBF RBF
C 10.0 1000.0 0.10
γ 0.01 0.01 1000.0
F1-Score 0.96 0.69 0.98
Figure 5. SVM Confusion matrices for Taps, Circles and Random
datasets.
for the Taps and Random datasets, however, not as well
for the Circle dataset. With tuned parameters, SVM was
able to correctly predict classifications on 96% of Taps
samples, 70% of Circles samples, and 98% of Random
samples. Notably, prior to running recursive feature
estimation, SVM correctly predicted classifications on
51% of the Random data as all data points for User 2
were misclassified. Similar performance was noted with
Gaussian anomaly detection.
Important findings include C and γ are large for Circles
and Random datasets, respectively. This indicates the
model is allowing a large boundary or accepting a high
cost in order to classify these data points.
Details for each dataset’s classifier can be found in Table
2 and parameter tuning results can be found in Figure 6.
Confusion matrices with can be found in Figure 7.
5.3. Multiple Gaussians Anomaly Detection
Performance for Taps and Circles averaged over 90%.
The Random data had the lowest performance with a true
rejection rate of 78%. On datasets with a large number
of features, the accuracy between train and test data var-
ied widely without regularization. Typically, this implies a
variance problem and the algorithm is over fitting the train-
ing set. When feature selection and data normalizing was
introduced, Taps performance jumped from 78% to 92%.
Anomaly detection results can be found in Table 3. The
regularization option for Multiple Gaussian adds a small
value to the diagonal components in the covariance matrix.
This essentially increases the variance of each variable, as
the diagonal components of a covariance matrix is the mea-
sured variance for each respective variable.
5.4. Summary, Analysis, and Additional Results
Overall model results are summarized in Table 3.
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Figure 6. SVM classification results across datasets using parameter grid search for C and γ between (1e-03 thru 1e+10) and (1e-15 thru
1e+03), respectively.
Logistic regression was our best performing model with
minimum accuracy of over 94.9% across model variations,
parameters, and datasets. Although some models per-
formed better on specific datasets, these results suggest
two-class learning with preloaded gesture data could pro-
vide a viable anomaly detection mechanism - potentially
superior to the one-class anomaly detection mechanism of-
ten found in previous literature. Interestingly, when logistic
regression was trained on one primary user and two unau-
thorized users, and tested on a never-before seen user, our
model consistently rejected the unseen user and accepted
a new instance of gestures from the primary user, often
reaching accuracies of up to 93%.
Data exploration reveals that our data is highly separable.
This is likely due to an inorganic data collection process
with excessively repetitive gestures. As evidence of this,
when trained in a supervised setting, two data-collection
instances from the same user at different times of the day
could be differentiated with an accuracy over 90% with lo-
gistic regression.
Other results indicate our models do learn attributes inher-
ent to the user and not just the training instance. Our mod-
els had more difficulty differentiating between two time-
separated instances from the same user than between that
user and a different user, indicating that we actually learned
traits inherent to the user. Additionally, our Gaussian mix-
ture model improved its accuracy when trained and tested
on two time separated instances of a user in comparison to
training and testing on only a single instance. This demon-
strates that more varied, realistic, and organic data from a
single user could actually still yield impressive results, as
it makes the Gaussian less rigid.
6. Conclusion and Future Work
In this paper, we successfully implemented and compared
variations of logistic regression, SVM, and multiple Gaus-
sian machine learning algorithms to predict whether a given
smart phone user was the authorized user given a set of
gestures. We identified areas where our methodologies ex-
panded upon recent experiments conducted by other teams
and areas like Multiple Gaussians where our approaches
Table 3. Classification accuracies for Logistic Regression, Sup-
port Vector Machines, and Multiple Gaussians across datasets.
MODEL TAPS CIRCLES RANDOM
(N=1515) (N=557) (N=271)
TRAIN TEST TRAIN TEST TRAIN TEST
LOG REG 100% 100% 100% 100% 100% 96.9%
(BINARY)
LOG REG 100% 94.9% 100% 100% NA NA
(SOFTMAX)
SVM 100% 96% 100% 71.5% 98.1% 98.1%
MULT GAUSS 94% 92.7% 100% 100% 98% 85.4%
(PASS)
MULT GAUSS NA 92.4% NA 92.7% NA 78.6%
(FAIL)
are new and promising.
Two areas for future work include improved and expanded
data collection approaches and further expansion into un-
supervised learning methods. Our experiments were lim-
ited by the quantity and repetitiveness of the data we col-
lected. We recommend expanded data collection across an
expanded set of users with more samples per user collected
in a more natural approach. Capturing device gyroscopic
data would enhance the data by including 3-D phone po-
sition features. Improved data quality and increased data
quantity would allow additional unsupervised methods in-
cluding the implementation of a neural network to capture
non-linear relationships in the data.
We have seen the need for a reduced feature set, and only a
small subset of latent variables contain most variability in
data. Factor analysis can be used to find a reduced set of
features that inherently dictate the behavior of a finger. In
this situation, we say there is a hidden latent variable called
z ∈ Rm where our feature set x ∈ Rn and m ≤ n. When
we assume that z ∼ N (0, I) and x|z ∼ N (u+ Λz,Ψ),
we iteratively use EM to find the hidden latent variable and
matrix Λ that describes the behavior of our feature set.
Overall, we are pleased with our results and hope our ex-
periments help advance gesture based smart phone security.
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