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IMPLEMENTASI ALGORITMA K-NEAREST NEIGHBOR DALAM 
MEMPREDIKSI POTENSI CALON KREDITUR DI KSP GALIH MANUNGGAL 
 
Agung Nugroho  
 
  Sistem Informasi STMIK AMIKOM Yogyakarta 
email : agungnugroho@amikom.ac.id1) 
 
Abstraksi 
Seiring pertumbuhan bisnis, kredit merupakah masalah yang menarik untuk diteliti. Beberapa riset dibidang 
komputer untuk mengurangi resiko kredit telah banyak dilakukan. Penelitian ini membahas algoritma k-Nearest 
Neighbor (k-nn) yang diterapkan pada data nasabah yang menggunakan jasa keuangan kredit di Koperasi Simpan 
Pinjam (KSP) Galih Manunggal. Dari hasil perhitungan k-nearest neighbor yang diterapkan pada data calon 
kreditur dengan menggunakan dasar pertimbangan data riwayat kreditur lama, hasil dengan nilai tertinggi akan 
dijadikan acuan penilaiaan potensi calon kreditur dalam membayar angsuran kredit. 
 
Kata Kunci : 
K-Nearest-Neigbour, Kredit, Algoritma, Angsuran, Resiko, Potensi 
 
Abstract 
As the growth of the business, credit is a problem that is interesting to study. Some research in the field of 
computers to reduce the credit risk has been widely performed. This study discusses the algorithm k-Nearest 
Neighbor (k-nn) were applied to the data of customers who use credit financial services in the "Credit Unions 
Galih Manunggal". From the calculation of k-Nearest Neighbor is applied to the data potential creditors using 
the basic consideration of creditors long history of data, the results with the highest scores will be used as a 
reference for potential penilaiaan potential creditors in paying loan installments. 
 
Keywords : 
K-Nearest-Neigbour, Credit, Algorithm, Loan, Risks, Potential 
 
Pendahuluan 
Ketika krisis ekonomi melanda Indonesia, 
koperasi dapat bertahan dan bahkan berkembang, 
khususnya Koperasi Simpan Pinjam (KSP). Ini 
merupakan bukti bahwa koperasi perlu diperkuat dan 
dipertahankan sebagai Lembaga Keuangan Mikro 
(LKM) agar selalu mampu melayani anggota dan 
masyarakat di sekitarnya. Usaha simpan pinjam juga 
menjadi cikal bakal pertumbuhan dan pengembangan 
Koperasi Simpan Pinjam di Indonesia dan usaha ini 
merupakan usaha dominan koperasi hingga saat ini. 
Banyak faktor yang harus dipertimbangkan dalam 
pemberian kredit kepada nasabah, agar tidak terjadi 
kesalahan dalam memberikan pinjaman yang dapat 
mengakibatkan kerugian. Meningkatnya teknologi 
informasi mengakibatkan data diproses secara cepat, 
tepat dan akurat untuk menghasilkan informasi yang 
dibutuhkan. Begitu juga pada dunia perkreditan di 
koperasi mengalami perkembangan yang pesat, 
terutama dalam proses pemberian kredit pada 
nasabah. Makin banyaknya para calon nasabah yang 
mengajukan kredit dengan kondisi ekonomi yang 
berbeda-beda, menuntut kejelian dalam pemberian 
kredit, sehingga keputusan yang diambil merupakan 
keputusan yang terbaik bagi pihak koperasi simpan 
pinjam dan pihak pemohon kredit. 
 
 
Tinjauan Pustaka 
Penelitian-penelitian sebelumnya yang telah 
dilakukan oleh Arief Jananto yaitu tentang 
“Perbandingan Performansi Algoritma Nearest 
Neighbor dan SLIQ untuk Prediksi Kinerja 
Akademik Mahasiswa Baru (Studi Kasus : Data 
Akademik Mahasiswa Fakultas Teknologi Informasi 
UNISBANK)”. Sistem yang dihasilkan dari 
penelitian ini disimpulkan bahwa algoritma SLIQ 
dengan teknik pohon keputusan mempunyai tingkat 
akurasi prediksi yang lebih rendah dibandingkan 
dengan tingkat akurasi dari penggunaan algoritma 
nearest neighbor [1]. 
Selain itu  ada juga dari penelitian yang 
dilakukan oleh Henny Leidiyana (2013), penelitian 
dengan judul “Penerapan Algoritma k-nearest 
neighbor Untuk Penentuan Resiko Kredit Ke-
pemilikan Kendaraan Bemotor”. Penelitian ini 
membahas algoritma k-nearest neighbor (k-nn) yang 
diterapkan pada data konsumen yang menggunakan 
jasa keuangan kredit kendaraan bermotor[2]. 
Selanjutnya ada penelitian dari  Indra Hasan 
(2013) yang berjudul “Penerapan Algoritma k-
nearest neighbor Untuk Prediksi Potensi Calon 
Kreditur Di XYZ Finance”. Tujuan dari penelitian ini 
adalah menerapkan metode Mining Classification 
Rule dengan Algoritma k-nearest neighbor terhadap 
data transaksi pembayaran kredit dan data 
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karakteristik kreditur lama untuk prediksi potensi 
calon kreditur pada XYZ Finance[3]. 
Dilihat dari literatur penelitian-penelitian se-
belumnya yang sudah berjalan, penelitian ini nantinya 
akan mengadopsi dari penelitian sebe-lumnya yang 
digunakan sebagai acuan untuk membangun sebuah 
aplikasi data mining sederhana dengan mengimple-
mentasikan algoritma k-nearest neighbor, memban-
dingkan hasil kinerja (performansi) dari aplikasi yang 
dibangun tersebut dengan aplikasi sejenis lain yang 
telah peneliti buat sebelumnya. Dengan gambaran 
seperti ini diharapkan nantinya sistem ini dapat 
bermanfaat dalam membantu memprediksi potensi 
calon kreditur di KSP Galih Manunggal. 
 
Algoritma K-Neareat Neighbour 
Algoritma k-nearest neighbour (k-nn) adalah 
algoritma klasifikasi data sederhana dimana peng-
hitungan jarak terpendek dijadikan ukuran untuk 
mengklasifikasikan suatu kasus baru berdasarkan 
ukuran kemiripan. Algoritma k-nn tergolong dalam 
algoritma supervised yaitu proses pembentukan 
algoritma diperoleh melalui proses pembelajaran 
(learning) pada record-record lama yang sudah 
terklasifikasi dan hasil pembelajaran tersebut dipakai 
untuk mengklasifikasikan record baru dengan output 
yang belum diketahui [4].  
Dalam algoritma k-nn sebuah data baru 
diklasifikasikan berdasarkan jarak data baru tersebut 
dengan tingkat kemiripan data baru terdekat terhadap 
data pola. Jumlah data tetangga terdekat ditentukan 
dan dinyatakan dengan k. Misalkan ditentukan k=1, 
maka kasus ini hanya diklasifikasikan untuk satu data 
dari tetangga terdekat. Jika nilai k didefinisikan 
berbeda oleh user, misal k=5 maka kasus dengan 5 
jarak terpendek dipilih, kemudian diklasifikasi 
berdasarkan instance kelas target dimana kasus 
dengan jumlah mayoritas instance kelas target 
ditentukan sebagai klasifikasi untuk kasus baru. 
Representasi k-NN dengan nilai k=1, k=2 dan k=5 
dapat dilihat pada Gambar 1. 
 
Gambar 1. Prediksi nilai k dalam k-nn 
Keterangan : 
Jika 1-nearest neighbour maka hasil + 
Jika 2-neareast neighbour maka hasil tidak  
diketahui 
Jika 5-nearest neighbour maka hasil – 
Untuk lebih jelas melihat hubungan antara data 
mining Penentuan nilai k terbaik tergantung pada 
data. Nilai k yang tinggi bisa mengurangi efek noise 
pada klasifikasi, tetapi membuat batasan antara setiap 
kelas menjadi kabur. Sedangkan penentuan nilai k=1 
belum tentu bisa menjawab permasalahan data 
mining dalam hal ini tingkat validitas. Nilai k terbaik 
dapat dipilih dengan optimasi parameter, misalnya 
dengan menggunakan k-fold cross validation. Untuk 
membedakan nilai k pada cross validation dengan 
nilai k pada k-NN, maka digunakan n-fold cross 
validation untuk mengacu kepada istilah yang sama 
yaitu k-fold cross validation [5]. 
 
Teknik Klasifikasi (Mining Classification Rule) 
Klasifikasi merupakan proses untuk menem-
patkan suatu objek ke dalam suatu kategori/kelas 
yang sudah didefinisikan sebelumnya berdasarkan 
model tertentu. Data mining merupakan penjelasan 
tentang masa lalu dan prediksi masa depan berdasar-
kan analisa pada sekelompok data. Secara umum, 
proses klasifikasi dimulai dengan diberikannya 
sejumlah data yang menjadi acuan untuk membuat 
aturan klasifikasi data [5]. Data-data ini biasa disebut 
dengan training sets. Dari training sets tersebut 
kemudian dibuat suatu model untuk mengklasi-
fikasikan data. Model tersebut kemudian digunakan 
sebagai acuan untuk mengklasifikasikan data-data 
yang belum diketahui kelasnya yang biasa disebut 
dengan datatest set. 
Dalam proses klasifikasi terdapat dua tahap yang 
harus dilewati yaitu tahap learning dan testing. Pada 
tahap learning sebagian data yang telah diketahui 
kelas datanya (data training) digunakan untuk 
membentuk model perkiraan. Pada tahap testing, 
model perkiraan yang sudah terbentuk diuji dengan 
sebagian data lainnya (data testing) untuk mengetahui 
akurasi dari model tersebut. Bila akurasinya dapat 
diterima maka model ini dapat dipakai untuk prediksi 
kelas data yang belum diketahui. Tahapan proses 
klasifikasi dengan k-NN seperti terlihat pada Gambar. 
2 (Rayner, 2010)[5]. 
 
Gambar 2. Tahapan Proses Klasifikasi k-NN 
(Sumber: Rayner, 2010) 
 
Proses klasifikasi didasarkan pada empat komponen 
(Gorunescu, 2011) [5]: 
a. Kelas 
Variabel dependen yang berupa kategorikal 
yang merepresentasikan ‘label’ yang 
terdapat pada objek. Contohnya: resiko 
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penyakit jantung, resiko kredit, customer 
loyalty, jenis gempa. 
b. Predictor 
Variabel independen yang 
direpresentasikan oleh karakteristik 
(atribut) data. Contohnya: merokok, minum 
alkohol, tekanan darah, tabungan, aset, gaji. 
c. Training dataset 
Satu set data yang berisi nilai dari kedua 
komponen di atas yang digunakan untuk 
menentukan kelas yang cocok berdasarkan 
predictor. 
d. Testing dataset 
Berisi data baru yang akan diklasifikasikan 
oleh model yang telah dibuat dan akurasi 
klasifikasi dievaluasi. 
 
Definisi Koperasi Simpan Pinjam (KSP) 
Terdapat dua bentuk Koperasi Simpan Pinjam 
yang dikembangkan oleh Kementerian Negara 
Koperasi dan UKM yaitu : (1) Koperasi Simpan 
Pinjam disebut KSP yang melaksanakan kegiatan 
usahanya hanya usaha simpan pinjam, dan (2) Unit 
Simpan Pinjam disebut USP adalah unit usaha yang 
dibentuk dalam suatu koperasi sebagai bagian dari 
kegiatan usaha koperasi melakukan kegiatan usaha 
simpan pinjam (PP No. 9 Thn 1995)[6]. 
Selain koperasi tersebut terdapat Koperasi 
Kredit (Credit Union) yang masuk ke Indonesia pada 
tahun 1950. Koperasi Kredit (Kopdit) mempunyai 
kegiatan simpan pinjam sama dengan KSP/USP yang 
dikembangkan oleh Kementerian Negara Koperasi 
dan UKM tersebut. Koperasi Kredit dimiliki oleh 
sekumpulan orang dalam suatu ikatan pemersatu, 
bersepakat untuk menabungkan uang mereka 
sehingga menciptakan modal bersama guna dipin-
jamkan diantara sesama mereka untuk tujuan 
produktif dan kesejahteraan anggotanya. Tujuan 
produktif dan kesejahteraan berarti bahwa pinjaman 
hanya diberikan untuk kebutuhan anggota 
dimanfaatkan untuk usaha-usaha yang bisa mening-
katkan penghasilan atau usaha stabilitas kehidupan 
para anggota. Artinya pinjaman tidak bisa diberikan 
untuk tujuan konsumtif ataupun spekulatif[6].  
Metode Penelitian 
Dalam mengimplentasikan algoritma k-nn 
dalam memprediksi potensi calon kreditur 
dibutuhkan data training dan data testing. Data 
training sebagai dasar perbandingan dengan data 
testing yang yang variabelnya sudah ditentukan 
melaluai beberapa tahap yaitu tahap seleksi, cleaning, 
dan transformasi untuk menentukan kelas yang sudah 
ditentukan. Alur penelitian selanjutnya dapat diliha 
pada Gambar. 3 berikut ini[4]. 
 
Gambar 3. Kerangka Proses Data Mining 
 
Hasil dan Pembahasan 
1. Pengumpulan Data 
Berdasarkan hasil pengamatan dilapangan 
diperoleh bahwa data debitur KSP Galih Manunggal 
terdiri dari tiga subpopulasi, yaitu debitur yang 
pengembaliannya lancar, kurang lancar dan tidak 
lancar. 
2. Seleksi Data 
Jumlah populasi pada penelitian ini adalah 45 
yang nantinya akan dibagi menjadi tiga subpopulasi. 
Untuk masing-masing subpopulasi yaitu 15 orang 
mewakili subpopulasi debitur yang lancar, 15 orang 
mewakili subpopulasi kurang lancar, dan 15 orang 
mewakili subpopulasi yang tidak lancar. Penentuan 
pengambilan jumlah subpopulasi sampel tersebut 
berdasarkan sampel proporsional. Menurut Margono 
(2004) sampel proporsional menunjuk kepada 
perbandingan penarikan sampel dari beberapa 
subpopulasi yang tidak sama jumlahnya. Pada 
penelitian ini menggunakan proporsi 50% : 50% 
karena perbandingan proporsi tersebut adalah 
perbandingan paling maksimal[4]. 
Pengelompokan status kredit disesuaikan dengan 
data histori data pembayaran berdasarkan tunggakan 
kreditur. Dimana rentang penilaian status 
berdasarkan tunggakan, Tabel 1 berikut adalah tabel 
pengelompokan status kredit. 
Tabel 1. Status Nasabah 
Tunggkan Status 
0-3 x tunggakan Lancar 
4-5 x tunggakan Kurang lancar 
>5 x tunggakan Tidak Lancar 
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3. Cleaning Data 
Faktor-faktor yang digunakan dalam penilaian 
kelayakan kredit ini berdasarkan peraturan yang 
sudah ada di KSP Galih Manunggal. Penentuan 
atribut didasarkan pada atribut yang berpengaruh 
untuk penilaian kredit KSP Galih Manunggal. 
Atribut-atribut yang nantinya dipakai untuk penilaian 
kelayakan kredit dipaparkan di dalam Tabel 2 tabel 
variable penilaian berikut: 
Tabel 2. Variable Penilaian 
No Atribut Sub-Atribut 
1 Penghasilan 
Perbulan 
>angsuran  
= angsuran 
<angsuran 
2 Pekerjaan PNS 
Pengusaha 
Swasta 
Petani 
3 Nilai Jaminan > Jumlah Pinjaman 
= Jumlah Pinjaman 
< Jumlah Pinjaman 
4 Jumlah 
tanggungan 
 
0 
1-2 
> 2 
5 Pendidikan 
terakhir 
S1/S2 
SLTA 
SLTP 
SD 
6 Usia < 20  
20 - 50 
>50 
7 Status 
Pernikahan 
Menikah 
Belum menikah 
Janda/Duda 
 
4. Transformasi Data 
Pada tahap ini yang pertama kali dilakukan 
adalah mendefinisikan bobot tiap-tiap atribut pada 
data training. Tabel 3 berisi data bobot tiap-tiap 
atribut yang sudah di definisikan berdasarkan 
kepentingannya.  
Tabel 3. Bobot Atribut  
Nama Atribut 
Tingkat 
Kepentinagan 
Bobot 
Penghasilan Perbulan  1 0,370 
Pekerjaan 2 0,228 
Nilai Jaminan 3 0,156 
Tanggungan Keluarga 4 0,109 
Pendidikan Terakhir 5 0,073 
Usia 6 0,044 
Status Pernikahan 7 0,020 
 
Setelah bobot tiap-tiap atribut didefinisikan, 
kedekatan antara nilai-nilai dalam atribut juga 
didefinisikan. Berikut Tabel 4 adalah salah satu tabel 
pendefinisian kedekatan antara nilai-nilai dalam 
atribut : 
Tabel 4. Bobot Atribut Penghasilan Perbulan 
Sub-Atribut Bobot 
>angsuran 0,611 
=angsuran 0,278 
<angsuran 0,111 
 
Setelah mendifinisikan sub-atribut dari atribut 
penghasilan, kemudian dilakukan perbandingan antar 
nilai atribut yang sudah ditentukan kedekatannya 
berdasarkan penilaian pihak perusahaan. Tabel 5 
berikut berikut berisi hasil kedekatan nilai dari atribut  
penghasilan. 
Tabel 5. Perbandingan Nilai Atribut Penghasilan 
 >angsuran =angsuran <angsuran 
>angsuran 1 0,45 0,18 
=angsuran 0,45 1 0,39 
<angsuran 0,18 0,39 1 
 
5. Penerapan Algoritma K-Nearest Neighbor 
Setelah mendefinisikan bobot semua atribut, 
selanjutnya menerapkan algoritma K-Nearest 
Neighbor (K-NN) untuk memprediksi potensi calon 
kreditur. Tabel 6 berikut adalah contoh data training 
yang berisi 3 data training A1, C1, dan A3. 
Tabel 6. Contoh Data Training 
 
Sebagai contoh perhitungan k-nn , diambil salah 
satu data testing dari data training untuk dicari 
kebenaran dan keakuratan perhitungan algoritma k-
nn. Tabel 8 berikut adalah contoh data testing dengan 
nomer data testing B1.  
Tabel 8. Contoh Data Testing 
 
Nilai kedekatan kasus B1 dengan kasus lama A1 
bisa dilihat pada tabel 10 dibawah ini. 
Tabel 10. Nilai Kedekatan Data B1 Dengan Data 
A1 
No Nama Attribut 
Bobot 
Atribut 
Kedekatan 
nilai atribut 
1 Pendapatan Perbulan  0,370 0,45 
2 Pekerjaan 0,228 0,54 
3 Nilai Jaminan 0,156 0,45 
4 Tanggungan keluarga 0,109 0,45 
5 Pendidikan Terakhir 0,073 0,52 
6 Usia 0,044 1 
7 Status Pernikahan 0,020 0,18 
 
Setelah diketahui nilai kedekatan antar atribut 
kasus baru dengan kasus lama satu per-satu. 
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Kemudian dilakukan perhitungan yang pertama, 
mencari nilai keseluruhan kedekatan kasus tersebut 
yaitu kasus B1 dan kasus A1. Tabel 11 dibawah ini 
similitary kedekatan kasus A1 dan B1. 
Tabel 11. Similatry Kasus A1 Dengan B1 
 
Nilai kedekatan kasus B1 dengan kasus lama C1 
bisa dilihat pada tabel 12 dibawah ini. 
Tabel 12.Nilai Kedekatan Data B1 Dengan Data 
C1 
No Nama Attribut 
Bobot 
Atribut 
Kedekatan 
nilai atribut 
1 Pendapatan Perbulan 0,370 0,45 
2 Pekerjaan 0,228 0,43 
3 Nilai Jaminan 0,156 1 
4 Jumlah Tanggungan 0,109 0,18 
5 Pendidikan Terakhir 0,073 0,52 
6 Usia 0,044 1 
7 Status Pernikahan 0,020 0,18 
 
Perhitungan yang kedua, mencari nilai 
keseluruhan kedekatan kasus B1 dan kasus C1. Tabel 
13 dibawah ini similitary kedekatan kasus B1 dan C1. 
Tabel 13. Similatry B1 dan C1 
Similarity 
[(0,45*0,370)+(0,43*0,228)+(1*0,156)+(0,18*0,109)+(
0,52*0,073)+(1*0,044)+(0,18*0,020)]/(0,370+0,228+0,
156+0,109+0,073+0,044+0,020)  
(0,1665+0,09804+0,156+0,01962+ 
0,03796+0,044+0,0036) /1 
0,52572 
 
Nilai kedekatan kasus B1 dengan kasus lama A3 
bisa dilihat pada tabel 12 dibawah ini. 
Tabel 14. Nilai Kedekatan Data B1 Dengan Data 
A3 
No Nama Atribut 
Bobot 
Atribut 
Kedekatan 
Nilai Atribut 
1 Pendapatan 0,370 0,18 
2 Pekerjaan 0,228 0,43 
3 Nilai Jaminan 0,156 1 
4 Jumlah Tanggungan 0,109 0,18 
5 Pendidikan 0,073 0,12 
6 Usia 0,044 0,45 
7 Status Pernikahan 0,020 0,39 
 
Perhitungan yang ketiga, mencari nilai 
keseluruhan kedekatan kasus B1 dan kasus A3. Tabel 
15 dibawah ini similitary kedekatan kasus B1 dengan 
A3. 
Tabel 15. Similatry Kasus B1 dengan A3 
Similarity 
 [(0,18* 0,370)+(0,43*0,228)+(1* 0,156)+ 
(0,18* 0,109)+(0,12*0,073)+(0,45*0,044)+ 
(0,39*0,020)]/(0,370+0,228+0,156+0,109+0,073+ 
0,044+0,020)  
(0,0666+0,09804+0,156+0,01962 
+0,00876+0,0198+0,0078)/1  
0,37662 
 
Berdasarkan hasil perhitungan dari perhitungan 1, 
2, dan 3 diatas, maka klasifikasi dari kasus A1 dengan 
C1 menghasilkan nilai yang paling tinggi, sehingga 
data testing A1 dijadikan acuan penilaian 
pertimbangan penerimaan kredit, dan diprediksi akan 
lancar dalam pengembaliannya.  
Kesimpulan dan Saran 
Dari hasil penelitian ini dihasilkan beberapa point 
kesimpulkan sebagai berikut : 
1) Algoritma k-nearest neighbor yang diterapkan 
untuk memprediksi potensi calon kreditur di 
KSP Galih Manunggal dengan memanfaatkan 
data riwayat transaksi pembayaran kredit 
nasabah lama menggunakan 7 variabel 
penilaian yaitu penghasilan, pekerjaan, 
jaminan, tanggungan keluarga, pendidikan, 
usia, dan status pernikahan. 
2) Dari hasil perhitungan perbandingan kasus baru 
dengan kasus lama, nilai kedekatan tertinggi 
dijadikan sebagai acuan penilaian potensi calon 
kreditur berdasarkan status kredit yang yang 
dimiliki oleh kasus lama. 
 
Akan lebih baik jika penelitian ini bisa 
dikembangkan menjadi sistem yang aplikatif, 
sehingga bisa digunakan sebagai alat menetukan 
kelayakan kredit yang mudah digukan oleh pihak 
KSP Galih Manunggal. 
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