• A convolutional neural network designed for unsupervised segmentation of tissue and white matter hyperintensities (WMHs) in brain MRIs.
are often needed to segment new data sets from different sites due to pulse 31 sequence or scanner differences, and such delineations may be impractical 32 to acquire.
1.c.
Attempts to reduce the number of manually delineated masks 33 needed for training include transfer learning [12] , and generative adversarial 34 networks (GANs) [13, 14] . 35 Unsupervised methods typically involve modeling of MRI brain tissue in- 36 tensities. These include methods that obtain WMH lesions as outliers of 37 tissue segmentation [15] and approaches that use specific features of lesions, 38 such as voxel intensity and appearance [15, 16, 17] . Clustering or unmixing 39 methods could potentially be used on a per image basis if a given image has 40 enough WMH lesion load [18] . One cluster may then correspond to WMHs 41 in the brain. However, the number of WMH lesions and their location can 42 vary greatly between subjects, and in the case of an image with no lesions, 43 no cluster would correspond to the lesion class. Furthermore, modelling tis-44 sue intensities can be challenging because tissue intensities of MRIs are not 45 always consistent within the image, e.g., due to inhomogeneity artifacts and 46 partial volume effects. FLAIR images are the structural sequence from which 47 WMHs are usually most easily distinguished [1], however, various artifacts or 48 poor skull-stripping can lead to high-intensity regions in FLAIR images [19] 49 that could potentially be incorrectly classified as WMHs. Another unsuper-50 vised approach that has been proposed in the literature is to detect WMH 51 lesions as outliers of pseudo-healthy synthesized images [20, 21] . A training 52 data set with healthy brains (no lesions) is required to model normality in 53 these approaches, such that lesions can be detected either as outliers or as 54 results of large reconstruction errors [20, 21] . This is usually not the case 55 when analyzing brain MRIs of subjects older than 65 years old, where around genetic susceptibility and gene/environment interaction, in relation to dis-103 ease and disability in old age [26] . The AGES-Reykjavik Study cohort com- For developmental purposes, we randomly selected 60 subjects from the 117 cohort; 30 subjects for training, 5 for validation of model parameters, and 118 25 for testing.
2.b.
The developmental set consists of images from a second visit 119 acquired 5 years later than the first visit on average. The WMHs in the 120 test images were manually annotated by an experienced neuroradiologist to 121 be used as ground truth data. The images used for validation were used to The publicly available training set includes 60 cases from 3 different scan- with a linear unmixing model, 0 for voxels outside the brain).
165
The non-negativity constraint and the sum-to-one constraint of S S S are 166 enforced with a Softmax activation function. A patch-wise brainmask ob-167 tained by binarizing the input patches is applied after the Softmax function.
168
The weighted sum is implemented with a 1x1x1 convolutional layer that is 169 constrained to have non-negative weights and zero bias.
With appropriate 170 regularization (see Section 3.2) , the Softmax-layer outputs a soft segmenta-171 tion of the materials present in the images.
172
The autoencoder consists of 3D convolutional layers followed by leaky The final convolutional layer is restricted to have non-negative weights and zero bias for the reconstruction of the output patchesŶ Ŷ Y to be a weighted sum of the Softmax outputs S S S. The number of output channels (one for each MRI sequence used) is denoted with C (C = 3 in this case), and the number of materials to be estimated from the images is denoted with M (M = 5 in this case).
Loss and regularization 180
The Cosine proximity function, 181 f (y y y,ŷ ŷ y) = y y y ·ŷ y y ||y y y|| 2 ||ŷ y y|| 2 ,
is used to construct a scale invariant loss function between the true patches 182 Y Y Y and the predicted patchesŶ Y Y :
and * denotes a convolution. Using the differential operator K in the loss 184 function was found to improve robustness to the slowly varying tissue inho-185 mogeneity.
186
Reconstructing the MRI sequences as weighted sums of the materials 187 present in the images is an ill-posed inverse problem, since we have fewer MRI 188 sequences than materials of interest, and hence, a regularization is needed.
189
For this we add an activity regularization term to the loss function that 190 penalizes the sum of Cosine proximity between the Softmax outputs,
where α is the regularization parameter. for inhomogeneity correction is the N4 bias correction method [29] . We ob-197 served that when N4 was directly applied to the FLAIR images plying it with the T1-w image (see Figure 4 ). We will refer to the enhanced 236 T1-w and T2-w images using PD-w images as T1 P D and T2 P D , respectively. the segmentation of WMHs, GM, WM, CSF, and the meninges that remain 276 in the image after skullstripping (see Figure 5 ).
277
In this article we focus on automated segmentation of WMH lesions, and 358 Table 4 shows the mean and standard deviation of the DSC, H95, AVD,
359
L-TPR, and L-F1 for each of the four methods. We used a paired Wilcoxon 360 signed-rank test to obtain the p-values for determining statistical significance.
361
We computed the total WMH volume estimated by the four methods and features that are shared between all the sequences used as training images.
397
Then after training the method on images from 30 subjects from the AGES- Reykjavik test set was 19 seconds using a GTX1080 Ti GPU.
401
The DSC, AVD, H95, L-TPR, and L-F1 were used as evaluation metrics 402 in the WMH challenge, and we used the same metrics to evaluate our results DSC, L-TPR, and L-F1 scores, while LPA achieved the best average H95 407 score (cf. in ANNC because the correlation coefficient is bias and scale invariant.
418
The DSC is more sensitive to errors in segmentation of small structures, 419 so DSC was plotted with manual volumes as a reference in Figure 7 . Bot-420 tom part of Figure 7 demonstrates the robustness of SegAE to a variety 421 of WMH volumes and in Figure 6 , bottom row, we visually verify that the 422 segmentation where SegAE achieves the lowest DSC is not a failure.
423
The results on the MICCAI 2017 WMH segmentation challenge test set 424 can be seen in 
448
We note that the meninges class did not appear in the WMH challenge 
