In 1997, Kohno et al. have reported numerically that the improving modified Gauss-Seidel method, which was referred to as the IMGS method, is superior to the SOR iterative method. In this paper, we prove that the spectral radius of the IMGS method is smaller than that of the SOR method and Gauss-Seidel method, if the relaxation parameter ∈ (0, 1]. As a result, we prove theoretically that this method is succeeded in improving the convergence of some classical iterative methods. Some recent results are improved.
Introduction
Let us consider iterative methods for the solution of the linear system
where A is an n × n square matrix, x and b are vectors. Then the basic iterative scheme for Eq. (1) is
where A = M − N , M is nonsingular. Then (2) can also be written as
where T = M −1 N, c = M −1 b. In this paper, we can assume without loss of generality that A = I − L − U , where I is the identity matrix, L and U are strictly lower and upper triangular matrices of A, respectively. Then the iteration matrices of SOR method, the classical Jacobi method and classical Gauss-Seidel method are T = (I − L)
. We now transform the original system (1) into the preconditioned form
Then, we can define the basic iterative scheme
where P A = M p − N p and M p is nonsingular. In 1997, Kohno et al. [4] proposed a scheme for improving the modified Gauss-Seidel method with the preconditioner P = I + S , referred to as the IMGS method, if A is a nonsingular diagonally dominant Z-matrix with some conditions, where
They showed numerically that the IMGS method is superior to the other methods if the parameters i are chosen adequately. Our work in this paper is to prove theoretically that if A is a nonsingular M-matrix and the relaxation parameter ∈ (0, 1] (if 1, then it is commonly referred to as the under-relaxation parameter), the asymptotic convergence rate of this method is faster than that of the SOR method and the Gauss-Seidel method without the condition that A is diagonally dominant. See Theorems 3.1 and 3.3.
Preliminaries
Throughout this paper, for an n × n matrix A, we always assume a i,i+1 = 0(i = 1, 2, . . . , n − 1), and A = I − L − U , where I is the identity matrix, −L and −U are strictly lower and upper triangular matrices of A, respectively. We denote A = (I + S )A. Then A can be written as follows A square matrix A is said to be reducible if there exists a permutation matrix P such that P AP T is block lower triangular, i.e.
The iteration matrix of this IMGS method is
where A 1 and A 3 are also square matrices. If A is not reducible, then A is called irreducible.
The following results are useful to prove our main theorem. 
Lemma 2.1 (Elsner [2]). Let
A −1 0 and A =M −Ñ = M − N be two weak regular splittings of A. If M −1 M −1 andÑ 0, then (M −1Ñ ) (M −1 N).
Theorem 2.2 (Wen Li and Sun [5, Theorem 3.1]). Let
.
By T and J we denote
In this case, we have 
Moreover, if A is irreducible, then (T ) < (T ) for
i ∈ (0, 1], i = 1, 2, . . . , n − 1. (b) For any i ∈ [0, 1), i = 1, 2, . . . , n − 1, (T ) = 1 if (T ) = 1.
Comparison theorem Theorem 3.1. Let A be a nonsingular M-matrix, then for any
∈ (0, 1], i ∈ [0, 1], i = 1, 2, . . . , n − 1
, (T ) (T ) < 1 (T , T as defined above).
It is easy to see that F 0. We should prove that E is a nonsingular M-matrix. For this, we only need to show that the diagonal elements of E are positive. Clearly, the diagonal elements of E are 1 − i a i,i+1 a i+1,i , i = 1, 2, . . . , n − 1 and the nth is a nn = 1. Since A is a nonsingular M-matrix, from Lemma 2.4 we know that all principal minors of 
It follows from above that A = M − N is a weak regular splitting of A. Since 
This implies that M E and therefore
M −1 E −1 E −1 (I + S ) = M −1 .
So it follows from Lemma 2.1 that (T ) (T ).
Then from Theorem 7.5.24 [1] , we have (T ) < 1, which proves the lemma.
Corollary 3.2. Let A be a nonsingular M-matrix, then for any
Proof. We can obtain the conclusion immediately by letting = 1 in Theorem 3.1.
Notice that the equality in Theorem 3.1 may hold. In order to obtain the strict inequality, we present the following result.
Theorem 3.3. Let A be a nonsingular and irreducible M-matrix, then for any
∈ (0, 1], i ∈ (0, 1], i = 1, 2, . . . , n − 1
, (T ) < (T ) < 1 (T , T as defined above).
Proof. If = 1, then the SOR method is simplified to the Gauss-Seidel and the conclusion can be obtained by Theorem 2.2.
If 0 < < 1, since 
we have
Notice that (T ) < 1 and S 0, then we have
This implies from E −1 0 that
we can obtain (T ) < (T ).

Remark 1.
It is easy to see that if the elements of A are satisfied with the condition a i,i+1 a i+1,i > 0, then A must be irreducible. So from this, it follows that Theorem 4.1(a) [3] is the special case of Theorem 3.3.
Remark 2.
Whether can we extend the above results to the case > 1? For a given parameter ∈ (1, 2/(1 + (J ))), here (J ) = (L + U) < 1, we have (T ) < 1 (Theorem 7.5.14 [1] ). By verifying some special nonsingular matrix and some 2×2 matrices, we see that there must exist i (i=1, 2, . . . , n−1) such that (T ) (T ) < 1. But, it is difficult to prove this conclusion theoretically. For example, let 
