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3.1 Introduction
3.1.1 Three-Dimensional?
Technically speaking, only the 2-stream model in homogeneous (or layered) plane-
parallel, cylindrical, or spherical geometries can be truly one-dimensional (1D) be-
cause there is no angular dependence to worry about, only the axial ﬂow of radi-
ant energy in a highly symmetric medium with equally symmetric source distribu-
tions. By strict mathematical standards, azimuthally-averaged or -symmetric radia-
tive transfer in a plane-parallel medium is already 2D (one spatial and one angular
coordinate). By the same token, it is patently 3D if there is also azimuthal variation
(one extra angular coordinate) as, e.g., when solar illumination is off-zenith. How-
ever, it is generally understood that, independently of the how angles are treated, all
plane-parallel radiative transfer (RT) theory is called “1D:” at most stratiﬁcation in
the vertical z direction is allowed. So only spatial variability counts here. Then what
about patently 2D cases, so often used in sensitivity studies, where optical properties
and/or sources vary at most in the horizontal y and vertical z directions? Well, this is
still considered “3D” RT for the legendary simplicity. So when we say we are treat-
ing 3D radiative transfer it only means that we are making no assumptions about
the translational or rotational symmetry of the optical medium’s macro-structure
nor about the sources of radiation. To make things worse, we will see that the most
general 3D problem in RT is trivially solvable as long as there is no scattering: only
emission and absorption are present and no coupling exists between the radiation
beams. Mathematically speaking, this solution is a simple 1D integration beam-by-
beam, where opposite directions count separately (since they are not coupled). And
then there is the possibility of time-dependence.
Having somewhat clariﬁed and somewhat obfuscated what is meant by “dimen-
sion” in the RT literature, we can ask about the history of RT theory that acknowl-
edges that we live in a 3D world. This question of chronology breaks into two more
speciﬁc ones covered asymmetrically in the next few paragraphs. First, how did
we get to modern radiometry and formulate the radiative transfer equation (RTE)?
Then, skipping much on the solution of the RTE in slab geometry with angular
details (for planetary or stellar atmospheres) or spherical geometry in a 2-stream
mode (for stellar interiors), how did 3D radiative transfer per se develop from the
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(atmospheric and, to some extent, astrophysical questions)? We cover the ﬁrst topic
simply by tracing a thread through the contributions of many celebrated scientists,
primarily to build historical context. The second topic is covered with detailed refer-
ences to the seminal papers by the pioneers of 3D radiative transfer because we have
occasionally found it refreshing to go back to the early publications in our ﬁeld.
We have decided, somewhat arbitrarily, that post-1980 literature is best covered
in the specialized chapters of this volume. We have also decided that applications
to engineered systems is another story altogether, an interesting one in its own right
that we could not do justice to. We will simply acknowledge that the engineering
community has had to struggle with 3D radiation transport, primarily from thermal
sources,inincreasinglyintricategeometries.Oneisboundtoﬁndsigniﬁcantoverlap
between our concerns and theirs. Indeed, both atmospheric scientists and engineers
will start with simple geometries either because they are tractable or because they
are viable designs. However, in the end, both will have to consider the complexity of
how turbulent reacting ﬂows interact with radiation. It might be rewarding for both
communities to draw more on each other’s experience with 3D RT.
3.1.2 From Radiometry to Radiative Transfer
As far as we know, the earliest physically correct analysis of radiometric data (i.e.,
based on the intuitive notion of radiant energy conservation) were by Galileo Galilei
(1564 -1642) and Johannes Kepler (1571-1630), discussing their respective obser-
vations of the Moon and of Mars. This is of course only about the propagation of
radiant energy (whatever they understood that to be) across empty space; so the
problem at hand is fully 3D but in the simple case where there is no scattering, nor
absorption for that matter. Let us acknowledge the forefathers of general-purpose
(hence 3D) radiometry: Lambert, Bouguer,de Beer, Helmholtz, and others. Wemust
mention in passing the founders of particle transport theory (on which modern RT
is based), Maxwell and Boltzmann, who worked in the earliest years of the atomic
theory of matter when it was still highly controversial. Then come the pioneers of
RT per se (i.e., with the complication of scattering): Schuster, Eddington, Peierls,
and Schwarzschild. They were soon followed by the giants of 1D RT theory: Milne,
Sobolev, Ambartsumian, and Chandrasekhar. The onset of the nuclear age brought
us phenomenal advances in computational transport theory driven by the 3D geom-
etry of weapons and reactors. We should commemorate from this period the bril-
liant contributions by von Neumann, Ulam, Metropolis, Teller, Marshak, Davison,
Vladimirov, Germogenova, and others.
On a parallel track, we can trace the progress of “elementary” radiation-matter
interaction science, deﬁned operationally as what provides RT with its emission,
absorption, and scattering coefﬁcients and terms. This is the bridge between RT and
mainstream optics, drawing on both sides of its celebrated duality between waves
and particles. Here the modern era opens arguably with Leonardo da Vinci’s (1452-
1519) notes on smoke plumes and unfolds with Newton and Huygens. The funda-
mental link between spectroscopy and thermal physics was established by Fraun-
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of early quantum theorists and experimenters to attempt even a partial list that is
meaningful. Because scattering is what makes RT so interesting and challenging,
especially in a 3D setting, we will recall the classic work, still in use, by Rayleigh,
Lorenz, Mie, and Raman.
Computing absorption and/or scattering coefﬁcients and emission terms is one
thing, and deriving the full RTE from ﬁrst principles in optics is another. The difﬁ-
culty hinges on the connecting the radiance ﬁeld that plays a central photon trans-
port theory and the fundamental quantities of scalar or, better still, electro-magnetic
(EM) wave theory. The crux of the matter is the loss of wave theoretical (i.e., ampli-
tude and phase) information in the spatial coarse-graining to scales of a few wave-
lengths where a statistical description of the wave ﬁeld applies. For remarkable ef-
forts to bridge this gap between radiometry and optics, see Ishimaru (1975) who
works from scalar waves and Wolf (1976) who works from vector waves in the
frame of classic or quantum EM theory. In the meantime, the theory of radiative
transfer we are concerned with in this chapter and volume remains a phenomenol-
ogy not rigorously connected to optics per se.
3.1.3 The Genesis of 3D Radiative Transfer (.1980)
We have thus fast-forwarded to the last half of the XXth century and set the stage
for 3D RT as we presently understand it, that is, in application to astrophysical
or geophysical rather than man-made systems; we are also interested in theoreti-
cal studies of abstract media that are based on at least some analytical work on
the 3D RT equation or an approximation thereof. With these selection rules, we
have traced the beginning of 3D RT to Richards’ investigation (Richards, 1956) of
a point-source in a homogeneous scattering slab medium that is ﬁnitely thick, not
in boundary-free 3D space, while Giovanelli and Jefferies (1956) looked at vari-
able sources in more generality. Around the same time, Chandrasekhar (1958) con-
sidered a collimated “pencil-beam” source impinging on a uniform semi-inﬁnite
medium. But Giovanelli’s paper (Giovanelli, 1959) stands out as the earliest study
of 3D variability effects as we still think of them most often: the slab medium is
internally variable and results are compared to the prediction of a standard 1D (in-
ternally uniform) model. During the 60s, the ﬁrst 3D RT papers appeared in the
atmospheric literature per se: Romanova (1968b,a) on the pencil-beam problem in
a uniform medium, Weinman and Swartztrauber (1968) on uniformly illuminated
media with a horizontal sine-wave structure. In the 70s, we continue to see the same
two classes of problem addressed with increasing sophistication. On the one hand,
we have pencil-beams (now readily materialized with laser technology) illuminat-
ing a uniform scattering plane-parallel medium (Romanova, 1971a,b), or the closely
related (essentially adjoint) problem of surface albedo blurring by the interven-
ing atmosphere (Odell and Weinman, 1975; Otterman and Fraser, 1979; Kaufman,
1979). On the other hand, we have uniformly illuminated but internally variable
slabs (van Blerkom, 1971; Avaste and Vainikko, 1973; McKee and Cox, 1974; Ro-
manova,1975;McKee,1976;Aida,1977a,b;Wendling,1977),orsimplynon-plane-
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duini, 1977) or perpendicular parallelepipeds (Davies and Weinman, 1977; Davies,
1978). The methodologies were almost invariably Monte Carlo simulation for nu-
merical results (if any) and either the diffusion or small-angle approximations for
the analytical work (if any). The noteworthy exceptions were (1) Chandrasekhar’s
pencil-beam study in purely scattering media which used neither approximations
nor numerics but established the formal connection between horizontal transport
away from the beam and the problem of an absorbing/scattering medium under uni-
form illumination problem, and (2) Avaste and Vaynikko’s “mean-ﬁeld” theory for a
stochastic binary (cloudy/clear) medium with a random (Poissonian) distribution of
transitions. Two other notable publications were Cannon’s article (Cannon, 1970),
a penetrating analysis of numerical results on line transfer in a 2D medium using a
ﬁnite-difference technique to solve the RT equation (not an approximation), and the
compilation by Mullamaa et al. (1972), a poorly distributed report (even in transla-
tion), where the linear mixture of 1D results that became known as the “independent
pixel/column approximation” (IPA or ICA) was ﬁrst introduced, at least in the for-
mer Soviet Union. This brings us up to Marchuk et al.’s landmark volume on the
Monte Carlo technique (Marchuk et al., 1980). Developments beyond 1980 are bet-
ter covered in the specialized chapters that follow. We will only mention Ronnholm
et al. (1980) who reinvented the important IPA/ICA technique in the Western litera-
ture. The IPA/ICA is used extensively in Chaps. ???, ???, ???, and ???.
3.1.4 Overview
This introductory chapter is organized as follows. In the next section, we review the
basic concepts of radiometry and radiative transfer (RT) that are prerequisite for the
following sections and chapters. Before formulating the radiative transfer equation
(RTE) in Sect. 3.7, we follow a logical but physically backwards ﬂow from detec-
tors (Sect. 3.2) and sinks (Sect. 3.3) to sources (Sect. 3.6), via scattering (Sect. 3.4)
and propagation (Sect. 3.5). Once we have the RTE in hand (Sect. 3.7), we examine
boundary conditions and integral formulations (Sect. 3.8). At that point, numerical
solutions of couple of 3D RT problems are presented, primarily to illustrate less fa-
miliar boundary shapes (non-ﬂat lower boundary and compact cloud shapes). Green
functions, adjoint RT theory and reciprocity are covered in Sect. 3.10. We summa-
rize in Sect. 3.11 and offer our perspective on the future of research into the fun-
damental aspects of RT theory. A compendium of Suggested Reading complements
the usual list of References. At the end of the volume, an Appendix lists in tabular
form the most common notations as well as some useful constants and deﬁnitions.
3.2 Radiometric Quantities
We recall and apply the deﬁnitions of all the important quantities used in radiometry
and RT theory. Ultimately, radiometry is just a theory of light detection in the sense
of photon gathering, just before conversion into electrical current or charge, heat, or
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3.2.1 Flux/Irradiance in a Collimated Beam
The most basic quantity in radiometry is ﬂux, a.k.a. irradiance. It is at once an
observable that can be sampled at any point with the proper equipment and a ﬁeld
that exists everywhere, like gravity. Figure 3.1 shows a simple experiment where a
collimated beam impinges on a detection area ￿A for a certain time interval ￿t. Our
goal is to count the number of light quanta that are detected by crossing the surface,
each carrying energy in the amount of hP￿ (hP is the Planck constant and ￿ the
frequency). If ￿A and ￿t are small enough, this number ￿N is certainly proportional
to the kinetic volume in the ﬁgure; speciﬁcally,
￿N =
￿E
hP￿
/ ￿V = cos￿0￿A £ c￿t (3.1)
where c is the speed of light and ￿0 is the incidence angle of the beam away from
the normal to the small/ﬂat detection surface. The dependencies on ￿A and ￿t are
fully expected while the “cos￿0” factor takes a little more thought (￿A has to be
projected perpendicularly to the beam to get ￿N right). This is known as Lambert’s
cosine law of radiometry and it is in fact a requirement for radiometers to follow
this law which, in practice, is not easy to achieve at large incidence angles.
Some radiometric devices count photons, others respond to radiant energy, so
we allow for both possibilities in (3.1). The proportionality factor in (3.1) is
fcol = lim
￿A;￿t!0
￿N (or ￿E)
cos￿0￿A £ c￿t
, in m¡3 (or J/m3) (3.2)
is thus the density of photons (or radiant energy) in space at the point where ￿N
was obtained. It is a characteristic property of the beam — its strength — as is its
direction of propagation, ￿0 in Fig. 3.1. The other quantities relate the speciﬁcs of
its measurement, either the outcome ￿N (or ￿E) or the controlled parameters ￿A
(aperture) and ￿t (exposure).
A more conventional characterization of beam strength is by its ﬂux (or irradi-
ance) content,
F0 = cfcol, in m¡2s¡1 (or W/m2): (3.3)
The result of the above measurement is thus
￿E
￿t
= F(§)
n (￿0)￿A = cos￿0F0￿A = jn ² ￿0jF0￿A (3.4)
where the subscript n identiﬁes the orientation of the detector and the superscript
(§) the direction from which the beam is coming, speciﬁcally § = sign(n ² ￿). In
the case of Fig. 3.1, the outcome is (¡).
For illustration, we imagine an isotropic point-source of power P (in W) and a
detector at some distance d subtending a solid angle ￿￿ = cos￿￿A=d2; see Fig. 3.2.
The reading of the device is
￿E
￿t
= P
￿￿
4￿
=
P
4￿d2 cos￿￿A: (3.5)76 Davis and Knyazikhin
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Fig.3.1. Flux transfer by an oblique collimated beam.
By comparison with (3.4), we have
F0 =
P
4￿d2: (3.6)
So ﬂux diminishes with distance, as required by the overall conservation of energy
ﬂowing through spheres of any radius d. Strictly speaking, this well-known “1=d2”
decay applies only in absence of absorbing/scattering material; otherwise, it is only
one of several terms as we will see in Sects. 3.3 and 3.8.
Fig.3.2. Flux from a distant point-source transferred through an optical vacuum.
3.2.2 Intensity/Radiance in a Diffuse Light Field
The experiment in Fig. 3.3 is a generalization of that in Fig. 3.1 where exposure
time is now represented by a stop-watch icon rather than by a kinetic volume. Light
is now admitted into ￿V = ￿Acos￿ £ c￿t, but only from a ﬁnite solid angle ￿￿
around ￿. The outcome is now
￿N(￿) =
￿E
hP￿
/ ￿V £ ￿￿ = (￿Acos￿ £ c￿t) £ ￿￿; (3.7)3 A Primer in 3D Radiative Transfer 77
and the relevant diffuse beam property is
fdif = lim
￿V;￿￿!0
￿N (or ￿E)
￿V £ ￿￿
, in m¡3sr¡1 (or J/m3/sr) (3.8)
in comparison with the collimated beam property in (3.2).
dt
q
dA j
n
W W W W
dW W W W
Fig.3.3. Radiance in a diffuse light ﬁeld.
Here again, a more conventional characterization of beam strength uses radiance
or (speciﬁc) intensity
I(￿) = cfdif, in m¡2s¡1sr¡1 (or W/m2/sr) (3.9)
and the associated measurement outcome is
￿E = jn ² ￿jI(￿)￿￿￿A￿t: (3.10)
From this point on, it is important to bear in mind that polarization and wavenumber
ﬁlters may be used in conjunction with radiometers. So the most general description
of the light ﬁeld anywhere in space-time calls for an intensity I dependent on all of
the quantum mechanical parameters of the photon population:
² wavenumber ￿ (or energy E = hP￿);
² direction of travel ￿ (or momentum p = (E=c)￿);
² statistical state of polarization (or spin).
In this volume we will be concerned exclusively with the ﬁrst two and, in this chap-
ter, mostly with the second. The most popular representation of polarization uses
Stokes’ radiance “vector” where I(x;￿) is complemented by three other quantities.
For more details, we refer the interested reader to Chandrasekhar (1960).78 Davis and Knyazikhin
Imagine a diffuse source at a certain distance d from a detector, as illustrated in
Fig. 3.4. The throughput in radiant energy can be evaluated in two different ways:
￿E = Idet(￿)￿Adet cos￿det￿￿det￿t;
￿E = Isrc(￿)￿Asrc cos￿src￿￿src￿t;
respectively from the detector’s and source’s viewpoints, where
￿￿det = ￿Asrc cos￿src=d2;
￿￿src = ￿Adet cos￿det=d2:
This shows that, by deﬁnition, radiance is conserved across optical vacuum,
Idet(￿) = Isrc(￿): (3.11)
Fig.3.4. Conservation of radiance in a beam across an optical vacuum.
We can now revisit the concept of ﬂux from the previous subsection without the
assumption of a collimated beam. Indeed, by comparing (3.10) and (3.4) we can
deﬁne the element of ﬂux
￿F(¡)
n (￿) = jn ² ￿jI(￿)￿￿: (3.12)
At this point, we need an analytical representation of the beam direction ￿ on the
unit sphere ￿. We will use both Cartesian and spherical (pole at ˆ z) coordinates:
￿(￿;’) =
0
@
­x
­y
­z
1
A =
0
@
sin￿cos’
sin￿sin’
cos￿
1
A =
0
@
p
1 ¡ ￿2 cos’ p
1 ¡ ￿2 sin’
￿
1
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for ¡1 · ￿ = cos￿ · 1; 0 · ’ < 2￿. From there, the element of solid angle is
given by
d￿ = d￿d’ = sin￿d￿d’: (3.14)
This enables us to deﬁne the two hemispherical ﬂuxes with respect to an arbitrary
plane at any point in space:
F(§)
n =
Z
§n²￿>0
jn ² ￿jI(￿)d￿: (3.15)
These in turn can be combined algebraically to deﬁne the net ﬂux in any direction:
Fn = F(+)
n ¡ F(¡)
n =
I
￿
(n ² ￿)I(￿)d￿: (3.16)
In classic plane-parallel — often called one-dimensional (1D) — RT, there is only
an interest in vertical ﬂuxes (assuming the slab is horizontal), obtained for n = ˆ z.
In 3D RT, there is also an interest in horizontal ﬂuxes, n = ˆ x;ˆ y.
Consider two extreme situations that we will encounter frequently in the fol-
lowing chapters and where we need to know how to relate radiance/intensity and
irradiance/ﬂux:
² Collimated beam: fdif = fcol￿(￿¡￿0) in (3.8) where fcol was deﬁned in (3.2).
We have
I(￿) = F0￿(￿ ¡ ￿0): (3.17)
² Isotropic (Lambertian) emittance into a hemisphere by a surface element:
I(￿) ´ IL; 8￿ > 0; 8’ 2 [0;2￿). The associated hemispherical ﬂux is there-
fore
FL = ￿IL: (3.18)
There is a popular non-dimensional representation of radiance in solar problems, es-
pecially for satellite imaging analysis, that makes use of both these examples. If the
mono-directional radiance ﬁeld in (3.17) is incident on a scattering medium, then
a ﬁeld of diffusely reﬂected radiance is generated that we will denote ITOA(￿;’),
with ￿ > 0. In atmospheric applications, the uppermost level is colloquially called
the Top-of-Atmosphere (or “TOA”). As we will see further on in our discussion
of “secondary” sources, the albedo of a surface (or of a plane-parallel medium) is
deﬁned as the ratio of outgoing-to-incoming ﬂuxes, measured perpendicular to the
surface (or upper boundary). We now assume that the surface (boundary) is hori-
zontal. Then the incoming ﬂux is ￿0F0, a quantity we will frequently encounter.
We do not necessarily know the out-going ﬂux, a hemispherical integral. In fact,
often we have only one directional sample of the out-going radiance distribution,
say, the nadir radiance (propagating vertically upward) in every pixel of a satellite
image ITOA(￿ = ˆ z). However, with a Lambertian hypothesis, we can use (3.18)80 Davis and Knyazikhin
to predict the ﬂux and, from there, we can deﬁne the apparent albedo of the (gen-
erally composite surface/atmosphere) medium. This is known as the “Bi-directional
Reﬂectance Factor” or
BRF =
￿ITOA(ˆ z)
￿0F0
: (3.19)
Note that the BRF, unlike the original out/in ﬂux-ratio concept, is not bounded be-
tween 0 and 1; notwithstanding, this is often called “TOA reﬂectance” in satellite
remote sensing. Sections 3.6.2 and 3.9 cover reﬂection properties of surfaces and
atmosphere-surface systems in more detail, including angular integrals that are ﬂux
ratios and are between 0 and 1.
3.2.3 Scalar/Actinic and Vector Fluxes
So far, we have illustrated the operational principles of radiometric measurement
using radiance I(x;￿) which will generally depend on both position x and direction
￿. Other quantities can be deﬁned by integration over direction-space. There are
both theoretical and practical reasons for doing this.
We start with the actinic (a.k.a. scalar) ﬂux
J(x) =
I
4￿
I(x;￿)d￿ (3.20)
which can be related to photon (or radiant energy) density. We already encountered
a photon density in (3.2) but here it is understood, as usual, irrespective of direction
of travel:
U(x) = J(x)=c, in m¡3 (or J/m3): (3.21)
Next in the hierarchy, we have the vector ﬂux
F(x) =
I
4￿
￿I(x;￿)d￿ =
0
@
Fx
Fy
Fz
1
A (3.22)
where Fx = Fˆ x, etc. This vector ﬁeld tells us about the mean ﬂow of radiation
in space. It can be used to compute the outcome of the radiometric measurements
described in (3.16). Speciﬁcally, we have
Fn(x) = n ² F(x): (3.23)
In essence, J(x) and F(x) represent respectively the monopolar/isotropic (0th-
order) and dipolar (1st-order) components of the radiance ﬁeld I(x;￿) in spherical-
harmonic expansion. So there are higher-order terms that add more and more angu-
lar details; they will be used extensively in the following chapter. Only the 2nd-order
term has a special name through its connection with the radiation pressure tensor,
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3.3 Sinks
We consider all the important mechanisms for removal of photons from a population
of interest. In an inward zoom, we go from boundaries to bulk, to a point. We then
consider detailed processes unfolding along a beam. At that point, we have a closer
look at what is going on inside the elementary kinetic volume.
3.3.1 Boundary Losses
Consider some large region M (cf. Fig. 3.5). We can compute the energy budget
in steady state from the radiance ﬁeld at its boundary denoted (as in mathematical
topology) by @M. To that effect, we use integrals over the resulting elements of ﬂux:
￿E
￿t
¯
¯ ¯
¯
out(+)=in(¡)
=
I
x2@M
dS(x)
Z
§n(x)²￿>0
jn(x) ² ￿jI(x;￿)d￿ ¸ 0 (3.24)
where dS(x) is an element of the boundary of the region.
From (3.24) and various deﬁnitions, the net radiative budget for region M is
￿E
￿t
¯ ¯
¯ ¯
in
¡
￿E
￿t
¯ ¯
¯ ¯
out
= ¡
I
x2@M
dS(x)
I
4￿
n(x) ² ￿I(x;￿)d￿
= ¡
I
x2@M
F(x) ² n(x)dS(x) =
Z
M
(¡r ² F)dx (3.25)
where the last step used the divergence theorem for the vector ﬁeld F(x). If there is
neithersourcesnorsinksinsideM,theresultof(3.25)willclearlybenull.SinceMis
an arbitrary volume, this establishes that radiation ﬂows are irrotational (divergence-
free) in conservative optical media. In other words, ﬂux lines start and end at the
boundaries where the sources as well as the sinks are to be found.
We now assume are in the case with internal sources only, i.e., ￿Ein=￿t = 0 and
￿Eout=￿t > 0. For instance, think of the Sun or a planet in the thermal part of the
electro-magnetic (EM) spectrum. Then, for all practical purposes, the boundary @M
is absorbing the energy produced in the bulk of M, none is entering from the bound-
aries, hence the notion of “absorbing” boundary conditions introduced in Sect. 3.8
below.
3.3.2 Bulk Losses
We return again to Fig. 3.5, this time in the absence of sources in the bulk of M (so
they must all be accounted for with ￿Ein=￿t). We can estimate the total absorptance
in the region, namely,
A = 1 ¡
￿Eout=￿t
￿Ein=￿t
=
¡
R
M r ² Fdx
￿Ein=￿t
¸ 0: (3.26)82 Davis and Knyazikhin
Fig.3.5. Steady-state radiative energy budget of a macroscopic region.
The inequality is certainly true in the shortwave (solar) spectrum where the source
is at the upper boundary of the medium. So the net effect of the Sun is always a
heating of the atmosphere/surface system. How much and where this heating occurs
is discussed in more detail in Chap. ??? but it is fair to say that the effect of clouds
is far from well-understood, and this is at least partially due to 3D RT effects in the
observations as well as in the radiation physics.
By contrast, in the long-wave (thermal infrared) spectrum, the sources are inter-
nal so the sign of (3.26) can go either way depending on the wavelength, the region
of interest, and overall (vertical and horizontal) atmospheric structure. Chapter ???
will provide some insight into this important 3D RT problem. The net effect, which
has to balance solar heating in the climate system, is of course a cooling.
3.3.3 Local Loss
The simplest description of matter-radiation interaction is photon depletion when a
narrow beam crosses an optical medium, cf. Fig. 3.6 with the “¡” sign representing
a net loss (we assume ￿I ¸ 0). Noting that the surface used in Sect. 3.3.1 is in
fact quite general, we have basically expressed here the ﬂux-divergence theorem in
(3.25) for an “elementary” volume inside the medium. Along the horizontal cylinder
the net transport is 0; to the left, there is an in-ﬂux; to the right, an out-ﬂux. So the
divergence integral is simply the difference from left to right.
Operationally, we have
￿I / I £ ￿s (3.27)
and the proportionality constant, deﬁned as
￿ = lim
￿s!0
￿I=I
￿s
, in m¡1; (3.28)3 A Primer in 3D Radiative Transfer 83
is the extinction coefﬁcient or simply “extinction.” This inherent optical property of
matter is non-negative (except in laser cavities, and other situations where stimu-
lated emission dominates the underlying quantum physics).
Much of 3D RT is predicated on ￿’s propensity to vary with position x in the
atmosphere.Verticalvariabilityof￿isagivenbecauseofitsstronglystratiﬁedstruc-
ture and of course solar and thermal sources as well as sinks are unevenly distributed
vertically. So atmospheric RT is generally considered to become 3D when ￿ varies
in one (or both) horizontal direction(s). In this case, ￿ is often left uniform in the
vertical, but sources and/or boundaries will still drive vertical gradients in radiance.
There are notable exceptions to this rule since horizontal variability in radiance can
be excited in a uniform atmosphere by non-uniform illumination (cf. “off-beam”
lidar techniques in active cloud remote sensing) or non-uniform surface albedo (cf.
pixel “adjacency” effects mediated by aerosol particulates in passive solar remote
sensing). Non-ﬂat terrain, even without an overlaying atmosphere, is also 3D RT
problem attracting considerable attention.
Time-dependence of ￿ is never a concern here because the time for photons to
propagate through the system (tens of ￿s at most) is short by comparison to the turn-
over time in any atmospheric dynamics. More importantly, ￿ can depend on photon
state variables: frequency ￿, direction ￿, and polarization. In this volume, we will
account fully for the former, touch on the second (in Chap. ???), and neglect the
latter completely.
I
W W W W
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Fig.3.6. Accounting for sources and sinks of radiance in a beam interacting with matter over
a short distance.
3.3.4 Loss Along a Beam
The calculus problem in (3.28), namely,
dI=I = dlnI = ¡￿(x)ds; (3.29)
is easily solved.84 Davis and Knyazikhin
First deﬁne optical distance as the running integral of ￿ along the given beam
direction ￿0 from some given starting point x0:
¿(d;x0;￿0) =
d Z
0
￿(x0 + ￿0s)ds: (3.30)
To address the problem of cumulative extinction, we will consider fx0;￿0g to be
ﬁxed parameters. When it is not convenient to put them in sub-indices, we will
separate parameters from the independent variables, in this case d, by a semi-colon.
An alternative notation for optical distance emphasizes only the starting and ending
points:
¿(x0;x) =
1 Z
0
￿(￿x0 + (1 ¡ ￿)x)d￿: (3.31)
One can easily go from one notation to the other using ¿(x0;x) = ¿(d;x0;￿0)
where d = jjx ¡ x0jj and ￿0 = (x ¡ x0)=d.
The solution of the ordinary differential equation (ODE) in (3.29) is therefore
I(d;x0;￿0) = I(0;x0;￿0)exp[¡¿(d;x0;￿0)]: (3.32)
This is the exponential law of direct transmission with respect to optical distance.
Consider a uniform medium where optical distance is simply
¿(d;x0;￿0) = ￿d; 8x0;￿0; (3.33)
thus
I(d) = I0 exp[¡￿d]: (3.34)
This is Beer’s law of exponential transmission with respect to physical distance,
sometimes called the Lambert-Bouguer-Beer law to be more accurate historically.
It is obviously of more limited applicability than (3.32).
For future reference, we will deﬁne a general notation for direct transmission
between two arbitrary points x0 and x:
Tdir(x0 ! x) = exp[¡¿(x0;x)]: (3.35)
The arrow is used in the notation for the argument of Tdir to emphasize causality: the
photonswereatx0 beforegoingtox.Thisisnottobeinterpretedasadependenceon
the direction of propagation which would violate reciprocity in a fundamental way.
Even in vegetation canopies (cf. Chap. ???) where extinction depends on direction,
we have ￿(x;￿) = ￿(x;¡￿). So it is understood that Tdir(x0 ! x) = Tdir(x !
x0) since ¿(x0;x) = ¿(x;x0).
Optical distance across a medium is called optical “thickness” and sometimes
(less correctly) optical “depth” (which should vary with z, normally away for a
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deﬁnition, considerable optical thickness. Equivalently, the amount of directly trans-
mitted or “uncollided” light predicted in (3.35) with positions on either side of the
medium will be somewhere between small and negligible. For an empirical investi-
gation of how optically thick this means, from a human observer’s perspective, we
refer to Bohren et al. (1995).
3.3.5 A Look Inside the Elementary Kinetic Volume
Extinction Mechanism. We now study the detailed mechanism of extinction il-
lustrated schematically in Fig. 3.7. This is about a population of streaming photons
colliding with a static population of massive particles. Here, “static” is with respect
to the speed of light of course, while “massive” is in comparison with photon mass-
equivalent energy hP￿=c2 where hP￿ is at the most an eV or so in energy units for
solar problems. This is important because, otherwise, efﬁcient momentum transfer
between radiation and matter would make the collision cross-sections dependent on
the light ﬁeld and the whole RT problem becomes patently nonlinear. 1 In all at-
mospheric applications, the smallest particles are diatomic molecules with already
many MeV of mass in energy-equivalent units. So all we have to do is estimate the
number of particles in the sample volume ￿A £ ￿r in Fig. 3.7: ￿N = n￿A￿r where
n is the ambient particle density. Multiplying this by the (mean) cross-section s
and dividing by ￿A yields the element of probability for an interaction which, by
deﬁnition (3.28), is ￿￿r, and should be small. We thus ﬁnd
￿ = s £ n: (3.36)
In this sense, extinction is the interaction cross-section per unit of volume, equiva-
lently, the probability of collision per unit of length.
For cloud droplets, density n as well as the mean cross-section s are highly
variable in space — 3D RT oblige! — and in time. This variability notwithstanding,
it is good to have some typical numbers in mind. The density of (activated) cloud
condensation nuclei or “CCN” is often quoted as hundreds to thousands per cm3 in
marine and continental air-masses respectively, so we can use that as an estimate of
droplet concentration. At VIS/NIR wavelengths, we have
s ¼ 2￿hr2i (3.37)
where r is the droplet radius and h¢i denotes an average carried over the distribution
of droplet radii. The factor of 2 is the asymptotic value of the “efﬁciency factor”
in Lorenz-Mie theory for scattering dielectric spheres that are much larger than the
wavelength (cf. Sect. 3.4.4).
1 The RT equation can become nonlinear in other ways than by momentum transfer. The
quantized energy levels of absorbing atoms or molecules can depend on the photon popu-
lation in non-LTE situations. This happens frequently in tenuous astrophysical media and
in photochemically active regions of the atmosphere.86 Davis and Knyazikhin
If we are to make an equivalent monodisperse assumption for the droplets, the
best is to use the “effective” droplet radius
re =
hr3i
hr2i
: (3.38)
In terrestrial liquid water clouds, re is ¼ 10￿m, give or take a factor of 2 or so.
This puts the extinction coefﬁcient ￿ in (3.36) for clouds in a range from almost nil
(aerosol levels) to 1/10 or even 1 m¡1.
An independent way of estimating this range is to use the observed optical
depths of cloud layers to obtain a vertically-averaged ￿. Optical depth is simply
optical distance ¿ measured vertically from cloud bottom to cloud top and it ranges
from somewhat less than 10 to several 100 in the bulk of the cloud. This is for phys-
ical thickness h, equated with d in (3.33). Again excluding cloud edges, we can take
h in the range from a few hundred meters to a couple of km. The lower end for h
gives us back our upper limit for ￿ and we anticipate of course less for an average,
say ¿=h = 25=0:5 = 50 km¡1 = 0:05 m¡1.
Fig.3.7. Mechanism of optical extinction by a dilute medium of scattering/absorbing parti-
cles. (a) Geometrical parameters of the kinetic volume. (b) What the volume looks like to the
incoming photon beam.
Absorption vs. Scattering. Upon collision with an atmospheric particle, a photon
can be either absorbed or scattered. In both cases, it is a loss for the beam; in the
latter case, it becomes a source for another beam (cf. Sect. 3.4). So the extinction
cross-section (per particle) has to be broken down into its scattering and absorption
components, s = ss + sa, and similarly for the extinction coefﬁcient in (3.36):
￿ = ￿s + ￿a: (3.39)
Theconventionalrepresentationofthisbreakdownusesthesingle-scatteringalbedo:
$0 = ￿s=￿ · 1; (3.40)
and single-scattering co-albedo,
1 ¡ $0 = ￿a=￿: (3.41)3 A Primer in 3D Radiative Transfer 87
It is noteworthy that in nuclear reactor theory, the counterpart of $0 describes the
mean number of neutrons produced after collision with a nucleus and is typically
larger than unity, and that is precisely what makes sustained chain reactions possi-
ble. So in this context ￿a can be formally negative (anti-absorption).
In atmospheric RT, scattering and absorption can be traced to both gaseous con-
stituents (i.e., molecules) and particulates (i.e., aerosol and cloud droplets). All co-
efﬁcients depend on wavelength ￿. The spectral features of gases tend to vary faster
with ￿, especially for absorption. This is discussed, as needed, in various parts of
this volume.
3.4 Scattering
Scattering is the process that makes 3D RT such a challenge because photon trans-
port through a scattering medium is fundamentally nonlocal, as will be shown in
Sect. 3.8. We describe here the basic concepts and popular models for photon scat-
tering. When we get to our brief survey of physical theories of light-particle interac-
tion, it will become clear that we can not treat absorption and scattering separately.
So, although the new quantity introduced here is the phase function, we will revisit
the partition of extinction ￿ into ￿s and ￿a.
3.4.1 The (Poorly-Named) Scattering Phase Function
Figure 3.8 illustrates the redistribution of radiant energy between different beams
through scattering. Our goal is to estimate the element of scattered ﬂux ￿Fs. It is
surely proportional to the small solid angle into which the scattering occurs ￿￿ and
to the small loss of ﬂux ￿F0 incurred when the incoming photons cross the sample
volume (conditional to scattering rather than absorption); the latter term is equal to
the scattering coefﬁcient times the small length ￿s. In summary, we have
￿Fs / ￿F0 £ ￿￿ = F0￿s￿s £ ￿￿: (3.42)
We deﬁne the scattering phase function as
p(x;￿0 ! ￿) = lim
￿F0;￿￿!0
￿Fs
￿F0 £ ￿￿
, in sr¡1: (3.43)
The explicit notation tells us that this property will generally depend on position x.
Using the above deﬁnitions, the integral of p(x;￿0 ! ￿) over all ﬁnal directions
￿ will be unity (since the sum of all the ￿Fs in Fig. 3.8 has to equal ￿F0). 2 As a
ﬁrst example, we take everywhere isotropic scattering:
p(x;￿0 ! ￿) ´ 1=4￿: (3.44)
2 It is important to note that there is another popular normalization convention for the phase
function, often denoted P(¢) for that matter; even in this volume both conventions and
notations are used. The phase function’s integral is then equated to 4￿; in this case, it is a
non-dimensional quantity and d￿ is always divided by 4￿ wherever P(¢) is used.88 Davis and Knyazikhin
Fig.3.8. Schematic of scattered ﬂux and radiance.
More general formulations include changes in polarization and wavenumber me-
diated by scattering. In the former case, one needs a phase matrix; in the latter
case, one talks about inelastic scattering since photon energy is changed (and con-
sequently the energy of the scattering entity too, by an equal amount in the opposite
direction).
We note in passing that these so-called “phase functions” and “phase matri-
ces” have very little to do with “phases” in the wave (or coherent) optics sense of
the word since here energies are added and subtracted, not the complex amplitudes
used in EM as well as scalar-wave theory. In this respect, we recall that all of RT
theory is entirely about incoherent optics while (coherent) wave theory contributes
at most scattering and absorption cross-sections, one particle at a time. The origin
of the “phase function” terminology in fact goes back to early lunar and planetary
astronomy were the “phase angle” is deﬁned, following the deﬂection of the light
rays, as the angle between the axis going from the Sun to the celestial body of inter-
est and the line between the celestial body and Earth. It is therefore the equivalent
of the scattering angle ￿s = cos¡1(￿0 ² ￿): In the course of the Moon’s monthly
“phases,” it varies from 0 at new Moon (in a solar eclipse conﬁguration if exactly
0) to ￿ at full Moon (in a lunar eclipse conﬁguration if exactly ￿). The astronomi-
cal phase function’s purpose is simply to capture the dependence of total planetary
brightness (hence photometry) not explained by celestial mechanics, i.e., relative
distances. For a given body (hence radius), phase angle is the dominant term but
albedo, and the regional variability thereof, also matter.
As for extinction, we can have a closer look at the mechanics of scattering at the
individual collision level. To isolate the inherent property of the scattering medium,3 A Primer in 3D Radiative Transfer 89
we compute
lim
￿s;￿￿!0
￿Fs=F0
￿s £ ￿￿
= ￿s(x)p(x;￿0 ! ￿) = n(x) £
dss
d￿
(x;￿0 ! ￿) (3.45)
where the last expression is obtained by straightforward generalization of (3.36)
to differential cross-sections, again averaged over the population of particles in the
sample volume sorted by size and/or type.
By energy (ﬂux) conservation, we have
I
4￿
p(x;￿0 ! ￿)d￿ ´ 1; 8￿; (3.46)
and for any x where scattering occurs. By reciprocity (cf. Sect. 3.10.3), we have
p(x;¡￿ ! ¡￿0) = p(x;￿0 ! ￿), hence
I
4￿
p(x;￿0 ! ￿)d￿0 ´ 1; 8￿0; (3.47)
and for any x. In the remainder of this section, we will assume the spatial variability
the phase function is implicit, and drop x from its arguments.
3.4.2 Phase Functions with Axial Symmetry
In most atmospheric applications (ice clouds being a notable exception), it is reason-
able to assume that scattering is axi-symmetric around the incoming beam. Mathe-
matically,
p(￿0 ! ￿) ´ p(￿0 ² ￿) = p(￿s): (3.48)
where the scattering angle ￿s is given by ￿s = cos￿s = ￿0 ² ￿.
This enables an expansion of the phase function in spherical harmonics without
the complication of azimuthal terms:
p(￿s) =
µ
1
4￿
¶X
l¸0
!lPl(￿s); (3.49)
where the coefﬁcient is often factored as !l = (2l + 1)´l. These coefﬁcients can be
computed from
´l =
!l
2l + 1
= 2￿
+1 Z
¡1
Pl(￿s)p(￿s)d￿s: (3.50)
The orthogonality relation of the Legendre polynomials is used here, that is,
+1 Z
¡1
Pn(x)Pn0(x)dx =
￿nn0
n + 1=2
(3.51)90 Davis and Knyazikhin
where ￿nn0 is the Kronecker symbol (= 1 if n = n0, = 0 otherwise). Speciﬁc val-
ues of the polynomials can be obtained efﬁciently by recursion, but their analytical
expressions are best derived from the generating function
￿(x;z) =
X
n¸0
Pn(x)zn = (1 ¡ 2xz + z2)¡1=2 (3.52)
for any z inside the unit circle of the complex plane. Using
Pn(x) =
1
n!
µ
@
@z
¶n
￿(x;z)
¯
¯ ¯
¯
z=0
; (3.53)
we ﬁnd
P0(x) = 1;
P1(x) = x; (3.54)
P2(x) = (3x2 ¡ 1)=2;
and so on.
We have ´0 = !0 = 1 by conservation for any phase function, and the only
non-vanishing coefﬁcient for isotropic scattering in (3.44) and (3.49). Also of con-
siderable interest is
g = ´1 =
!1
3
= 2￿
+1 Z
¡1
￿sp(￿s)d￿s; (3.55)
the asymmetry factor, or mean cosine of the scattering angle. This correctly presents
the phase function as a probability density function (PDF) in angle space. Any de-
viation of the phase function from isotropy corresponds to a directional correlation
between incident and scattered photons.
We will be introducing several kinds of averages in upcoming sections and chap-
ters. So those that concern photon scattering and propagation events deserve a spe-
cial notation, which we borrow from the probability literature: E(¢) which stands for
(mathematical) expectation of the random variable in the argument. Thus, we can
recast the asymmetry factor in (3.55) as
g = E(￿0 ² ￿) =
I
4￿
￿0 ² ￿dP(￿j￿0) (3.56)
where dPr(￿j￿0) = p(￿0²￿)d￿. The “j” in a PDF separates the random variable
from the given (ﬁxed) quantities.
3.4.3 Henyey–Greenstein Models
The most popular 1-parameter model for single-scattering in atmospheric radiation
and elsewhere is by far the Henyey–Greenstein (HG) phase function
pHG(g;￿s) =
µ
1
4￿
¶
1 ¡ g2
(1 + g2 ¡ 2g￿s)3=2 (3.57)3 A Primer in 3D Radiative Transfer 91
which, like the expression “phase function” itself, comes to us from astronomy. It
was indeed proposed ﬁrst by Henyey and Greenstein (1941) to model scattering by
interstellar dust, i.e., the stellar astronomer’s counterpart of aerosol as a nuisance
in surface remote sensing in the solar spectrum. Interstellar dust grains also have
in common with aerosol huge spatial variability in quantity and in quality. As for
the aerosol, they cause trouble for one kind of observation but have inherent interest
in other studies: aerosol matters in climate, cloud physics and pollution; interstellar
dust matters in life-cycles of stars and planets.
In spherical harmonics, (3.57) yields
´l = gl: (3.58)
Indeed, 4￿pHG(z;x) is identical to
P
n¸0(2n + 1)Pn(x)zn = 2@￿(x;z)=@z +
￿(x;z) from (3.52); the above coefﬁcients then follow by comparison with (3.49).
A related 3-parameter model is the double Henyey–Greenstein (DHG) phase
function
pDHG(gf;gb;f;￿s) = f £ pHG(gf;￿s) + (1 ¡ f) £ pHG(¡gb;￿s): (3.59)
We have g = fgf¡(1¡f)gb, and so on (for higher-order spherical harmonics). Two
other constraints beyond this expression for g can be invoked to uniquely determine
all three parameters.
3.4.4 Physical Theories for Scattering and Absorption
The above HG phase functions are convenient models but they have no physical
basis. More accurate computations of scattering properties from ﬁrst (EM or other)
principles yield Rayleigh and, for spherical particles, Lorenz-Mie phase functions.
However, not all optically important particles in the atmosphere are tiny nor spher-
ical, far from it. Scattering and absorption of course come together in a physically
correct theory at the single particle level, basically they come as direct consequences
of the existence of interfaces with a discontinuity in the complex index of refraction
m, which generally has real (6= 1) and imaginary (¸ 0) parts.
Rayleigh Scattering by Molecules. Rayleigh scattering can be computed using
the classic theory of equilibrium thermodynamical ﬂuctuations in molecular density
around the mean n, semi-classical or pure quantum mechanics. It leads to the cross-
section (per molecule)
sRay(￿) =
24￿3
n2￿4
µ
m2 ¡ 1
m2 + 2
¶2 µ
6 + 3￿
6 ¡ 7￿
¶
(3.60)
where ￿ is the wavelength, m is the index of refraction of dry air at STP, and ￿ is
its depolarization ratio, a weakly ￿-dependent term accounting for the anisotropy of
(tri-atomic) air molecules. At solar wavelengths, ￿ can be set to ¼ 0:031. We also
have m ¡ 1 ¼ 2:78110¡4 + 5:6710¡3=￿2, where ￿ is expressed in ￿m.92 Davis and Knyazikhin
Toaﬁrstapproximation,scatteringbyclearairisisotropic.However,anaccurate
calculation of Rayleigh differential cross-section leads to
pRay(￿s) =
3
16￿
(1 + ￿2
s): (3.61)
Equivalently, we have ´0 = 1 and ´2 = 1=10 with all other Legendre coefﬁcients in
(3.49) vanishing.
Lorenz-Mie Scattering by Cloud Droplets. Being too small (by deﬁnition) for
their shapes to be affected by gravity and/or hydrodynamic ﬂow around them, cloud
water droplets are almost perfectly spherical. This means that Lorenz-Mie theory
can accurately describe their absorption and scattering properties. The conventional
representation of Lorenz-Mie extinction (total) and scattering cross-sections in the
monodisperse case are
se;s(￿;r) = Qe;s(m￿;2￿r=￿) £ ￿r2 (3.62)
where r is the droplet radius, and 2￿r=￿ is known as the “size parameter.” The non-
dimensional functions Qe;s(x) are efﬁciency factors that also depend on wavelength
through changes in the index of the real and imaginary parts of the refraction index
of water m￿. Absorption cross-section is obtained from sa = se¡ss. A representa-
tion similar to (3.62) exists for the differential cross-section for scattering dss=d￿
used to compute the phase function in (3.45).
For large 2￿r=￿ and no absorption, Qe ¼ Qs approaches 2. Recalling that
dropletradiirangefromafew￿mtoafewtensof￿m,thisisnotabadapproximation
at non-absorbing wavelengths in the VIS/NIR spectrum. Cross-sections of scatter-
ing/absorbing spheres are complemented by empirical representations of polydis-
perse droplet populations dN(r)=dr, given typically in cm¡3￿m¡1, to yield usable
extinction-, scattering- and absorption coefﬁcients:
￿s;a(￿) = ￿n
rmax Z
rmin
r2Qs;a(m￿;2￿r=￿)dPr(r); (3.63)
where (total) droplet density n is the integral of dN(r)=dr over all possible r values
and dPr(r) = (dN(r)=dr)£dr=n. In the approximation where Qe = Qs ¼ 2, we
have
￿ = ￿s ¼ 2￿
­
r2®
n; (3.64)
as was already used in (3.37). Similar averaging over dss=d￿ yields the Lorenz-
Mie scattering phase function pMie(￿s) which the underlying EM theory naturally
produces in terms of spherical harmonics.
Figure 3.9 shows, on the one hand, the natural outcome of Lorenz-Mie theory
(values of the Legendre coefﬁcients) in panel (a) and, on the other hand, the recon-
struction of the phase function in angle space in panel (b). The droplet population is3 A Primer in 3D Radiative Transfer 93
the “C1” standard (Deirmendjian, 1969) and the wavelength is 1.064￿m. We note
the relatively slow decay in Legendre coefﬁcients. We also note the strong forward
peak caused by diffraction; its width (in radians) is inversely proportional to the size
parameter. In contrast with this inherently scalar or EM wave phenomenon, we also
see a peak at the “rainbow” deﬂection angle that, for the most part, is explained by
geometrical optics with one total internal reﬂection inside the droplet.
Fig.3.9. Rayleigh (molecular) phase function and Lorenz- (cloud droplet) phase function
with Henyey-Greenstein approximations. (a)Legendre coefﬁcients in the !l = (2l + 1)´l
representation that multiply the Pl(￿s) 2 [¡1;+1]. (b) Angular values. Notice the variation
over 3+ orders-of-magnitude for the C1 phase function. As the scattering angle increases,
we see: (1) the strong forward-scattering peak caused by diffraction at ￿s . 1=10 rad and
readily observed in the “silver lining” phenomenon; (2) the maximum causing the rainbow
phenomenon at ￿s ¼ 140deg; and (3) the backscattering peak responsible for the “glory”
effect at ￿s close to 180deg, the anti-solar direction.94 Davis and Knyazikhin
We have also plotted in Fig. 3.9 two approximations using the simple- and dou-
ble HG models from (3.57) and (3.59) respectively. In the former case, we just set
g = 0:848. In the later case, we can match the 2nd- and 3rd-order Legendre co-
efﬁcients too; this leads to gf = 0:879, gb = 0:9835, and f = 0:983, with the
result in Fig. 3.9b that the backscatter peak at ￿s = ￿ is captured on a relative scale.
Alternatively, we can ﬁt the height and position of the maximum in !l; this leads
to gf = 0:977, gb = ¡0:625, and f = 0:633, with the result in Fig. 3.9b that the
diffraction peak at ￿s = 0 is better reproduced by adding two forward H-Gs. There
are of course other possibilities.
Scattering and Absorption by Non-Spherical Particles. Not all clouds are made
of liquid droplets. Cirrus and mixed-phase clouds contain ice-particles with a myr-
iad shapes. Some crystals inherit very regular geometry from the 6-fold symmetry
induced by the hydrogen bond in ice; others are extremely random, and everything
in between has been observed. It sufﬁces to state here that scattering properties, es-
pecially phase functions, of distributions of large non-spherical particles are quali-
tatively different from Lorenz-Mie theoretical predictions using “equivalent sphere”
assumptions. In the range of (very large) size-parameters relevant to solar and even
to large extent thermal atmospheric RT, geometric optics has been used quite suc-
cessfully to predict scattering properties of non-spherical particles (Liou, 2002). The
volume by Mishchenko et al. (2000) is a recent and comprehensive source of infor-
mation on single-scattering theory for non-spherical particles, ice crystals or other.
In the lower troposphere, aerosol particles play an important role in its optics
and radiation budget. So do particulates injected by large volcanic eruptions into
the swift circulations in the stratosphere. Because of its role in the microphysics
and life-cycle of clouds, the climate community has developed a renewed interest
in the anthropogenic component of the aerosol. In some regions/seasons, it is by far
the dominant one with dramatic consequences on air quality as well as global and
local climate (Ramanathan et al., 2002). Among man-made aerosol, black carbon
is highly absorbing, hence very important for the solar radiation budget and how
it is partitioned between the atmosphere and the surface. Black-carbon particles
have notoriously convoluted shapes, best modeled as randomly aggregated fractal
objects over a wide range of scales that includes the wavelength (at least in the
early phases of the particle’s life). Because these particles could dominate in nuclear
winter scenarios, their scattering and absorption properties were computed quite a
while ago by Berry and Percival (1986).
3.5 Propagation
We presented scattering as a random choice of new direction of propagation for the
photon. After emission and between collisions (resulting in either a scattering or a
ﬁnal absorption) or escape, there is also an inherent randomness in photon prop-
agation. We deﬁne here a few statistical quantities needed to characterize photon
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3.5.1 Photon Free-Path Distributions
From (3.32), but dropping the “0” subscripts for simplicity, we can derive direct
transmission
Tdir(s;x;￿) = exp[¡¿(s;x;￿)] = Prfstep ¸ sjx;￿g (3.65)
by taking the ratio Iout=Iin = I(¢;s)=I(¢;0). This is the probability a photon does
not suffer any kind of collision in an experiment over the ﬁxed distance s, starting
at x in direction ￿. Now think of the photon’s free path or “step” to its next colli-
sion. As expressed above, Tdir(s;x;￿) is the probability that this random variable
exceeds s. So, thinking now of s as the random step length, its PDF is deﬁned by
p(sjx;￿)ds = dP(sjx;￿) = Prfs · step < s + dsjx;￿g: (3.66)
Using (3.65) and (3.30), this leads to
p(sjx;￿) =
µ
d
ds
¶
P(sjx;￿) = ￿(x + ￿s)exp[¡¿(s;x;￿)]: (3.67)
The above notation p(¢) is not to be confused with the phase functions introduced in
Sect. 3.4.1 above for volume scattering and Sect. 3.6.2 below for surface scattering
(reﬂection). We note however that both free-path distributions and phase functions
are PDFs that play closely interlaced roles in the photon transport process: here we
move (propagate) photons to a new position while phase functions move them into
a new direction (of propagation).
Consider the case of uniform extinction ￿, the only quantity required in the prob-
lem at hand. The resulting free-path distribution is given by
p(sj￿) = ￿e¡￿s; (3.68)
as follows directly from (3.67), or using Beer’s exponential transmission law in
(3.34).
3.5.2 Mean-Free-Path
A fundamental quantity in transport theory (for light quanta or any other type of
particle) is the mean free path or “MFP”
`(x;￿) = E(sjx;￿) =
1 Z
0
sdP(sjx;￿) (3.69)
which, as indicated, will generally depend on the pair fx;￿g in the 3D case. Re-
considering the uniform-￿ case in (3.68), we ﬁnd
`(￿) = E(s) = 1=￿: (3.70)96 Davis and Knyazikhin
So there is such a thing as the mean free path in homogeneous media, but not in 3D
media. One can talk about 1=￿(x) as a local MFP in 3D media. However, at a given
x it will only occasionally coincide with `(x;￿) in (3.69) for certain choices of ￿.
We prefer to call this a 3D ﬁeld of pseudo-MFP values. By averaging (3.69) over
fx;￿g, on can deﬁne the mean mean free path, which is necessarily larger than the
inverse of the mean extinction (e.g., Davis and Marshak, 2003).
Equation (3.70) provides us with a more descriptive interpretation of optical
distance, at least for homogeneous media, as given in (3.33):
¿ = ￿d = d=`; (3.71)
is just physical distance d in units of MFPs. When d is equated with h, the thickness
of(i.e.,distanceacross)themedia,wearelookingattheratioofthetwofundamental
scales in the RT problem. The solution of the problem will clearly reﬂect a different
ﬂavor of transport physics depending on whether ¿ is smaller or ¿ is larger than
unity:
² if ¿ ¿ 1, photons will tend to “stream” (move ballistically along straight lines);
² if ¿ À 1, photons will tend to “diffuse” (move along convoluted paths akin to
random walks).
In 3D RT problems, there are regions where optical thickness is large and others
where it is small, at least on a relative scale. Davis and Marshak (2001) show that
this sets up horizontal ﬂuxes in predictable patterns they recognize as “channeling”
events (Cannon, 1970).
3.5.3 Other Moments of the Free-Path Distribution
Higher-order moments of the free-path distribution are also of interest:
E(sqjx;￿) =
1 Z
0
sqdP(sjx;￿): (3.72)
Free-path moments of arbitrary order q > ¡1 can be computed from the exponential
distribution in (3.68) for homogeneous media, and we ﬁnd
E(sq) = ￿(q + 1)=￿q = ￿(q + 1)`(￿)q (3.73)
where ￿(¢) is Euler’s Gamma function:
￿(x) =
1 Z
0
tx¡1e¡tdt: (3.74)
Recall that, for integer values, ￿(n + 1) = n!; n ¸ 0. So, in particular, the
root-mean-square (RMS) free-path is
p
E(s2) =
p
2=￿ =
p
2 E(s): (3.75)3 A Primer in 3D Radiative Transfer 97
It is larger than the MFP in (3.70), as required by Schwartz’s inequality. Free-path
variance D(s) = E(s2) ¡ E(s)2 is therefore equal to E(s)2, a characteristic of the
exponential distribution. Davis and Marshak (2003) show that E(sq) > E(s)q in
general 3D media for any q > 1, implying that free-path distributions are always
wider than the exponential one based on the MFP.
3.6 Sources
In this section, we introduce explicitly the dependence of all radiative quantities
and most optical properties on wavelength ￿ or wavenumber ￿ = 1=￿ (adopting
spectroscopic usage) that has been implicit so far. Even if nothing else does, source
terms will drive this dependence in atmospheric applications. A wide variety of
sources are found in the bulk of optical media as well as on their boundaries. We
call these primary sources. Furthermore, volume scattering and surface reﬂection
are at once sinks and sources, depending on which beam one is talking about. We
will call these secondary sources.
3.6.1 Volume Sources
General Deﬁnition. We return to Fig. 3.6 used already to deﬁne the extinction of
I with no strict need for an incoming beam this time (i.e., I = 0 is a possibility);
we focus however on the “+” sign in the exiting radiance. This describes a situation
where photons are generated inside the sample volume, thus adding
￿I￿ / ￿s (3.76)
to the existing population, if any. As usual, the proportionality constant has a name
and an important role in RT theory. Deﬁne
Q￿(x;￿) = lim
￿s!0
￿I￿
￿s
, in m¡3s¡1sr¡1(cm¡1)¡1 (or W/m3/sr/cm¡1) (3.77)
as the (volume) source term. 3 Two contrasting and important examples follow.
Solar Photon Injection. Rather than “incoming” at the upper boundary, we can
use what we have learned about propagation and scattering in previous sections to
model the “injection” of sunlight into the bulk of the medium after a ﬁrst scattering
or surface reﬂection; see Fig. 3.10. Note that in this case, the radiance ﬁeld is split
between the direct and diffuse components, and this source term feeds only the
latter. We have
Q¯￿(￿0;x;￿) = F0￿ exp[¡¿￿(x0(x;￿0);x)]￿￿(x)$0￿(x)p￿(x;￿0 ! ￿)
(3.78)
3 The reader will know from context how to distinguish the source term introduced here and
the Lorenz-Mie efﬁciency factor Qe;s;a introduced in Sect. 3.4.1.98 Davis and Knyazikhin
where F0￿ is the spectral value of the solar constant and x0(x;￿0) is the point where
the solar beam of interest starts at the TOA or cloud top. For a plane-parallel cloud
fz 2 R3 : 0 < z < hg and solar rays coming in, as is often assumed, along
the x-axis (negative-to-positive direction) we have x0 = (x ¡ (h ¡ z)=￿0;y;h)T
where ￿0 2 (0;1] is the cosine of the sun angle. As similar expression as (3.78) can
be written for a direct transmission through the atmosphere and a reﬂection of the
lower boundary.
The relatively long expression in (3.78) is really just a sequence of probabilities.
Given a solar f￿0;￿g-photon impinging on the top of the cloudy layer, we have the
following events in causal order:
² transmission from impact point x0 to x;
² interception at point of interest x;
² scattering (rather than absorption);
² scattering from solar beam direction ￿0 into the beam of interest ￿.
Fig.3.10. Volume injection of solar ﬂux in a plane-parallel medium.
Thermal Emission. In local thermal equilibrium (LTE), the rate of emission equals
the rate of absorption (Kirchhoff’s law). From there, we can write the source term
for thermal emission:
QT￿(x;￿) = ￿a￿(x)B￿[T(x)]; 8￿; (3.79)
where T(x) is the local absolute temperature and B￿(T) is Planck’s function.
We used these two examples of source term partially because of their contrast-
ing mathematical expressions but also because of their importance in both remote
sensing and climate applications. The Earth’s climate system is essentially an en-
gine that converts Q¯￿(￿0;x;￿) as “fuel” into atmospheric, oceanic and all kinds
of other motions, leaving QT￿(x) as “exhaust.” Notice that the solar photons inter-
cepted by the Earth are high-energy and directed, hence low-entropy, while their3 A Primer in 3D Radiative Transfer 99
thermal counterparts emitted by the Earth are low-energy, hence more numerous,
and isotropic. So they are carrying away the excess of entropy required to maintain
the climate.
Multiple Scattering. Scattering, just like absorption, depletes a beam in terms of
direct transmission. However, unlike absorption, the same scattering replenishes
other beams. So it is productive to see scattering as a source of radiance. From
(3.43), but in terms of scattered radiance, we have
￿I￿s ¼ ￿F￿s=￿￿ ¼ F0￿￿s￿(x)p￿(x;￿0 ! ￿)￿s: (3.80)
Replacing F0 by I￿(x;￿0)d￿0 and integrating over all incidence directions (de-
noted more traditionally as ￿0 rather than ￿0), we obtain
S￿(x;￿) = lim
￿s!0
￿I￿s
￿s
= ￿s￿(x)
I
4￿
p￿(x;￿0 ! ￿)I￿(x;￿0)d￿0: (3.81)
This is known as the source function in multiple scattering theory. It is not to be
confused with the (spectral) source term Q￿ in (3.77), especially since they have the
same physical units.
3.6.2 Boundary Sources
General Deﬁnition. What if photons are emitted in direction ￿ from a boundary
point xS with normal n(xS)? We need a modiﬁed mathematical description of the
photon creation at the surface of a medium, or at its interface with another medium.
By reconsidering (3.76) and (3.77), we now have an addition to the existing photon
population, if any, given by
￿E￿ / ￿￿N￿ / jn(xS) ² ￿j￿A￿t￿￿ (3.82)
where we have reverted to the elementary quantities used in Sect. 3.2 since there is
no ￿s here to deﬁne a volume.
The proportionality constant again has a name and, furthermore, it has the same
physical units as radiance. Deﬁne
f￿(xS;￿) = lim
￿A;￿t;￿￿!0
￿N￿ (or ￿E￿)
jn(xS) ² ￿j￿A￿t￿￿
, in m¡2s¡1sr¡1 (or W/m2sr¡1)
(3.83)
as the surface source term. This ﬁeld plays a critical role further on in the formula-
tion of boundary conditions for the general 3D RT problem.
Example: Thermal Emission. By its deﬁnition, the spectral radiance coming from
the surface of a black body at temperature T is (1) isotropic and (2) given by the
Planck function B￿(T). So f(xS;￿) ´ B￿[T(xS)] in (3.83). Most natural surfaces100 Davis and Knyazikhin
are however not purely black: they are at least partially reﬂective in amounts that
generally depend on wavenumber. In other words, they have speciﬁc spectral emis-
sivities ￿￿(xS), generally position-dependent, deﬁned by
f￿(xS;￿) = ￿￿(xS)B￿[T(xS)]; 8￿: (3.84)
By comparison of (3.84) above with (3.79) for bulk thermal emission, we see that
(non-dimensional) emissivity is for surfaces what the absorption coefﬁcient (in units
of inverse length) is for volumes. This captures the fact that surface sources have
the same units as radiance while volume sources are radiance “gained” per unit of
length.
Surface emission is of course a powerful resource in thermal sensing of sur-
face properties from aircraft or satellite. This exercise is however predicated on the
detector- and/or algorithm-based ability for “￿ ¡ T” separation, and the correction
for atmospheric effects. Part of the “￿ ¡ T” separation problem is that the “8￿” in
(3.84) is in fact an idealization and for even quite ﬁne observation scales ￿￿ is actu-
ally function of ￿ as well as of xS. This non-thermodynamical dependence captures
unresolved surface heterogeneity and roughness effects that can be modeled in full
detail with 3D radiative transfer, as shown further on.
Bidirectional Reﬂectance Distribution Function, and Related Quantities. We
now need to formulate mathematically what happens at the surface of a medium in
the frequently encountered situation where it has a reﬂecting property. This is not
a source of photons per se but, like the scattering process, it behaves as a sink for
out-going beams (￿ ² n(xS) ¸ 0) and a source for in-coming ones (￿ ² n(xS) <
0). The classic paper on textured surface radiometry is by Minnaert (1941) while
the standard reference for deﬁnitions and nomenclature for reﬂecting surfaces is by
Nicodemus et al. (1977).
The local bidirectional reﬂectance distribution function (or “BRDF”) is deﬁned
as the ratio of reﬂected radiance per unit of incoming irradiance at a surface point
xS 2 @M. Consider a small area ￿A around xS and an element of solid angle ￿￿
around the direction ￿ into which the photons are reﬂected. An amount ￿Eref of
radiant energy is detected, and we deﬁne the BRDF as:
½￿(xS;￿0 ! ￿) = lim
￿A;￿t;￿￿!0
￿Eref
￿0F0￿￿A￿t￿￿
=
I￿(xS;￿)
￿0F0￿
, in sr
¡1 (3.85)
where F0￿ is the incoming collimated ﬂux and ￿0 = jn(xS) ² ￿0j the associated
cosine of the zenith angle. Assuming there are no sub-surface radiative ﬂuxes, the
BRDF obeys Helmholtz’s reciprocity relation: ￿￿(xS;￿0 ! ￿) = ￿￿(xS;¡￿ !
¡￿0), cf. Sect. 3.10.3.
In plane-parallel geometry n(xS) = ˆ z and the BRF (bi-directional reﬂectance
factor) in (3.19) is a non-dimensionalized BRDF for a speciﬁc reﬂection event,
￿½￿(xS;￿0 ! ˆ z). The BRF can of course be deﬁned for any reﬂection angle, not
just towards the zenith:
BRF =
￿I￿(xS;￿)
￿0F0￿
= ￿½￿(xS;￿0 ! ￿): (3.86)3 A Primer in 3D Radiative Transfer 101
This quantity is becoming a standard product for a new generation of global imaging
spectro-radiometers, such as the Polarization and Directionality of the Earth’s Re-
ﬂectance Instrument (POLDER), the Along-Track Scanning Radiometer-2 (ATSR-
2), and the Multiangle Imaging Radiometer Spectro-Radiometer (MISR). These in-
struments have acquired and continue to acquire this angular signature of reﬂected
radiation from individual scenes, with spatial resolutions ranging from several kilo-
meters to a few meters Diner et al. (1999).
Spectral planar albedo ￿￿, as the ratio of outgoing- to incoming-ﬂuxes, is a
non-dimensional quantity:
￿￿(xS;￿0) =
Z
n(xS)²￿>0
n(xS) ² ￿½￿(xS;￿0 ! ￿)d￿; (3.87)
where n(xS)²￿ = ￿ if the surface is horizontal (n(xS) ´ ˆ z). For locally Lambertian
surfaces, the BRF and BRDF are independent of both angles: ½￿(xS;￿0 ! ￿) ´
￿￿(xS)=￿. This makes the quantity ￿½￿(¢¢¢) easy to interpret in the applications
as the (non-dimensional) albedo a Lambertian reﬂector would have to possess in
order to yield the same radiance under the same illumination conditions. For actual
Lambertian surfaces, ￿￿ is of course independent of ￿.
Spectral spherical albedo a￿ is obtained by averaging the planar albedo over the
hemisphere of possible irradiance angles weighted by j￿0j, as required by incoming
photon ﬂux conservation:
a￿(xS) =
1
￿
Z
n(xS)²￿0<0
jn(xS) ² ￿0j￿￿(xS;￿0)d￿0; (3.88)
where n(xS) ² ￿0 = ￿0 if the surface is horizontal. This is the ratio of reﬂected
to incoming ﬂuxes for an isotropic sky; equivalently, this is the overall albedo of a
planet uniformly covered with the given planar albedo. Lambertian surfaces yield
a￿ = ￿￿ which, in this case, is independent of the in-coming direction.
Kirchhoff’s law of detailed balance (conservation) of radiation during surface-
environment exchanges under local thermodynamical equilibrium tells us that
￿￿(xS) deﬁned in (3.84) is given by
￿￿(xS) = 1 ¡ a￿(xS) (3.89)
for all ￿ in the thermal spectrum, and we will show in the next Section that strict
thermal equilibrium precludes directional effects. “Black” bodies indeed get their
name from the requirement that a￿ ´ 0 (absolutely no reﬂection) to obtain ￿￿ = 1
for all ￿. But, even for non-black materials, this applies only in the case of ideal
micro-uniform surfaces. Natural surfaces have texture (roughness and heterogene-
ity) that is captured at scales of interest in remote sensing, even at the ﬁnest res-
olution, by assuming a local/directional surface emissivity model with ￿￿(xS;￿)
for n(xS) ² ￿ > 0. We can equate this with 1 ¡ ￿￿(xS;¡￿) in (3.87) by invok-
ing reciprocity (exchanging the places of ￿0 and ￿ while changing their signs). The102 Davis and Knyazikhin
surface will reﬂect (hence not emit) a fraction ￿￿(xS;¡￿) of the incoming ﬂux into
direction ¡￿ when subjected to an isotropic diffuse illumination, which is what a
thermally-balanced environment would look like to the surface.
Reﬂection is sometimes called “surface scattering” and we can indeed draw a
fruitful analogy here with the scattering phase function presented in Sect. 3.4.1, and
then used in Sect. 3.6.1, for an elementary volume. We can similarly deﬁne a phase
function for surface reﬂection or scattering using
I￿(xS;￿) = ￿￿(xS;￿)
Z
n(xS)²￿0<0
pS￿(xS;￿0 ! ￿)I(~ x;0;￿0)d￿0; (3.90)
for any ￿ such that n(xS) ² ￿ > 0. Notice how ￿￿(xS;￿) plays the role of the
scattering probability ￿s￿(x) in (3.81) or, better still, the non-dimensional single-
scattering albedo $0￿ since ￿s￿ = $0￿￿e￿. Like scattering phase functions and
BRDFs, pS￿(xS;￿0 ! ￿) is expressed in sr¡1. Comparing this deﬁnition with
(3.85)-(3.87), we see that
pS￿(xS;￿0 ! ￿) = jn(xS) ² ￿0j½￿(xS;￿0 ! ￿)=￿￿(xS;￿): (3.91)
Toconserveﬂuxes,theintegralofpS￿(xS;￿0 ! ￿)overthelower(0ed)hemisphere
is required to be unity.
For illustration purposes, consider two extreme types of reﬂecting surface that
we will assume uniform and horizontal for simplicity:
² Lambertian(diffuse,isotropic)reﬂectionillustratedonther.-h.sideofFig.3.11b;
this leads to
pS￿(￿0 ! ￿) = j￿0j=￿: (3.92)
² Specular (metallic, mirror) reﬂection as on l.-h. side of Fig. 3.11b; this yields
pS￿(￿0 ! ￿) = ￿(￿0 + ￿)￿(’0 ¡ ’): (3.93)
Steady Irradiance in Plane-Parallel Geometry: Collimated or Diffuse, Uniform
or Localized. We introduce here the short-hand ~ x = (x;y)T for Cartesian coordi-
nates, hence
x =
µ
~ x
z
¶
: (3.94)
The boundaries of the plane-parallel (or “slab”) medium are set at z = 0 and z = h
and they can act as radiation sources.
We need to describe how the Sun excites incoming radiance at a cloud top, a
collimated but spatially uniform irradiance, cf. Fig. 3.11a. Mathematically, we have
½
I￿(~ x;h;￿) = F0￿￿(￿ ¡ ￿0); ￿ < 0
I￿(~ x;0;￿) = 0; ￿ > 0
¾
;8~ x: (3.95)3 A Primer in 3D Radiative Transfer 103
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Fig.3.11. Boundary sources for an inﬁnite slab. (a)Irradiance by a (solar) collimated beam
from above. (b)Reﬂective surface below, either specular (l.-h. side) or Lambertian (r.-h. side).
Subscripts “i” designate the incident beams, and “r” for their reﬂected counterparts. Note
that to generate random vectors uniformly distributed (isotropic) in the upper hemisphere,
one exploits (3.92): the probability measure in ’ is uniform over [0;2￿) while in ￿ it is
2￿d￿ = d￿
2 over [0;1].
This assumes that I￿(x;￿) is the total radiance ﬁeld (not separated into diffuse and
direct components). Note that the boundaries are still radiation sinks for out-going
beams, as described in Sect. 3.3.104 Davis and Knyazikhin
Another useful example is steady isotropic illumination from a localized source
below at ~ x0:
(
I￿(~ x;h;￿) = 0; ￿ < 0;8~ x
I￿(~ x;0;￿) = F0￿￿(~ x ¡ ~ x0)￿=￿; ￿ > 0
(3.96)
where, again, the boundaries are sinks for out-going radiation. We will see such
sources in the theory of RT Green functions covered Sect. 3.10.1.
The interested reader can easily write descriptions for other combinations of
boundary source properties: uniform and diffuse, localized and collimated, possibly
moved to the opposite side.
Reﬂection in Plane-Parallel Geometry: Lambertian, Specular, or Otherwise.
What happens at the lower boundary of a plane-parallel medium? Using the surface
phase function in (3.90)-(3.91), we deﬁne
(
I￿(~ x;h;￿) = 0; ￿ < 0;8~ x
I￿(~ x;0;￿) = ￿￿(xS;￿)
R
￿0<0 pS￿(~ x;￿0 ! ￿)I(~ x;0;￿0)d￿0; ￿ > 0
:
(3.97)
Real surfaces are of course not pure cases of Lambertian or specular behavior used
until now as examples. Combinations are possible and other types of BRDF can
be introduced. A popular 3-parameter representation of the BRDF for many natural
surfaces is given by Rahman et al. (1993).
Finally, the linearity of RT with respect to sources can be invoked to break down
complex problems with boundary and/or volume sources and one or more reﬂecting
surfaces into a non-trivial combination of problems with purely absorbing bound-
aries and others with properly chosen boundary sources. More details are provided
in Sect. 3.10.1 and in Chap. ???.
3.7 Local Balance
Looking back, we have studied how photons are created (Q), transported (￿ and
p(￿0 ! ￿)), destroyed (￿a) or lost (@M), and ﬁnally detected (I;J;andF²n). We
collect here the positive and negative contributions to the photon population in an
elementary volume and thus obtain at last the RT equation or “RTE,” in its basic
integro-differential form. We then derive the continuity equation for radiant energy
and pause for a few thoughts on radiative transfer in the greater scheme of things.
3.7.1 Integro-Differential Radiative Transfer Equation
Returning once more to Fig. 3.6, we see that position along the beam fx;￿g can be
represented in general as x+￿s and positions inﬁnitesimally close to x by x+￿￿s
where ￿s ! 0. Therefore,
lim
￿s!0
￿I
￿s
= ￿ ² rI (3.98)3 A Primer in 3D Radiative Transfer 105
innotationsindependentofanyparticularcoordinate-system.Thisoperatorisknown
as a directional (or advective) derivative and quantiﬁes change in I(x;￿) near x in
direction ￿. In Cartesian coordinates, we have
r =
µ
@
@x
;
@
@y
;
@
@z
¶T
=
0
@
@x
@y
@z
1
A; (3.99)
hence
￿ ² r = ￿x
@
@x
+ ￿y
@
@y
+ ￿z
@
@z
: (3.100)
The steady-state radiative transfer equation (RTE) is
￿ ² rI = ¡￿(x)I(x;￿) + S(x;￿) + Q(x;￿) (3.101)
where we have collected the r.-h. terms from Sections 3.3.3, 3.6.1 and 3.6.1 respec-
tively, and given them the appropriate sign (+ for a gain, ¡ for a loss). Dependence
on frequency ￿ is again made implicit since it is omnipresent. Note that we retrieve
I = constant along the beam if ￿ ´ 0 which, in turn, implies S ´ 0 as well as
Q ´ 0, at least for the common sources in the atmosphere described in the previous
section.
Grouping all terms dependent on radiance I, we can write the RTE formally as
LI = Q (3.102)
where
L = ￿ ² r + ￿(x) ¡ ￿s(x)
I
4￿
p(x;￿0 ! ￿)[¢]d￿0 (3.103)
is the integro-differential linear transport operator. The mathematical structure of
the RTE is that of an inﬁnite system of coupled 1st-order partial differential equa-
tions (PDEs) parameterized by ￿ 2 ￿. The next chapter is entirely devoted to
methods of numerical solution of the RTE complemented with boundary conditions
to be described in the next Section.
Whenthephasefunctionisazimuthallysymmetric,itisoftenhelpfultocombine
the two last terms of L into a single integral operator
L = ￿ ² r + ￿(x)
I
4￿
f￿(￿0 ¡ ￿) ¡ $0(x)p(x;￿0 ² ￿)g[¢]d￿0 (3.104)
Both the “delta-M rescaling” used in spherical harmonics (Wiscombe, 1977) and
the “maximum cross-section” method used in Monte Carlo (Marchuk et al., 1980)
exploit this operator identity. These tricks are both invoked in the next chapter to
improve numerical accuracy and/or computational efﬁciency. The angular kernel in
the above equation has Legendre coefﬁcients 1 ¡ $0(x)´l(x), l ¸ 0, since those of
a Dirac ￿ (phase function) centered on ￿ = 0 are all unity in (3.50). A simple way
to see this is to set g = 1 for the HG phase function in (3.58).106 Davis and Knyazikhin
Consider the case where volume sources vanish (Q ´ 0), and volume sinks also
vanish (￿ = ￿s, scattering is conservative). It is interesting to notice that it is the
non-isotropic part of the radiance ﬁeld that drives the spatial gradients. Indeed, if
the radiance ﬁeld I is independent of ￿, then the two last terms in (3.103) can-
cel, as does the r.-h. side of (3.102). So the directional gradients vanish identically.
Conversely, if the directional gradients vanish, then I is a ﬁxed point of the angular
transform I(￿) 7!
H
4￿ p(￿0 ! ￿)I(￿0)d￿0 for any ￿; equivalently, it is in the
null space of the angular integral transformation in (3.104). If p(￿0 ! ￿) is not
￿(￿0 ¡ ￿), this implies that I is isotropic (independent of ￿).
As another example of this two-way connection between spatial gradients and
non-isotropic radiance ﬁelds (hence net ﬂuxes), consider exact thermodynamical
equilibrium (TE), i.e., uniform temperature T. In this case, I￿ ´ B￿(T) where
we have restored the dependence on ￿ explicitly. Moreover, Q￿ = ￿a￿B￿(T) and
the isotropic radiance yields S = ￿s￿J￿=4￿ = ￿s￿B￿. So, as expected, gradi-
ents vanish, and the RTE reduces to the identity 0 = ￿￿(I￿ ¡ B￿) for any single-
scattering albedo $0 = ￿s￿=￿￿ and phase function under the important condition
that ￿￿ 6= 0 (i.e., non-transparent matter is present). In local thermal equilibrium
(LTE), we only require have Q￿(x) = ￿a￿B￿(T(x)); so the gradients in T will gen-
erate an anisotropy in I(x;￿), and the ﬂuctuations of I(x;￿) will not follow those
of B￿(T(x) exactly.
In summary, radiation transport per se results from a intricate balance of spatial
and angular variability in I(x;￿) as controlled by the RTE.
3.7.2 Radiant Energy Conservation and Local Heating/Cooling Rates
By integrating (3.101) over all possible directions, we obtain an expression for the
conservation of (as well as conversion to/from) radiant energy, irrespective of the
direction it is traveling in. Explicitly, using deﬁnitions from Sect. 3.2.3, we have
r ² F = ¡￿a(x)J(x) + q(x) (3.105)
where
q(x) =
I
4￿
Q(x;￿)d￿
=
(
4￿￿a(x)B￿(T(x)); for thermal emission
￿s(x)exp[¡¿(x0(x;￿0);x)]F0; for solar-beam injection
:
(3.106)
Also, if fJ;Fg are only modeling the diffuse ﬁeld, i.e., solar ﬂux injection is mod-
eled with Q(x;￿), then another term is needed to capture the energy absorbed from
the directly transmitted beam. By direct evaluation of Jdir(x), we have
r ² Fdir = ¡￿a(x)exp[¡¿(x0(x;￿0);x)]F0: (3.107)
There is a practical meaning for total radiative ﬂux divergence in the compu-
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conservation law in (3.105): conversion to and from thermal energy. In other words,
we get:
² cooling if r²F > 0 as, e.g., in the LTE problem when J(x) < 4￿B￿(T(x)) in
(3.105)-(3.106); and
² heating if r ² F < 0 as, e.g., for Fdir in (3.107).
The algebraically-valued heating rate is given by
dT
dt
=
1
½Cp
(¡r ² F), in K/s (or £3600 K/hr, or £86400 K/day) (3.108)
where ½ is the ambient mass density and Cp is the speciﬁc heat at constant pressure.
The heating/cooling rate in (3.108) is usually computed after full spectral inte-
gration, and only makes real physical sense as a time change in kinetic temperature
if all non-radiative contributions to the local energy budget are included. However, it
is conventional in climate science at least to divide dT=dt into “shortwave” (solar)
and “longwave” (thermal, terrestrial) components. In principle, one can preserve all
the spectral information by leaving the “speciﬁc” /cm¡1 units in F￿ and in B￿ (or
the /￿m units in F￿ and B￿); these units will carry over to (¡r ² F) and dT=dt. In
practice, the simpler r.-h. side(s) of (3.105) (and of (3.107), as required) is (are) of
course used to compute the ﬂux divergence ﬁeld(s) in (3.108).
The local rate of deposition of radiant energy, (¡r²F) = ￿a(x)J(x) in the ab-
sence of bulk sources, is used in (3.108) for a concern in climate or cloud-system dy-
namics. There are other important applications, especially in photochemistry where
somejudiciousspectralsamplingandintegrationisimplied:ozoneproduction,chlo-
rophyllactivity,etc.Invegetationremotesensing,itiscommonlyknownas“FPAR,”
fraction of photosynthetically available radiation.
3.7.3 A Few Thoughts on Climate, Observations, and Beyond
At this point, we are about midway through the chapter and we have ﬁnally juxta-
posed the two most fundamental elements of climate physics: solar heating and IR
cooling in the Earth’s thin but vital atmosphere. This is essentially all climate mod-
elers want from RT, ¡r²F￿ in (3.108) integrated across the solar-through-thermal
spectrum. This radiative quantity — along with a few other energy exchange terms
that the ﬁrst law of thermodynamics tells us to look at — will tell the model(er)s
whathappensnextintheevolutionofclimatesystemorsomeportionthereof,maybe
a single cloud or a plant stand. This energy budget is assessed at the smallest spatial
and temporal scales the model(er)s can or want to resolve. In turn, the climate sys-
tem dynamics will modify the scenario given to the resident RT problem-solver: the
changing temperature T appears in the thermal source term, the solar source ￿0F0
is modulated by the diurnal cycle (shutting off completely at night), and the various
density ﬁelds that determine the absorption and scattering properties in the RTE will
also evolve. We are therefore trapped in an endless feed-back loop. There are many
tools used in the difﬁcult task of creating new knowledge about the climate system108 Davis and Knyazikhin
in which we live. Modeling is one way, which computers have enhanced consider-
ably over the past decades. Remote observations (radiance ﬁelds sampled in space,
time, and across the EM spectrum) are another that has been considerably enhanced,
at least in shear volume, by satellite technology.
This seems to be a good time to take a short pause from the science of radia-
tive transfer and engage in some more lofty thoughts. It is interesting to note that
when we ﬁnally touch the essence of a physical science like RT, we ﬁnd princi-
ples that been articulated very clearly in a very different era and in an altogether
different culture. Looking at Eq. (3.105) as would Capra (1991), we see the inter-
action of Brahma-the-Creator (q), of Vishnu-the-Preserver (r ² F), and of Shiva-
the-Destroyer (¡￿aJ). This metaphor based on the core trinity from the Hindu
pantheon applies even better to our deeper formulation of the RTE, augmented for
the circumstances with possibly inelastic collisions: L￿ I￿ = Q￿ (Brahma, Cre-
ation), where I￿ is the full spectral range of an ever-moving pool of radiant energy
(karma) and L￿ = ￿ ² r[¢] (Vishnu, Preservation) +￿￿[¢] (Shiva, Destruction)
¡￿s￿
R H
p(￿0;￿0 ! ￿;￿)[¢]d￿0d￿0 (again Shiva, who is also worshiped as the
God of Transformation). As noted earlier in this section, Lord Shiva’s Dance (inter-
twined processes of extinction/propagation and scattering/reﬂection) is what makes
radiative transfer so interesting, and quite challenging in 3D.
Itfascinatingtosee thatwehaveacontinuityequationin(3.105)thatusesJ￿(x),
the simplest radiation transport quantity that is what ultimately counts for the ma-
terial universe, and that it derives from the full 3D radiative transfer equation in
(3.102)-(3.103) for I￿(x;￿), the more subtle quantity that feeds our insatiable need
to explore the universe. This exploration calls for all sorts of instruments that ba-
sically extend our senses. 4 The signals these instruments produce are ultimately
distilled into new knowledge, often with the help of sophisticated inverse RT theory.
By any standard, this is a more elevated plane than the physical one. When humans
gain knowledge, they eventually take some action. This can be good or bad for their
environment at large, including fellow human beings. As scientists, we stop at that
threshold. As RT experts, it is our hope that judgment error can minimized by bet-
ter estimations of J(x) in complex multi-physics models that support far-reaching
decisions, and by better physics-based interpretations of I￿(x;￿).
3.8 Global Balance
We cover the general boundary conditions (BCs) that are needed, beyond the RTE,
to specify completely the radiance ﬁeld I(x;￿). Our commitment to 3D RT requires
us to consider non-plane-parallel media, that may or may not be internally homoge-
neous, in some detail. A natural and interesting counterpoint to BCs are “escaping”
boundary ﬁelds because, on the one hand, they are all that can be observed remotely
4 In Earth/planet observation as well as astronomy, “pixels” are in principle scanned by
varying ￿ from the observer’s position xmathrmobs in space; often Omvec is in a very
small subregion of direction-space ￿. In this case, it is convenient to think of ￿ as the
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(a task for radiances) and, on the other hand, they control the radiation budget of the
medium (a task for ﬂuxes). Finally, we derive the formal solution of the RTE and the
two widely-used integral formulations of the RTE (with BCs necessarily included).
3.8.1 Boundary Conditions
A complication arises in prescribing BCs if the medium M, deﬁned as the do-
main where extinction ￿(x) is strictly positive, is not convex. That is because of
re-entering rays, and we want to be able to say that we know we radiation is going
into the medium a priori but generally do not know what is coming out of it. This
issue is basically geometrical and is best dealt with simply by allowing for vanish-
ing extinction ￿(x) and extending the deﬁnition of M to its “convex hull.” That is
what becomes of M if it is covered by an imaginary sheet of rubber. For instance,
a doughnut-shaped medium is wrapped (not shrink-wrapped) in imaginary cello-
phane, and the resulting convex medium will have region of zero extinction where
the hole used to be.
We can therefore always assume that M is an open convex subset of R3 and we
denote the closed set of all its boundary points as in mathematical analysis by “@M.”
We can now express the most general BC for the RTE as
I(x;￿) = f(x;￿); x 2 @M; ￿ ² n(x) < 0: (3.109)
Along with the RTE, including its own source term, this determines the radiance
ﬁeld uniquely. In some applications, we must also consider the boundaries (internal)
reﬂection properties. This gives rise to constraints that couple various out-going
and in-coming beams at the inside surface of @M, as described in Sect. 3.6.2. As
already pointed out, surface reﬂection processes act formally like a special kind of
scattering.
In Fig. 3.12, to which we will return for further discussion momentarily, we
have illustrated the case of a smooth @M where n(x) exists everywhere. We address
boundary points where n(x) does not exist further on. We only require that the
“measure” of that set be zero, which basically means that they intercept vanishingly
few incoming or outgoing photons.
Plane-Parallel Media: The Many Ways They can be Hosts to 3D Radiative
Transfer. Section 3.6.2 on steady boundary sources describes typical BCs for slab
geometry. They can be combined to have sources at both top and bottom, or none at
all (so-called “absorbing” BCs). It sufﬁces that the boundary or volume sources be
spatially variable to necessitate the 3D RTE, internal variability of optical properties
is not always a requirement. Sometimes it is necessary to consider surface reﬂection,
as described in Sect. 3.6.2. Here again the properties of the bulk of the medium and
the sources can be uniform and just variability of the surface reﬂectivity is enough
to excite the horizontal gradients in the 3D RTE. These scenarios are germane to
cloud lidar studies and aerosol adjacency effects respectively.110 Davis and Knyazikhin
Fig.3.12. Illumination of a horizontally ﬁnite medium with a collimated beam that may be
oblique with respect to a surface.
So, the RTE in (3.101) and one of these BC scenarios entirely determine I(x;￿)
in the plane-parallel medium
M = fx 2 R3 : 0 < z < hg (3.110)
described by given optical properties ￿(x), $0(x), p(x;￿0²￿), and volume sources
Q(x;￿). These quantities appear in the various terms on the r.-h. side of the RTE.
Now,inpractice,thevariabilityoftheopticalpropertiesisoftenspeciﬁedonlyovera
ﬁnite domain [0;Lx)­[0;Ly)­[0;h). The vertical limits z = 0;h receive the usual
treatment, while “periodic” BCs are applied horizontally. Therefore, to determine
radiance in the basic cell, we require
M = fx 2 R3 : 0 < x < Lx; 0 < y < Ly; 0 < z < hg (3.111)
by requiring
½
I(x;0;z;￿) = I(x;Ly;z;￿); 0 · x < Lx
I(0;y;z;￿) = I(Lx;y;z;￿); 0 · y < Ly
¾
; 0 < z < h; 8￿ (3.112)
inside the medium.
We often need to consider, at least formally, semi-inﬁnite media, i.e., the limit
h ! 1 in (3.110). This is of course an idealization, albeit a useful one. In this case,
we only need to specify BCs on the boundary at z = 0, which may be viewed as a
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We can even think of the atmosphere-surface system as a stratiﬁed semi-inﬁnite
medium with its upper boundary being the TOA. This TOA can be set for conve-
nience at a ﬁxed altitude (z = 0 or h or whatever), with or without incoming radi-
ation, and all the rest is about internal sources and scattering/reﬂection processes.
From then on, surface emission is assimilated to an internal source conﬁned to a
manifold z = zS(x;y) and directed toward the upward side of the said manifold
while surface reﬂection is assimilated to a special kind of oriented scattering that
occurs on the same manifold. Below the surface, extinction is formally viewed as
inﬁnite; so there is no need to go there, radiatively speaking. See Fig. 3.13. All we
haveexcludedhereistopologicallycomplicatedterrainthatcannotbemodeledwith
an analytical or digital elevation model of the form zS(x;y). We thus exclude over-
hangs, caves and tunnels since these would call for multi-valued functions zS(x;y).
Fig.3.13. A 3D radiative transfer problem in variable-altitude terrain with or without an at-
mosphere over overlying it, with or without horizontal variability (such as clouds) in it. This
scenario is considered general enough for most present needs, including small-scale model-
ing of a rough surface’s angular properties. Note that in the following subsection the ﬁnite
cloud in this schematic will be considered in isolation.
The beauty of this formulation is that we are no longer limited to ﬂat or even
convex terrain. We have already accommodated in Sect. 3.6.2 the possibility of non-
uniform reﬂectivity and emissivity properties for the special case zS(~ x) ´ 0 (under
the assumption that TOA is at z = h > 0). For the more general situation, we only
assume that the inward normal vector n(~ x) exists (almost everywhere) and that it is
“opentothesky”(i.e.,n(~ x²ˆ z > 0whichfollowsdirectlyfromthesingle-valuedness
of zS(~ x)). In summary, we have to solve the 3D RTE at all points in
M = fx = (~ x;zS(~ x))T 2 R3 : zS(~ x) < z < hg: (3.113)
subject to the constraints
½
f(x;￿) = ￿￿(x;￿)B￿[T(x)] in (3.109)
I(x;￿) = ￿￿(x;￿)
R
n(~ x)²￿0<0 pS￿(x;￿0 ! ￿)I(x;￿0)d￿0
¾
;
8x = (~ x;zS(~ x))T; 8￿ such that ￿ ² n(~ x) > 0:
(3.114)
Even though we require inward normal vectors to exist almost everywhere, there
can be very many facets in the terrain model that quickly change their orientation112 Davis and Knyazikhin
n(~ x) as well as their optical properties, ￿;￿;pS in (3.114). So we now we have the
possibility of modeling rough terrain that is fractal-like over a large range of scales.
This is a necessary complication in many important applications, some of them
in planetary science where there is in fact no atmosphere at all. One application
of 3D radiative transfer driven only by rough terrain effects is to compute, starting
with a deterministic or stochastic description of a uniformly emissive but rough sur-
face, the macroscopic angular dependence of the “effective” emissivity in (3.114).
The resulting model for ￿￿(¢;￿) could be used as a parameterization of unresolved
variability in a subsequent ﬂat-surface plane-parallel computation. The same remark
applies to the macroscopic models for reﬂective properties of surfaces with complex
internal structure (cf. Chap. ??? on vegetation canopies).
An example is given in Fig. 3.14 where we used a Monte Carlo technique to
compute the angular dependence of the enhancement factor for effective emissiv-
ity, f￿(￿) = ￿eﬀ(￿)=￿ ¡ 1, caused by surface roughness. To illustrate this system-
atic effect of terrain variability, we used a surface made of an unresolved array of
closely-packed hemispherical “craters” with a (power-law) size distribution such
that they ﬁll 2D space completely. The surface was maintained at a constant temper-
ature and its uniform emissivity ￿ takes the three indicated values; we plot f￿=(1¡￿)
to emphasize the dominant linear trend in albedo ￿ = 1 ¡ ￿ as well as the residual
nonlinearity at lower ￿ (higher ￿). This ratio is, to a ﬁrst approximation, the mean
probability of being a photon to remain trapped in the cavity ptrap(￿). Escape prob-
ability 1 ¡ ptrap(￿) is deﬁned as 1=2￿ times the solid-angle of open sky viewed
from a point on the surface and averaged over that part of the crater that is seen
from viewing angle ￿. For ￿ ¼ 90±, ptrap, this ratio is ¼ 1=2 because of the vertical
ridges of the craters are all that contribute for grazing angles; for smaller values of
￿, ptrap decreases. A more precise nonlinear model for ￿eﬀ(￿) accounting for all
orders of internal reﬂection is given by (￿=[1 ¡ (1 ¡ ￿)ptrap(￿)]. Using this model,
with f:9375(￿)=:0625 from Fig. 3.14b as an estimate for ptrap(￿), predicts the other
f￿(￿) values at better than 4% accuracy.
Generalization to Horizontally Finite Media. Another interesting class of 3D
RT problems involve horizontally ﬁnite media that may or may not be internally
variable. For instance, the popular case of rectangular parallelepipeds or “cuboids”
would have M deﬁned by (3.111) but without the lateral recycling of radiance de-
scribed in (3.112). Geometrical — actually, topological — considerations are in or-
der to specify BCs as well as partition the boundary ﬁelds further on. All of what is
said here is general enough to contain the plane-parallel media treated above in the
limit of inﬁnite aspect ratio h=minLx;Ly, where M becomes the slab in (3.110).
If only volume sources are considered then f(x;￿) = 0 (absorbing BCs) while
for a solar beam (not “injected” through the volume source term) with ﬂux F0 and
incidence direction ￿0, we have
f(x;￿) = F0￿(￿ ¡ ￿0)1@Msunny(￿0)(x) (3.115)3 A Primer in 3D Radiative Transfer 113
Fig.3.14. Angular dependence of effective emissivity for a uniform but variable-height sur-
face, an array of closely-packed hemispherical “craters.” (a) A schematic of the unresolved
variability modeled here. (b) Computations performed using a straightforward Monte Carlo
ray-tracing technique with 3 values of ￿. The effect is systematic and present at all viewing
angles but large ones, looking at more shallow terrain are even more emissive (appear to be
warmer) due to increased probability of escape after any number of partial reﬂections. The
largest absolute change in emissivity is for ￿ = 0:75 and ￿ ¼ 90
±: ￿eﬀ ¼ 0:85.
where 1@Msunny(￿0)(x) is the indicator function for the subset of @M where the solar
rays enter M. We will call it the illuminated or “sunny” side of M.
Even if the solar beam source is modeled by “injection” in to the bulk of M, it is
useful to deﬁne @Msunny(￿0). Speciﬁcally, we have
@Msunny(￿0) = fx 2 @M : n(x) ² ￿0 · 0g: (3.116)
Notice the inclusion of n(x) ² ￿0 = 0 here, which makes @Msunny a closed set, at
least if n(x) exits everywhere (as in Fig. 3.12). If n(x) does not exist everywhere (as
on the conspicuous edges that appear in Fig. 3.15), then we use the “closure” of the
set, i.e., the set itself plus the limit points of all possible inﬁnite sequences belonging
to the set. We have used an underscore to designate the closure operation. Closure
adds no new points in the everywhere smooth boundary case in Fig. 3.12). However,
incaseslikeinFig.3.15)allpointsonedgesfromwhichthereisaunobstructedview
of the sun, even if at grazing angles, are added to fx 2 @M : n(x) ² ￿0 · 0g.
By extension, we have
@Mshady(￿0) = fx 2 @M : n(x) ² ￿0 > 0g = @Mn@Msunny(￿0); (3.117)
an open set that is the non-illuminated or “shady” side of the boundary of M in
Fig. 3.12. The direction of the asymmetry with respect to the points where n(x) ²
￿0 = 0 is not arbitrary, and is justiﬁed physically further on. Convexity of M guar-
antees that @Msunny and @Mshady are both singly connected.114 Davis and Knyazikhin
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Fig.3.15. Reﬂection versus transmission in isolated cloud models. (a)Cuboidal shapes.
(b)Cylindrical shapes.
3.8.2 Exact and Formal Solutions of the 3D RTE
SupposeS(x;￿) ´ 0in(3.101),equivalently￿s(x) ´ 0in(3.81),i.e.,noscattering.
The RTE is then a doubly inﬁnite system of independent ODEs, one class for each ￿
in￿andthenoneforeachtwo-dimensional(2D)vector~ x 2S(￿),theassociated2D
projection of M along ￿ (as used previously, e.g., in Fig. 3.12 to compute projected
areas of ﬁnite clouds). Each of these ODEs can be written as
dI
ds
= ¡￿(x)I + Q(x;￿) (3.118)3 A Primer in 3D Radiative Transfer 115
where Q is the known volume source term. This ODE is immediately integrable,
yielding
I(x;￿) = f(x@M(x;￿);￿)exp[¡¿(s@M(x;￿);x;¡￿)]
+
s@M(x;￿) Z
0
Q(x ¡ ￿s;￿)exp[¡¿(s;x;¡￿)]ds (3.119)
where
² x@M(x;￿) is the (unique) piercing point of the beam fx;¡￿g with the (convex)
boundary @M, and
² s@M(x;￿) = kx ¡ x@M(x;￿)k is the distance from x to @M along ¡￿.
The ﬁrst term is thus a given BC in (3.109) followed by direct transmission to x (cf.
Sect. 3.3.3) and, in the second term, ¿(s;x;¡￿) is the optical distance through the
3D medium from x to a backwards running point x ¡ ￿s again from (3.30).
The steady-state 3D RT problem in absence of scattering is therefore reduced
to a numerical implementation of (3.119). We can also formally equate the source
term Q in (3.118) to the source function S which in fact depends on the unknown
I(x;￿). Then (3.119) is called the “formal” solution of the RTE.
3.8.3 Integral Radiative Transfer Equations
By substituting the expression in (3.81) for S into the formal solution (3.119) where
we also make the substitution Q 7! S + Q, we ﬁnd
I(x;￿) = IfQ(x;￿) +
s@M (x;￿) Z
0
￿s(x ¡ ￿s)exp[¡¿(s;x;¡￿)]ds
£
I
￿
p(x ¡ ￿s;￿0 ! ￿)I(x ¡ ￿s;￿0)d￿0
(3.120)
where IfQ(x;￿) is the boundary-and/or-volume “forcing” term given by (3.119) as
it stands. This deﬁnes the integral form of the RTE where we recognize the cumu-
lative contributions of “up-stream” elements: the positional argument is ¡￿s and
scattering is into the beam of interest.
Wehavethusobtainedaself-containedintegralequationforthegeneralradiative
transfer problem which can however be written more simply at the cost of making
the 3-dimensional integral in (3.120) look as if it was 5-dimensional. Speciﬁcally,
one makes use of
dx0 = s2dsd￿0 (3.121)
to convert the resulting double (line and angle) integral(s) over dsd￿0 into a volume
integral over M. Then, noting that s = kx0 ¡ xk and using the identity
Z
M
[¢]dx0 =
I
￿
Z
M
[¢] ￿
µ
￿0 ¡
x0 ¡ x
kx0 ¡ xk
¶
dx0d￿0; (3.122)116 Davis and Knyazikhin
we obtain
I(x;￿) =
I
￿
Z
M
KI(x0;￿0 ! x;￿)I(x0;￿0)dx0d￿0 + IfQ(x;￿) (3.123)
where the 5-dimensional transport kernel is
KI(x0;￿0 ! x;￿) = ￿s(x0)p(x0;￿0 ! ￿) ￿
µ
￿0 ¡
x0 ¡ x
kx0 ¡ xk
¶
exp[¡¿(x0;x)]
kx0 ¡ xk
2 :
(3.124)
For numerical implementation, (3.120) is of course the only route.
Of course, if S is actually known, then (3.119), again with the substitution
Q 7! S + Q, can be used to infer I. Hence the idea of formulating another in-
tegral equation, this time for the source function S(x;￿) by performing the reverse
substitution of (3.119) into (3.81). Through similar manipulations as above, this
leads to the so-called “ancillary” equation which reads as
S(x;￿) = SfQ(x;￿) + ￿s(x)
I
￿
p(x;￿0 ! ￿)d￿0
£
s@M(x;￿) Z
0
exp[¡¿(s;x;¡￿)]S(x ¡ ￿s;￿0)ds
(3.125)
where
SfQ(x;￿) = ￿s(x)
I
4￿
p(x;￿0 ! ￿)IfQ(x;￿0)d￿0: (3.126)
is the known forcing term. Again we see in (3.125) the up-stream integration but
with far fewer terms in the spatial integral. This turns out to be signiﬁcant advantage
in numerical implementations and the relatively minor price to pay is that, after
S(x;￿) is obtained, there is one last application of the formal solution (3.119) to
derive I(x;￿).
Here again, a more compact rewriting of (3.125) is possible:
S(x;￿) =
I
￿
Z
M
KS(x0;￿0 ! x;￿)S(x0;￿0)dx0d￿0 + SfQ(x;￿) (3.127)
where the transport kernel is now
KS(x0;￿0 ! x;￿) = ￿s(x)p(x;￿0 ! ￿) ￿
µ
￿0 ¡
x0 ¡ x
kx0 ¡ xk
¶
exp[¡¿(x0;x)]
kx0 ¡ xk
2 :
(3.128)
The only difference between the kernels KS and KI is the dependence of the scatter-
ing properties on the ending point rather than the starting point of the displacement
modeledbythekernels,cf.¿(x0;x).BoththeSpherical-HarmonicDiscrete-Ordinate3 A Primer in 3D Radiative Transfer 117
Method (SHDOM) and the backward Monte Carlo method described in the follow-
ing chapter capitalize on this remark.
Finally, we note that the full 5-dimensional formalism used in the above integral
equations is primarily useful in theoretical considerations (existence and analytical
properties of solutions, etc.). 3-dimensional formulations are used in numerical im-
plementations. Indeed, the identity in (3.122) can be used to get rid of the angular
integral it was used to create. Pre-scattering direction ￿0 then becomes a simple
function of x0 ¡x, namely, its direction in ￿, and ￿ 2 ￿ becomes essentially a con-
trol parameter for the ﬁelds and the kernels while the 3D integration is done (and
probably iterated) over x0.
3.9 Outgoing Radiation
The photon population that leaves an optical medium through its outer boundary is
of particular interest. This is in part because it offers a means of assessing the radiant
energy budget of the medium; recall the arguments given in Sect. 3.3.1 where we
were considering an arbitrary region, not necessarily the whole medium. This is in at
least as large a part because escaping radiation can be detected remotely and it tells
us volumes about the structure and properties of the medium at some signiﬁcant
stand-off distance; in fact, all of observational astrophysics and remote sensing is
predicated on this simple fact.
3.9.1 Plane-Parallel Media with Horizontally Variable Structure and/or
Sources.
Varying radiances and ﬂuxes at the boundaries are of special interest in 3D RT. For
the plane-parallel medium in (3.110), we are looking at the up- and down-welling
radiances ½
￿I(~ x;h;￿(￿;’))=￿0F0; ￿ ¸ 0
￿I(~ x;0;￿(￿;’))=￿0F0; ￿ · 0
¾
; 8~ x; (3.129)
given here in the natural non-dimensional representation introduced in (3.19). In
this standard normalization, radiance is represented as the non-dimensional BRF
in (3.19) and, more generally, Eq. (3.86) in Sect. 3.6.2). This interpretation works
similarly for transmittance if one thinks of a bi-Lambertian surface, i.e., that reﬂects
and transmits isotropically. For ﬂuxes, we are interested in
(
R(~ x) = F
(+)
z (~ x;h)=￿0F0; reﬂectance ﬁeld
T(~ x) = F
(+)
z (~ x;0)=￿0F0; transmittance ﬁeld
)
;8~ x; (3.130)
recalling from (3.15) that the normal vectors are always oriented outward from M,
hence the “(+)” subscripts assigned to both hemispherical ﬂuxes. They are relative
to the local normal and not the absolute upward z-axis.118 Davis and Knyazikhin
Analogous deﬁnitions apply to the periodically replicated media in (3.111). In
that case at least, it is easy to deﬁne the domain-average quantities:
8
> <
> :
R = R(~ x) =
R
[0;Lx)­[0;Ly)
R(~ x)d~ x=LxLy; (mean) reﬂectance
T = T(~ x) =
R
[0;Lx)­[0;Ly)
T(~ x)d~ x=LxLy; (mean) transmittance
: (3.131)
where we use the overscore to designate a spatial average of a ﬁeld. The above
deﬁnitions naturally extend to the case of an inﬁnite domain by taking the limit of
arbitrarily large Lx and/or Ly.
3.9.2 Generalization to Horizontally Finite Media.
“R=T” Partition by Illumination and Position at Escape: The simplest plane-
parallel deﬁnition to emulate here is in (3.130). We thus deﬁne the normalized ﬂux
ﬁelds
(
R(x) = F
(+)
n(x)(x)=jn(x) ² ￿0jF0; x 2 @Msunny(￿0); for reﬂectance
T(x) = F
(+)
n(x)(x)=jn(x0(x;￿0)) ² ￿0jF0; x 2 @Mshady(￿0); for transmittance
(3.132)
wherex0(x;￿0)isdeﬁned,inanalogywithSect.3.6.1fortheplane-parallelmedium,
as the unique point on the sunny side of the cloud where the beam fx;¡￿0g pierces
@Msunny(￿0), cf. Fig. 3.12.
The overall responses to boundary (or otherwise modeled mono-directional) il-
lumination are
8
> > <
> > :
R =
R
@Msunny(￿0)
F
(+)
n(x)(x)dS(x) = F0SM(￿0); for reﬂectance
T =
R
@Mshady(￿0)
F
(+)
n(x)(x)dS(x) = F0SM(￿0); for transmittance
(3.133)
where
SM(￿0) = ￿0 ²
Z
@Mshady(￿0)
n(x)dS(x) = ¡￿0 ²
Z
@Msunny(￿0)
n(x)dS(x) (3.134)
is the area of the normal geometrical shadow of the medium M under collimated
illumination from ￿0, as illustrated in Fig. 3.12. Notice that, in contrast with the
fR;Tg pair in (3.131), the one in (3.133) is not made of straightforward averages
of the ﬁelds in (3.132). They are weighted averages using local solar irradiance
(i.e., the denominators in (3.132)) so that the spatial integral is, as indicated, in
non-normalized ﬂuxes; then the totals are properly normalized by the integral of the
weights in (3.134).
In Fig. 3.16a, we illustrate the quantities in (3.133) using spherical media M =
fx 2 R3 : x2+y2+z2 < r2g.NoabsorptionwasassumedsowehaveR+T = 1by3 A Primer in 3D Radiative Transfer 119
conservation and this suggests that we only need to study the ratio R=T to determine
both quantities. Both isotropic and forward (g = 0:85 Henyey-Greenstein) scatter-
ing phase functions were used in the computations. Also the boundary sources were
either collimated along ￿0 or diffuse (isotropic), but always with relative strength
given by jn(x) ² ￿0j. Optical thickness measured across the diameter of the sphere
¿diam = 2￿r is varied by factors of 2 from 0.125 to 64 (for g = 0) or 512 (for
g = 0:85).
Davis (2002) derives an exact diffusion theoretical expression for R=T for such
purely scattering spherical media that goes as (1¡g)¿diam with a numerical prefac-
tor between 0.70 to 0.86. (It is precisely 1=2￿, the inverse of 2£ the “extrapolation
length” expressed in “transport” MFPs.) Photon diffusion theory (cf. Chap. ???) is
an approximation that is expected to work well in the bulk of opaque highly scatter-
ing (1¡$0 ¿ 1) media, i.e., at more that a couple of transport MFPs 1=(1¡$0g)￿
from boundaries and/or sources. This prediction is clearly conﬁrmed by the numer-
ical solutions of the RTE plotted in Fig. 3.16a for large optical thicknesses. Indeed,
the vertical axis is R=T divided by the “rescaled” optical diameter (1 ¡ g)¿diam
and it goes to the anticipated value as ¿diam increases without bound. This is irre-
spective of the angular pattern of the illumination or the phase function; at most, the
forward-scattering media under collimated-beam illumination converge to a slightly
larger value (still well within the accepted range for the extrapolation length factor
￿). The collapse of the curves for g = 0 and g = 0:85 is particularly good for
the isotropic source cases, as is expected in this more clearly diffusive situation, and
fully consistent with the way Davis (2002) set up his BCs and sources. Since R ! 1
in this limit, we have T / 1=(1¡g)¿diam. As noted by Davis (2002), this law does
not seem to be sensitive to cloud geometry: a similar law is indeed obtained in slab
geometry. This robustness with respect to outer cloud geometry is exploited further
on.
We have also highlighted in Fig. 3.16a the locus of points where R = T = 1=2.
In the optically thin limit (¿diam ¿ 1=(1 ¡ g)), we see that the two angular models
for the sources give very different results, both easily explained. Diffuse sources
appropriately distributed on the upper boundary yield R ¼ T ¼ 1=2 in spherical
geometry because scattering is no longer a concern, only ballistic trajectories matter.
In contrast, the collimated beam scenario crosses the R = T line at ¿diam ¼ 2:5 and
R=T goes to another limit determined by the opposite approximation of diffusion,
single-scattering and quasi-linear transmission laws. In this latter approximation,
we indeed expect R = 1 ¡ T / ¿diam with a prefactor that will be sensitive to the
phase function as well as to cloud geometry.
In the above natural enough deﬁnitions, we have used only the solar direction
to partition the boundary ﬁelds according to the position on the boundary where
the light emerges. Thus, introducing a ground surface and the associated vertical
direction, “reﬂected” light can reach the ground and “transmitted” light can return
to space, even if the Sun is at zenith. This is an essential feature of isolated (hor-
izontally ﬁnite) clouds, and a topological impossibility in plane-parallel geometry.
The important demarcation line is not so much the “horizon” line in Fig. 3.12 as the120 Davis and Knyazikhin
Fig.3.16. Reﬂection and transmission of spherical cloud models. A Monte Carlo technique
(cf. Chap. ???) was used with 10
5 histories for each case. (a)Partition of R and T according
to position at escape (hence the subscripts describing the sign of z). (b)Partition of R and
T according to direction at escape (hence the subscripts describing the sign of ￿). In both
partitions, the thick/solid double-arrowed line indicates where R = T = 1=2 (since R+T =
1 here); the dashed lines on either side indicate where R=T = 2
§1, hence R = 1=3 or
R = 2=3 and conversely for T.
“terminator,” a terminology we borrow from planetary astronomy. It is deﬁned as
the closed set intersection
@Mterm(￿0) = @Mshady(￿0) \ @Msunny(￿0): (3.135)
This deﬁnition is preferable to
@M?(￿0) = fx 2 @M : n(x) ² ￿0 = 0g (3.136)
because of possible degeneracy, that is, situations where whole facets with ﬁnite
areas are part of the proposed demarcation set. If this is the case, then some of the
out-going ﬂux is then neither reﬂected nor transmitted — it is quite literally “side-
leaked.” This is a popular notion but unfortunately it can be quantiﬁed precisely
only in very special cloud/Sun geometries where @M? has a ﬁnite area. These spe-
cial illumination conditions that “resonate” with outer cloud geometry may have
received more attention because they happen to be attractive simpliﬁcations for the
RT modeling.
An often-used but pathological geometry for cloud modeling is the popular
cuboidal medium. The cuboid’s pathology results from the possibility of solar rays
grazing ﬁnite areas on its surface. The resolution of its terminator according to
(3.135) under all possible illuminations is illustrated in Fig. 3.15a, while ﬁnite cylin-
ders are treated in Fig. 3.15b. Note that the sunny/shady asymmetry in (3.116)-
(3.117) is chosen so that, when present, side-leakage is grouped with reﬂectance.
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binned as transmission. Indeed, physical intuition tells us that signiﬁcant contribu-
tions from low orders-of-scattering is the hallmark of reﬂectance. Another physical
reason for including @M?(￿0) (when it is ﬁnite) with @Msunny(￿0), hence side-
leakage (when it exists) with reﬂection, is obtained by slightly perturbing the illu-
mination direction from the special (resonant) case that endows @M?(￿0) with a
ﬁnite area. That will generally collapse @M?(￿0) onto @Mterm(￿0) as deﬁned in
(3.135), and put its area into that of @Msunny(￿0).
In summary, our manipulation of set-topological concepts (consequences of
where we assign the =) support the physics of RT because topology is about point
“proximity” and “connectedness.” Spatial connection is also what transport theory
is very much about.
The motivation behind discussions of side-leakage is to ﬁnd a simple mecha-
nistic model for an obvious effect of 3D geometry. Partially because the notion of
side-leakage cannot be transmuted into a mathematically robust construct, Davis
and Marshak (2001) have advocated the more physical concept of photon “chan-
neling” as a better way to describe the elementary interaction between a steady,
initially uniform photon ﬂow and a spatial disturbance. Channeling is based on ﬂow
(i.e., vector-ﬂux ﬁeld) geometry rather than boundary geometry and therefore ap-
plies equally to internally variable media and to homogeneous media that are not
plane-parallel if their horizontal extent is ﬁnite.
“R=T” Partition by Horizontal Orientation and Direction at Escape: As if
the above complications were not enough, deﬁnitions of reﬂection and transmission
direction based on direction ￿ rather than position x are also possible and natural
for horizontally ﬁnite (as well as inﬁnite) media. Furthermore, these deﬁnitions are
more likely to use the vertical rather than solar direction because of surface radiation
budget considerations, as well as remote sensing. Unlike in plane-parallel geometry,
the results are not the same here. Referring again to Fig. 3.12 and looking down
along ¡ˆ z at the scene from far above, we can deﬁne
@Mup = @Msunny(￿0 = ¡ˆ z) (3.137)
and corresponding @Mshady is @Mdn, while @Mterm in (3.135) becomes @Mhorizon.
From this speciﬁc vantage point, we have
(
￿I(x;+ˆ z)=￿0F0; x 2 @Mup \ @Msunny; nadir radiance from illuminated part
￿I(x;+ˆ z)=￿0F0; x 2 @Mup \ @Mshady; nadir radiance from shadowed part
;
(3.138)
the second case being impossible in slab geometry. A similar two-way partition will
exist for zenith radiance
￿I(x;¡ˆ z)=￿0F0;x 2 @Mdn; (3.139)
a sub-sample of this ﬁeld along a line could be interpreted as the sequence of read-
ings of vertically-pointing ground-based radiometer as the mean wind advects the
cloud by. Analogous deﬁnitions can be spelled out for all other directions.122 Davis and Knyazikhin
Encouraged by the apparent robustness of the thick-cloud limiting behavior of
R=T with respect to cloud geometry, Davis (2002) applies his result for spherical
non-absorbing clouds to the remote determination of the optical thickness of real-
world ﬁnite clouds observed in ultra-high (5 m) resolution satellite imagery. At a
purely scattering solar wavelength, all that is required is an estimate of the mean-
ﬂux ratio R=T to infer at least a rough (or “effective”) value of (1 ¡ g)¿diam.5 This
estimation of R=T is easily achieved for opaque isolated or broken cumulus clouds,
especially viewed obliquely with respect to the Sun. As shown in Fig. 3.17, it is not
hard to ﬁnd the terminator in high-resolution images, being the relatively sharp tran-
sition between bright (reﬂective) and dark (transmissive) sides of the cloud. Then,
since we are interested in highly scattered photons for both R and T, a Lambertian
assumption that links radiance in any particular direction and ﬂux from the corre-
sponding surface (in this case, a cloud boundary) is not unreasonable. Therefore
a radiance ratio can be equated with R=T. The ensuing (high-enough) values of
¿diam, taking as usual g = 0:85, are quite realistic for the type of cloud present in
the scene.
Boundary radiances given for all positions and directions can be used collec-
tively to deﬁne overall responses to collimated illumination with respect to the
zenith direction: How much radiation reaches the ground (even if it is coming from
the illuminated side of the cloud)? How much goes back to space (even if coming
from the shaded side of the cloud)? The answers are
8
> > > <
> > > :
R" =
+1 R
0
￿d￿
2￿ R
0
d’
R
n(x)²￿(￿;’)¸0
I(x;￿(￿;’))dS(x) = [F0SM(￿0)]
T# =
0 R
¡1
j￿jd￿
2￿ R
0
d’
R
n(x)²￿(￿;’)>0
I(x;￿(￿;’))dS(x) = [F0SM(￿0)]
;
(3.140)
respectively for reﬂection back to space and for transmission to the surface. The
denominators are simpliﬁed expressions for the incoming ﬂux ￿0F0 measured along
the vertical times the projection along the horizontal of the illuminated boundary
SM(￿0)=￿0.
Figure 3.16b illustrates the deﬁnitions in (3.140) for the same four sequences
of spherical clouds described above in connection with the companion ﬁgure under
the simple assumption that ￿0 = ¡ˆ z. Note that in this partition of R versus T, we
have no a priori reason to divide the ratio R"=T# by the optical thickness, but we
of course still have R" + T# = 1 by conservation. We observe the same excellent
collapse of the curves for g = 0 and g = 0:85 when plotted against (1 ¡ g)¿diam
as in Fig. 3.16a. However, this only occurs when the spatially-modulated boundary
sources are generated diffusely. Logically, the isotropic scattering media under col-
limated illumination merge with their isotropically illuminated counterparts in the
large ¿diam limit. However, this is clearly not the case for forward scattering media;
5 One should say this is for the equivalent homogeneous sphere but that caveat is almost
alwaysomittedindescriptionsofoperationalcloudremotesensingwhenapplyingstandard
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Fig.3.17. Los Alamos (NM) scene with broken clouds captured with the Multispectral Ther-
mal Imager (MTI) from a viewing angle of about 60
±. This grey-scale image was produced
from a true-color rendering of the scene based on 3 narrow channels at 484, 558, 650 nm.
General characteristics of the MTI instrument and orbit are given by Weber et al. (1999).
For a determination of mean optical thicknesses for three selected clouds with different outer
sizes, see Davis (2002).
we attribute this to systematic reduction (enhancement) of R" (T#) by low-orders
of scattering that are always present in reﬂected light but dominate in the periphery
(near-terminator) of the cloud. The small ¿diam behavior here is exactly the same as
for R=T according to position at escape in Fig. 3.16a, only without dividing by the
independent variable ¿diam.
Discussion: It is physically obvious (and rigorously proven by reversing the an-
gular and surface integrals) that absorptions computed from 1 ¡ R ¡ T in (3.133)
and 1 ¡ R" ¡ T# in (3.140) are equal. The main point here is that solar sources124 Davis and Knyazikhin
in ﬁnite clouds yield only two kinds of light: reﬂected and transmitted, just as in
plane-parallel geometry. Transmitted light comes from the boundary points far from
the sources and, at least for optically thick media, is characterized by high orders-
of-scattering and accordingly low radiance levels. Reﬂected light comes from the
boundary points close to the sources and, for optically thick media, is characterized
by a broad distribution of orders-of-scattering (from a single scattering to at least
as many as it typically takes to be transmitted); this circumstance will naturally
correlate with relatively high levels of radiance. If the deﬁnitions of transmission
and reﬂection are predicated on direction with respect to the vertical direction rather
thanboundarytopologyandsourcedirection,thentheywillbemixturesoftheabove
more physical deﬁnition based on position. This is true even if the axis of symmetry
of the ﬁnite cloud (if it exists) is aligned with the vertical. Only in plane-parallel
geometry do the deﬁnitions coincide.
A far-reaching consequence of the physics-based partition of escaping radiation
by connection to the source is that, apart from a set of photon beams of measure
0 (propagating exactly horizontally), there is no such thing as “side-leakage” from
a ﬁnite cloud. There is only reﬂected and transmitted light. However, transmitted
photons may be traveling downward or upward, thus possibly misleading satellite
remote-sensing algorithms that are hard-coded to think that clouds have to be bright.
Similarly, reﬂected photons may be traveling upward or downward, thus contribut-
ing possibly very strongly to surface ﬂuxes. To illustrate this last effect, Fig. 3.18
uses time-series two days long of the direct broad-band (BB) solar ﬂux, measured
normal to the beam, and the total BB down-welling surface ﬂux collected in Boulder
(Co); the diffuse down-welling ﬂux was also detected. The ﬁrst day (July 10, 2003)
was clear, the next day ended with an episode of broken cloudiness. We ﬁrst note in
panel (a) that in the presence of broken clouds the total vertical ﬂux can vastly ex-
ceed its clear-sky counterpart and even the direct ﬂux measured perpendicular to the
beam (i.e., without the ￿0 factor). Panel (b) shows, on the one hand, how the diffuse
down-welling ﬂux is driven almost linearly by the direct solar ﬂux (single scattering
dominates and optical distances are small enough to set exp(¡¿) ¼ 1 ¡ ¿) and,
on the other hand, how much the diffuse BB component is non-linearly enhanced
by broken clouds. At non-absorbed VIS-NIR wavelengths, scattering by clouds can
cause total transmittance to exceed unity.
Finite clouds in spherical refractive atmospheres open up even more interesting
paradoxes with direct illumination of cloud base. This is a frequent and often spec-
tacular display of radiance for ground-based observers located near the terminator
of planet Earth, locally identiﬁed as sunset and sunrise.
3.10 Green Functions to Reciprocity via Adjoint Transport
We cover formal Green function theory for the RTE and relate it to the adjoint RT
problem, both are essential to a number of applications and numerical techniques
in 3D RT. This also provides the natural framework for introducing the reciprocity3 A Primer in 3D Radiative Transfer 125
Fig.3.18. Broken clouds enhance total down-welling surface ﬂux far beyond the clear-sky
direct contribution. (upper) The total vertical down-welling ﬂux can vastly exceed the direct
ﬂux normal to the beam. (lower) A rough partition of the scatter plot of diffuse/vertical vs. di-
rect/normal ﬂuxes from upper panel. The data, courtesy of John Augustine and Gary Hodges
from NOAA, was collected in Boulder (Co) on July 10-11, 2003.
principle which may or may not apply in a given 3D atmosphere-surface system de-
pending on its inherent properties and the conditions surrounding the observations.
3.10.1 Green Functions in Radiative Transfer Theory
Deﬁnitions. Consider a 3D absorbing and scattering medium M bounded by a non-
reﬂecting and non-emitting boundary @M. The volume Green function
GV(x;￿;x0;￿0) is the radiative response of M at a point x, in direction ￿, to a
monodirectional point-source located at a given point x0 in M, continuously emit-
ting photons in a given direction ￿0. The volume Green function satisﬁes the RTE126 Davis and Knyazikhin
(3.102)-(3.103) with ￿ function source term Q, i.e.,
￿ ² rGV(x;￿;x0;￿0) + ￿(x)GV(x;￿;x0;￿0)
= ￿s(x)
I
￿
p(x;￿00 ! ￿)GV(x;￿00;x0;￿0)d￿00 (3.141)
+ ￿V(x ¡ x0)￿(￿ ¡ ￿0)
with homogeneous (no entering radiance) BCs. Here ￿(￿¡￿0), in sr¡1, and ￿V(x¡
x0), in m¡3, are Dirac delta-functions. Note that ￿V(x ¡ x0)￿(￿ ¡ ￿0) is a volume
source normalized by its power. The volume Green function, therefore, is expressed
in m¡2sr¡1. It should be also noted that the point x0 and the direction of the monodi-
rectional source ￿0 are parameters in the RTE; that is, the determination of the com-
plete Green function requires to solve (3.142) for each and every point x0 2 M and
direction ￿0 2 ￿.
In the “operator” language introduced in (3.102)-(3.103), (3.142) can be written
simply as LGV = ￿ where the ￿-function source term takes care of all the photon
state-variables of immediate interest (position, direction). After performing a spher-
ical harmonic decomposition in angle space and a 3D Fourier transform in position
space (i.e., a continuous decomposition on harmonic functions), this concise formu-
lation becomes ˜ L ˜ GV = 1 where the tilde designates a transformed entity. So, it is
not surprising that in some literatures the Green function is denoted GV = L¡1, i.e.,
as the inverse of a linear operator. This expresses the fact that knowing GV or know-
ing L (including knowledge of the spatial distribution of the optical properties in M)
are formally equivalent. The Green function is therefore called the “fundamental”
solution or “resolvant” of the problem at hand, in this case, the RT problem. In this
operator formalism, the solution to the general linear transport problem, LI = Q
(subject to homogeneous BCs), is I = L¡1Q = GVQ which is short-hand for a
5-dimensional integral over the source positions and directions.
In the case of purely absorbing media (￿s(x) ´ 0), the solution to (3.142) al-
ready derived in Sect. 3.8.2 can by given in explicit form using the volume GF
(Case and Zweifel, 1967). Bearing in mind that it is designed to be the kernel of
5-dimensional integral, the Green function is best written as
GV(x;￿;x0;￿0) =
exp[¡¿(x0;x)]
kx0 ¡ xk2 ￿(￿0 ¡ ￿)￿
µ
x0 ¡ x
kx0 ¡ xk
¡ ￿
¶
: (3.142)
This follows from the exact “no-scattering” solution in (3.119) with no boundary
sources (f(¢) ´ 0 on @M) and using the identities in (3.121)-(3.122). The resem-
blance of the GF in (3.142) with the kernels (3.124) and (3.128) of the integral forms
of the RTE covered in the previous section is not accidental: the scattering quantities
￿sp(￿0 ! ￿) are replaced by ￿(￿0¡￿). Also, and contrary to the ones used previ-
ously in this section, the last ￿-function is non-dimensional. Indeed, it is paired with
dx0 (in m¡3) and, in its argument, x0 is divided by the distance kx0 ¡ xk. Finally,
the kx0 ¡ xk¡2 term does not express an algebraic decay (in addition to ¿(x0;x) is
constant). The source is indeed monodirectional, in which case we know from pre-
vious sections that it is only affected by extinction term exp[¡¿(x0;x)]. Rather, this3 A Primer in 3D Radiative Transfer 127
algebraic term comes from the Jacobian required to go from the one-dimensional
integral in s = kx0 ¡ xk, as mandated by the directional derivative in (3.142), to a
three-dimensional integral in dx0 by bringing in a solid angle integral in d￿.
The surface Green function, GS(x;￿;xS;￿0), is the solution to the transport
equation in (3.142) but without the volume source term. However, radiation is pen-
etrating into the medium through the surface @M as given by the inhomogeneous
BC
GS(x;￿;xS;￿0) = ￿S(x ¡ xS)￿(￿ ¡ ￿0); x 2 @M; ￿ ² n(x) < 0; (3.143)
i.e., a point source at xS 2 @M emitting with unitary power in the direction ￿0.
Here ￿S(¢) is a two-dimensional ￿ function (in m¡2). Thus, GS(x;￿;xS;￿0) is the
radiative response of the medium M at a point x, in direction ￿, to a collimated
boundary source. Because sources can be located on the boundary, the volume and
surface Green functions are related:
GS(x;￿;xS;￿0) = jn(xS) ² ￿0 jGV(x;￿;xS;￿0); (3.144)
as is shown further on.
In terms of these two Green functions, we may write the general solution to the
RTE (3.101) with arbitrary volume source Q(x;￿) and BCs (3.109) with sources
given by f(xS;￿). We obtain
I(x;￿) =
Z
M
I
￿
GV(x;￿;x0;￿0)Q(x0;￿0)dx0d￿0
+
Z
xS2@M
dS(xS)
Z
n(xS)²￿<0
GS(x;￿;xS;￿0)f(xS;￿0)d￿0: (3.145)
The ﬁrst term in (3.145) is the solution of the 3D transport equation with the vol-
ume sources Q(x;￿) and no incoming radiance. The second term describes the 3D
radiation ﬁeld in M generated by the sources f(x;￿) distributed over the boundary
@M.
TheGreenfunctionconceptwasoriginallydevelopedinneutrontransporttheory
several decades ago (Bell and Glasstone, 1970). It has enabled the reformulation of
the radiative transfer problems in terms of some “basic” subproblems and to express
the solution to the transport equation with arbitrary sources and boundary conditions
as a superposition of the solutions of the basic subproblems. We now demonstrate
with a relevant example.
Illustration with Cloud-Surface Interaction. Consider a cloudy or aerosol layer
bounded from below by a non-uniform Lambertian surface. This is a problem of
considerable interest in satellite remote sensing of surface properties (Lyapustin and
Knyazikhin, 2002) as well as ground-based remote sensing of clouds (Marshak et
al., 2000). Photon-cloud-surface interaction can be described by the RTE with zero128 Davis and Knyazikhin
volume sources and BCs given in Sect. 3.6.2. The intensity I(x;￿) can be repre-
sented as a sum of two components: the radiation calculated for a “black” surface,
Iblk(x;￿), and the remaining radiation, Irem(x;￿); that is,
I(x;￿) = Iblk(x;￿) + Irem(x;￿): (3.146)
In (3.146), the second component accounts for the radiation ﬁeld excited by mul-
tiple surface-cloud interactions. It satisﬁes LIrem = 0, with a homogeneous (zero-
incoming radiance) BC on the upper boundary, and
Irem(xS;￿) = ￿¡1￿(xS)F(xS) (3.147)
at the lower boundary z = 0 where ￿(xS) is the variable surface albedo, assumed
Lambertian, and F(xS) is a variable down-welling hemispherical ﬂux assumed, for
the moment, to be prescribed. Note that since the geometry of this medium is plane-
parallel, as in Sect. 3.6.2, we could use the “split” notation xS = (~ xS;zS)T here, but
we will continue to use notation that applies to the most general medium geometry.
The remaining radiation can be expressed through the surface Green function as
Irem(x;￿) =
1
￿
Z
zS=0
￿(xS)F(xS)[
Z
￿0<0
GS(x;￿;xS;￿0)d￿0 ] dS(xS): (3.148)
In (3.148), the integral over upward directions describes the radiation ﬁeld in M
generated by an isotropic point-source ￿¡1￿(x ¡ xS) located at the point xS 2 @M.
Given the downward ﬂux ﬁeld F(xS) at the lower boundary, the remaining radiance
Irem can be evaluated from (3.148). The ﬁeld F(xS) itself depends on Irem and
thus (3.148) alone provides a full description of surface-cloud interactions. Com-
bining (3.146) and (3.148), one obtains a two-dimensional integral equation for the
unknown total ﬂux F
(¡)
z (xS) for xS 2 @M (meaning here the plane z = 0):
F(¡)
z (x) =
Z
zS=0
￿(x0
S)R(xS;x0
S)F(¡)
z (x0
S)dS(x0
S) + F
(¡)
z;blk(x): (3.149)
This unknown ﬂux accounts for what the cloud transmits as well as all the multiple
surface-cloud interactions. Here F
(¡)
z;blk is the downward ﬂux at the bottom of the
medium calculated for the “black” surface problem and acts as a source term in the
integral equation. R(xS;x0
S) is the downward ﬂux at xS 2 @M generated by the
point-wise and isotropic source ￿¡1￿(xS ¡ x0
S) located at xS 2 @M and it acts as a
kernel for the integral equation in (3.149). In turn, this kernel is given by an integral
of the surface Green function:
R(xS;x0
S) =
Z
￿>0
￿d￿
Z
￿0<0
￿¡1GS(xS;￿;x0
S;￿0)d￿0; (3.150)
for any pair of surface points (xS;x0
S). Notice that we are preserving angular sym-
metry between the isotropic source at x0
S and the resulting ﬁeld at xS. If moreover3 A Primer in 3D Radiative Transfer 129
the atmosphere is horizontally uniform, then we are sure that the GF in (3.150) will
depend only on jjxS ¡ x0
Sjj. This makes the integral in (3.149) a straightforward
convolution product.
We now return to the aerosol “adjacency” and cloud remote sensing problems
that motivated this exercise. Because the above horizontally uniformity assumption
is viable for aerosol atmosphere, we have reduced the full 3D RT problem of assess-
ing the mixture of albedo values ￿(xS) in the observations I(x;￿), e.g., from space,
to an integral equation that is easily solved in Fourier space. For more details about
this adjacency mitigation strategy in remote sensing, including generalization to
non-Lambertian ground, we refer to the paper by Lyapustin and Knyazikhin (2002).
In the case of clouds, the same horizontally uniformity assumption is of course
highly questionable. Nonetheless, by working with two wavelengths that where the
clouds have similar scattering properties, but the ground’s reﬂection properties not,
one can minimize the impact of 3D RT effects in the observations and apply 1D RT
theory locally to infer cloud properties. More details about this mitigation technique
in the paper by Marshak et al. (2000).
Inverse Problems. Green functions play an important role in developing algo-
rithms for retrieving coefﬁcients in the RTE from radiation leaving a medium, in
other words, performing an optical tomography. Choulli and Stefanov (1996) and
Antyufeev and Bondarenko (1996) reported that, under quite general conditions on
the sources, the 3D ﬁelds of total cross-section (per unit of length), ￿(x), and the
differential scattering cross-section, ￿s(x)p(x;￿ ! ￿0), can be uniquely retrieved
from boundary-ﬁeld measurements. This result indicates that there is a one-to-one
correspondence between the complex 3D structure of a given domain M of space
bounded by a non-reﬂecting surface @M and the outgoing boundary radiation ﬁeld
I(xS;￿), xS 2 @M, n(xS) ² ￿ > 0. The following interpretation of the Green
function underlies the derivation of this property.
The volume and surface Green functions describe the radiative response of the
medium M to a source concentrated at an isolated spatial point and emitting photons
in one direction. A Dirac ￿ function is naturally used to describe such a source. The
theory of distributions developed by Laurent Schwartz (Schwartz, 1950) justiﬁes
the use of such functions in describing and solving physical problems. Since the
boundary condition is expressed in terms of a Schwartz distribution, the solution
to the transport equation is a distribution too. Schwartz’s theory distinguishes two
types of functions, “regular” and “singular” distributions.
There is a one-to-one correspondence between usual functions (with a well-
deﬁned value for each value of its argument) and regular distributions; thus, an
ordinary function can be regarded as a special case of a distribution. The Dirac
￿-function is the simplest example of a singular distribution. No usual function can
be identiﬁed with it and it is only deﬁned under integral operations.
Generally speaking, the solution of the RTE can be expressed as a sum of regular
and singular distributions. The singular component must be treated separately be-
cause numerical techniques cannot deal with bone ﬁde distributions. A technique to130 Davis and Knyazikhin
separate the singular components from (3.142) is based on the following result (Ger-
mogenova, 1986; Choulli and Stefanov, 1996; Antyufeev and Bondarenko, 1996).
For a 3D medium, the radiances due to uncollided and single-scattered photons from
a point-wise mono-directional source, denoted respectively G0 and G1, are singular
distributions while the remaining multiply-scattered ﬁeld is described by a regular
distribution Gms. The Green function is therefore the sum of two singular and one
regular component:
G = G0 + G1 + Gms: (3.151)
The singular components make the above mentioned one-to-one correspondence
between observable radiance ﬁelds and optical properties possible. This generalizes
the classic idea of tomographic reconstruction based only on the uncollided (a.k.a.
directly-transmitted) radiance in G0 and opens the possibility of using reﬂected
radiance to perform 3D reconstruction. Application of this technique to describe
radiation regimes in clouds and vegetation canopies are discussed respectively by
Knyazikhin et al. (2002) and Zhang et al. (2002). More on this will be found in
Chap. ???.
We can anticipate that in optically-dense weakly-absorbing media Gms will gen-
erally be the dominant term and its removal from the measurements of boundary
radiances can leave estimates of the singular component G0 + G1 at par with the
instrumental noise level. In this situation, radically different techniques that capital-
ize on Gms and photon “diffusion-wave” theory can be invoked (Yodh and Chance,
1995, and references therein). Here exact 3D reconstruction is of course not an op-
tion, but large-enough and strong-enough inhomogeneities can be detected.
3.10.2 Adjoint Radiative Transfer
Deﬁnitions. Adjointequationsandtheirsolutionsplayanimportantroleinradiative
transfer theory. Adjoint functions are, in a very real sense, orthogonal to the solu-
tions of the radiative transfer equation. For this and other reasons, they are widely
used in perturbation theory and variational calculations relating to the behavior of
3D optical media. The properties of the solutions of the adjoint RTE are also used
in the development of effective Monte Carlo calculations (Marchuk et al., 1980).
The adjoint RTE can be written formally as
L¤I¤ = Q¤; (3.152)
where L¤ is the adjoint integro-differential linear transport operator,
L¤ = ¡￿ ² r + ￿(x) ¡ ￿s(x)
I
￿
p(x;￿ ! ￿0)[¢]d￿0: (3.153)
The following differences should be noted between L¤ in (3.153) and L in (3.103):
1. the Lagrangian derivative has the opposite sign, and
2. the incident and scattering directions have been interchanged, i.e., ￿0 ! ￿ in
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Physically, we are considering here the time-reversed photon ﬂow. This gives us the
hintthatadjointsourcesQ¤ describethepositionofdetectorswhiletheadjointtrans-
port operator L¤ takes them backwards in time to actual sources. This makes the
space-angle distribution I¤ of adjoint “photons” an estimate of how much a given
position-direction matters for a given radiometric observation (often in a remote re-
gion) modeled by Q¤. We are thus looking for the solution of (3.153) satisfying the
adjoint BCs, namely,
I¤(x;￿) = f¤(x;￿); x 2 @M; ￿ ² n(x) > 0: (3.154)
Note that this boundary condition is formulated for outgoing directions. This makes
physical sense if there are detectors at the boundaries. If there are not (f¤ ´ 0),
then escaping photons will no longer inﬂuence detectors inside the medium (where
Q¤ 6= 0).
To capture the notions of weight and inﬂuence used here to give physical mean-
ing to the adjoint radiance ﬁeld, some authors (Marchuk, 1964) have came to call
I¤ “importance.” Adjoint equations are used many ﬁelds of dynamical modeling to
analyze nonlinear tele-connections. In meteorology, this can be done by looking at
the clusters of backwards trajectories which, in turn, has inﬂuenced data assimila-
tion methodology. In 3D RT, one can think of the 3D “component” of the radiance
ﬁeld as response to a perturbation of uniformity in extinction. It is therefore not sur-
prising that adjoint RT theory — and indeed adjoint GFs introduced below — play
a key role in the perturbative approach to 3D RT (Box et al., 1989; Polonsky and
Davis, 2003).
Some Useful Identities. To describe the relationship between solutions of the stan-
dard (or “forward”) and adjoint radiative transfer equations, the “inner” product of
two RT functions f(x;￿) and g(x;￿) is introduced:
< f;g > =
Z
M
I
￿
f(x;￿)g(x;￿)d￿dx: (3.155)
Now let I(x;￿) be the solution of the forward problem, i.e., I satisﬁes the RTE
LI = Q and the generic BCs in (3.109). This equation is now multiplied by I¤ and
(3.152) by I; the resulting expressions are subtracted and the difference is integrated
over M and ￿. Taking into account the identity
< ￿²rI;I¤ > = ¡ < I;￿²rI¤ > +
Z
@M
dS(x)
I
￿
n(x)²￿I(x;￿)I¤(x;￿)d￿;
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one obtains the basic relationship between solutions of the forward and adjoint RTE,
namely,
<Q;I¤> ¡ <I;Q¤> =
Z
@M
dS(x)
Z
n(x)²￿>0
n(x) ² ￿I(x;￿)f¤(x;￿)d￿
¡
Z
@M
dS(x)
Z
n(x)²￿<0
jn(x) ² ￿jf(x;￿)I¤(x;￿)d￿: (3.157)
In the case of the homogeneous BCs, no incoming photons (f ´ 0) and no outgoing
adjoint ﬂux (f¤ ´ 0), (3.157) can be simpliﬁed to < Q;I¤ > = < I;Q¤ >, or
explicitly
Z
M
I
￿
Q(x;￿)I¤(x;￿)dxd￿ =
Z
M
I
￿
Q¤(x;￿)I(x;￿)dxd￿: (3.158)
Connection with Green Functions. By substituting Q(x;￿) = ￿V(x ¡ x1)￿(￿ ¡
￿1) in (3.158), hence I(x;￿) ´ GV(x;￿;x1;￿1), one obtains
I¤(x1;￿1) =
Z
M
I
￿
Q¤(x;￿)GV(x;￿;x1;￿1)dxd￿: (3.159)
Thus, I¤(x1;￿1) is a Q¤-weighted integral response of the medium to a monodi-
rectional point-source. In other words, the adjoint solution I¤(x1;￿1) is a measure
of the “importance” for the medium’s response of a photon leaving from (x;￿).
For example, it follows from the adjoint BCs (3.154) with f¤ ´ 0 that a pho-
ton at the non-reﬂecting boundary of the medium M and about to leave it has no
importance whatsoever since it cannot return. By further substituting Q¤(x;￿) =
￿V(x ¡ x2)￿(￿ ¡ ￿2) into (3.159), the relation between the forward and adjoint
volume Green functions is obtained:
GV(x2;￿2;x1;￿1) = G¤
V(x1;￿1;x2;￿2): (3.160)
This symmetry makes sense since one goes from the linear transport operator in
(3.103) to its adjoint counterpart in (3.150) by reversing the Lagrangian ﬂow.
Equation (3.157) yields a useful result when the solution of the forward problem
is a volume Green function, and that of the adjoint problem is a surface Green func-
tion. We set Q(x;￿) = ￿V(x ¡ x1)￿(￿ ¡ ￿1) and f ´ 0 for the forward problem,
and Q¤ ´ 0, f¤(x;￿) = ￿S(x ¡ xS)￿(￿ ¡ ￿2), xS 2 @M, n(xS) ² ￿2 > 0, for the
adjoint problem. Substituting these into (3.157) results in
G¤
S(x1;￿1;xS;￿2) = n(xS) ² ￿2 GV(xS;￿2;x1;￿1) (3.161)
where xS is on the boundary. Using (3.159), this leads to (3.144) since ￿0 in the for-
ward problem is equated with ¡￿2 in the adjoint problem. A relationship between
the surface Green function and its adjoint can be derived from (3.157) in a similar
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3.10.3 Reciprocity Principle
Formulation with Green Functions. Intensity G(x2;￿2;x1;￿1) at x2 in direc-
tion ￿2 due to a point source at x1 emitting in direction ￿1 can be related to the
intensity at x1 in direction ¡￿1 due to a source at x2 emitting in direction ¡￿2
by means of the RTE. Such reciprocity relations often prove useful in relating the
solution of a particular problem to that of a simpler problem or to one for which the
solution is known. The adjoint RTE can be used to derive reciprocity relations. In
this following, we will assume that
p(x;¡￿0 ! ¡￿) = p(x;￿ ! ￿0); (3.162)
which is certainly the case if the scattering phase function depends only on the
scatteringanglecos¡1(￿²￿0).Thisisareasonableassumptioninmostatmospheric
applications. It should be noted, however, that this property does not generally hold
true in the case of radiative transfer in vegetation canopies; see Chap. ???.
Consider a 3D absorbing and scattering medium M bounded by a non-reﬂecting
surface @M. Let Q and f be the volume and boundary sources, respectively. In-
tensity I(x;￿) of the 3D radiation ﬁeld satisﬁes the RTE (3.101) and general BCs
(3.109). If a function I¤ is deﬁned such that I¤(x;￿) = I(x;¡￿), then I¤(x;￿)
satisﬁes the adjoint RTE (3.152) with volume and boundary sources deﬁned as (Bell
and Glasstone, 1970)
Q¤(x;￿) = Q(x;¡￿)andf¤(x;￿) = f(x;¡￿): (3.163)
Inthecaseofthe“free-surface”boundaryconditionofnoincomingphotons(f ´ 0)
and no outgoing adjoint ﬂux (f¤ ´ 0), the right-hand side of (3.160) can be replaced
by
GV(x1;¡￿1;x2;¡￿2), i.e.,
GV(x2;￿2;x1;￿1) = GV(x1;¡￿1;x2;¡￿2): (3.164)
This states that the intensity I(x2;￿2) at x2 in the direction ￿2 due to a point
source at x1 emitting in direction ￿1 is the same as the intensity I(x1;￿1) at x1
in the direction ¡￿1 due to a point source at x2 emitting in direction ¡￿2. Thus,
according to (3.164), the intensity is the same in two situations depicted in Fig. 3.19.
The relation in the form of (3.164) is referred to as the optical reciprocity theorem
(Bell and Glasstone, 1970).
By virtue of (3.144), we also have a reciprocity in the surface Green functions:
GS(xS2;￿2;xS1;￿1) = GS(xS1;¡￿1;xS2;¡￿2) (3.165)
for any two points on @M. Note that the source directions in the second argument
pair are oriented inward (e.g., n(xS1)²￿1 < 0) while the detection directions in the
ﬁrst argument pair are oriented outward (e.g., n(xS2) ² ￿2 > 0).134 Davis and Knyazikhin
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Fig.3.19. The reciprocity principle. As expressed in (3.164), switching detector and source
and inverting the directions of propagation yield the same result for the Green function.
Illustration with an Atmosphere-Surface System. Consider again the problem of
acloudyoraerosollayerboundedfrombelowbyanon-uniformandnon-Lambertian
reﬂecting surface at z = 0. In this situation, a fraction of the radiation can be re-
ﬂected back into the layer by the ground according to some spatially varying BRDF,
½(xS;￿0 ! ￿), where ￿0 is in the downward hemisphere and ￿ is in the upward
one. Going back to (3.90)-(3.91), the BRDF is normalized in such a way that
I(xS;￿) =
Z
￿0<0
½(xS;￿0 ! ￿)j￿0jI(xS;￿0)d￿0; (3.166)
for all xS in the plane z = 0 and all ￿ > 0. Under what conditions on ½ does the
optical reciprocity theorem apply to such a composite atmosphere-surface medium?
First, the right-hand side of (3.157) should vanish in order to obtain (3.158) and, as
a consequence, the relation (3.160) hence (3.164). Second, the conditions (3.163)
should be imposed to obtain the relationship I(x;¡￿) = I¤(x;￿) between solu-
tionsoftheforwardandadjointRTE.Theformerconditionissatisﬁedifthesolution
of the adjoint RTE satisﬁes the following BC (Germogenova, 1986)
I¤(xS;￿) =
Z
￿0>0
½(xS;￿ ! ￿0)I¤(xS;￿0)j￿0jd￿0; (3.167)
for all xS and ￿ > 0. In our example, the functions f and f¤ are given by the right-
handsidesof(3.166)and(3.167),respectively.Therefore,theequalityf¤(x;¡￿) =3 A Primer in 3D Radiative Transfer 135
f(x;￿) takes place if and only if
Z
￿0<0
½(xS;¡￿! ¡￿0)I¤(xS;¡￿0)j￿0jd￿0 =
Z
￿0<0
½(xS;￿0 ! ￿)I(xS;￿0)j￿0jd￿0:
(3.168)
Under this condition, I(xS;￿) = I¤(xS;¡￿) and, therefore, the identity (3.168)
holds true if
½(xS;¡￿ ! ¡￿0) = ½(xS;￿0 ! ￿): (3.169)
which is similar to our assumption in (3.162) about the scattering phase function.
Thus, the condition (3.169) should be imposed on the BRDF to extend the va-
lidity of the reciprocity principle to media with reﬂecting boundaries. Note that the
scattering phase function that appears in the RTE for vegetation canopies is not,
as a rule, rotationally invariant. Besides, this function is generally asymmetric, i.e.,
½(x;¡￿0 ! ¡￿) 6= ½(x;￿ ! ￿0). The BRDF of vegetation canopies, therefore,
does not necessarily follow (3.169). This means that the reciprocity principle may
not be applicable in the case of an atmosphere/vegetation-canopy system.
Violation of Directional Reciprocity over Finite Domains. Ultimately, the gen-
eral reciprocity relations we have uncovered in Green functions are traceable to the
microscopic reversibility of each and every reﬂection and scattering event. If, at a
given locale, a certain change of propagation direction ￿1 ! ￿2 can occur then
so can ￿2 ! ￿1, with equal probability. That is the meaning of the conditions
(3.162) and (3.169) for reciprocity. In this respect, the 3D RT reciprocity relations
we uncovered are special cases of Onsager’s general relations for kinetic systems,
not necessarily in equilibrium.
This also opens up the question of purely directional reciprocity as more sym-
metry is imposed on the system, or as the wealth of information in the Green func-
tion is selectively degraded. For instance, if the (cloud-surface) medium is plane-
parallel and horizontally homogeneous, then the surface Green functions in (3.165)
depend only on x1¡x2. If, furthermore, the source direction is normal to the surface
(￿2 = (0;0;¡1)T) or, generally speaking, an axi-symmetric illumination pattern
then only the modulus jjx1 ¡ x2jj matters. This of course includes isotropic illumi-
nation, equivalently, an average Green function for all possible incoming directions.
OnecanalsointegratethesurfaceGreenfunctionin(3.165)overonespatialvariable
and then average the result over the other; more precisely, one carries this average
over a ﬁnite domain which is gradually extended to inﬁnity (unless periodic BCs are
encountered ﬁrst). Assuming x1 and x2 were on the same side, this yields
R(￿1;￿2) = R(¡￿2;¡￿1) (3.170)
in natural notations, where ￿2 is inward-oriented at the source and ￿1 is outward-
oriented at the detector. We thus recover Chandrasekhar’s angular reciprocity rela-
tions for homogeneous plane-parallel media as a special case.
It was once believed that the reciprocity relation in (3.170) could be used in
the real 3D atmosphere-surface system. The motivation was to faster build “angular136 Davis and Knyazikhin
models” which are used to infer hemispheric TOA ﬂuxes from observed radiances
in ERBE/CERES 6 -like missions that monitor the Earth’s radiation budget. Di Giro-
lamo et al. (1998) showed beyond any doubt that this is not a good idea since in a
3D system reciprocity applies either for inﬁnitesimal areas around the two points,
or for the domain averages, but not for the intermediate pixel-scale which is just an
attribute of the observation system.
3.11 Summary and Outlook
We have surveyed the deﬁnitions of the fundamental quantities used in general —
that is, three-dimensional — radiative transfer from the standpoint of classical par-
ticle transport theory. We have looked at how these quantities relate to one another,
including reciprocity relations and how they break down in 3D media over ﬁnite
domains. We have shown how the key quantities are constrained by radiant energy
conservation in the steady-state radiative transfer equation under various guises,
along with its associated boundary conditions. Green functions are introduced and
illustrated by showing how the general (and highly relevant) atmosphere/surface
problem can be reduced to the two simpler problems of an atmosphere over an ab-
sorbing surface and a convolution using a Green function kernel.
We have thus introduced the basic tools used in the remainder of this volume.
In mathematical short-hand, they compactly contain all the necessary information
about the systematic biases that the 3D world inﬂicts upon forward and inverse
radiative transfer based on 1D modeling. Bearing in mind the historical background
painted in broad strokes in Sect. 3.1, these biases have been documented extensively
over the past three or more decades. Many of these biases will be discussed in the
following chapters. Several exciting developments in the fundamental aspects of 3D
radiative transfer, some with tutorial value, have occurred over the same period. For
lack of space, they were not included here, nor will they be covered anywhere in this
volume. A non-exhaustive list based largely, but not entirely, on our own research
is:
² scale-separation conditions for the applicability of the radiative transfer equa-
tion and its connection to scalar- and vector-wave optics;
² critical examination of the applicability of an “ensemble” distribution of droplet
sizes motivated by the real-world observation that the largest droplets are so rare
one may not be able to deﬁne a density for them;
² introduction of a new term into the radiative transfer equation to account for the
rare encounters of photons with the very large cloud droplets that do not have a
well-deﬁned density;
² various derivations of Fick’s law for photon diffusion from the 3D radiative
transfer equation, leading to the powerful 3D diffusion approximation;
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² multiple forward scattering recast as a random walk on the sphere (of propa-
gation directions) and derivation of Eddington’s rescaling of extinction without
diffusion or asymptotic theory;
² proof that effective (or “mean-ﬁeld”) transport kernels in random 3D media are
never exactly exponential and, in the relevant case of spatially correlated media,
that they have longer-than-exponential tails;
² criteria that predict the onset of strong 3D effects on the scale of the actual
mean-free-path which can be considerably larger than the inverse of the mean
extinction.
² deﬁnition of the elementary interaction of the steady-state photon ﬂow with
a spatial disturbance in a scattering medium as a “channeling” event, and its
application to domain-average biases;
² derivation of a general expression for mean photon path length as volume-angle
integral of the temporal Green function used in Chap. ???;
² asymptotic and exact diffusion theoretical formulas for the spatial and temporal
characteristics of diffusely reﬂected and transmitted light on cloud parameters;
² extension of classic/Gaussian diffusion theory to highly variable media using
L´ evy-stable distributions and transport by “anomalous” diffusion.
Some of this material could be forged into a more advanced appraisal of the funda-
mentals of 3D radiative transfer that could in turn become the backbone of a phe-
nomenology of 3D effects in photon transport, in other words, a framework from
which better informed strategies can be articulated in computational or observa-
tional projects. The reader is therefore encouraged to use the suggested reading list
below to further his/her awareness of the fundamental issues in 3D radiative transfer.
The present authors have always found added-value for their institutional research
assignments in remote sensing and/or radiation budget estimation by revisiting the
fundamentals.
As an example, in Sect. 3.10.1 we remarked that the decomposition of the Green
function into its singular components (0th- and 1st-order scattering ﬁelds) and its
regular component (higher-order scattered photons) has proved useful in tomogra-
phy. That breakdown of the Green function has recently been applied to the char-
acterization of radiative transfer regimes in 3D clouds (Knyazikhin et al., 2002) as
well as in 3D vegetation canopies (Zhang et al., 2002).
To further illustrate this process of information percolating from the fundamen-
tals to applied radiative transfer, we gave special attention here to the radical depar-
tures from plane-parallel geometry embodied by horizontally ﬁnite clouds in iso-
lation. We were thus forced to revisit the conventional partition of escaping solar
radiation. In particular, we do away with the notion of “side-leakage” in favor of
reﬂection since a cloud “side” can only be identiﬁed unambiguously in very special
shape/illumination conﬁgurations and, even when it can be identiﬁed, topology of
(i.e., proximity to) sources will cause it to be crossed by a signiﬁcant population
of escaping photons that have undergone relatively few orders-of-scattering. This
indeed mimics the behavior of cloud top, the undisputed source of reﬂection. The
conceptual cost here is to accept that reﬂected photons can reach the surface (i.e.,138 Davis and Knyazikhin
for all climatic purposes, be “transmitted”). This is in fact an everyday observation:
visualize the bright side of a cumulus under fair weather conditions or a distant
cumulonimbus generated by deep convection. Similarly, we need to recognize that
some of the highly scattered photons transmitted through the dimmer side of a ﬁ-
nite cloud will eventually reach space (i.e., be “reﬂected”). This again is a frequent
observation by Earth-monitoring satellites that can resolve small broken or isolated
clouds, often from sun-synchronous orbits that exclude exactly overhead Sun. Pixel-
by-pixel processing of such imagery would probably misidentify a pixel from the
shady side of a cloud for lack of brightness. If (e.g., by using thermal emittance),
the pixel was properly classiﬁed as cloudy, then the optical depth would be vastly
underestimated. The simpler “reﬂection-or-transmission” partition of solar photon
fate proposed here was successfully put into application by one of us (Davis, 2002)
to infer optical depths of cumulus clouds from high-resolution satellite images. In
short, this somewhat rude reminder of common-sense observation of our 3D world
populated with ﬁnite-sized clouds — and support from elementary considerations
in set topology — has clariﬁed the role of these clouds in the Earth’s radiation ener-
getics and taught us how to better interpret satellite data.
This is just one example of why the fundamentals of radiative transfer are still a
vibrant area of research. An area that is indeed pressured to advance by the climate
community as well as the remote sensing community. Anticipating on the topics of
Chaps. ??? and ???, we conclude by assessing the needs of these two major stake-
holders of radiative transfer theory:
² ClimateScience.Itiscommonplacetostatethatcloudsareamajorsourceofun-
certainty in current climate system models. About all we know for sure is that
low/warm/opaque clouds cool the climate (solar effects dominate) and there-
fore mitigate the global greenhouse effect, especially if they are as extensive as
typical marine stratocumulus systems, while their high/cold/semi-transparent
counterparts trap heat (thermal effects dominate) and therefore contribute to the
global greenhouse effect. Cirrus layers fulﬁll all the conditions for the latter ef-
fect and are also very pervasive at all latitudes. So, interestingly, the net effect of
clouds on the global climate is small but strong regional effects can be expected.
This underscores the importance of accurate representations of clouds and of
their radiative properties in Global Climate Models (GCMs). It is fair to say
that, along with the most common tri-atomic molecules (and some more com-
plex ones), clouds regulate the climate system’s vast heat reservoirs (oceans,
land masses, and cryosphere). As part of this mechanism, clouds are active par-
ticipants in the complex dynamics of the hydrologicalcycle that may be stressed
anthropogenically in ways we very poorly understand. Paradoxically, clouds are
never plane-parallel and homogeneous in Nature but always plane-parallel and
homogeneous in climate models, even the most current ones, simply because
this makes them amenable to the 2-stream model (or one of its numerous vari-
ants). One wonders why clouds are not mentioned as often as aerosols, let alone
greenhouse gases, as a source of concern in “big” climate science, at the IPCC
level where research priorities are formulated. It is true that clouds are an inher-3 A Primer in 3D Radiative Transfer 139
ent part of the climate system rather than a “forcing” that one has (in principle)
a handle on. But another part of the explanation surely comes from the neces-
sity to “tune” GCMs to the climatologies of out-going long- and short-wave
ﬂuxes obtained from satellites. These datasets are constantly being improved
by NASA’s ERBE and CERES programs and by initiatives from other agencies
worldwide. Since cloud-radiation interactions are essentially the ﬁrst and last
lines of defense in the Earth’s climate system as it interacts radiatively with the
rest of the Universe, the corresponding parameterizations are the obvious can-
didates for dialing the “right” CERES/ERBE-like ﬂuxes. Indeed cloud optical
properties can be used to obtain essentially any answer: unlike aerosols for in-
stance, they give climate modelers a full dynamical range. Now the tuning of
cloud optical depth is justiﬁed primarily by uncertainty in the parameterization
of cloud physics rather than that of the radiative transfer. This state of affairs
is nonetheless rather discouraging for the cloud-radiation modeling community
because one of its poorest representations of clouds can still be used to yield
the desired answer. What would happen if an independently validated, hence
fundamentally non-tunable, cloud-radiation scheme were delivered to the GCM
community?
² Remote Sensing Science. The 2-stream particle transport model, ﬁrst developed
and solved analytically by Schuster (1905), will soon be celebrating its ﬁrst 100
years, and the ﬁrst computationally viable multi-stream solution for homoge-
neous slab geometry was obtained well over 50 years ago by Chandrasekhar
and co-workers using discrete ordinates. These solutions for plane-parallel op-
tical media are still the workhorses in GCM-based climate modeling and in
operational remote sensing of cloud properties respectively. New photon prop-
erties such as polarization and total path (in lidar or O2 spectroscopy) are being
explored at the same time as usage of the more familiar ones, wavelength and
direction/pixel-space, is being pushed to new heights. Indeed, hyperspectral is
superceding multispectral sampling of wavelength and sub-meter resolutions
are now available, at least commercially. The increasing cost of space assets —
by shear numbers if not by the unit — demands ever more realistic end-to-end
modeling of existing and future observation systems. This modeling activity
will undoubtedly usher in an entirely new class of physics-based algorithms for
remote sensing that exploit rather than neglect spatial variability of the atmo-
sphere/surface system. If nothing else, the harsh economics of programmatic
investment in space-based Earth science will force the horizontally homoge-
neous plane-parallel atmosphere/cloud/surface model into retirement because
new theory is very inexpensive compared to new hardware.
We again encourage the reader to delve into the suggested reading listed below with
a running commentary. Some of the entries offer damage mitigation strategies for
the widespread use of 1D standard models in applied radiative transfer (including
“effective” properties and other corrections). Others offer outright alternatives in
the form of new transport equations. Yet others describe new instrumental designs140 Davis and Knyazikhin
using both passive and active modalities that exploit rather than neglect the effects
3D radiative transfer.
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Multiple-scattering in lidar signals from clouds (beyond the small-angle
approximation:
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(3) Lateral photon transport: For more ease, we have made separate lists for op-
tically thin and thick media, with applications respectively to dense clouds and
aerosol layers.
Transmission through optically thin medium over a reﬂecting surface: We list a few
investigations of the so-called aerosol “adjacency” effect that appeared in the 80s
or thereafter. Earlier references are listed in the main text on the closely related
problem of transmission through optically thin media.
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Lyapustin, A.I. (2001). Three-dimensional effects in the remote sensing of surface
albedo. IEEE Trans. Geosc. and Remote Sens., 39, 254–263.
Lyapustin, A.I. and Y. Kaufman (2001). Role of adjacency effect in the remote sens-
ing of aerosol. J. Geophys. Res., 106, 11909–11916.
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Proceedings, 5059, 15–20.
(4) New transport kernels and RT equations: Chapter ??? is devoted to “stochas-
tic” RT, which usually means in binary Markovian binary media. It covers in detail
mean-ﬁeld theory for a special kind of random medium that has a vast literature in
its own right in atmospheric optics, astrophysics and neutronics. Here we list some
other kinds of mean-ﬁeld investigations that produce new transport equations for
multiple scattering, or new kernels for propagation between the scatterings.
Borovoi, A.G. (1984). Radiative transfer in inhomogeneous media. Dok. Akad. Nauk
SSSR, 276, 1374–1378. (English version in Sov. Phys. Dokl., 29(6).)
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and a whole chapter further on in this volume by Stephens, Heidinger, and Gabriel
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von Savigny et al., Marshak et al. and Barker et al. use a simple zenith- or nadir-
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solar wavelengths as the clouds are advected above the ground station or scanned
from an aircraft. Davis et al., Love et al. and Evans et al. use a pulsed laser as a
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measurements. J. Atmos. Sci., 59, 2093–2111.
Evans, K.F., R.P. Lawson, P. Zmarzly, D.O’Connor, and W.J. Wiscombe (2003). In
situ cloud sensing with multiple scattering lidar). Simulations and demonstra-
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(6) Further considerations on surface reﬂectance properties and/or reciprocity: A
few recent studies worth consulting are listed below, to go beyond the references
given in Sect. 3.10.3.
Loeb, N.G. and R. Davies (1996). Observational evidence of plane parallel model
biases: Apparent dependence of cloud optical depth on solar zenith angle. J.
Geophys. Res., 101, 1621–1634.
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(7) More studies on cloud models with non-plane-parallel geometry: In the intro-
duction to main text, we covered the historical (pre-1980) period where horizontally
ﬁnite (fundamentally non-plane-parallel) clouds where a popular topic, especially
using the diffusion approximation. In the 1990s, the trend was to return to plane-
parallel geometry for the outer geometry but the models were rife with internal 2D
or 3D variability. We predict a renewed interest in horizontally ﬁnite clouds to cope
with cumulus-type clouds. In Sect. 3.9.2, we discussed a recent application by one
of the authors (Davis and Marshak, 2002) to remote-sensing that capitalized on a
closed-form diffusion theoretical result for spherical clouds. Here are a few refer-
ences from the 1980s where horizontally ﬁnite clouds are investigated in isolation
or in (random or regular) arrays, always going beyond diffusion theory.
Welch,R.andW.Zdunkowski(1981).Theradiativecharacteristicsofnoninteracting
cumulus cloud ﬁelds, Part I - Parameterization for ﬁnite clouds. Contrib. Atmos.
Phys., 54, 258–272.
Welch,R.andW.Zdunkowski(1981).Theradiativecharacteristicsofnoninteracting
cumulus cloud ﬁelds, Part II - Calculations for cloud ﬁelds. Contrib. Atmos.
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Harshvardhan and J. Weinman (1982). Infrared radiative transfer through a regular
array of cuboidal clouds. J. Atmos. Sci., 39, 431–439.
Harshvardhan and R. Thomas (1984). Solar reﬂection from interacting and shadow-
ing cloud elements. J. Geophys. Res., 89, 7179–7185.
Welch, R.M. and B.A. Wielicki (1984). Stratocumulus cloud ﬁeld reﬂected ﬂuxes:
The effect of cloud shape. J. Atmos. Sci., 41, 3085–3103
Preisendorfer, R.W. and G.L. Stephens (1984). Multimode radiative transfer in ﬁnite
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arrays. J. Geophys. Res., 93, 2405–2416.
(8) Selected readings on the independent pixel/column approximation: This is sim-
ple idea of applying 1D RT to the column under every (computational) grid-point
or (satellite) pixel in the horizontal projection of a 3D cloud ﬁeld. We see this as
the “IPA” or “ICA,” a prediction for the 2D horizontal ﬁeld of reﬂected or trans-
mitted ﬂuxes or the heating rate at a given level. Some authors would consider the
IPA/ICA to include the next step which consists in spatially or statistically aver-
aging this predicted ﬁeld. At any rate, the now popular IPA/ICA terminology was
introduced during the 1990s to describe an already common practice. In a sense,
this is the default approach to radiative budget estimation in climate models as well
as in remote sensing operations when unresolved variability is ignored. If reason-
able assumptions are made about the unresolved variability the averaging can, at
least under some circumstances, predict the domain-average quite accurately. So
the IPA/ICA has become a real workhorse in contemporary 3D RT. It was men-
tioned in the main text only in connection with two early publications of primarily
historical interest: one that appeared in the Former Soviet Union (Mullamaa et al.,
1972), and another in the West (Ronnholm et al., 1980), later and independently of
course. In this volume alone, the IPA/ICA is used extensively in Chaps. ???, ??? and
??? either as a benchmark (from which to measure “true” 3D RT effects mediated
by horizontal ﬂux divergences and convergences) or as a framework (for producing
domain-average properties by accounting for the variability but ignoring the hori-
zontal ﬂuxes). Below is a sampler of studies where the IPA/ICA is applied (some
even before the abbreviations were adopted), assessed (by comparison with more
accurate 3D RT methods), and improved upon (without sacriﬁcing efﬁciency).
Applications of the IPA/ICA:
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albedo of fractal stratocumulus clouds. J. Atmos. Sci., 51, 2434–2455.152 Davis and Knyazikhin
Barker, H.W. (1996). A parameterization for computing grid-averaged solar ﬂuxes
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break in stratocumulus as a three-dimensional radiative transfer effect, Implica-
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Davis, A.B. and A. Marshak (2001). Multiple scattering in clouds, Insights from
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Polonsky, I.N., M.A. Box, and A.B. Davis (2003). Radiative transfer through inho-
mogeneous turbid media: Implementation of the adjoint perturbation approach
at the ﬁrst-order. J. Quant. Spectrosc. Radiat. Transfer, 78, 85–98.
Finally, we note that the “adjacency” effect covered under item (3) is a 3D RT
process that nonlinearly mixes surface reﬂectances in satellite imagery. This radio-
metric mixing mediated by the ambient aerosol is what defeats the clear-sky equiva-
lent of the IPA: satellite pixels can no longer be analyzed separately to infer surface
properties. Because the aerosol atmosphere is optically thin, methods used in that
context are interestingly different from those favored by the cloud radiation com-
munity.