Abstract. As the improvement of smart grids, the customer participation has reinvigorated interest in demand-side features such as load control for domestic users. A genetic based reinforcement learning (RL) load controller is proposed. The genetic is used to adjust the parameters of the controller. The RL algorithm, which is independent of the mathematic model, shows the particular superiority in load control. By means of learning procedures, the proposed controller can learn to take the best actions to regulate the energy usage for equipments with the features of high comfortable for energy usage and low electric charge meanwhile. Simulation results show that the proposed load controller can promote the performance energy usage in smart grids.
Introduction
During the past several years, the demand-side participation has been improving in smart grids. By suitably adjusting the energy prices, electrical load can be shifted from periods of high or peak demand to other periods, thereby reducing the ratio of peak to average loads [1, 2] . But, load control also faces several decision-making challenges [3] . Each decision implicitly requires the consumer to estimate what future energy prices may be and weigh this differential cost against the dis-utility of waiting. A major problem here is the lack of information related to the different characteristics of consumer energy usage fashion [4] . However, it has been revealed to devising a mathematical model for energy usage is a very difficult task. In order to overcome the above-mentioned difficulties, the load control scheme with learning capability has been employed [5] .
In this circumstance, the reinforcement learning (RL) algorithm shows its particular superiority, which just needs very simple information such as estimable and critical information, "right" or "wrong". This algorithm is independent of the mathematic model and priori-knowledge of system. It obtains the knowledge through trial-and-error and interaction with the environment to improve its behavior policy. So it has the ability of self-learning and has been used in the energy management of smart grid. The genetic algorithm, simulating a genetic process on computer, is a powerful way to solve hard combinatorial optimization problems. It can be used to adjust the parameters of the RL controller [6] .
In this paper, based on the genetic and reinforcement learning algorithm, a hybrid intelligent load management controller is proposed. It can behave optimally without the explicit knowledge of smart grid environment, only relying on the interaction with the unknown environment and provide the best action for a given state. Through learning process, the proposed controller adjusts the consumer energy usage behavior to optimal schedule. It responses to the price signal to reduce the average end-user financial costs and improve the consumer satisfaction.
Controller based on Genetic-Reinforcement Learning Algorithm
The architecture of the proposed controller is shown in Fig. 1 . It has the regulation ability in load control process. The inputs of controller are composed of the sequence of energy prices ( ) is the energy allocated to device m at time t . The learning agent in the proposed controller and the electricity grid environment interact continually in the learning process. At the beginning of each time step of learning, the controller senses the states for grid and gets the reward signal. Then it selects an action to make decision on how energy usage is scheduled for devices. After that, the grid changes its state and gives a new reward to the controller. Then the next step of learning begins.
Pricing
User demand Controller Reward Signal. Reward signal is the criteria of learning performance that mathematically represent consumer preferences in the economics. For a given state, ( ) t s , and energy control policy, ( ) u t , the reward function defined as cost incurred is the sum of the financial cost and dis-utility cost
where 0 λ ≥ determines the trade-off between the financial cost and dis-utility cost. The objective is to find the best energy control policy * u that minimizes (1) . Then the value of r is normalized to [0, 1] . The consumers would prefer to have devices operate sooner rather than later, and this preference as a strictly concave function called dis-utility function ( ( )) m U x t + ∈ R . As consumers wait longer for a device to complete its work, the dis-utility function increases in value, reflecting the consumers' dis-satisfaction of waiting. Different devices will have different dis-utility functions.
The Action Evaluation Network. The AEN plays the role of adaptive critic element and has to be used to predict the reinforcement signal ( ) v t .It is a standard three-layer feed-forward neural network. The inputs are the states of smart grid, such as price and demand. The output is the prediction of the reinforcement signal, denoted by v . Weight updating in AEN is a reward/ punishment scheme for neural networks [7] .
The AEN produces a prediction of future reinforcement signal for a given state. For example, if we move from a state with prediction of low reinforcement signal to a state with prediction of higher, this positive change is used to reinforce the selection of the action which caused this move.
The Action Selection Network. Given the current state variable of smart grid, the ASN selects an action by implementing an inference scheme based on fuzzy control rules. 
where j u is the degree of match between a fuzzy label i occurring as one of the antecedents of a rule l and the corresponding input variable.
Layer 4: A node in this layer corresponds to a consequent label. Its inputs come from all rules which use this particular consequent label. For each of the l ω supplied to it, this node computes the corresponding output action as suggested by rule l . This mapping can be written as ( )
where l p , l p′ , l q , l q′ and l z are the parameter set, which represent the consequent part. Layer 5: A single node in this layer represents the output action variable representing the load control policy. The output node combines the outputs from all the fuzzy control rules, weighing each by its firing strength.
Modifiable weights are present on input links into layers 2 and 4 only. The other weights are fixed at unity. In practice, it is sufficient to train the consequent labels alone since they are able to compensate for moderate damage to the antecedent labels. This means that the parameter training effectively works on only the parameters l p , l p′ , l q , l q′ and l z . They are initially random numbers from 0 to 1, which will be adjusted by the genetic algorithm.
Genetic. The genetic algorithm is an optimization technique that has been successfully used for solving a wide range of combinatorial optimization problems. The fuzzy rule antecedent constitutes an evolving niche or sub-population where the fuzzy rules with the same antecedent share similar environment states. The rule consequences or actions need to compete for survival within a niche, while the rules from different niches co-operate to generate the output.
In each learning step, the reward is apportioned to the rules that are activated in the previous step. The rule's fitness values are accordingly updated using the standard Widrow-Hoff delta rule. There is a winner action in each sub-population and the winner actions from all sub-population are formed the consequent parts of fuzzy rules. The selection for the winners in sub-population is implemented by the niche genetic operator through reproduce and mutation process.
Simulation Results
In this section, we present a numerical example of load control problem. As expected, the proposed controller has the desired energy management behavior, shifting the time of operation and allocation of energy in response to pricing signals. The consumer demand selection process ( ) d t follows M independent bursty Markov chains taking values of zero or one. Likewise, the energy price process is driven by a binary Markov chain. Fig. 2 (a) and (b) shows a representative aggregate consumer selection trace and associated aggregate energy control policy trace and illustrates the desired energy management behavior. The vertical axis is in normalized energy units and the horizontal axis units of time. The upper plot is of the total energy selected by the consumer in time t . The lower plot is the total energy allocated by the proposed controller at time t . In time period one, the controller estimate that current energy prices are lower than future prices. So the optimal control policy allocates approximately the quantity of consumer device requiring. In time period two, the controller estimate that current energy prices are higher than future prices. So the optimal control policy defers allocating the energy until several periods later. 
Conclusion
In the load control of smart grids, the reactive scheme could not accurately respond to a time-varying environment due to the lack of prediction capability. Genetic algorithm not only has the merit of global convergence, but also needs little domain knowledge in searching. However, the reinforcement learning, which just needs very simple information such as estimable and critical information, "right" or "wrong", is meaningful in the energy management problems. Based on genetic and reinforcement learning algorithm, a hybrid intelligent controller is proposed to the design of load controller. It is seen that the proposed controller indeed performs an efficiently load control, and is capable of learning the system behavior.
