We discuss a Curie-Weiss model with two groups in the critical regime. This is the region where the central limit theorem does not hold any more but the mean magnetization still goes to zero as the number of spins grows. We show that the total magnetization normalized by N 3/4 converges to a non-trivial distribution which is not Gaussian, just as in the single-group Curie-Weiss model.
Introduction
The Curie-Weiss model is a simple model of magnetism. In this model the spins can take values in {−1, 1}. The energy function for spins X = (X 1 , X 2 , . . . , X N ) ∈ {−1, 1} N is given by
where J is a positive real number.
The probability of a spin configuration is given by P X 1 = x 1 , . . . , X N = x N := Z −1 e −H(x1,...,xN )
where x i ∈ {−1, 1} and Z is a normalisation constant which depends on N and J.
The quantity
is called the (total) magnetisation. It is well known (see e. g. Ellis [2] or [5] ) that the Curie-Weiss model has a phase transition at J = 1 in the following sense
where ⇒ denotes convergence in distribution and δ x the Dirac measure in x.
For J ≤ 1 we have m(J) = 0 while m(J) > 0 for J > 1.
Equation (4) is a substitute for the law of large numbers for i.i.d. random variables.
Moreover, for J < 1 there is a central limit theorem, i. e.
In the 'critical' case J = 1 the correct normalization of the S N is N 3/4 rather than N 1/2 . In fact the normalized sums 1 N 3/4 S N (6) converge in distribution. The limit measure is not a normal distribution.
In this paper we consider a Curie-Weiss model with two groups of spins denoted by X = (X 1 , . . . , XÑ
1
) and Y = (Y 1 , . . . , YÑ
2
) with X i , Y j ∈ {−1, 1}. The total number of spins is N =Ñ 1 +Ñ 2 . The interaction within the groups is given by the coupling constants J 1 and J 2 and the interaction between spins from different groups isJ. In other words, the Hamiltonian is given by:
We assume that J 1 , J 2 > 0,J ≥ 0 and J 1 J 2 −J 2 > 0, so that the coupling matrix
is positive definite. We denote its determinant by ∆ = J 1 J 2 −J 2 > 0.
Let us consider groups X 1 , . . . , X N1 and Y 1 , . . . , Y N2 (with N 1 ≤Ñ 1 and N 2 ≤ N 2 such that both N 1 and N 2 go to infinity as N does, more precisely, we set
and assume that these limits exist and are strictly positive.
We are interested in the asymptotic behaviour of the two-dimensional random variables
Y j (10) as N goes to infinity.
In this paper we consider what we call the 'critical phase', i. e. the regime where
Note that if we use the symbol α for the diagonal 2 × 2 matrix with entries α 1 and α 2 , we can formulate these conditions equivalently in matrix form: the matrix
is singular and has positive diagonal entries if and only if we are in the critical regime.
For later use we define the matrix L by
In the previous paper [8] we discussed the 'high temperature regime' for the model under consideration for which (13) is replaced with
For this range of parameters we proved that
For the 'high temperature regime' we also proved a central limit theorem, namely
converges to a normal distribution (for the details see [8] ).
In the critical regime we consider here i. e. for (11)-(13) we will prove that (16) still holds but (17) has to be replaced by
N2 .
This sequence T N converges in distribution but not to a normal distribution. We compute the moments of the limiting measure in Theorem 2.
Now we are able to formulate our results.
Theorem 1.
Under the above assumptions, we have
Above '=⇒' denotes convergence in distribution of the 2-dimensional random variable on the left hand side.
If we choose as normalising factors N ν instead of N ν , then we obtain Theorem 2. Under the above assumptions, the random variables
converge in distribution to a measure µ (on R 2 ) with moments Γ(
These moments are identical to those for the model with homogeneous coupling matrix and J = 1 (cf. theorem 14 in [7] ).
We prove the two theorems in section 3. The proof uses concepts and notations from [7, 8] . For the readers convenience, we briefly review them in section 2.
We mention that the Curie-Weiss model is also used to model the behaviour of voters who have the choice to vote 'Yea' (spin=1, say) or 'Nay' (spin=-1) (see [6] ).
While finishing this paper we became aware of the papers [3] and [4] which contain the above results as special cases. The methods used by those authors is very different from ours.
We are grateful to Francesca Collet for drawing our attention to the papers [3] and [4] .
We would also like to thank Matthias Löwe and Kristina Schubert for valuable discussion and for making their preprint [9] available prior to publication.
Preparation
In the proof of the results we employ the moment method (see e. g. [1] or [5] ). This technique was already employed in our papers [7] and [8] . We use the notation introduced there and refer the reader for details to these sources.
To use the method of moments we have to evaluate sums of the form
To each K-tuple (i 1 , i 2 , . . . , i K ) ∈ {1, 2, . . . , N } K we associate a profile r = (r 1 , r 2 , . . . , r K ) where r m counts the number of different indices i ν which occur exactly m times in this product.
Observe that
depends only on the profiles r and s of the tuples (i 1 , i 2 , . . . , i K ) and (j 1 , j 2 , . . . , j L ). So we may and will write
whenever r and s are the profiles of (i 1 , . . . , i K ) and (j 1 , . . . , j L ) respectively.
We denote by Π (K) the set of all profiles of K-tuples
For each profile r of a K-tuple (i 1 , i 2 , . . . , i K ) ∈ {1, 2, . . . , N } K let us denote by w K (r) the number of tuples in {1, 2, . . . , N } K with that profile. It turns out that
With these notations we have i1,...,iK j1,...,jL
We define the inverse matrix
In order to calculate the correlations
where the function F is given by
We apply Laplace's Method to estimate the integral and therefore have to determine the minima of F . For a complete explanation of the procedure, see section 3 in [8] .
3 Proofs
, then the function F defined in the last section has a unique global minimum at the origin.
Remark 5. The conditions stated in the proposition are equivalent to the critical regime. This is shown in analogous fashion to the proof of proposition 10 in [8] .
Proof. We take derivatives of F with respect to both variables
One solution to this system of equations is y 1 = y 2 = 0. We proceed to show that this solution is unique. We rewrite the function F :
where (x 0 , y 0 ) indicates the direction, x 2 0 + y 2 0 = 1, and t is the distance from the origin. The first derivative of F with respect to t is 0 at the origin, independently of the direction (x 0 , y 0 ) .
We show that the second derivative
is positive in all directions, except for two.
Therefore, we have
with equality if and only if
Hence there are two directions (x 0 , y 0 ), one pointing into quadrant one, the other into quadrant three, in which the second derivative is 0 at the origin. In all other directions the second derivative is strictly positive. For any direction, the second derivative is strictly positive for all t > 0:
This concludes the proof that the minimum at the origin is unique and global.
Theorem 6. Let L ν −α ν > 0 for both groups and
if both K + L is even and zero otherwise. .
These correlations are identical to those for the model with homogeneous coupling matrix and β = 1.
Proof. As the Hessian matrix is singular at the origin, we need higher order terms in our Taylor polynomial for F . We calculate the third and fourth order derivatives:
All other third and fourth order derivatives are 0. At the origin, we have the following values
Then the Taylor polynomial of order four reads
We need to estimate the integral
We start by substituting
Then the above integral is
divided by the determinant of the Jacobi matrix 2
Stripping the integrand of all multiplicative constants, we obtain
Now we switch variables again:
and obtain
.
We once again factor out all constants from the integrand:
The above integral is asymptotically equal to
where we used the dominated convergence theorem (see lemma 8). This integral is equal to the product of
The first integral is equal to √ 2π. The second has a value of 0 if K + L is odd, otherwise it is essentially a value of the gamma function. We set
We substitute t := cv 4 and calculate 2 4c
The correlations E(
for some a > 0, which is itself an integrable function.
Proof. We show the integrand in (27) is smaller or equal to the expression (28). The terms (
The argument of the exponential function in (27) if we ignore the term u 2 and common multiplicative factors is
For a given v ∈ R, we define the function
In order to find the minima of this function, we calculate the first two derivatives
The first derivative is equal to 0 if and only if
Substituting this critical point u 0 into the second derivative g ′′ v , we notice that g ′′ v (u 0 ) > 0 if v = 0. Hence in that case, u 0 is a local minimum. Since the function g v is strictly convex, it is also the only minimum of the function. If v = 0, then u 0 = 0 is clearly also the global and unique minimum of g v . This shows that the argument of the exponential function in (27) is bounded above by 
if K + L is even and zero otherwise.
Proof. We calculate for any i ∈ , which goes to 0 as N → ∞ if K > k or L > l. The only summand that matters asymptotically is the one where both k = K, l = L hold. In this case, we have
provided that K + L is even and 0 otherwise. Multiplying these and the normalising factors, we obtain the result.
