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近年，独立成分分析 (Independent Component Analysis：ICA)の研究が盛んになってき
ている。独立成分分析とは複数の混合されたデータから統計的に独立な成分を導き出す手










目を x2(t)のように表し，縦に n個並べたベクトル x(t)を，
x(t) = (x1(t), x2(t), ..., xn(t))T , (t = 1, 2, ..., l) (1)
と書き表すことにする。ここで tは時刻を表し，それぞれ離散値をとるものとする。lはそ
のデータ数である。一方，未知のm次元の統計的に独立な成分を
s(t) = (s1(t), s2(t), ..., sm(t))T , (t = 1, 2, ..., l) (2)
とする。そのときこの間には n×m 混合行列 Aを用いて
x(t) = As(t) (3)
という関係があることを仮定する。つまり独立成分分析とは，観測されたデータx(t)より









（Hyva¨rinen et al.[6]，村田 [10]参照）
2.1 制約条件
しかしながら独立成分 s(t)と混合行列 Aの 2つが未知であるため，通常この問題の解は
無限に存在する。独立成分分析ではこの問題を解決するため，次のような条件を設定して













































1. サンプル数は N = 5000とする。
2. 長期間周期性の周期は 1666回とする。
3. 短期間周期性の周期は気温データと同じ 24回周期とする。
4. 長期間周期性（振幅）の大きさは 15,12,9の 3段階とする。
5. 短期間周期性（振幅）の大きさは 10,8,6の 3段階とする。
6. ノイズ n(t), (t = 1, 2, ..., N) は基本的に平均 0，標準偏差 3の正規ノイズとする。す
なわち，モデル式は x(t) = As(t) + n(t) となる。
周期性（正弦波）の分散は aを大きさとすると a2/2である。つまり大きさを 10とすると
その分散は 102/2 = 50となる。ノイズは大きさを変化させたものや正規ノイズ以外のもの
も用いるが，その際はその都度説明する。また，この他に各データ共通の独立成分として
一様乱数成分（U(0, 20)，分散は 33.333…）を追加する場合もある。
























の周期を T とすればその周期性 C を，































寄与率 周期性 名古屋 東京 大阪
1 0.027 0.003 0.739 0.886 0.929
5 0.096 0.901 2.881 2.297 2.395
6 0.837 0.021 8.209 7.368 8.023
福岡 札幌 那覇 松本 津山
0.443 3.319 −0.557 1.457 0.598
2.140 1.584 0.225 4.071 3.743









































寄与率 周期性 名古屋 東京 大阪
1 0.086 −0.062 −0.602 −0.352 −0.803
3 0.105 0.088 −1.203 −0.822 −0.909
8 0.645 1.963 2.879 2.328 2.466
福岡 札幌 那覇 松本 津山
−1.764 −1.720 −0.820 −0.112 −0.541
−1.066 1.606 −1.244 −0.547 −1.216





































寄与率 1回目 寄与率 2回目 寄与率 3回目 寄与率 4回目 寄与率 5回目
1 0.636 0.031 0.047 0.039 0.011
2 0.012 0.824 0.028 0.011 0.011
3 0.011 0.011 0.014 0.015 0.012
4 0.011 0.032 0.011 0.013 0.011
5 0.011 0.011 0.028 0.034 0.635
6 0.011 0.020 0.813 0.013 0.283
7 0.282 0.016 0.018 0.018 0.011
8 0.011 0.033 0.012 0.056 0.011














































表 5: クラスタ平均を除いた結果 (McQuitty法)
寄与率 周期性 名古屋 東京 大阪
5 0.894 −0.017 −8.119 −7.227 −7.908
8 0.043 −0.131 −1.317 −1.509 −1.685
福岡 札幌 那覇 松本 津山
−7.619 −8.869 −4.761 −8.674 −8.601









を用いた。）ここで 2つのクラスター Ckと Cl間の距離をD(Ck, Cl)と定義する。次にその
距離行列の中で 2つのクラスター間距離D(Ck, Cl)が最小となる組み合わせ (k, l)を探す。


































表 6: クラスタ平均を除く（クラスター数 3）
寄与率 周期性 sblb sblm sbls
2 0.219 0.016 4.27 4.87 5.96
6 0.706 −0.015 −11.16 −8.75 −6.33
smlb smlm smls sslb sslm ssls
4.28 4.76 5.36 4.54 5.03 5.58
−11.15 −8.83 −6.38 −11.09 −8.77 −6.22
表 7: クラスタ平均を除く（クラスター数 20）
寄与率 周期性 sblb sblm sbls
5 0.830 −0.016 −11.40 −9.16 −6.82
7 0.068 −0.026 −1.89 −3.28 −3.32
smlb smlm smls sslb sslm ssls
−11.47 −9.17 −6.95 −11.54 −9.25 −6.94



















2成分 3成分 4成分 5成分 6成分 7成分 8成分
1 −1.177 −1.230 −1.207 −1.210 −1.224 −1.037 −1.207
2 −1.177 −1.230 −1.207 −0.496 −1.209 −1.211 −1.205
3 −1.177 −1.230 −1.206 −1.210 −1.207 −1.210 −1.177
4 −1.177 −1.230 −1.208 −1.210 −1.230 −1.199 −1.205





























































歪度 尖度 寄与率 周期性 歪度 尖度
名古屋 −0.006 −1.003 1 0.004 0.085 −0.009 2.324
東京 0.006 −1.008 2 0.840 0.025 −0.118 −1.205
大阪 −0.011 −1.090 3 0.009 −0.133 0.309 2.267
福岡 0.047 −1.097 4 0.011 0.172 0.383 0.767
札幌 −0.104 −1.132 5 0.007 −0.000 −0.203 1.051
那覇 −0.230 −1.105 6 0.026 0.009 0.311 0.663
松本 −0.031 −0.933 7 0.008 −0.048 −0.709 1.997
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