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Введение
В работе рассматривается управляемая нелинейная система в конечномерном простран-
стве на конечном промежутке времени. Изучается задача о выделении в пространстве по-
зиций управляемой системы интегральной воронки системы, сечение которой, отвечаю-
щее последнему моменту времени из заданного промежутка, совпадает с целевым мно-
жеством — компактом в фазовом пространстве системы. Точное вычисление интегральной
воронки возможно в относительно редких случаях и поэтому изучается вопрос о прибли-
женном конструировании такой воронки. В работе предложен подход к конструированию
системы множеств в фазовом пространстве, аппроксимирующей интегральную воронку.
Приводятся достаточные условия на динамику управляемой системы, при которых аппрок-
симирующая система множеств обеспечивает (при достаточно большом числе аппроксими-
рующих множеств) высокую точность решения сформулированной краевой задачи.
Исследуемая в работе краевая задача является одной из многочисленных задач теории
управления динамическими системами, посвященных изучению свойств множеств дости-
жимости и пучков траекторий управляемых систем [1–8]. Работа ориентирована на при-
ближенное решение краевой задачи для интегральных воронок. Предложенный в ней метод
приближенного решения дополняет исследования [9–13] в этой области. Эффективность
метода проиллюстрирована на двух конкретных задачах о наведении управляемой системы
на целевое множество в фазовом пространстве R2.
Работа также примыкает к работам [14–17], посвященным исследованию множеств до-
стижимости управляемых систем.
Авторы посвящают эту статью памяти профессора Евгения Леонидовича Тонкова. Стар-
ший из авторов статьи хорошо знал Евгения Леонидовича и высоко ценил его как человека
и ученого. С глубоким уважением мы относимся к его памяти, к семье Евгения Леонидо-
вича и желаем членам семьи всего самого хорошего.
§ 1. Постановка задачи о наведении
Пусть на промежутке [t0, ϑ], t0 < ϑ < ∞, задана управляемая система
dx
dt
= f(t, x, u), u ∈ P. (1.1)
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Здесь x — m-мерный вектор из евклидова пространства Rm, u — управляющий вектор,
P ∈ comp(Rp), где comp(Rk) — метрическое пространство компактов в Rk с хаусдорфовой
метрикой.
Предполагается, что выполнены следующие условия.
A. Вектор-функция f(t, x, u) определена и непрерывна на [t0, ϑ]×Rm ×P, и для любого
компакта D ⊂ [t0, ϑ]× R
m найдется такая постоянная L = L(D) ∈ (0,∞), что
‖f(t, x∗, u)− f(t, x
∗, u)‖ 6 L|x∗ − x
∗| (1.2)
(t, x∗) и (t, x
∗) из D, u ∈ P, а также функция ω∗(δ), δ ∈ (0,∞) такова, что
‖f(t∗, x∗, u)− f(t
∗, x∗, u)‖ 6 ω∗(|t∗ − t
∗|+ ‖x∗ − x
∗‖), (t∗, x∗) и (t
∗, x∗) из D, u ∈ P. (1.3)
B. Найдется такая постоянная γ ∈ (0,∞), что ‖f(t, x, u)‖ 6 γ(1 + ‖x‖), (t, x, u) ∈
∈ [t0, ϑ]× R
m × P ; здесь ‖f‖ — норма вектора f в евклидовом пространстве.
Считаем, что наряду с системой (1.1) задано множество X(ϑ) ∈ comp(Rm). Пусть заданы
t∗ и t
∗, t0 6 t∗ < t
∗ 6 ϑ. Полагаем
X(t∗, t∗, x∗) — множество достижимости в R




∈ F (t, x) = co{f(t, x, u) : u ∈ P}, x(t∗) = x∗ ∈ R
m, t ∈ [t∗, t
∗]; (1.4)
X(t∗, t∗, X∗) =
⋃
x∗∈X∗
X(t∗, t∗, x∗) — множество достижимости в R
m в момент t∗ д.в. (1.4)
из стартового множества X∗ ⊂ R






(0))) ⊂ [t0, ϑ] × R
m — интегральная воронка д.в. (1.4)






(0)) — интегральная воронка д.в. (1.4) со стартовым множе-
ством X(0), отвечающим моменту t0.
Здесь (t,X) = {(t, x) : x ∈ X}, X ⊂ Rm. Сформулируем задачу о наведении интеграль-
ной воронки X(t0,X
(0)) д.в. (1.4) на целевое множество X(ϑ) ∈ comp(Rm).
Задача 1 (о наведении). Требуется выделить такое множество X(0) ∈ comp(Rm), которое
удовлетворяет равенству
X(ϑ, t0,X
(0)) = X(ϑ). (1.5)
Поскольку X(t0,X
(0)) допускает эффективное аналитическое описание, приводящее
к точному выделению интегральных воронок в [t0, ϑ]×R
m лишь в редких задачах о наведе-
нии, то в работе сделан упор на приближенное построение множества X(t0,X
(0)). Предлага-
ется схема приближенного конструирования интегральной воронки X(t0,X
(0)), удовлетво-
ряющей (1.5). В этой схеме представлена пошаговая процедура приближенного конструи-
рования X(t0,X
(0)). Эта процедура развивается по шагам во времени. Важно при этом, что
аппроксимирующая воронку X(t0,X
(0)) система множеств в Rm, отвечающая некоторому
конечному разбиению Γ промежутка [t0, ϑ], является мажорантой для X(t0,X
(0)).
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§ 2. Аппроксимирующая система множеств в Rm
При реализации системы множеств в Rm, аппроксимирующей интегральную воронку
X(t0,X
(0)), будем стартовать от целевого множества X(ϑ), отвечающего моменту ϑ (в прямом
времени t).
Для этого обратим время t ∈ [t0, ϑ]: перейдем к обратному времени τ = t0 + ϑ − t ∈
∈ [t0, ϑ], превратив таким образом конечный момент ϑ в начальный момент t0 отрезка [t0, ϑ].
Прием, заключающийся в обращении времени (то есть в переходе от времени t к времени τ )
использовался достаточно часто в задачах о сближении нелинейных управляемых систем
с целевыми множествами в фазовом пространстве (см., например, [9–13]).
Управляемая система (1.1) примет в обратном времени τ вид
dz
dτ
= h(τ, z, u) = −f(t0 + ϑ− τ, z, u), τ ∈ [t0, ϑ], z ∈ R
m, u ∈ P, (2.1)
и д.в. (1.4) примет вид
dz
dτ
= H(τ, z) = −F (t0 + ϑ− τ, z), τ ∈ [t0, ϑ], z ∈ R
m. (2.2)
Введем обозначения, связанные с обратным временем τ. Пусть t0 6 τ∗ < τ
∗ 6 ϑ,
z∗ ∈ R
m, Z∗ ⊂ R
m.
Zu(τ
∗, τ∗, z∗), u ∈ P — множество достижимости в R
m в момент τ ∗ системы (2.1) с на-
чальной точкой z(τ∗) = z∗;
Zu(τ




∗, τ∗, z∗) — множество достижимости в R
m в момент τ ∗ систе-
мы (2.1) со стартовым множеством Z∗ ⊂ R
m, отвечающим моменту τ∗;




∗, τ∗, Z∗) (2.3)
В терминах обратного времени τ и многозначного отображения (τ ∗, τ∗, Z∗) 7→ Z(τ
∗, τ∗, Z∗)
(t0 6 τ∗ < τ
∗ 6 ϑ, Z∗ ⊂ R
m) (2.3) определим замкнутое множество Z ⊂ D с временны́ми
сечениями Z(τ) ⊂ D(τ) = {z ∈ Rm : (τ, z) ∈ D}, τ ∈ [t0, ϑ], удовлетворяющими соотноше-
ниям
Z(t0) ⊂ X
(ϑ), Z(τ ∗) ⊂ Z(τ ∗, τ∗, Z(τ∗)), t0 6 τ∗ < τ
∗
6 ϑ. (2.4)
Здесь D = [t0, ϑ] × D
(0) (D(0) — достаточно большой замкнутый шар B(0;R) в Rm) —
цилиндр в пространстве [t0, ϑ] × R
m, содержащий в себе все компоненты конструкций,
доставляющих приближенное решение задачи 1. Существование такого цилиндра D обу-
словлено компактностью целевого множества X(ϑ) в Rm и условиями A, B, наложенными
на систему (1.1).
Множество Z назовем трактом системы (2.1). Замкнутое множество Z(0) ⊂ D, макси-
мальное (по включению) среди всех множеств Z, удовлетворяющих (2.4), назовем макси-
мальным трактом системы (2.1).
§ 3. Метод приближенного вычисления Z0
Для приближенного вычисления максимального тракта Z0 введем разбиение Γ = {τ0 =
= t0, τ1, . . . , τi, . . . , τN = ϑ} промежутка [t0, ϑ] с диаметром ∆ = ∆(Γ) = ∆i = τi+1 − τi =
= N−1(ϑ− t0), i = 0, N − 1. Разбиению Γ сопоставим систему {Z
0(τi) : τi ∈ Γ} временны́х
сечений Z0(τi) = {z ∈ R
m : (τi, z) ∈ Z
0} множества Z0. Справедливы соотношения:
Z0(τ0) = X
(ϑ), Z0(τi) ∈ comp(R
m), τi ∈ Γ.
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Вслед за {Z0(τi) : τi ∈ Γ} введем систему {Z
Γ(τi) : τi ∈ Γ} множеств Z
Γ(τi) =
= Z(τi, τi−1, Z
Γ(τi−1)), i = 1, N, Z
Γ(τ0) = X
(ϑ) в пространстве Rm. Так как, по определению
множества Z0, его временные сечения удовлетворяют соотношениям
Z0(τ0) = X
(ϑ), Z0(τi) ⊂ Z(τi, τi−1, Z
0(τi−1), i = 1, N, (3.1)
то
Z0(τi) ⊂ Z
Γ(τi), i = 1, N. (3.2)
Введем последовательность двоичных разбиений
Γ(n) = {τ
(n)
0 = t0, τ
(n)
1 , . . . , τ
(n)
i , . . . , τN(n)
(n) = ϑ}, n ∈ N,
промежутка [t0, ϑ]; n(N) = 2
n−1. Каждое последующее разбиение Γ(n) содержит предыду-
щие разбиения. Для упрощения обозначений полагаем Z(n)(τ
(n)
i ) = Z
Γ(n)(τ
(n)
i ), i = 0, N(n).
Каждому разбиению Γ(n) по аналогии с разбиением Γ поставим в соответствие систему
{Z(n)(τi
(n)) : τi
(n) ∈ Γ(n)} ⊂ Rm, согласно (3.1), (3.2):
Z(n)(τ
(n)









i−1), i = 1, N(n)}.







(n)(τ∗) при k, n из N, n < k, τ∗ ∈ Γ
(n). (3.3)
Пусть τ∗ — двоичный момент из [t0, ϑ]. Принимая во внимание (3.3), полагаем, что
















∗ ∈ Z(n)(τ∗), n ∈ N имеет пределом некоторую точку z∗ ∈ Z
∆(τ∗).
Распространим определение множества Z∆(τ∗) с двоичных моментов τ∗ ∈ [t0, ϑ] на






Пусть τ∗ — недвоичный момент из [t0, ϑ]. Определим Z
∆(τ∗) = {z∗ ∈ R
m : z∗ =
= lim
n 7→∞
z(n)∗ }, где {(tn(τ∗), z
(n)
∗ )} сходится к (τ∗, z∗) и z
(n)
∗ ∈ Z
(n)(tn(τ∗)), n ∈ N}. Вместе





∆(τ∗)) ⊂ D. (3.4)
Множество Z∆, определенное равенством (3.4) — компакт в [t0, ϑ] × R
m и, так как оно
получено из последовательности систем {Z(n)(τ
(n)
i ) : τ
(n)
i ∈ Γ
(n)}, n ∈ N, с использованием









Можно показать, что последовательности {Z(n)(τ
(n)
i ) : τ
(n)
i ∈ Γ











i )) = 0.
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Справедливо следующее утверждение
Л е м м а 3.1. Множества Z0 и Z∆ совпадают.
Д о к а з а т е л ь с т в о. Докажем сначала включение Z∆ ⊂ Z0. Для этого покажем, что
Z∆ удовлетворяет соотношениям вида (2.4). В самом деле, справедливо Z∆(τ0) = X
(ϑ).
Покажем теперь, что
Z∆(τ ∗) ⊂ Z(τ ∗, τ∗, Z
∆(τ∗)), (τ∗, τ
∗) ∈ ∆∗; (3.5)
здесь ∆∗ = {(τ (1), τ (2)) ∈ [t0, ϑ]× [t0, ϑ], τ
(1) 6 τ (2)}.
Пусть произвольно выбраны двоичные моменты τ∗, τ
∗, (τ∗, τ
∗) ∈ ∆∗ и точка z∗ ∈
∈ Z∆(τ ∗). Так как z∗ ∈ Z(n)(τ ∗) = Z(τ ∗, τ∗, Z
(n)(τ∗)), n ∈ N, то z∗ ∈ Zu(τ
∗, τ∗, Z
(n)(τ∗))
при любых u ∈ P, n ∈ N. Значит, некоторая точка z
(n)
∗ ∈ Z(n)(τ∗) является начальной для
решения z
(n)
u (τ) дифференциального уравнения
dz
dτ
= h(τ, z, u), τ ∈ [τ∗, τ
∗], (3.6)
удовлетворяющего краевому условию z
(n)
u (τ ∗) = z∗.
Считаем, не нарушая общности рассуждений, что последовательность {z
(n)
u (τ)} равно-
мерно сходится на [τ∗, τ
∗] к некоторой функции zu(τ). Функция zu(τ), τ ∈ [τ∗, τ
∗], является




∗) = z∗. Это означает, что
z∗ ∈ Zu(τ
∗, τ∗, Z
∆(τ∗)), u ∈ P. (3.7)
Так как точка z∗ выбрана произвольно в Z∆(τ ∗), то из (3.7) (при двоичных τ∗, τ
∗) следу-
ет (3.5).
Пусть теперь τ∗, τ
∗ — недвоичные моменты из ∆∗. Выберем произвольную точку
(τ ∗, z∗) ∈ Z∆. Пусть {(tn(τ
∗), z∗n)} — последовательность из Z
∆, сходящаяся к (τ ∗, z∗). Рас-
смотрим последовательность {tn(τ∗)}, сходящуюся к τ∗. Так как tn(τ∗) и tn(τ
∗) — двоичные




(n)(tn(τ∗))), n ∈ N,




n ∈ N. Отсюда следует, что для некоторой точки z
(n)
∗ ∈ Z(n)(tn(τ∗)) решение z
(n)
u (τ),




= h(τ, z, u), z
(n)
u (tn(τ∗)) = z
(n)
∗ удо-




Сопоставим каждому n ∈ N такое решение z
(n)
u (τ), τ ∈ [tn(τ∗), tn(τ
∗)]. Не нарушая
общности рассуждений, считаем, что последовательность {z
(n)
u } сходится равномерно на
[t∗, t
∗] к некоторой функции zu(τ) (здесь мы доопределили z
(n)
u (τ) на промежутке [tn(τ
∗), τ ∗]
с помощью равенства z
(n)
u (τ) = z∗n, n ∈ N). Вектор-функция zu(τ), τ ∈ [τ∗, τ
∗] является





∗) = z∗ = lim
n 7→∞
z∗n ∈ Z
∆(τ ∗). Следовательно, z∗ ∈ Zu(τ
∗, τ∗, Z
∆(τ∗)), и, так как z
∗ ∈
∈ Z∆(τ ∗) и u ∈ P выбраны произвольно, то
Z∆(τ ∗) ⊂ Z(τ ∗, τ∗, Z
∆(τ∗)) (3.8)




Аналогично доказыватеся (3.8) в случае, когда один из моментов τ∗, τ
∗ — двоичный,
а другой — нет. Вместе с тем для всевозможных пар (τ∗, τ
∗) ∈ ∆∗ установлено (3.5), откуда
вытекает Z∆ ⊂ Z0.
Докажем обратное включение Z0 ⊂ Z∆. В самом деле, для любого двоичного момента
τ∗ ∈ [t0, ϑ] справедливо
Z0(τ∗) ⊂ Z
∆(τ∗). (3.9)
Пусть теперь τ∗ ∈ [t0, ϑ] — недвоичный момент и (τ∗, z∗) ∈ Z
0. Рассмотрим последова-
тельность {tn(τ∗)} двоичных моментов из Γ
(n), где ∆(n) = ∆(Γ(n)) ↓ 0, n 7→ ∞. Так как
Z0(τ∗) ⊂ Z(τ∗, tn(τ∗), Z
0(tn(τ∗))), n ∈ N, то z∗ ∈ Z(τ∗, tn(τ∗), Z
0(tn(τ∗))), n ∈ N.
Выберем произвольно u ∈ P. Справедливо включение z∗ ∈ Zu(τ∗, tn(τ∗), Z
0(tn(τ∗)), n ∈
∈ N. Значит, существует такая последовательность {z(tn(τ∗))} точек z(tn(τ∗)) ∈ Z
0(tn(τ∗)) ⊂
⊂ Z∆(tn(τ∗)), n ∈ N, которой отвечают решения z
(n)




= h(τ, z, u), z
(n)
u (tn(τ∗)) = z(tn(τ∗)), удовлетворяющие условию z
(n)
u (τ∗) = z∗, n ∈ N. Выпол-
няется предельное соотношение (τ∗, z∗) = lim
n 7→∞
(tn(τ∗), z(tn(τ∗)), где (tn(τ∗), z(tn(τ∗))) ∈ Z
∆,
n ∈ N. Следовательно, (τ∗, z∗) ∈ Z
∆. Так как недвоичный момент τ∗ ∈ [t0, ϑ] и (τ∗, z∗) ∈ Z
0
выбраны произвольно, то Z0(τ∗) ∈ Z
∆(τ∗) при недвоичных моментах τ∗ ∈ [t0, ϑ]. Принимая
во внимание то же включение при двоичных моментах τ∗ ∈ [t0, ϑ], получаем, что справед-
ливо (3.9) при всех τ∗ ∈ [t0, ϑ], т.е. Z
0 ⊂ Z∆. Из включений Z0 ⊂ Z∆ и Z∆ ⊂ Z0 следует
Z0 = Z∆. Лемма 3.1 доказана. 











i ) : τ
(n)
i ∈ Γ
(n))} в пространстве Rm.
Однако, чтобы в конкретных задачах управления вычислить приближенно Z0, используя
эти системы, необходимо уметь точно вычислять множества Z(n)(τ
(n)




0 ) = X
(ϑ), Z(n)(τ
(n)







i−1)), i = 1, N(n).
Мы не имеем возможности точно вычислять множества Z(τ ∗, τ∗, Z∗) и, следовательно,
не имеем возможности вычислять точно и множества Z(n)(τ
(n)
i ), i = 1, N(n). В связи с этим
возникает необходимость в трансформации множеств вида Z(τ ∗, τ∗, Z∗) в такие множества,
которые близки, например, в хаусдорфовой метрике, к множествам Z(τ ∗, τ∗, Z∗) и которые
при этом можно было бы точно вычислять.
Задавшись целью определить такие вычислимые множества, мы сделаем шаг по направ-
лению к этому: для двоичного разбиения Γ промежутка [t0, ϑ] введем аппроксимирующую
систему {Z̃Γ(τi) : τi ∈ Γ} множеств Z̃
Γ(τi) ⊂ R
m. При этом определим систему как мажо-
ранту для множества Z0.
Итак, считая, что задано двоичное разбиение Γ = {τ0 = t0, τ1, . . . , τi, . . . , τN = ϑ} про-




(i)), z(τi) = z
(i) ∈ Rm, τ ∈ [τi, τi+1), u ∈ P ; (3.10)
здесь H̃u(τ, z) = h(τ, z, u)+ϕ(∆)·B
(p)(0; 1) = {h(τ, z, u)+ϕ(∆)b : b ∈ B(p)(0; 1)}, B(p)(0; 1) =
= {b ∈ Rp : ‖b‖ 6 1}, ϕ(δ) = ω∗((1 + K)δ), δ ∈ (0,∞) (см. оценку (1.3), стр. 80), K =
max(‖h(τ, z, u)‖ : (τ, z, u) ∈ D× P) < ∞, ∆ = ∆(Γ).
Пусть (τi, z
(i)) и (τi, Z
(i)) — точка и множество из D, u ∈ P.
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Введем обозначения:
zΓu (τi+1, τi, z
(i)) = z(i) +∆h(τi, z
(i), u) ∈ Rm;
Z̃Γu (τi+1, τi, z
(i)) = {zΓu (τi+1, τi, z
(i)) + ω(∆)b : b ∈ B(p)(0; 1)} — множество достижимости
д.в. (3.10) в момент τi+1 со стартовой точкой z
(i), отвечающей моменту τi;




Z̃Γu (τi+1, τi, z
(i)) — множество достижимости д.в. (3.10) в мо-
мент τi+1 со стартовым множеством Z





Z̃Γu (τi+1, τi, Z
(i));
здесь ω(δ) = δ · ϕ(δ), δ ∈ (0,∞), ∼ — символ аппроксимации.
Пусть τi, τi+1 из Γ, (τi, z
(i)) и (τi, Z
(i)) из D, u ∈ P. Полагаем zu(τi+1, τi, z
(i)) = zu(τi+1),
где zu(τ), τ ∈ [τi, τi+1] — решение уравнения
dz
dτ
= h(τ, z, u), z(τi) = z
(i), τ ∈ [τi, τi+1].
Справедлива оценка
‖zu(τi+1, τi, z
(i))− zΓu (τi+1, τi, z
(i))‖ 6 ω(∆). (3.11)
Из (3.11) следует
zu(τi+1, τi, z
(i)) ∈ Z̃Γu (τi+1, τi, z
(i)). (3.12)
Из (3.12) следует включение
Zu(τi+1, τi, Z




(i)) ⊂ Z̃Γ(τi+1, τi.Z
(i)), (3.14)
τi, τi+1 из Γ, (τi, Z
(i)) ∈ D.
Введем A-систему (аппроксимирующую систему) {Z̃Γ(τi) : τi ∈ Γ} множеств Z̃
Γ(τi) ⊂ R
m.
О п р е д е л е н и е 3.1. A-системой {Z̃Γ(τi) : τi ∈ Γ} множеств Z̃
Γ(τi) в R
m, отвечающей
двоичному разбиению Γ промежутка [t0, ϑ], назовем совокупность множеств
Z̃Γ(τ0) = X
(ϑ), Z̃Γ(τi) = Z̃
Γ(τi, τi−1, Z̃
Γ(τi−1)), i = 1, N. (3.15)
Соотношение (3.15) представляет собой рекуррентную пошаговую во времени τ проце-
дуру. Сравним системы {ZΓ(τi) : τi ∈ Γ} и {Z̃
Γ(τi) : τi ∈ Γ}, отвечающие разбиению Γ.
Учитывая краевое условие ZΓ(τ0) = Z̃
Γ(τ0) = X
(ϑ) и включения (3.14), получаем
ZΓ(τi) ⊂ Z̃
Γ(τi), τi ∈ Γ. (3.16)
Принимая во внимание (3.16) получаем
Z0(τi) ⊂ Z
Γ(τi) ⊂ Z̃
Γ(τi), τi ∈ Γ, i = 0, N.
Из этих включений следует, что A-система {Z̃Γ(τi) : τi ∈ Γ} мажорирует набор {Z
0(τi) :
τi ∈ Γ} сечений Z
0(τi) максимального тракта Z
0 управляемой системы (2.1).
Обратимся снова к двоичным разбиениям Γ(n) = {τ
(n)
0 = t0, τ
(n)
1 , . . . , τ
(n)




n ∈ N. Для упрощения обозначений полагаем Z̃(n)(τ) = Z̃Γ
(n)





i ) : τ
(n)
i ∈ Γ







в рассмотрение множество Ω0 = {(τ∗, z∗) ∈ D : (τ∗, z∗) = lim
n 7→∞
(tn(τ∗), zn), где {(tn(τ∗), zn)} —
некоторая последовательность точек (tn(τ∗), zn) ∈ (tn(τ∗), Z̃
(n)(tn(τ∗))), n ∈ N}.
Справедливо равенство Ω0(τ
(n)
0 ) = Ω
0(t0) = X
(ϑ). Так как при любом τ∗ ∈ Γ








i ) : τ
(n)
i ∈ Γ
(n)} и (3.17) следует включение
Z0 ⊂ Ω0. (3.18)




∗) ∈ ∆∗. (3.19)
Учитывая Ω0(τ0) = Ω
0(t0) = X
(ϑ) и (3.19), получаем, что замкнутое множество Ω0 ⊂ D есть
тракт системы (2.1) и, значит,
Ω0 ⊂ Z0. (3.20)
Из (3.18), (3.20) вытекает следующее утверждение.
Л е м м а 3.2. Множества Z0 и Ω0 совпадают.









Соотношение (3.21) мы трактуем как теоретическую основу для использования A-систем
{Z̃Γ(τi) : τi ∈ Γ} (∆(Γ)) ↓ 0) для приближенного вычисления максимального тракта Z
0
в конкретных задачах о наведении на целевые множества. Сведем леммы (3.1), (3.2) в еди-
ное утверждение.
Т е о р е м а 3.1. Множества Z0, Z∆, Ω0 совпадают.




= F (t, x).
Очевидно, что далеко не во всех конкретных задачах о наведении все сечения Z0(τ),
τ ∈ [t0, ϑ], множества Z
0 непусты. В этом параграфе предполагается, что Z0(τ) 6= ∅,
τ ∈ [τ0, ϑ]. Покажем при одном условии, дополнительном к условиям A, B, что решени-
ем задачи 1 является множество X(0) = Z0(ϑ) ⊂ Rm. Для формулировки этого условия
обратимся снова к разбиению Γ = {τ0 = t0, τ1, . . . , . . . , τi, . . . , τi−1, τN = ϑ} промежутка
[t0, ϑ] и к A-системе {Z̃
Γ(τi) : τi ∈ Γ}, отвечающей разбиению Γ.
Полагаем: X̃Γ(t∗, t∗, z∗) (t0 6 t∗ < t
∗ 6 ϑ, t∗ и t
∗ из Γ = {t0, t1, . . . , tj, . . . , tN = ϑ},
z∗ ∈ R
m) — множество достижимости д.в.
dx
dt
∈ F (t∗, z∗), x(t∗) = z∗, t ∈ [t∗, t
∗];






Γ(τi−1)), i+ j = N, i = 0, N − 1,
Предполагаем, что выполняется следующее условие.
C. Существует такая функция σ(δ), δ ∈ (0,∞) (δ−1 · σ(δ) ↓ 0 при δ ↓ 0), что
d(Z̃Γ(τi), X̃
Γ(tj)) 6 σ(∆), τi + tj = t0 + ϑ, i+ j = N. (4.1)
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‖z − x‖) — хаусдорфово расстояние между
Z ∈ comp(Rm) и X ∈ comp(Rm).
Отметим, что условие C с входящей в него оценкой (4.1), не является слишком ограни-
чительным для конкретных задач о наведении типа задачи 1. Введем также в рассмотрение
замкнутое множество W 0 ⊂ D, связанное с трактом Z0 соотношениями
W 0(t) = Z0(τ), t+ τ = t0 + ϑ, t ∈ [t0, ϑ].
Т е о р е м а 4.1. Множество W 0 есть интегральная воронка д.в.
dx
dt
∈ F (t, x), t ∈ [t0, ϑ].
Д о к а з а т е л ь с т в о. Докажем, что W 0 удовлетворяет двум условиям:
a. Множество W 0 инвариантно относительно д.в.
dx
dt
∈ F (t, x), t ∈ [t0, ϑ];
b. Множество Z0 слабо инвариантно относительно д.в.
dz
dτ
∈ H(τ, z), τ ∈ [t0, ϑ].
Сначала докажем, что выполняется условие a. Зафиксируем произвольный промежу-
ток [t∗, t
∗] из [t0, ϑ], где t∗, t
∗ — моменты разбиения Γ. Пусть (t∗, x∗) — произвольная точ-




∈ F (t, x), x(t∗) = x∗,
удовлетворяет включению x(t) ∈ W 0(t), t ∈ [t∗, t
∗]. Для этого наряду с движением x(t),
t ∈ [t∗, t
∗], рассмотрим некоторое движение y(t), t ∈ [t∗, t
∗], y(t∗) = y∗ ∈ R
m, системы (1.1),
порожденное некоторым управлением u∗(t), t ∈ [t∗, t
∗], постоянным на полуинтервалах
[tj, tj+1) ⊂ [t∗, t
∗] разбиения Γ. При этом, вообще говоря, x∗ 6= y∗, и кусочно-постоянное
управление u∗(t), t ∈ [t∗, t
∗], определим на полуинтервалах [tj, tj+1) как постоянное управ-
ление u(e) ∈ P на основе экстремального прицеливания на движение x(t), t ∈ [t∗, t
∗].
Итак, выделим в промежутке [t∗, t
∗] некоторый промежуток [tj, tj+1] разбиения Γ и для
упрощения обозначений полагаем η∗ = tj, η
∗ = tj+1. Также обозначим ρ(t) = ‖x(t)− y(t)‖,
t ∈ [t∗, t
∗]. Сначала выведем локальную оценку сверху рассогласования ρ(η∗)2 через
ρ(η∗)




∈ F (t, x(t)) =
= co{f(t, x(t), u) : u ∈ P} п.в. на [η∗, η








(i)(η)) п.в. на [η∗, η
∗], u(i)(η) ∈ P, αi(η) > 0
при i = 1,m+ 1;
m+1∑
i=1
αi(η) = 1. Движение y(t), t ∈ [η∗, η




f(η, y(η), u(e)) dη, где вектор u(e) ∈ P выбирается удовлетворяющим соотноше-
нию
〈s∗, f(η∗, y(η∗), u
(e))〉 = max
u∈P
〈s∗, f(η∗, y(η∗), u)〉, s∗ = x(η∗)− y(η∗).
Из приведенных соотношений получаем
ρ(η∗)2 = ‖(x(η∗)− y(η∗)) +
∫ η∗
η∗






− f(η, y(η), u(e))) dη〉+ ‖
∫ η∗
η∗
(f ∗(η)− f(η, y(η), u(e))) dη‖2.
(4.2)






∗(η)− f(η, y(η), u(e))〉 dη + ‖
∫ η∗
η∗
(f ∗(η)− f(η, y(η), u(e))) dη‖2. (4.3)
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Проведение оценки сверху величины ρ(η∗)2 начнем с оценки второго слагаемого в правой
части равенства (4.3). Для этого сначала оценим величину
〈s∗, f
∗(η)− f(η, y(η), u(e))〉, η ∈ [η∗, η
∗]. (4.4)
При оценке величины (4.4) используется свойство экстремального управления ue, опре-




∗(η)− f(η, y(η), u(e))〉 =
m+1∑
i=1
αi(η)〈s∗, f(η, x(η), u
(i)(η))− f(η, y(η), u(e)〉. (4.5)
Также при η ∈ [η∗, η
∗] справедливы равенства
〈s∗, f(η, x(η), u
(i)(η))〉 =
= 〈s∗, f(η∗, x(η∗), u
(i)(η))〉+ 〈s∗, f(η, x(η), u
(i)(η))− f(η∗, x(η∗), u
(i)(η))〉,
〈s∗, f(η, y(η), u
(e))〉 =
= 〈s∗, f(η∗, y(η∗), u
(e))〉+ 〈s∗, f(η, y(η), u
(e))− f(η∗, y(η∗), u
(e))〉.
(4.6)
Из равенств (4.5), (4.6) следует
〈s∗, f(η, x(η), u
(i)(η))− f(η, x(η), u(e))〉 = 〈s∗, f(η∗, x(η∗), u
(i)(η))−
− f(η∗, y(η∗), u
(e))〉+ 〈s∗, f(η, x(η), u
(i)(η))−
− f(η∗, x(η∗), u
(i)(η))〉+ 〈s∗, f(η, y(η), u
(e))− f(η∗, y(η∗), u
(e))〉.
(4.7)
Оценим сверху каждое из слагаемых правой части равенства (4.7). Справедлива оценка
〈s∗, f(η∗, x(η∗), u
(i)(η))− f(η∗, y(η∗), u
(e))〉 =
= 〈s∗, f(η∗, x(η∗), u
(i)(η))− f(η∗, y(η∗), u
(i)(η))〉+
+ 〈s∗, f(η∗, y(η∗), u
(i)(η))− f(η∗, y(η∗), u
(e))〉 6 L · ‖s∗‖
2,
(4.8)
согласно условию A, наложенному на правую часть системы (1.1) (см. неравенство (1.2)),
и выбору управления u(e) ∈ P. Также, учитывая условие А, получаем при η ∈ [η∗, η∗]
〈s∗, f(η, x(η), u
(i)(η))− f(η∗, x(η∗), u
(i)(η))〉 6 ‖s∗‖ · ‖f(η, x(η), u
(i)(η))−
− f(η∗, x(η∗), u
(i)(η))‖ 6 γ∗ · ω∗((η∗ − η∗) + ‖x(η)− x(η∗)‖) 6 γ




‖f ∗(η)‖ dη 6 γ∗ · ω∗((1 +K)∆);
(4.9)
здесь η∗ − η∗ = tj+1 − tj = ∆ = ∆(Γ), K = max (‖f(t, x, u)‖ : (t, x, u) ∈ D× P ) < ∞,
γ∗ = max
z(1),z(2) из D(0)
‖z(1) − z(2)‖ 6 ∞.
Также при η ∈ [η∗, η
∗] справедлива оценка, аналогичная предыдущей оценке:
〈s∗, f(η, y(η), u
(e))− f(η∗, y(η∗), u
(e))〉 6 ‖s∗‖ · ‖f(η, y(η), u
(e))−
− f(η∗, y(η∗), u




‖f(η, y(η), u(e))‖ dη) 6 γ∗ · ω∗((1 +K)∆).
(4.10)
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Принимая во внимание оценки (4.8), (4.9), (4.10), получаем при η ∈ [η∗, η
∗]
〈s∗, f
∗(η)− f(η, y(η), u(e))〉 6 L · ‖s∗‖
2 + 2γ∗ · ω∗((1 +K)∆). (4.11)





(f ∗(η)− f(η, y(η), u(e))) dη〉 6
6 2L ·∆‖s∗‖
2 + 4γ∗∆ω∗((1 +K)∆), η ∈ [η∗, η
∗].
(4.12)








(‖f ∗(η)‖+ ‖f(η, y(η), u(e))‖ dη)2 6 4K2∆2.
(4.13)
Из (4.2), учитывая оценки (4.12), (4.13), получаем
ρ(η∗)
2
6 (1 + 2L∆)ρ(η∗)
2 + 4γ∗∆ω∗((1 +K)∆) + 4K2∆2. (4.14)
Принимая во внимание принятое ранее обозначение ω(δ) = δ · ω∗((1 + K)δ), δ ∈ (0,∞),




6 e2L∆j · ρ(tj)
2 + χ(∆j), j∗ 6 j 6 j
∗ − 1, (4.15)
где tj∗ = t∗, tj∗ = t






















∗ − t∗) · (γ
∗ω∗((1 +K)∆) +K2∆). (4.17)
Принимая во внимание оценку (4.17), получаем глобальную оценку величины ρ(t∗)2 сверху:
ρ(t∗)2 6 e2L(t
∗−t∗) · (ρ(t∗)
2 + 4(t∗ − t∗)(γ
∗ · ω∗((1 +K)∆)) +K2∆)), (4.18)
t0 6 t∗ < t
∗ 6 ϑ, t∗, t
∗ — моменты из двоичного разбиения Γ промежутка [t0, ϑ].
Очевидно, что оценка (4.18), справедливая для моментов t∗, t
∗ из двоичного разби-
ения Γ, имеет место для любых двоичных моментов t∗, t
∗ из промежутка [t0, ϑ]. Рас-
смотрим последовательность двоичных разбиений Γ(n), n ∈ N, промежутка [t0, ϑ], где





= f(t, x, u), y(n)(t∗) = x∗,
89
порожденных на [t∗, t
∗] кусочно-постоянными управлениями u∗
(n)






(n). Эти управления u∗
(n)
(t), отвечающие разбиениям Γ(n),
определяются аналогично управлению y∗(t), отвечающему разбиению Γ промежутка [t0, ϑ].
Полагаем ρ(n)(t) = ‖x(t) − y(n)(t)‖, t ∈ [t∗, t
∗], n ∈ N. Функция ρ(n)(t) на [t∗, t
∗] стеснена
оценкой, справедливой для двоичных моментов t из [t∗, t
∗]:
ρ(n)(t)2 6 e2L(t−t∗)(ρ(t∗)
2 + 4(t− t∗) · (γ
∗ · ω∗((1 +K)∆(n)) +K2∆(n))), (4.19)
вытекающей из оценок вида (4.18) для разбиений Γ(n), n ∈ N. Из (4.19) следует, что на




ρ(n)(t) 6 ε(n), где lim
n 7→∞
ε(n) = 0. (4.20)
Учитывая (4.20), получаем включение
x(t) = lim
n 7→∞
y(n)(t) ∈ W (0)(t), t ∈ J . (4.21)
Из (4.21), замкнутости множества W 0 и непрерывности вектор-функции x(t) на [t∗, t
∗]
следует
x(t) ∈ W 0(t), t ∈ [t∗, t
∗]. (4.22)




∈ F (t, x), то это означает, что W 0 инвариантно относительно этого д.в. Показано, что
выполняется условие a.
Покажем, что выполняется условие b : для любой точки z(0) ∈ Z0(τ0) найдется решение
z0(τ), τ ∈ [t0, ϑ], д.в.
dz
dτ
∈ H(τ, z), z0(τ0) = z
(0), удовлетворяющее включению
z0(τ) ∈ Z0(τ), τ ∈ [t0, ϑ].
Предварительно опишем кратко шаги, приводящие к условию b. Выберем двоичное раз-
биение Γ = {τ0 = t0, τ1, . . . , τi, . . . , τN = ϑ} и A-систему {Z̃
Γ(τi) : τi ∈ Γ}. Далее, для
произвольной точки z(0) ∈ Z(0)(τ0) = X
(ϑ) опишем как конструировать по шагам [τi, τi+1],





Γ(τi)), τ ∈ [τi, τi+1),
а также обладающую «хорошей» близостью к Z0. Затем рассмотрим последовательность
{Γ(n)} двоичных разбиений Γ(n), ∆(n) ↓ 0 при n 7→ ∞. Каждому Γ(n) сопоставим (сконстру-
ируем) такую ломаную z̃(n)(τ) = z̃Γ
(n)
(τ), τ ∈ [t0, ϑ].
Из последовательности {z̃(n)(τ)} на [t0, ϑ] выделим последовательность, сходящуюся
равномерно на [t0, ϑ] к некоторой вектор-функции z(τ) на [t0, ϑ].
Из «хорошей» близости точек z̃(n)(τ
(n)
i ) к Z̃
(n)(τ
(n)
i ), i = 1, N(n), n ∈ N, сходимости
систем {Z̃(n)(τ
(n)
i ) : τ
(n)
i ∈ Γ
(n)} к Z0 при n 7→ ∞ и замкнутости Z0 следует, что непре-




∈ H(τ, z(τ)), z(τ0) = z
(0), п.в. на [t0, ϑ].
Детализируем изложенную схему. Разбиение Γ = {τ0 = t0, τ1, . . . , τi, . . . , τN = ϑ} будем
рассматривать также параллельно и в прямом времени t : Γ = {t0, t1, . . . , tj , . . . , tN = ϑ}
(τi+tj = t0+ϑ, i = 1, N). Привлечем к рассмотрению также A-систему {Z̃
Γ(τi) : τi ∈ Γ}, от-
вечающую разбиению Γ. Опишем пошаговую процедуру конструирования ломаной z̃Γ(τ),
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τ ∈ [t0, ϑ]. Эту процедуру начнем в произвольно выбранной точке z
(0) ∈ Z̃Γ(τ0) = Z
0(τ0) =
= X(ϑ). Параллельно с последовательностью {z̃Γ(τi), τi ∈ Γ} будем конструировать еще
две вспомогательные последовательности {x̃Γ(tj) : tj ∈ Γ} и {ỹ





Процедура построения точек z̃Γ(τi), x̃
Γ(tj), ỹ
Γ(tj) последовательно по шагам [τi, τi+1]
разбиения Γ однотипна. Незначительное отличие есть лишь на начальном шаге [τ0, τ1]: на
этом шаге точка ỹΓ(tN) полагается совпадающей с точкой z̃
Γ(τ0) = z
(0). На других шагах
[τi, τi+1] равенство ỹ
Γ(tj) = z̃
Γ(τi) (i+ j = N) не обязательно.
В ходе конструирования ломаной z̃Γ(τ), τ ∈ [t0, ϑ] нас будет интересовать оценка сверху
величины
ε(i) = ‖z̃Γ(τi)− x̃
Γ(tj)‖, τi + tj = t0 + ϑ,
через величину ε(i−1) = ‖z̃Γ(τi−1) − x̃
Γ(tj+1)‖, вычисленную на предыдущем шаге [τi−1, τi]
разбиения Γ.
Итак, считая, что выбрана точка z̃Γ(τ0) = z
(0) ∈ Z̃Γ(τ0), полагаем ỹ
Γ(tN) = z̃
Γ(τ0) и на-
ходим в X̃Γ(tN) ближайшую точку x̃
Γ(tN) к точке ỹ
Γ(tN) (см. рис. 1). Согласно условию C,
справедливо неравенство
ε(0) = ‖z̃Γ(τ0)− x̃















Предположим теперь, что, стартуя из точки z̃Γ(τ0) и принимая во внимание оценку (4.23)
мы в нашей процедуре осуществили шаги [τ0, τ1], [τ2, τ3], . . . , [τi−2, τi−1], [τi−1, τi] и реализо-
вали точку z̃Γ(τi) ломаной z̃
Γ(τ), точку ỹΓ(tj) ∈ Z̃
Γ(τi) и точку x̃
Γ(tj) ∈ X̃
Γ(tj) — ближай-
шую в X̃Γ(tj) к точке ỹ
Γ(tj) (см. рис. 2). Согласно условию C, справедлива оценка
‖x̃Γ(tj)− ỹ






















Для последующих оценок введем в параллель величине ε(i) величину
ρ(i) = ‖z̃Γ(τi)− ỹ
Γ(tj)‖, τi + tj = t0 + ϑ, i = 0, N.
Опишем процедуру конструирования ломаной z̃Γ(τ) на [τi, τi+1]; для этого сначала опишем
построение точки z̃Γ(τi+1). Точка x̃






(j) ∈ F (tj−1, ỹ
Γ(tj−1)). Вектор f






(k)), αk > 0,
m+1∑
k=1
αk = 1, u







(k)) ∈ H(τi, z̃
Γ(τi)) =
= −F (t0 + ϑ− τi, z̃
Γ(τi)) = −F (tj, z̃
Γ(τi)), i+ j = N.
Введем точку z̃Γ(τi+1) = z̃
Γ(τi) + ∆h
(i). Оценим сверху величину ε(i+1), оценив предвари-
тельно величину ρ(i+1) через ε(i). Справедлива оценка
ρ(i+1) = ‖z̃Γ(τi+1)− ỹ
Γ(tj−1)‖ =





(i) + f (j))‖ 6 ε(i) +∆‖h(i) + f (j)‖.
(4.25)
Справедлива оценка

















Оценим теперь сверху величину ‖h(τi, z̃
Γ(τi), u) + f(tj−1, ỹ
Γ(tj−1), u)‖, u ∈ P. Так как,
по определению, выполняется равенство
h(τi, z̃
Γ(τi), u) = −f(t0 + ϑ− τi, z̃




Γ(τi), u) + f(tj−1, ỹ
Γ(tj−1), u) = f(tj−1, ỹ
Γ(tj−1), u)−
− f(tj, z̃
Γ(τi), u) = (f(tj, x̃
Γ(tj), u)− f(tj, z̃
Γ(τi), u)) + (f(tj−1, x̃
Γ(tj)−




Γ(τi), u) + f(tj−1, ỹ
Γ(tj−1), u‖ 6 ‖f(tj, x̃




(j), u)− f(tj, x̃
Γ(tj), u)‖ 6
6 L · ε(i) + ω∗(|tj−1 − tj|+∆‖f
(j)‖) 6 L · ε(i) + ω∗((1 +K)∆).
(4.27)
В этом неравенстве учтены (tj−1, f
(j)) ∈ D и K = max(‖f(t, x, u)‖ : (t, x, u) ∈ D × P ).
Принимая во внимание (4.24), (4.25), (4.26), (4.27) получаем оценку
ε(i+1) 6 ρ(i+1) + ‖x̃Γ(tj)− ỹ
Γ(tj)‖ 6 ρ
(i+1) + σ(∆) 6 ε(i) +∆(Lε(i) + ω∗((1 +K)∆)) + σ(∆).
Введем в рассмотрение функцию λ(δ) = ω(δ)+σ(δ), σ ∈ (0,∞). Из предыдущей оценки
следует локальная (на промежутке [τi, τi+1]) оценка величины ε
(i+1) через ε(i):
ε(i+1) 6 eL∆iε(i) + λ(∆i). (4.28)
Из оценок вида (4.28) для величин ε(i), ε(i−1), . . . , ε(1) получаем путем последовательной
подстановки вместо них их оценок сверху:
ε(i+1) 6 eL(τi+1−t0) · ε(0) + eL(τi+1−t0) · (τi+1 − t0) · (ω
∗((1 +K)∆) + σ∗(∆)),
i = 0, N − 1;
(4.29)
здесь обозначено σ∗(δ) = δ−1 · σ(δ), δ ∈ (0,∞). Оценку (4.29) запишем в виде
ε(i) 6 eL(τi−t0) · (τi − t0) · (ω
∗((1 +K)∆) + σ∗(∆)), i = 1, N. (4.30)




где h(i−1) ∈ H(τi−1, z̃
Γ(τi−1)), i = 1, N.
Рассмотрим последовательность {Γ(n)} двоичных разбиений Γ(n) промежутка [t0, ϑ]
(∆(n) = ∆(Γ(n)) ↓ 0 при n 7→ ∞).
Каждому разбиению Γ(n) сопоставим, в соответствии с приведенным выше алгоритмом
для разбиения Γ, последовательность z̃(n)(τ
(n)
i ) = z̃
Γ(n)(τ
(n)




= z(0) ∈ Z̃(n)(τ
(n)
0 ) = X
(ϑ), ỹ(n)(τ
(n)
0 ) = ỹ
Γ(n)(τ
(n)
0 ) = z̃
(n)(τ
(n)




определяется соотношением вида (4.31):
z̃(n)(τ
(n)













i ), i = 0, N(n), отвечающие разбиению Γ
(n), проведем, как через
узлы, непрерывную ломаную z̃(n)(τ), τ ∈ [t0, ϑ]:
z̃(n)(τ) = z̃(n)(τ
(n)
i−1) + (τ − τ
(n)
i−1)h




i ], i = 1, N(n).
Для разбиений Γ(n), n ∈ N, и отвечающих им узловых точек z̃(n)(τ
(n)
i ), i = 1, N(n), оцен-










(n), n ∈ N. (4.32)
В (4.32) используются обозначения: ε(i)(n) = ‖z̃(n)(τ
(n)












j = t0 + ϑ, i = 1, N(n); λ
∗(δ) = ω∗((1 +K)δ) + σ∗(δ), δ ∈ (0,∞).







j )) 7→ 0 при n 7→ ∞;
здесь ρ(z,X) — расстояние от точки z до множества X в Rm; X̃(n)(t
(n)






























i )) 7→ 0 при








i )) 7→ 0 при n 7→ ∞. (4.33)
Не нарушая общности рассуждений, будем считать, что существует равномерный предел
lim
n 7→∞
z̃(n)(τ) = z(τ) на [t0, ϑ]. Из (4.33), замкнутости множества Z
0 и непрерывности z(τ)
на [t0, ϑ] следует (τ, z(τ)) ∈ Z
0, τ ∈ [t0, ϑ]. Кроме того, из (4.31) следует, что вектор функ-
ция z(τ), τ ∈ [t0, ϑ], z(τ0) = z
(0) ∈ Z(0)(τ0), удовлетворяет включению
dz
dτ
∈ H(τ, z) п.в.
на [t0, ϑ]. Вместе с тем мы показали, что выполнено условие b, т.е. множество Z
0 слабо
инвариантно относительно д.в. (2.2). Теорема 4.1 доказана. 
§ 5. Примеры
На промежутке [t0, ϑ] = [0, 2] рассматриваются две конкретные задачи 1 о наведении




ẋ1 = −x2 · (2 +
1
2




ẋ2 = x1 · (2 +
1
2









0.01 при ‖x‖ < 1,
0.01
‖x‖
при ‖x‖ > 1.
Здесь x = (x1, x2), u = (u1, u2) ∈ P = {u




Рассматриваются два варианта целевого множества M в форме овалов Кассини:
a) M = {(x1, x2) : ((x1 − a)
2 + x22) · ((x1 + a)
2 + x22) 6 b
4}, a = 5, b = 5.5;
b) M = {(x1, x2) : ((x2 − a)
2 + x21) · ((x1 + a)
2 + x21) 6 b
4, a = 5, b = 5.5.
Рассматриваемая здесь в двух вариантах задача 1 состоит в выделении в фазовом про-
странстве R2 системы (5.1) начального множества X(0), удовлетворяющего равенству
X(2, 0,X(0)) = M ; (5.2)
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здесь X(2, 0,X(0)) — множество достижимости в момент 2 системы (5.1), то есть временно́е
сечение в R2 интегральной воронки X(0,X(0)) системы (5.1), отвечающее моменту ϑ = 2
и с начальным множеством X(0).
Согласно теории, изложенной в параграфах 2—4, множество X(0) в R2 вычисляется точ-
но как конечное временно́е сечение Z0(ϑ) = Z0(2) ⊂ R2 максимального тракта Z0 систе-
мы (5.1), представленной в обратном времени τ ∈ [0, 2] с начальным временны́м сечением
Z0(τ0) = Z
(0) = M.
Вычисление множества X(0), удовлетворяющего равенству (5.2), осуществлялось при-
ближенно путем приближенного вычисления Z0, согласно алгоритмам приведенным в па-
раграфах 2—4.
Приближенное вычисление максимального тракта Z0 проведено в виде A-системы
{Z̃Γ(τi) : τi ∈ Γ}, отвечающей разбиению Γ = {τ0 = 0, τ1, τ2, . . . , τi, . . . , τN = ϑ = 2}
промежутка [0, 2] с диаметром ∆ = ∆(Γ) = 0.005 (∆i = τi+1 − τi = ∆, i = 0, N).
В результате этих приближенных вычислений получаем аппроксимацию множества
X
(0) — множество Z̃Γ(2).
После этого осуществляется анализ точности полученного решения уравнения (5.2).
Для этого конструируется приближенно в прямом времени t ∈ [0, 2] по шагам [ti, ti+1]
интегральная воронка W 0 = X(0,X(0)) системы (5.1) с начальным множеством
a
XΓ(τ0) =
= Z̃Γ(2) в виде системы множеств {
a






= {xΓ(tj) = x
Γ(tj−1) + ∆j−1f
(j−1) : xΓ(tj−1) ∈
a
XΓ(tj−1), f
(j−1) ∈ F (tj−1, x
Γ(tj−1))};
здесь F (t, x) = co{f(t, x, u) : u ∈ P},
f(t, x, u) =


−x2 · (2 +
1
2




x1 · (2 +
1
2





 , (t, x, u) ∈ D× P.
Хаусдорфово рассогласование d(
a





XΓ(tj) : tj ∈ Γ} и целевого множества Z̃
Γ(0) = M задачи 1 показывает, насколько точно
вычислено решение X(0) задачи 1.
На представленных ниже графических результатах приближенных вычислений мно-
жеств Z0 и W 0 на каждом рисунке изображены одновременно множества Z̃Γ(τi) и
a
XΓ(tj)






XΓ(tj) отмечены конечными наборами точек в R
2
соответственно синим и красным цветами.
Множество Z̃Γ(0) и
a
XΓ(2) в обоих вариантах a и b практически совпадают, что означает
высокую точность приближенных вычислений, то есть высокую точность вычисленного
приближенного решения
a





















t40 = 0.4t0 = 0
Рис. 3. Вариант a. Множества Z̃Γ(τi) и
a
































t120 = 1.2t80 = 0.8
Рис. 4. Вариант a. Множества Z̃Γ(τi) и
a


























t200 = 2.0t160 = 1.6
Рис. 5. Вариант a. Множества Z̃Γ(τi) и
a






























t40 = 0.4t0 = 0
Рис. 6. Вариант b. Множества Z̃Γ(τi) и
a


























t120 = 1.2t80 = 0.8
Рис. 7. Вариант b. Множества Z̃Γ(τi) и
a






























t200 = 2.0t160 = 1.6
Рис. 8. Вариант b. Множества Z̃Γ(τi) и
a
XΓ(tj) (tj + τi = 2, j = {160; 200})
При выполнении исследований были использованы вычислительные ресурсы центра
коллективного пользования ИММ УрО РАН «Суперкомпьютерный центр ИММ УрО РАН».
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A control system in finite-dimensional Euclidean space is considered. On a given time interval, we
investigate the problem of constructing an integral funnel for which a section corresponding to the last
time moment of interval is equal to a target set in a phase space. Since the exact solution of such a funnel
is possible only in rare cases, the question of the approximate construction of an integral funnel is being
studied.
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