Epidemic data often possess certain characteristics, such as the presence of many zeros, the spatial nature of the disease spread mechanism, environmental noise, serial correlation and dependence on time varying factors. This paper addresses these issues via suitable Bayesian modelling. In doing so we utilise a general class of stochastic regression models appropriate for spatio-temporal count data with an excess number of zeros. The developed regression framework does incorporate serial correlation and time varying covariates through an Ornstein Uhlenbeck process formulation. In addition, we explore the effect of different priors, including default options and variations of mixtures of g-priors. The effect of different distance kernels for the epidemic model component is investigated. We proceed by developing branching process-based methods for testing scenarios for disease control, thus linking traditional epidemiological models with stochastic epidemic processes, useful in policy-focused decision making. The approach is illustrated with an application to a sheep pox dataset from the Evros region, Greece.
Introduction
Infectious disease outbreaks can have devastating consequences both from the societal and economic perspective. In the present paper we develop suitable methodology for epidemic spatio-temporal data. Specifically, we extend previous analyses (e.g. [1] ), by addressing several important aspects of epidemic modelling. In addition, we provide an epidemic interpretation of our modelling approach, thus linking epidemiological models with stochastic epidemic processes, useful in policy-focused decision making.
Our modelling framework accommodates a number of features: First, we make use of spatial information related to the location of the infected premises. Specifically, we incorporate the spatial coordinates of each infected farm, allowing for the probability of infection between farms to depend upon their distance. A number of spatial transmission kernels are fitted to the spatio-temporal data using Bayesian methods and an extended investigation of their relative importance is performed. Second, we model the inherent serial correlation of the data generating mechanism via a latent Ornstein Uhlenbeck (OU) process evolving around a mean which is regressed upon a number of covariates, including the spatial transmission kernels. The mean of the OU process is allowed to vary across time, adapting to the changes of its predictors. Third, we investigate one of the basic model selection problems in Bayesian regression-type modeling, namely the one of covariate selection. Various methods have been proposed in order to deal with this task. Here we tackle this issue by implementing recently developed variable selection approaches based on hyper-g prior distributions [2] using Gibbs-based variable selection (e.g. [3] ). The covariate selection component appears to have received limited attention in the infectious disease literature. In addition to proposing a flexible continuous-time model, suitable for a wide variety of real surveillance data, we describe a simulation-based estimate of the extinction probability which could be of direct use to policy makers. For inference purposes, we generally resort to Markov chain Monte Carlo (MCMC) simulation methods which offer flexibility in the ability to fit complex models of the kind entertained in this paper.
Sheep pox is a highly contagious viral infection that can have devastating consequences [4] . The proposed methodology is applied to a historical dataset described in detail in section 4. To avoid uncertainties related to the exact day of infection -estimated by the local authorities from the clinical signs of the disease -we analyze the aggregated weekly counts of infection. The latter approach shares certain advantages; a) We avoid part of the measurement error. b) By creating the (artificial) extra zeros we can infer which factors (e.g. environmental) assist in creating a disease-free environment through the covariates linked to the excess zeros. c) Our model may be of use in a number of instances since data of this type are commonplace, for instance in typical surveillance systems.
Note however that the modeling framework provided in this paper is specified in continuous time and can be used even if the data are not aggregated. The continuous time formulation provides additional advantages such as the ability to forecast, interpret and aggregate on different time scales, utilise information observed at different frequencies, allow for delayed impact of time varying covariates etc. Moreover, for the specific application considered here and the case of aggregated counts, it is possible to extract a discrete-time model with complexity that is comparable to standard time series models. Details are provided in the next section.
The data are presented in detail in [5] where a preliminary analysis showed strong support for the Poisson and zero inflated Poisson (ZIP)-based models as opposed to those based on the negative binomial distribution. Hence, in this paper we focus upon the Poisson and ZIP specifications. The following section contains the model formulation while section 3 presents the connection of this class of models with stochastic epidemics, a useful tool for disease control. Section 4 illustrates the results of the analysis and section 5 concludes with some discussion.
Bayesian modelling 2.1 Spatio-temporal model
Our response variable consists of 260 weekly observations (infected farms) spanning over a time interval of 5 years. Time is measured in weeks and we let t i , i ∈ {0, 1, . . . , 259} correspond to the time after the i-th week. The response vector y = {y i ; i = 0, . . . , 259} is also ordered chronologically where each y i denote the number of sheep pox cases at t i .
In what follows, the modelling framework is first presented in continuous time and then, given that the data appear in weeks, we extract its form in discrete time. The fitted models are special cases of the specification scheme described by:
where B t denotes standard Brownian motion, and µ t is the piecewise constant deterministic process:
where each µ (i) corresponding to t i ≤ t < t i+1 , i = 0, 1, . . . , 259, is given by
where X (i) β + b i is a component comprising of endemic/epidemic covariates and K d i , Θ K is the rate at which infection is transmitted from an infected farm to a susceptible farm, made precise in (5). Moreover, I {y i =0} is an indicator variable denoting whether the response is positive or not, θ i is the instantaneous rate of the process at the i-th time point, p i denotes the proportion of excess zeros for t i and β is a vector of dimension dim(β) with the coefficients of the fixed-effects covariates; the corresponding covariate values for t i are denoted by the row vector X (i) , also of dimension dim(β). Note that the diffusion path integral
exp(λ s )ds does not have a closed form solution and therefore the model in (1) is intractable. One option is to adopt a data augmentation scheme, introducing a fine partition to the path of λ t in the spirit of [6] . An alternative is to proceed via the following approximation:
The former option offers the benefit of controlling the approximation error due to time discretisation. Nevertheless, this comes at the expense of a substantial increase in the computational cost and complexity of the implementation algorithm. Hence, we proceed by adopting the latter approximation.
In our dataset dim(β) = 10, and therefore β=(β 0 , β 1 , β 2 , β 3 , ..., β 9 ) T is the vector of regression coefficients for the intercept (β 0 ), the covariates describing the number of villages infected in the previous week (β 1 ), rainfall (β 2 ), average temperature (β 3 ), maximum temperature (β 4 ), minimum temperature (β 5 ), average humidity (β 6 ) and seasonal effects: spring (β 7 ), summer (β 8 ), autumn (β 9 ). In addition, Θ K is the parameter vector of the transmission kernel function K(·) and b i reflects independent yearly random effects
T . Note that Poisson regression is recovered when p i = 0 and f denotes the Poisson probability mass function.
The instantaneous λ t is an OU process evolving around µ t , which in turn is determined by the potentially time varying covariates X (i) . Its transition density is available in closed form allowing us to write (for all i)
The OU process reflecting λ t need not be stationary. In fact, every change in the covariates provides a shock to the system, to which the latent process λ t adapts through a transient OU process with rate of convergence driven by the parameter φ. Large values of φ imply that the effect of the covariates on λ t is imminent, whereas values close to zero point towards a delayed impact. This formulation is therefore substantially different than that of [1] and [7] ,under which the model would have been written as
where ϵ t i is modeled via a stationary, zero mean, OU process in the spirit of [8] . In fact, the model in (1) may actually be seen as the model used in [9] , adapted to the context of this paper. Comparisons between the two approaches can be found in the supplementary material Table S3 supporting the non-stationary version for the particular application of this paper. Overall, this OU formulation has the following features: a) Its mean reverting nature is essential in order to capture the effect of the several time-varying predictors, such as the spatial transmission kernels and climate effects, and introduce serial correlation. For example an increase in the temperature will result in an increase of µ (i) which, according to (2) , is the mean of the intensity process as time increases. Hence, the intensity process will adapt to the increased temperature at a rate controlled by the parameter φ. Note that this is not the case for the model in (3) where µ (i) is the constant in the AR(1) equation.
, in other words the autoregressive part vanishes and the λ t i 's become independent with finite variance.
c) It introduces an additional source of variability that can be linked with the inherent environmental noise of the system or it can also absorb potential model mis-specification.
d) As it is based on a continuous time process, it can be used to different types of datasets; e.g. irregularly spaced observations. e) Finally, incorporating the above aspects comes at no additional complexity in terms of computation or implementation since the presence of a tractable solution simplifies the calculations significantly. In fact, the amount of complexity is comparable to using an AR(1) model.
An inherent feature of epidemic data -such as those analyzed here -is the excessive number of zero counts (excess zeros). This is often due to endemic conditions or diseases that are hard to detect. To account for this, we now complete our model formulation by using a similar structure for the zero-inflation probability p i as the one for λ i in (1), writing
where the superscript z denotes the parameters used for modeling the zeroinflation probability with similar role as β, b t i , Θ K , respectively. The latter equation for p i involves a Kernel K, as was done with the positive response part, anticipating here a negative association with the probability of zero cases occurring as time increases from the latest infection.
Spatial kernels
The literature contains several attempts to capture the spatial structure of transmission of an animal disease, including foot-and-mouth disease (FMD) which had economically devastating consequences to livestock [10] . Thus, the use of simulation modeling for estimating the spread of highly contagious livestock diseases and for conducting risk assessment for various control measures has become common in recent years (e.g. [11] , [12], [13]). The K d i , Θ K term is an infection kernel used to model the spatial component of disease propagation, where d i = {d kℓ : k ∈ S i , ℓ ∈ I i−j }, is the set of all the Euclidean distances between uninfected farms k ∈ S i at time i and previously infected farms ℓ ∈ I i−j within the typical incubation period for sheep pox. Here, S i and I i denote, respectively, the set of susceptible and infected farms at time point i.
denoting the geographical coordinates of farm k measured in kms according to global positioning system (GPS). The geographical coordinates were then used for calculating the matrix containing all pairwise distances.
We model this risk factor as a parametric function assuming a 3-week incubation period [14] by including kernels, K(·), of the form:
where |d i | is the cardinality of d i . The pre-specified constant d min denotes the minimum distance beyond which infections cannot occur (see, e.g., [15] ). In our analysis we set d min = 250km, a distance sufficiently higher than the largest observed distance of 69 kms occurred in the Evros prefecture. For specifying the transmission kernel we have resorted to a variety (see Table 1 ) of relevant functions. Table 1 near here Note that the term d i depends on y i−j (j = 1, 2, 3); i.e. the presence of many infections will affect the average distances between infected farms. However, if the Θ K parameters (a, b, c) are restricted on the positive real line, K · is decreasing in d kℓ and therefore on d i , hence K · is bounded above. This ensures that the model is well defined and doesn't explode. In continuous time this is due to the fact that the stochastic differential equation for λ t , and therefore also θ t , has a unique weak solution for all y i ; typically this requires the drift and volatility function to be locally Lipschitz and with a linear growth bound. In discrete time one can note that the model is very similar to the class of models considered in ([16], equation 11) that are known to be geometrically ergodic for φ > 0. Figure  S5 via a schematic representation of the proposed model.
Intensity Decomposition
An interesting interpretation of such models can be found in [17] and references therein where the model components are appropriately split, disentangling the epidemic and endemic aspects of disease dynamics. In particular, one can imagine that environmental and seasonal covariate information (i.e. rainfall, average temperature, maximum temperature, minimum temperature, average humidity and seasonal effects) may well relate to the endemic part of the disease while farm-to-farm contacts as described by the spatial component K d i , Θ K and the covariate of the number of villages infected in the previous week are concerned with epidemic spread. Our model can naturally be adapted to this framework via an additive decomposition of µ t , the mean driving the instantaneous log rate of infection λ t . The trajectory of µ t can be split into its endemic and epidemic parts as follows:
This decomposition enhances our ability to inform control strategies since a large epidemic component (relative to the endemic component) would suggest imposing restrictions associated with the spatial allocation of farm structure in the region of interest, whereas the opposite results may indicate that most of infections are due to external factors and thus are less sensitive to such control measures [18] .
The variable selection component
The variable selection problem arises naturally when one wishes to simplify the model structure by eliminating predictors with negligible effects; see [19] for a review.
Here, we are interested to identify important effects and eliminate nonsignificant covariates both for reasons of interpretation and prediction. When variable selection is ignored, it is common to experience the well known problems of using over-fitted models; see, for example, in [20] (Section 5.1) for details.
Bayesian variable selection typically involves the introduction of a vector of binary indicators γ ∈ {0, 1} dim(β) which contains each possible combination of covariates to be included in the model. Then, MCMC methodology can be used to estimate the posterior distribution of γ. The exploratory results of [5] suggest that only a few of the variables under consideration, such as the number of villages infected in the previous week and certain meteorological/environmental variables should be included in the final model.
Hyper g-prior setup.
In the present analysis, we use the hyper-g prior introduced by [2] and implemented by [21] in generalized linear models (GLMs). Over the last decade, hyper-g priors [2] have become a common approach for comparing and averaging models within the Bayesian framework due to several reasons. First, the hyper-g prior is a natural descendant of the classic Zellner's (1986) gprior approach [23] inheriting also its important properties -for example the g-prior leads to BIC-based variable selection and also has an intuitive interpretation based on the use of additional imaginary data points from the null model weighted by the dispersion parameter g. The idea of the hyperg prior is relatively simple. We introduce an additional hierarchical level to the model formulation by specifying a prior on the shrinkage parameter g/(g + 1). Then we estimate the dispersion parameter g (which is responsible for the sensitivity of posterior model probabilities and Lindley-Bartlett paradox [24] [25] [26] ) by the resulting posterior distribution. The induced procedure leads to a default Bayesian method which is robust over a wide range of values of the hyper-parameters. Moreover, it has been proven to posses important consistency properties such as model selection consistency (posterior probability of the true model goes to one as the sample size increases), information consistency (posterior probability of the true model goes to one as the error variance reduces) and prediction consistency (the posterior mode of the predicted values converge to the true expected predicted values as the sample size increases). These desirable properties, along with the simple computation within the regression framework, have established the method as a common approach for Bayesian variable selection and averaging.
In our implementation, all covariates are first centered. Moreover, following [22], we consider a slightly modified version of the hyper-g prior which depends on the intercept β 0 , that is:
f (β 0 ) ∼ N ormal(0, 10 4 ), and
where β \0 is the vector β excluding β 0 , X \0 is the data matrix X without the column that corresponds to the intercept β 0 and e β 0 denotes a rough estimate of λ i under the above prior setup. This prior can be seen as the power prior of [24] for the parameters β \0 conditioned upon the constant β 0 and setting the power equal to g. In the power prior setup, if we assume responses equal to e β 0 (which corresponds to the expected value under the null model) and covariates with values equal to the observed ones, then this prior accounts for n/g additional data points from the null model.
The above hyper g-prior is slightly modified from the original version in the sense that the covariate effects a-priori depend on the constant parameter. By this way, the corresponding power-prior interpretation is more sensible since we assume that all data are equal (fully supporting the constant model) but without any specific value to be chosen a-priori (in contrast to [22] who proposed to choose the zero value).
Hence, hyper-parameter g controls the weight of the data in the posterior distribution. Following [2] , we use a Beta hyper-prior for the shrinkage weight g/(g + 1) which introduces an additional hierarchical layer in our model enabling us to estimate its posterior distribution by using information from the data. This approach avoids sensitivity problems created with the direct specification of g and has better consistency properties than the usual g-prior [2] .
We primarily focus on the hyper-g prior using the value α = 4 which corresponds to the uniform prior on the shrinkage parameter but, as we demonstrate later in the paper, the results are fairly robust for different choices of α ∈ (2, 4]. The same hyper-g prior structure has been considered for the covariate effects β z of the zero-inflation probability component p i .
Implementation details, sensitivity and comparisons.
Bayesian variable selection is notorious for its sensitivity to the choice of prior, particularly the prior variances of β or its multiplier g in (6). This is due to the well known Bartlett-Lindley paradox; see for details in [25] and [26] .
, where τ is a precision parameter. Additionally, an empirical normal prior with an approximate unit information interpretation was used (denoted by EUI).
Concerning the comparison with other priors, the ZG(n) can be thought as the default choice in Bayesian variable selection since it has a unit information interpretation and its results correspond asymptotically to those obtained via BIC [27] . Following the modification of [2] , and in order to have prior structure equivalent to the hyper-g prior, we use (6) with g = n. Similarly, we have also considered as an alternative the (modified) Zellner's g-prior (6) with g = p 2 which corresponds to the risk inflation criterion of [28]; see also [29] for a related comment.
The empirical independent prior with approximate unit interpretation (EUI) suggested by [30] is used as a rough yardstick. It is comprised by independent normal prior distributions for each β j , i.e. β j ∼ N (0, nσ 2 β j ) with σ β j set to the posterior standard deviation of each β j of the full model with flat priors. This setup obviously uses information from the data to specify the prior variance but its multiplication with the sample size n makes this effect minimal and approximately equivalent to one data-point in a similar manner to the g = n choice.
Finally, for the hyper-g hyper-prior, we perform variable selection using a variety of values for hyper-parameter α and we graphically examine the robustness of the posterior inclusion probabilities for each covariate. We expect that results will be robust as previously reported by [31].
Prior distribution on model space.
Concerning the prior specification of model indicators γ, we primarily use the uniform prior on model space with γ j ∼ Bernoulli(0.5). We also compare our results with the recently used beta-binomial prior on the model space where γ j ∼ Bernoulli(p) with p ∼ Beta (1, 1) ; see for example [32] . The latter is very useful in large scale problems (with large p) due to its shrinkage effect yielding parsimonious model structures. Moreover, it allows for additional prior variability and robustness [33] .
Prior specification for the remaining parameters.
For the Θ K parameters, a weakly informative normal prior with zero mean and large variance (equal to 10 4 ) was used. Random yearly effects are assumed to follow a N (0, σ 
Epidemic control
This section is concerned with the connection of our model, which can be seen as a typical epidemiological model, to stochastic epidemic models, often considered as invaluable tools for disease control. One of the primary objectives of modelling the spread of an infectious disease is the ability to evaluate disease severity through key measures such as its reproduction number R 0 , often interpreted as the average number of infections produced by a single infective during their infectious period. This facilitates for disease control via appropriate prophylactic measures. Specifically, one can evaluate the corresponding extinction probability q as well as the effect of control strategies in achieving the sine qua non target of reducing R 0 below unity, thus securing that major outbreaks cannot occur. Here, we link our models to stochastic epidemics via considering the corresponding branching process [34] . Subsequently we exploit this connection by exploring alternative, covariate-based, scenarios for the probability of hypothetical sheep pox outbreaks going extinct in the region of Evros.
A branching process represents an accurate approximation to a stochastic epidemic model (i) at the early stages of an outbreak when the number of infected individuals is much smaller than the population size and (ii) at the onset of disease re-emergence in the context of endemic diseases. Assuming constant offspring mean ξ is probably reasonable in these two scenarios. Note that our epidemic model does not assume independent disease reproduction as do the branching process models. However, the coupling of the two models appears reasonable in the two scenarios given above and can be made rigorous using techniques described in [35] .
A general family for the offspring distribution Z of branching processes is given by the power series family where:
with ξ = exp(λ) being the canonical parameter and α r ≥ 0. Then the probability, q(ξ), of an epidemic going extinct is the smallest non-trivial root in the interval [0,1] of the equation:
see for example [36] and [37] . For α r = (r!) −1 we obtain the Poisson distribution whence q(ξ) can be numerically calculated as the smallest non-trivial root of exp(qξ) = q exp(ξ).
We proceed by exploring the effect of particular covariates upon q(ξ). In particular, we utilise three distinct values for each covariate (minimum, median and maximum) keeping the other covariates fixed at their median values and for each covariate combination we simulate from the posterior density of q(ξ) by sampling from the posterior of the β's and solving exp(qξ) = q exp(ξ) for each set of samples. Regarding the spatial kernel term, we keep the best selected spatial kernel term as was chosen among the candidate functions of Table 1 , fixed at the median distance between the susceptible and the previously infected farms. In addition, the random yearly effects term was kept at its mean level. Note that by using the posterior output we preserve the correlation structure of the posterior density, an important aspect when estimating non-linear functionals such as q(ξ). For the ZIP model where E(Y i ) = (1 − p)ξ + p · 0 it is possible for non-negligible p to have a scenario where solving (7) results in a q such that q(ξ)+p > 1. We truncate such values by adjusting the extinction probability via P r(extinction) = 1 ∧ (q(ξ) + p).
We also use a recent result due to [38] to estimate the expected time, say E(A Q ), the outbreak has Q infected farms via:
This gives a somewhat complementary measure of disease propagation which must be interpreted with respect to the length of the incubation period. The following section illustrates the application of the model and the control methods to real data.
Application to sheep pox data
The data refer to the sheep pox epidemic in the Evros Prefecture of Northeastern Greece, made available by the Veterinary Directorate of N. Evros Prefecture (VDNEP). The epidemic began on December 1994 and ended in December 1998, infecting 249 premises. The overall number of dead animals was approximately 35, 500. The data comprised of temporal information such as the day of culling, daily records of infected herds, detection time of the virus and the putative infection time. The virological tests used for sheep pox detection were PCR and ELISA. For the purposes of our analysis, a case is a herd infected with sheep pox virus, i.e. a farm for which there is at least one infected animal during a particular week. Table S1 in the supplement presents the aggregated monthly number of sheep pox cases during the 1994-98 period in the Evros Prefecture, Greece. We first illustrate the variable selection procedure through detailed comparisons and extensive sensitivity analyses (Section 4.1.1). Then we investigate the form of the spatial kernels (Section 4.1.2). Having selected our model, we disentangle the endemic and epidemic components in Section 4.2 and estimate the extinction probabilities under several covariate scenarios in Section 4.3.
Model building and choice of variables
For all MCMC runs we used an output of ten thousand iterations produced from chains with total length equal to 105,000 iterations and after using a burn-in of 5,000 and a thinning lag of 10 iterations. The analyses were conducted using the WinBUGS software ( [39] ). The codes and data are available in http://utopia.duth.gr/malesios/ARTICLES/code.pdf. The comparison of the spatial kernels was based upon the mean deviance (D) due to the wellknown asymptotic equivalence of AIC (and DIC) with cross-validation in model selection ( [40] ).
In the following analysis, we compared various models in order to assess the impact of spatial kernels and the Struthers and McLeish-like OU structure [9] . Specifically, the introduction of the spatial component results in a substantially improved fit reducing the mean deviance from 336.9 to levels ranging from 255.5 to 265.5 depending on the choice of kernel. The adopted OU structure of (1) also results in improved fit compared to Taylor-based alternatives as in (3) where the corresponding mean deviance is around 300; see also Table S3 of the supplementary material. As discussed in Section 2.1 the main difference between the two types of models is that the one of this paper allows for a delayed effect, which is estimated by the data, at which the covariates affect the mean of the intensity process. Hence. in our view, this seems to be the most plausible explanation for the improved fit. In what follows, we present more details for each modelling component.
Covariate selection.
The posterior inclusion probabilities of each covariate for the ZIP model under the hyper-g prior specification with α = 4 are summarized in Table 2 . Table 2 near here These results are obtained using the uniform prior on model space, however the corresponding posterior results under the beta-binomial prior on the model space give the same ordering for the posterior inclusion probabilities of each covariate (see Table S2 in the supplementary material), inflating them upwards for all covariates. Table 3 summarizes posterior results of the coefficients of the a-posteriori supported covariates and the additional model parameters (φ and random effects variance) for the selected model. Table 3 near here Posterior inclusion probabilities suggest the inclusion of covariates x 6 and x 9 , corresponding to the average humidity and the autumn season and, potentially, the selection of covariates x 3 , x 4 and x 8 (average and maximum temperature and summer season, respectively) regarding the infection rate. On the other hand covariates x 1 and x 3 (i.e. number of villages infected in the previous week and average temperature) are selected for the prediction of excess zeros. In particular, the importance of villages infected in the previous week on the excess zeros is intuitively natural since more infected villages imply a smaller chance of excess zeros. In summary, it appears that a combination of temperature, humidity and seasonality seems largely responsible for explaining disease occurrence. This is intuitively reasonable and represents a common finding for animal diseases.
In the subsequent analyses, we retain only covariates with posterior inclusion probabilities higher than a threshold. A natural choice for this threshold is the value of 0.5 which is recommended by the theoretical work of [41] and has better predictive properties than the usual choice of the maximum aposteriori model for specific cases in normal linear regression models. Here, we decided to raise slightly this threshold to the value of 0.6 in order to alleviate the problem of inflated (towards 0.5) posterior inclusion probabilities of non-important effects reported for hyper-g priors (see, for example, [31] ). This way, we also avoid the inclusion of variables with high uncertainty concerning their importance. (Note that covariate selection was based upon the utilization of the best fitted -among the tested -spatial kernels, as described in the following section 4.1.2).
Sensitivity analysis. We performed sensitivity analyses using the hyperparameter values α ∈ {2.01, 2.1, 2.5, 3.0, 3.5, 3.9, 3.99} for the hyper-g prior setup. The results are summarized in Figure S1 in the supplementary material which present posterior inclusion probabilities under the hyper-g prior, for each covariate regressed on the rate of infection. The corresponding results for the covariates related to the probability of excess zeros are depicted in Figure S2 in the supplement. These analyses have been conducted using the uniform prior on model space. The results obtained using the betabinomial prior (not shown), although quantitatively different to those of the uniform prior, display similar ordering of the importance of the covariates. Comparing the outcomes of the analysis one may deduce that the results are reasonably robust, especially for the covariates associated with excess zeros.
Liang et al. [2] recommended using the values of α = 3 and α = 4 ". . . although any choice 2 < a ≤ 4 may be reasonable". Generally, hyper-g priors are relatively robust to the choice of α (e.g. [31] ) and this was also the case in the present study; see Figure S1 for the sensitivity of posterior inclusion probabilities over different values of α where any plausible α value indicates the same set of covariates as important. We have a-priori decided to use the value of α = 4 in order to express our relative indifference concerning the shrinkage parameter since this choice imposes a U (0, 1] prior for g/(g+1). Sensitivity analysis confirmed that this choice had minimal effect on the posterior selection of covariates. Thus, for the remaining of this paper, we focus on the variables selected by the hyper-g prior with α = 4 as reported in Table 2 .
Comparisons with other prior setups. Figure S3 in the supplementary materials.
We observe that the EUI is systematically more parsimonious in comparison to the other methods with the exception of the support on X 8 . For the two (with g = n and g = p 2 ) g-prior and the hyper-g prior setups, the inclusion probabilities are identical for all covariates except for X 7 . For X 7 , the inclusion probability under the hyper-g is lower (≈ 0.5) than the corresponding ones for the other two set-ups. The picture of the inclusion probabilities of the zero-inflated component is more clear. The hyper-g prior seems to have inflated the inclusion of all covariates towards 0.5 with the exception of X 4 and X 6 which are a-posteriori not supported by this method; see Figure  S3 in the supplementary materials.
Spatial kernels.
We proceed with fitting different kernel forms to the ZIP models in order to assess their relative importance in disease spread. The posterior estimate for the K parameter (i.e. α) is also presented. Figure 3 presents posterior density strip plots for the deviance D of the time-varying kernel models; see Table S3 in the supplementary materials for a comparison between the Struthers and McLeish [9] and the Taylor et al. [8] OU formulations. We additionally include the posterior mean deviance (denoted by D ′ ) for the model without a spatial component.
Figure 3 near here
For all the fitted kernels, the posterior distribution of the corresponding coefficients are placed well away from zero and the model fit is improved indicating the key importance of the spatial component in describing the progression of the epidemic. There are small differences in the model fit when different kernels are employed. The exponential kernel (B) ( [11] ) yields the best fit, followed by (D). On the other hand, the kernels (A), (C) and (E) gave a slightly worse fit. The better performance of the exponentialbased kernel may be an indication of the importance of short distances on disease spread when compared to the fat-tailed functions (i.e. kernels A and E) which place more mass in the tails of the kernel functions.
The large overlap of the deviance distributions suggests that we cannot select a particular kernel with confidence. Hence, we choose for the remainder of the analysis the exponential decay with a single parameter (kernel C) due to parsimony considerations. The parameter α is associated with the effect of distance with high α values indicating disease transmission to shorter distances. The high estimate of α (α = 6.749) suggests that long-distance transmission was unlikely in this outbreak. In summary, the association between spatial information and progression of the sheep pox disease can be expressed by the following form: 
Endemic/epidemic decomposition
The results regarding the endemic/epidemic decomposition presented in Section 2.1.2 are given in Table S4 in the supplement where the instantaneous mean (µ t ) of the log rate of infection (λ t ) is decomposed to its endemic (Θ endemic ) and epidemic (Θ epidemic ) components.
Specifically, we report the mean µ t along with the corresponding 95% credible intervals under various scenarios for a hypothetical outbreak. The results indicate that disease spread is likely to increase for lower levels of the endemic/epidemic components. Figure S4 in the supplementary materials demonstrates the endemic/epidemic decomposition over the 5-year period (1994-1998) of the sheep pox epidemic. This graph may assist in illustrating the relative importance of the epidemic spatial component over the endemic part of the model and vice versa during the progress of the disease spread.
Extinction Probabilities
Here we present results based on the approach introduced in Section 3, investigating the effect of each important covariate on a hypothetical future epidemic outbreak in the Evros region. Specifically, we combine parameter estimates from the historical sheep pox epidemic data and current farm locations in the region to calculate the probability of an epidemic going extinct. The findings are summarized in Table 4 and present extinction probabilities obtained for the minimum, maximum and median value of each covariate, keeping the other covariates fixed at their median value (the covariate values of humidity and distance used for the current analysis refer to year 2012 and are: min=14, max=100, median=65 for humidity; min=1, max=99, median=31 for distance). Table 4 near here It appears that a large epidemic may occur when the levels of humidity are low (q=0.036). Also small distances between infected farms are decreasing the probability of an epidemic going extinct (q=0.597). Results of this kind provide an indicator towards potential disease re-emergence. Therefore, monitoring these covariates may be useful for surveillance purposes. The results for the expected 'Q-occupation times', Q ∈ {1, 2, 3, 4, 5, 6}, are summarized in Table S5 (see also Figure S5 ) in the supplement, and are typical of a supercritical branching process (i.e. λ t > 1). Indeed, in the few occasions where λ t < 1 we expect only a few farms to get infected thus E(A Q ) is relatively large. In contrast, for fixed λ t (being a specific combination of humidity and seasonality) E(A Q ) decreases with Q reflecting the standard behaviour of the final size distribution of epidemic models (e.g. [42]).
Discussion
In the present paper we proposed a general infectious disease modelling framework which incorporates several common features of epidemic data. This was achieved by extending current spatio-temporal models via different variants of the O-U process. Particular attention was also paid to covariate selection by investigating recently developed priors which have not hitherto been used in models of high complexity. More elaborate versions of the kernel distance, effectively reweighing the contribution of each week based upon some sort of 'infectivity function' are possible and trivial to incorporate. However, the lack of more detailed data would imply identifiability issues so we decided not to pursue this matter further.
Perhaps more importantly, we linked our epidemiological models with stochastic epidemic processes through an approximate branching process representation. Although the two models have distinct characteristics, they can be thought of as different instances of a certain class of counting processes. Thus, one can calculate crude extinction probabilities under different scenarios providing a link to policy decisions targeted at disease control. This complements a byproduct of our model, the identification of 'disease-free' status, stemming from particular regions of the covariates which link to the modelling component that is concerned with excess zeros.
Regarding covariate effects we found that an increase in humidity levels yields a decrease in sheep pox occurrence, while the average temperature has the opposite effect. The significance of humidity is perhaps an indication for the relative importance of airborne spread [43] . The spatial component of our model uses the distances among farms in order to quantify the pressures caused by currently infected farms on the remaining susceptible farm population in the region. For this particular dataset it appears that the disease is transmitted mainly by short-range interactions. Spatially-explicit evidence represents an important component of our model and substantially improves model fit. The absence or possible aggregation of such evidence, a plausible feature of some surveillance systems, would result in simpler fitting of the corresponding models at the expense of potentially biased results. In this paper we used standard Bayesian model determination techniques. An interesting alternative is based upon the prequential principle [44] and this is the subject of current work. Table 2 : Posterior inclusion probabilities (γ and γ z ) under the uniform prior on model space for the hyper-g-prior (α = 4) variable selection approach applied to ZIP model with flat prior on β 0 (in bold inclusion probabilities above 50%).
Hyper-g-prior (α = 4)
Parameter γ Parameter γ z Table 4 : Estimated average extinction probabilities (q) along with corresponding 95% credible intervals based on the branching process approximation. Table S7 : Goodness-of-fit statistics for the time-varying spatial models. Table S9 : Expected time for exactly Q infected farms, E(A Q ), for the various levels of covariates, based on the branching process approximation. 
