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. . . while ideas ultimately can be so powerful,
they begin as fragile, barely formed thoughts.
So easily missed, so easily compromised, so easily just
squished.
Jonathan Ive, 2011
1.1 Modellbildung in den
Lebenswissenschaften
1.1.1 Bioinformatik und Systembiologie
Die modernen Biowissenschaften vollziehen derzeit einen Paradig-
menwechsel. Dieser wurde insbesondere durch das zunehmende Auf-
kommen neuer integrativer Analysemethoden vermittelt, die im Rah-
men der klassischen Molekularbiologie die Aufmerksamkeit von re-
duktionistischen Ansätzen hin zur Betrachtung ganzheitlicher Sys-
teme lenkte (Kitano, 2002). Gleichwohl wäre es nicht richtig anzu-
nehmen, dass integrative Analysen – also solche, die verschiedene
Aspekte molekularer Systeme und ihre Wechselwirkung berücksich-
tigen – eine Neuerung der letzten Jahre wären. Tatsächlich ist die
neue Disziplin der Systembiologie nur ein vorläufiges Ende einer lang
anhaltenden Evolution zweier beinah unabhängiger Entwicklungs-
stränge (Westerhoff & Palsson, 2004).
1 Einleitung
Der eine Strang lässt sich insbesondere bis zur Entdeckung der
DNA-Struktur und ihrer kodierenden Eigenschaften zurückverfolgen
(Watson & Crick, 1953). Darauf folgten Erkenntnisse über die re-
kombinanten Mechanismen der Zellen und deren technischer Adap-
tion. Neue genetische Methoden wie die Klonierung (Arber & Linn,
1969; Danna & Nathans, 1971; Sambrook & Russell, 2001) und die
Polymerasekettenreaktion (PCR, Mullis et al., 1986) machten ein
gezieltes molekularbiologisches Arbeiten möglich und fanden einen
vorläufigen Höhepunkt in der Sequenzierung vollständiger Genome,
mit Hilfe derer ein ganzheitlichen Blick auf das physiologische Po-
tential ganzer Organismen freigegeben wurde (Fleischmann et al.,
1995; Venter et al., 2001). Mit der Pyrosequenzierung steht heutzu-
tage eine Methode zur Verfügung, mit der sich bakterielle Genome
in weniger als 24 h sequenzieren lassen (Chen et al., 2010; Novais &
Thorstenson, 2011). Dieser Entwicklungsstrang bereitete die struk-
turelle Grundlage der Systembiologie.
Parallel dazu entwickelte sich die Forderung, die Fülle der de-
skriptiven Daten in quantitative, molekularbiologische Zusammen-
hänge zu setzen. Erste mathematische Modelle beschäftigten sich
mit der Frage, wie lebende Systeme den hohen Grad an Ordnung
aufrecht erhalten können und damit augenscheinlich die thermody-
namische Forderung nach Entropie-Maximierung verletzen (Schrö-
dinger, 1943). Hierauf versuchte das vereinfachte Prinzip der Re-
ziprozitätsbeziehung eine Antwort zu geben (Onsager, 1931), wel-
ches die Kopplung verschiedener Flüsse und Kräfte eines thermo-
dynamischen Systems beschreibt, dessen Zustand sich in der Nähe
des Gleichgewichts befindet. Als sich im Laufe der Zeit das Poten-
tial biologischer Systeme in Form stetig wachsender metabolischer
Netzwerke ausdrückte, begannen Bestrebungen thermodynamische
Modelle auf diese anzuwenden – ein Vorhaben, welches sicherlich
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erst durch die aufkommende Verfügbarkeit von Rechnersystemen in
Reichweite geriet (Garfinkel et al., 1970). Das daraus resultierende
Konzept der metabolischen Kontrollanalyse (MCA, Heinrich et al.,
1977) war einer der frühen Versuche intrazelluläre Prozesse ganz-
heitlich, integrativ und quantitativ zu beschreiben.
Die Ideen im Kern der Systembiologie reichen soweit zurück, dass
es nicht richtig wäre diese Disziplin zu einer sehr jungen oder gar
revolutionären Wissenschaft zu erheben, da sie auf dem holistischen
Grundgedanken der Systemtheorie fußt. Faktisch konnten aber erst
durch die rasante Verbreitung von Computersystemen und die stete
Verbesserung analytischer Technologien, die hier beschriebenen Ent-
wicklungsstränge vollständig koevolvieren, was endgültig dazu führ-
te die Quantifizierbarkeit biologischer Prozesse einzufordern (Wes-
terhoff & Palsson, 2004).
Die stetig wachsende Fülle an produzierten Daten molekularbiolo-
gischen Ursprungs macht die eigentliche Aufgabe der Systembiologie
deutlich: Erst durch das Durchschreiten verschiedener Stufen des
Verstehens von Zusammenhängen, Mustern und Prinzipien lassen
sich reine (Mess- oder Roh-) Daten über Information und Wissen in
Erkenntnis verwandeln. Jeder Übergang erfordert hierbei einen hö-
heren Grad der Einbeziehung der verschiedenen Aspekte des beob-
achteten Systems (Abbildung 1.1). Dieses wissenschaftstheoretische
Prinzip fand unter dem Schlagwort Data-Information-Knowledge-
Wisdom (DIKW) breite Beachtung und die Motivation dem als Her-
ausforderung gerecht zu werden, ist die treibende Kraft hinter der




















Abbildung 1.1: Vereinfachte Darstellung des DIKW-Prinzips.
Schematisch dargestellt sind die Transitionen von Daten über Infor-
mationen und Wissen hin zu Erkenntnis. Die Transition von einer
Kategorie menschlichen Erfassens zur Nächsten erfordert ein par-
tikuläres Verstehen bestimmter Zusammenhänge und wird durch
einen höheren Grad an Vernetzung der bereits erfassten Aspekte
vermittel. (Erstellt nach Bellinger et al., 2004)
1.1.2 Hochdurchsatztechnologien
Wie eingangs beschrieben, war das Aufkommen der Hochdurchsatz-
technologien, das was die Systembiologie auf eine substanzielle Basis
stellte. Allgemein versteht man darunter eine analytische (meist in-
strumentelle) Methode, die in der Lage ist den Zustand eines mole-
kularbiologischen Aspekts des beobachteten Systems möglichst voll-
ständig zu erfassen. Mit Aspekt wiederum ist die Gesamtheit einer
molekularen Organisationseinheit, wie der des Genoms, Transkrip-
toms, Proteoms oder Metaboloms gemeint. Die quantitative Analyse
dieser Aspekte wird durch das Suffix „-omik“ ausgedrückt, also der
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Genomik (Analyse der Proteinogenen, regulatorischen und nichtko-
dierenden Sequenzen), Transkriptomik (Analyse der Genexpression
und RNA-Produktion), Proteomik (Analyse der Proteinkonzentra-
tionen) und Metabolomik (Analyse der metabolischen Zusammen-
setzung). Bilden diese vier Technologien den Kern molekularbiologi-
scher Hochdurchsatzmethoden, entwickelten sich in der Vergangen-
heit, beinah inflationär, eine Vielzahl von Technologien bezüglich
der periphären Aspekte, wie z.B. die Phylogenomik (vergleichende
Analyse genetischer Aspekte über phylogenetische Zweige), die Phy-
sionomik (Analyse physiologischer Dynamiken ganzer Organismen),
die Lipomik (Analyse des Fettsäurestoffwechsels), usw.
Alle aufgezählten Technologien variieren in ihren Blickrichtungen
auf das beobachtete System. Während insbesondere die der Genomik
zugehörigen Analysen Untersuchungen genotypischer Eigenschaften
anstreben, sind andere Analysen auf phänotypische Eigenschaften
wie z.B. die Reaktion auf Umweltreize ausgelegt. Obwohl also die
Fragestellungen immer verschiedene sind und auch die instrumentel-
len Methoden sich meist sehr stark unterscheiden, folgt der reinen
Datenerhebung immer ein bioinformatisches Programm, das aus der
Sequenz vierer Teilschritte zusammengesetzt ist (Schneider & Or-
chard, 2011):
1. Rohdatenprozessierung und Identifikation der Entitäten (als
Entität ist hier bspw. das quantifizierte Gen, Transkript, Pro-
tein oder Metabolite gemeint).
2. Statistische Auswertung der gefundenen Informationen.
3. Wissensbasierte Abbildung der Informationen auf Netzwerken,
um ihre Zusammenhänge zu verstehen.




In diesem allgemeingültigen Programm zeichnet sich deutlich das
eingangs beschriebene DIKW-Prinzip ab.
1.1.3 Modellierungsansätze
Ein Modell entwickelt sich immer aus dem Versuch eine partiku-
läre Fragestellung zu einem Phänomen zu beantworten und sollte
somit nie einem Selbstzweck folgen. Bereits die Fragestellung prä-
zise zu formulieren und daraus die Wahl eines geeigneten Modellie-
rungsansatzes abzuleiten, sind demnach essentielle Teilschritte des
Modellierungsprozesses. Grundsätzlich kann man Modelle in solche,
die einen vorhersagenden Charakter und jene, die einen erklärenden
Charakter haben unterscheiden. Dabei sollte man berücksichtigen,
dass jedes Modell in aller Regel beide Eigenschaften in verschiede-
nen Gewichtungen vereint: Das Erklären einer Beobachtung lässt
in Grenzen stets Vorhersagen zu, wohingegen die Verifikation bzw.
Falsifikation einer Vorhersage auch immer eine erklärende Wirkung
hat. Gemäß Kell & Knowles, 2006 ergeben sich daraus verschiedene
Motivationen für die Modellierung:
• Die Überprüfung, ob ein Modell experimentelle Daten bestä-
tigt.
• Die Analyse des Modells bezüglich der Parameter, die einen
nicht zu vernachlässigenden Einfluss auf die Fragestellung ha-
ben.
• Hypothesen-Bildung und -Tests am Modell, anstelle des un-
tersuchten Objekts.
• Untersuchungen, welche Veränderungen eines bestehenden Mo-
dells die Realität besser abbilden.
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Wenn im Rahmen dieser Arbeit von einem Modell gesprochen
wird, ist damit immer ein mathematisches Modell gemeint. Insofern
ist es sinnvoll einige Begriffsbestimmungen durchzuführen: Gegen-
stand des Modells ist das (biologische) System, welches es abzubil-
den versucht. Dieses ist durch die Zusammensetzung seiner Objekte
definiert, wobei ein Objekt sowohl etwas Materielles, als auch eine
Eigenschaft sein kann. Die Objekte können verschiedene Zustände
aufweisen. Die Menge aller Zustände, die das Modell zulässt, wird
als Zustandsraum bezeichnet. Das Modell bildet die Änderungen der
Zustände innerhalb eines geeigneten Ereignisraums ab. Der Ereignis-
raum wird meistens in, von einander unabhängigen, physikalischen
Größen wie Zeit oder Raum ausgedrückt.
Weiterhin lässt sich eine Klassifizierung von Modellen nach Kell &
Knowles, 2006 durch diejenigen Eigenschaften vornehmen, durch die
die oben abstrakt beschriebenen Begriffe eine Realisierung erfahren:
Stochastisch oder Deterministisch Stochastische Modelle berück-
sichtigen, dass sich die Zustände der Objekte immer mit einer gewis-
sen Wahrscheinlichkeit bzw. über eine Wahrscheinlichkeitsverteilung
ändern. Modelle, die als Vereinfachung darauf verzichten, werden de-
terministisch genannt. Diese Begriffsfindung kann irreführend sein,
da sie den Schluss zulässt, dass stochastische Modelle unter gleichen
Bedingungen nicht zwingend zum gleichen Ergebnis führen. Zwar ist
das für bestimmte Verfahren (z.B. Monte-Carlo-Simulationen oder
auf artifizieller Intelligenz basierenden) auch tatsächlich der Fall, gilt
aber nicht immer. Insbesondere solche Modelle, die durch stochasti-
sche Prozesse ausgedrückt werden, führen durchaus zu determinis-
tischen Ergebnissen, drücken aber das Eintreten der modellierten
Zustände durch Wahrscheinlichkeitsverteilungen aus. Deterministi-
sche Modelle hingegen ordnen einem Objekt über den Ereignisraum
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konkrete, nicht-probabilistische Zustände zu.
Diskret oder Kontinuierlich Kontinuierliche Modelle beschreiben
den Zustandsraum immer über den gesamten Ereignisraum, wohin-
gegen der Ereignisraum in diskreten Modellen nur an festgelegten
Stellen definiert ist.
Makroskopisch oder Mikroskopische Makroskopische Modelle be-
trachten ein Objekt immer als Gesamtheit seiner Entitäten. Der Zu-
stand ist dementsprechend immer der Mittelwert der Zustände dieser
Entitäten. In makroskopischen Populationsmodellen ist die Popula-
tion das untersuchte Objekt. Der modellierte Zustand ist häufig die
Reproduktionsrate. In mikroskopischen Modellen werden hingegen
die Individuen der Population auf Objekten abgebildet, welche be-
stimmte Zustände annehmen können.
Hierarchisch oder Mehrstufig Hierarchische Modelle zerlegen das
beobachtete System in mehrere Teilsysteme mit einem jeweils re-
duzierten Satz an Objekten und modellieren auf der nächsthöheren
Hierarchieebene die Teilsysteme als voneinander abhängige Objekte.
Mehrstufigen Modellen hingegen liegt die Annahme zugrunde, dass
Interaktionen der Objekte, die in Hierarchien gekapselt wären, nicht
vernachlässigt werden dürfen.
Die Auswahl der hier gegenübergestellten Eigenschaften drückt
implizit die wichtigste Frage aus, die der Modellierung vorangeht:
Wie stark vereinfacht darf ein Modell sein, um das zu untersuchen-
de Phänomen noch exakt genug zu beschreiben? Umgekehrt geht
jeder Verzicht von Reduktionismus mit einer wachsenden Komple-
xität einher, die das Modell ebenso unbrauchbar machen kann. Die
Verfügbarkeit bestimmter Daten lässt für jede dieser Eigenschaften
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Die Metabolomik erfuhr in der vergangenen Dekade eine hohe Auf-
merksamkeit, da sie einen unmittelbaren Zugang zu den phänotypi-
schen Eigenschaften von pro- und eukaryotischen Organismen liefert.
Anders als die Transkriptomik oder Proteomik, welche auf die quan-
titative Analyse der Endprodukte regulatorischer Prozesse fokussiert
sind, lässt die Metabolomik somit die Untersuchung der finalen, bio-
chemischen Antwort auf Umweltreize zu (Fiehn, 2002; Kopka et al.,
2004).
Unter demMetabolom versteht man die Gesamtheit der niedermo-
lekularen Substanzen, die zu einem Zeitpunkt in einer biologischen
Probe zu finden sind. Eine Möglichkeit diese simultan und qualita-
tiv zu identifizieren und quantitativ zu bestimmen, wird durch Gas-
oder Flüssigchromatographen, die an geeignete Massendetektoren
gekoppelt sind, vermittelt (Fiehn & Kind, 2006). Hierzu werden die
aus der Probe extrahierten niedermolekularen Substanzen in einem
ersten Schritt nach ihren physikalischen Eigenschaften chromato-
graphisch aufgetrennt. Je nach verwendeter Technik ergibt sich für
jede Substanz eine verschieden lange Retentionszeit. Diese ist zwar,
bezogen auf das verwandte Analysesystem für jede Substanz cha-
rakteristisch, für eine eindeutige Identifikation jedoch nicht hinrei-
chend. Daher werden die eluierenden Substanzen kontinuierlich in
einen Massendetektoren geleitet. In diesem werden die Abundanzen
und je nach Typ des Detektors die molekularen Massen, bzw. bei
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fragmentierenden Detektoren die Massenspektren, jeder Substanz
ermittelt.
Die so gewonnenen Rohdaten durchlaufen anschließend eine che-
mo-informatische Auswertung, die die Daten in erster Linie um in-
strumentell bedingte Messfehler wie, chromatographische Verschie-
bungen und Rauschen bereinigt, Spektren koeluierender Substan-
zen dekonvolutiert und letztendlich die Annotation der gefundenen
Substanzen halb- oder vollautomatisch unterstützt. Hierzu wird die
Annahme getroffen, dass die Retentionszeit gemeinsam mit den Si-
gnalen des Massendetektors eindeutig qualifizierend ist.
Im Ergebnis wird so zu jeder Probe das metabolische Profil, al-
so eine Liste von Metaboliten und zugehörigen Abundanzen ermit-
telt. Dieses stellt daher eine Momentaufnahme der chemischen Zu-
sammensetzung der untersuchten Probe dar und lässt alleine keine
bedeutenden Rückschlüsse auf die zu untersuchenden Stoffwechsel-
prozesse zu. Erst der Vergleich zwischen Proben, die unter faktori-
ellen Änderungen der Umwelt, des Geno- oder Phänotyps oder als
Zeitreihe untersucht werden, liefern tiefere Einblicke. Um letztend-
lich metabolische Flüsse innerhalb verzweigter Netzwerke aufzuklä-
ren, werden die Proben in aller Regel mit isotopenmarkierten Sub-
straten (typischerweise 13C-markiert) inkubiert, um die sukzessiven
Stoffumwandlungen nachvollziehen zu können.
Die Abundanzen der metabolischen Profile sind in aller Regel
nicht voll-quantitativ. Sie stellen also ohne eine Kalibrierung kei-
ne dimensionsbehafteten Konzentrationen dar. Allerdings sind die
gewonnen Messwerte semi-quantitativ; also die dimensionslosen Ab-
undanzen direkt proportional zur tatsächlichen Konzentration. Da-
mit lassen sich relative Änderungen der Metabolite über die meta-
bolischen Profile verschiedener Proben zuverlässig bestimmen. Für





Einem Metabolomexperiment geht typischerweise die Fragestellun-
gen voraus, wie sich der Stoffwechsel bzw. die metabolische Zusam-
mensetzung des biologischen Systems unter verschiedenen Bedingun-
gen verändert. Die Änderungen lassen dann wiederum Rückschlüsse
auf die physiologischen und regulatorischen Prozesse des Systems zu.
Oftmals besteht ein weitergehendes Interesse an der Identifikation
solcher Metabolite (sog. Biomarkern), deren Abundanz ein signifi-
kanter Indikator für einen bestimmten Phänotyp oder bestimmte
Umweltbedingungen ist. Zur Beantwortung solcher Fragen wurde in
der Vergangenheit ein breites Spektrum statistischer Methoden ent-
wickelt.
Ausgangspunkt dieser Methoden ist immer die multivariate Da-
tenmatrix, die sich aus den metabolischen Profilen generieren lässt.
Jede Zeile dieser Matrix repräsentiert einen Metaboliten (statistische
Variable); die Spaltenvektoren das metabolische Profil (statistisches
Objekt). Stellt man sich vor, dass die Metabolite einen hochdimen-
sionalen Raum aufspannen, lässt sich jeder Spaltenvektor als ein
Punkt innerhalb dieses Raumes abbilden (Abbildung 1.2).
Gegenstand der statistischen Auswertung ist es, die Variabilität
innerhalb dieser Punktwolke zu erklären. Diese setzt sich letztendlich
aus drei Arten zusammen (van den Berg et al., 2006):
Induzierte biologische Variabilität wird durch verschiedene Umwelt-
oder genetische Faktoren, die der Probe zugrunde lagen, er-
klärt.
Nichtinduzierte biologische Variabilität wird durch natürliche, sto-
chastische Fluktuationen im Stoffwechsel erklärt.
Statistisches Rauschen wird durch zufällige und systematische Feh-
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Abbildung 1.2: Mathmatische Abstraktion der multivariaten Da-
tenmatrix aus einem Metabolomexperiment. Links dargestellt ist ei-
ne beliebige Matrix. Der Eintrag a2 entspricht der gemessenen Ab-
undanz des MetabolitenM2 in der Probe a. Die Menge aller statisti-
schen Objekte (Spalten der Matrix) lassen sich so (rechts) auf einem
hochdimensionalen Raum abbilden, der durch die statistischen Va-
riablen (hier also die drei Metabolite M1, M2 und M3) aufgespannt
wird.
Grundsätzlich erwartet man, dass der Einfluss der induzierten Varia-
bilität auf die Änderungen der metabolischen Profile größer ist als
der, der nichtinduzierten, während das statistische Rauschen den
geringsten Einfluss hat. Sowohl die Komplexität und hohe Dimen-
sionalität der Daten, als auch das Auftreten unerwünschter Variabi-
litätsquellen zeigen die Notwendigkeit auf, der ursprünglichen Fra-
gestellung mit geeigneten mathematischen Methoden zu begegnen.
Hierzu spielten in der Vergangenheit insbesondere die folgenden Me-
thoden eine wegweisende Rolle.
Hauptkomponentenanalyse Die Hauptkomponentenanalyse (PCA,
engl.: Principle Component Analysis) transformiert die Daten durch
lineare, algebraische Operationen aus ihrem hochdimensionalen Raum
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auf einen niedriger Dimensionalität. Dazu werden diejenigen ortho-
gonalen Basisvektoren berechnet, die entlang der größten Varianz
innerhalb der Daten orientiert sind. Derjenige Basisvektor entlang
der größten Varianz wird als erste Hauptkomponente, der entlang
der zweitgrößten Varianz als zweite Hauptkomponente, usw. bezeich-
net. Eine Projektion der Daten auf die ersten Hauptkomponenten
hat somit nicht nur eine komplexitäts- bzw. dimensionsreduzierende
Wirkung, sondern entfernt gleichzeitig das uncharakteristische Rau-
schen nichtinduzierter Variabilität. Gleichzeitig erlaubt die Prozedur
die Identifikation der Metabolite, die den größten Beitrag zur Ori-
entierung der Hauptkomponenten und somit den höchsten Grad an
Variabilität hatten. Die PCA wurde aus diesen Gründen in der Ver-
gangenheit immer wieder erfolgreich im Rahmen von Metabolom-
datenauswertungen eingesetzt (Roessner et al., 2001; Fiehn, 2001;
Askenazi et al., 2003; Hirai et al., 2004; Jonsson et al., 2004).
Clusteranalysen Grundsätzlich unterscheidet man zwei Typen von
Clusteralgorithmen: Bei den partitionierenden Verfahren wird zu Be-
ginn die zu erwartende Anzahl der Cluster festgelegt und anschlie-
ßend werden in einem iterativen Prozess die metabolischen Profile
den Clustern so zugeordnet, dass die Summe der Distanzen der Profi-
le innerhalb eines Cluster minimiert wird. Häufig eingesetzte Verfah-
ren sind der k-means- oder Expectation-Minimization-Algorithmus
(MacQueen, 1967; Dempster et al., 1977; Backhaus et al., 2011).
Im Gegensatz dazu verfolgen die agglomerativen Verfahren einen
bottom-up Ansatz. Es werden zunächst paarweise solche Profile iden-
tifiziert, die die höchste Ähnlichkeit haben und zu einem Cluster
zusammengefasst. Anschließend werden die Cluster, die untereinan-
der am ähnlichsten sind, sukzessive zu Clustern höherer Ordnung
vereinigt bis zuletzt nur ein Cluster übriggeblieben ist. Als Ergeb-
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nis erhält man eine hierarchische Ordnung, die sich geeigneterweise
als Dendrogramm darstellen lässt (Eisen et al., 1998; Herrero et al.,
2001). Beide Verfahrenstypen haben aber auch inhärente Nachteile:
Für die Partitionierenden ist die Wahl der ursprünglich festgelegten
Anzahl der zu erwartenden Cluster kritisch und kann bei einer feh-
lerhaften Wahl der Struktur der Daten widersprechen. Im Fall der
agglomerativen Verfahren ist der kritische Schritt hingegen die De-
finition der Ähnlichkeit Cluster höherer Ordnung, die zu teils sehr
unterschiedlichen Ergebnissen führen kann.
Varianzanalyse Unter den Varianzanalysen wird eine Sammlung
statistischer Methoden zusammengefasst, mit deren Hilfe sich solche
Variablen (bezogen auf Metabolomdaten also Metabolite) identifizie-
ren lassen, deren Abundanzen zwischen verschiedenen Einflussfakto-
ren signifikant variiert sind. Testverfahren der induktiven Statistik,
wie der t-Test, liefern hierzu die Aussage mit welcher statistischen Si-
cherheit (Signifikanz) die Mittelwerte gemessener Abundanzen eines
Metaboliten aus Proben verschiedener Teilexperimente voneinander
verschieden sind.
1.2.3 Methoden künstlicher neuronaler Netze
Künstliche Neuronale Netze (KNNe) sind eine Abstraktion von Al-
gorithmen, die sich zur Mustererkennung in multivariaten Daten eig-
nen. Motiviert durch Überlegungen der artifiziellen Intelligenz (AI)
verarbeiten KNNe Signale ähnlich wie die Nervenzellnetze von Wir-
beltiergehirnen. Hierbei wird jedes zu bewertende Signal (z.B. ein
metabolisches Profil) über eine Eingabeschicht einer Reihe künstli-
cher Neuronen „vorgeführt“. Jedes Neuron bewertet das Signal in-
dividuell hinsichtlich seiner Eigenschaften und veranlasst für jeden
Knoten auf einer Ausgabeschicht eine Bewertung. Im Fall mehr-
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schichtiger Netze kann diese Ausgabeschicht wiederrum als Eingabe
tiefergelegener Schichten fungieren.
Entscheidend für die Signalverarbeitung ist neben der Architek-
tur des Netzes auch die Bewertungsfunktion, die jedem künstlichen
Neuron antrainiert werden muss. Hierbei werden maßgeblich zwei
Trainingstypen unterschieden (Backhaus et al., 2010):
Überwachte KNNe werden zunächst mit Signalen, deren Bewer-
tung aus anderen Quellen (wie z.B. menschlichen Wissen) be-
kannt sind, trainiert. Sie eignen sich damit vor allem zur Zu-
ordnung unbekannter Muster zu solchen die bekannt sind.
Unüberwachte KNNe trainieren sich auf Basis der vorliegenden Da-
ten selber. Damit führen sie ähnlich wie Clusteralgorithmen
eine Diskriminierung der Signale nach ihrer Ähnlichkeit durch
und erzeugen somit ein konsistentes Verarbeitungsmuster.
Selbstorganisierende Karten (SOMs, engl.: Self Organizing Maps)
sind ein spezieller Typ von einschichtigen KNNe die sowohl über-
wacht wie auch unüberwacht sein können. Hierbei ist die Ausga-
beschicht ein zwei-dimensionales Gitter auf dem jeder Knoten des
Gitters mit jedem Neuron verbunden wird. Die dem Netz antrainier-
te Bewertungsfunktion aktiviert immer dann zwei Knoten in naher
Nachbarschaft, wenn die zwei auslösenden Signale eine hohe Ähnlich-
keit aufweisen. Zwei Signale werden auf entfernten Knoten aktiviert,
wenn deren Muster sich unähnlich sind (Abbildung 1.3). Daher wer-
den SOMs auch als topologieerhaltend bezeichnet (Kohonen, 2001).
Ähnlich den partitionierenden Clusterverfahren ist im Fall der
SOMs die Größe der Ausgabeschicht von entscheidender Bedeutung:
Eine zu klein gewählte Anzahl von Knoten auf dem Gitter kann die
innere Struktur der Eingangsdaten falsch wiedergeben. Um diesen
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Abbildung 1.3: Schematische Darstellung der Funktionsweise einer
SOM. Die Objekte der multivariaten Datenmatrix bilden die Ein-
gabeschicht. Über eine Bewertungsfunktion wird jedes Neuron der
Eingabeschicht mit jedem Knoten der trainierten Ausgabeschicht
verbunden. Die Bewertungsfunktion vergibt an denjenigen Knoten
der Ausgabeschicht die beste Bewertung, dessen antrainiertes Mus-
ter dem des Eingangsignals am ähnlichsten ist. Da das Training to-
pologierhaltend ist, werden Eingangsignale mit ähnlichem Muster
auf ähnlichen Arealen der SOM abgebildet.
(ESOMs) entwickelt (Ultsch, 1999). Der grundlegende Unterschied
ist, dass die Anzahl der Knoten auf der Ausgabeschicht die Anzahl
der Eingangssignale um mehrere Größenordnungen übersteigt. Hier-
durch wird nach dem abgeschlossenen Training des Netzes den Ein-
gangssignalen der Raum gelassen sich gemäß ihrer Ähnlichkeit auf
der Ausgabeschicht zu positionieren. Durch die U∗-Matrix Methode
(Ultsch, 2003) lässt sich außerdem die gesamte Ausgabeschicht wie-
der in ein Dendrogramm überführen, welches die globalen Ähnlich-
keiten in den ursprünglichen Daten wiedergibt. Gewöhnliche SOMs
wurden in der Vergangenheit immer wieder erfolgreich für verschie-
dene bioinformatische Auswertungen eingesetzt (Tamayo et al., 1999;





Mit Hilfe der multivariaten Methoden lassen sich die Daten der me-
tabolischen Profile klassifizieren und differentielle Änderungen in
den Abundanzen einzelner Metabolite über die detektierten Klas-
sen identifizieren. Um aber aus den gewonnen Informationen gemäß
dem DIKW-Prinzip tiefergehendes Wissen zu schöpfen, ist ein wei-
tergehendes Verständnis der Interaktionen einzelner Metabolite und
der Kontext metabolischer Zusammenhänge nötig. Hierzu kann auf
eine Fülle bestehenden Wissens über die biochemischen Prozesse in
einer Vielzahl von untersuchten Organismen zurückgegriffen werden.
Dieses Wissen ist idealerweise in Datenbanken wie der Kyoto Ency-
clopedia of Genes and Genomes (KEGG) (Kanehisa et al., 2012),
EcoCyc (Keseler et al., 2011), MetaCyc (Caspi et al., 2012) oder der
Braunschweig Enzyme Database (BRENDA) (Scheer et al., 2011)
hinterlegt. Der Hintergrund dieser Datenbanken bietet eine ideale
Grundlage, auf der sich aus den bioinformatischen Auswertungen




Dinoroseobacter shibae ist ein marines, kokkoides oder eiförmiges
α-3-Proteobacterium. Seine typischen Abmessungen betragen 0,3
- 0,7µm × 0,3 - 1,0µm. Das auffälligste Charakteristikum ist die
dunkelrot- bis rosafarbene Pigmentierung solcher Zellen, die unter
Lichtausschluss gewachsen sind. Die Bakterienart ist dem Roseobac-
ter Cluster innerhalb der Familie der Rhodobacteraceae zuzuordnen.
Die Vertrer dieses Clusters kommen innerhalb der Weltmeere in ei-
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ner Vielzahl von Habitaten vor, wobei ein vermehrtes Auftreten im
Polarmeer und küstennahen Regionen dokumentiert ist (Wagner-
Döbler & Biebl, 2006; Buchan et al., 2005). Darüber hinaus lassen
sich Mitglieder des Clusters regelmäßig in mikrobiellen Gemeinschaf-
ten wiederfinden. Insbesondere das Wachstum auf Algen in Form
adhärenter Biofilme wurde als erfolgreiche Lebensweise beschrieben
(Bruhn et al., 2007).
Der Stamm D. shibae DFL12T wurde von Zellen des Dinofla-
gellaten Prorocentrum lima isoliert (Biebl et al., 2005). Phylogen-
tische Analysen zeigten, dass der Stamm der Gruppe der Roseob-
acter–Sulfitobacter–Silicibacter zuzuordnen ist und eine hohen Ver-
wandtschaftsgrad zu den Arten Jannaschia helgolandis, Ruegeria at-
lantica und Rhodobacter veldkampii aufweist. Die Homologie auf Ba-
sis von 16S rRNA Sequenzvergleichen betrug hierbei 94,1%, 93,7%
und 93,4% (Biebl et al., 2005). Die vollständige Sequenzierung und
manuelle Annotation des Genoms konnten in jüngster Vergangen-
heit abgeschlossen werden und gaben den Blick auf eine Vielzahl
putativer Eigenschaften frei (Wagner-Döbler et al., 2010).
Wie alle Mitglieder der Roseobactergruppe ist D. shibae hetero-
troph und weist eine hohe metabolische Vielfalt auf. So kann es ein
breites Spektrum organischer Substanzen wie Acetat, Succinat, Fu-
marat, Laktat, Citrat, Glutamat, Pyruvat, Fruktose und Glycerol
als einzige Kohlenstoffquelle zum Wachstum nutzen (Fürch et al.,
2009). Im Rahmen der Genomannotation konnten außerdem Gene
gefunden wurden, die auf die Fähigkeit zum anaeroben Stoffwech-
sel durch Denitrifikation und Arginin-Fermentation schließen ließen,
was sich auch experimentell bestätigen ließ (Piekarski, 2011). Letzt-
endlich zeigt D. shibae die Fähigkeit zur aeroben anoxygenen Pho-




1.3.2 Aerobe anoxygenen Photosynthese
In-situ Messungen zeigten eine überraschend hohe und ubiquitäre
Abundanz von Bacteriochlorophyll-a (BChl-a ) in der obersten Ge-
wässerschicht der Weltmeere. Dessen Ursprung ist photosynthetisch
kompetenten aeroben anoxygen-phototrophen Bakterien zuzuord-
nen (Kolber et al., 2001). Durch ihre BChl-a -basierten Photosys-
teme sind sie in der Lage, unter aeroben Bedingungen die Energie
des Sonnenlichtes in einen Protonengradienten umzuwandeln, der
zur Adenosintriphosphat- (ATP) Gewinnung genutzt werden kann
(Yurkov & Beatty, 1998). Anders als bei Pflanzen oder Cyanobakte-
rien geschieht dies nicht unter Freisetzung von Sauerstoff. Ihr Anteil
an den mikrobiellen Gemeinschaften in entsprechenden Habitaten
wird je nach Studie auf 1% - 25% geschätzt (Béjà et al., 2002; Cott-
rell et al., 2006; Jiao et al., 2010; Oz et al., 2005). Der Beitrag dieser
Organismen an dem photosynthetischen Elektronentransport in die-
ser Gewässerschicht wird auf 2% - 5% geschätzt (Kolber et al., 2000).
Durch diese verhältnismäßig hohen Beiträge wird vermutet, dass die
AAnP eine wichtige Determinante im globalen Kohlenstoffkreislauf
ist (Jiao et al., 2010).
Arten, die die AAnP durchführen entwickelten sich wahrscheinlich
aus photosynthetischen Purpurbakterien und stellen eine evolutio-
näre Zwischenstufe zu nicht-photosynthetisierenden Mikroorganis-
men dar (Kolber et al., 2000). Während allerdings Purpurbakterien
nur unter anaeroben Bedingungen zur autotrophen Photosynthese
fähig sind, führen Vertreter der AAnP die Photosynthese ausschließ-
lich unter Anwesenheit von Sauerstoff durch, der für die Funktion
des Photosynthese-Apparates benötigt wird (Yurkov & Beatty, 1998;
Koblízek et al., 2010). Zudem sind sie photo-heterotroph, verfügen
also nicht über die Möglichkeiten Kohlenstoff aus CO2 zu fixieren.
Die durch die Photosynthese gewonnene Ernergie stellt für die Or-
35
1 Einleitung
ganismen einen fakultativen Mehrwert dar, der vermutlich in den
oberen, kohlenstoffärmeren aber sauerstoffreichen Gewässerschich-
ten einen Wachstumsvorteil bietet (Buchan et al., 2005).
Bemerkenswerterweise konnte wiederholt gezeigt werden, dass die
Produktion von BChl-a bei bereits sehr niedrigen Lichtintensitä-
ten gestoppt wird (Yurkov & Gemerden, 1993; Biebl & Wagner-
Döbler, 2006; Tomasch et al., 2011). Dies scheint auf den ersten
Blick paradox, da die Zellen erst unter hellen Bedingungen von dem
produzierten BChl-a profitieren können. Durch das Einstellen der
Produktion und eine unter Lichtbedingungen erhöhte Teilungsra-
te kommt es zwangsweise zu einer Verdünnung der intrazellulären
BChl-a Konzentrationen (Biebl & Wagner-Döbler, 2006). Als Ursa-
che für dieses Verhalten wird vermutet, dass durch die Photosynthe-
se als Nebenprodukt Singulett-Sauerstoff entsteht, der auf die Zellen
toxisch wirkt. Das Herunterregulieren der BChl-a Produktion kann
demnach ein Schutzmechanismus sein, der oxidativem Stress entge-
genwirkt (Borland et al., 1989).
1.4 Evolutionäre Spieltheorie
1.4.1 Heterogenität in isogenetischen Populationen
Typische Hochdurchsatztechnologien sind darauf konzentriert, die
biologisch induzierte Varianz makroskopisch (durch verschiedene Ein-
flussfaktoren hervorgerufen) aufzuklären (Kapitel 1.2.2). Während
stete Verbesserungen der Technologie darauf zielen, die störende in-
strumentelle Varianz zu minimieren, stellt sich die Frage, welchen
Ursprung die nicht-biologisch induzierte Varianz hat. Eingangs wur-
de bereits erwähnt, dass diese durch stochastische Fluktuationen in
den zellulären Prozessen hervorgerufen wird, was aber weder den
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Ursprung dieser Fluktuationen, noch ihre mikroskopische Reichwei-
te erklärt.
Bereits frühe Beobachtungen (Delbrück, 1945; Spudich & Kos-
hland, 1976) zeigten, dass isogenetische (also genetisch identische)
Populationen von Mikroorganismen, auf mikroskopischer Ebene äu-
ßerst heterogene Eigenschaften aufweisen können. Um derartige Phä-
nomene zu erklären, wurde angenommen dass es Effektormoleküle
geben muss, deren intrazelluläre Konzentration so niedrig ist, dass
ihre Abundanz einer breiten stochastischen Verteilung folgt. Als
Konsequenz ist die Häufigkeit einer Reaktion, die der Effektor aus-
löst, ebenfalls stochastisch verteilt (Gillespie, 1977; Grima & Schnell,
2008). Inzwischen ist bekannt, dass die heterogene Verteilung phäno-
typischer Ausprägungen in isogenetischen Populationen ein typisches
Phänomen ist, welches sich auf weite Bereiche des Metabolismus,
der Physiologie und Morphologie erstrecken kann (Brehm-Stecher
& Johnson, 2004). Zudem konnten Fälle von Kulturheterogenität
insbesondere am Beispiel der Stochastizität genregulatorischer Netz-
werke immer wieder erklärt werden (Eldar & Elowitz, 2005; McA-
dams & Arkin, 1997; Elowitz et al., 2002).
Offensichtlich wird die Kulturheterogenität nicht direkt durch die
Individuen einer Population reguliert. Es ergibt sich aber die Frage,
inwiefern solche Effekte dennoch einen evolutorischen Einfluss auf
die Fitness einer Art haben. Tatsächlich konnte anhand vieler Bei-
spiele gezeigt werden, dass eine mikrobielle Population durch ihre
phänotypische Diversifikation eine höhere Fitness in fluktuierenden
Umweltbedingungen hat, als eine phänotypische homogene Popula-
tion der selben Art haben würde (Avery, 2006; Ingham et al., 2008;




Unter den populationsdynamischen Modellen werden mathemati-
sche Methoden zusammengefasst, mit deren Hilfe sich die Fitness
von Mischpopulationen beschreiben und untersuchen lassen. Dies
geschieht in aller Regel über zeitliche und räumliche Zustandsräu-
me. Eine Gruppe der frühesten Modelle dieser Art1 stellen die Lotka-
Volterra-Gleichungen dar (Lotka, 1934). Dies sind gekoppelte, nicht-
lineare Differentialgleichungssysteme, die geeignet sind Räuber-Beu-
te-Dynamiken zu untersuchen. Grundlage dieser Modelle ist, dass die
Fitness der einen Subpopulation (z.B. der Räuber) keine ausschließ-
lich inhärente Größe ist, sondern auch von der Größe der jeweils
anderen Subpopulation (z.B. der Beute) abhängt. So einfach dieses
Modell auch anmuten mag, seine mathematische Analyse liefert in-
teressante Einblicke in verschiedene Aspekte dynamischer Systeme,
wie die Periodizität der Populationsgrößen, dem Einfluss von An-
fangsbedingungen oder externer Störungen der Populationsgrößen
von außen (Murray, 2002).
1.4.3 Replikatordynamik
Eine Generalisierung erfuhr das Lotka-Volterra-Modell durch die
evolutionäre Spieltheorie. Um diese in ihrer Eleganz zu erfassen, ist
es zunächst hilfreich, sich auf das folgende Gedankenexperiment der
klassischen Spieltheorie einzulassen: Zwei Spieler sind mit einer be-
grenzten Menge von Strategien ausgestattet und treffen aufeinander.
Jeder Spieler wählt eine der ihm zur Verfügung stehenden Strategien
1Tatsächlich geht das früheste bekannte populationsdynamische Modell auf
Leonardo da Pisa zurück, der in seinem Werk Liber Abbaci die dyna-
mische Entwicklung von Kaninchenpopulationen beschrieb. Die Gleichung
xn = xn−1 + xn−2; n ≥ 2, die er hierzu aufstellte war nicht nur das erste
dynamische Modell überhaupt, sondern hat die Fibonacci-Zahlenfolge zum
Ergebnis, die sich als Randnotiz in dem entsprechenden Kapitel findet.
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ohne vom jeweils anderen zu wissen, welche Strategie dieser wählt.
Jede Kombination der beiden Strategien führt zu einer bestimmten
(u.U. negativen) Auszahlung an beide Spieler. Solche Spiele lassen
sich in der sog. Normalform darstellen, wozu die folgenden Defini-
tionen benötigt werden:
Gegeben sind Spieler F , der aus m verschiedenen Strategien wäh-
len kann und G, ein weiterer Spieler, der aus n Stratgien wählen
kann. Weiterhin gibt der Koeffizient fi,j die Auszahlung an Spieler
F an, wenn dieser Strategie i und Spieler G Strategie j wählt. Alle
Koeffizienten lassen sich in der sog. Auszahlungsmatrix F ∈ Rm×n
anordnen. Letztendlich sei ein Vektor p ∈ Rm, für den pi = 1 ist,
wenn Spieler F Strategie i wählt und an allen anderen Stellen 0.
Analog sei q ∈ Rn ein Vektor mit qj = 1 der die gewählte Strategie
j von Spieler G ausdrückt. Sei u(p,q) die Auszahlung des konkreten
Spiels. Damit lässt sich das gesamte Spiel als algebraische Gleichung
darstellen:
u(p,q) = pT · F · q (1.1)
Analog lassen sich mit G ∈ Rn×m die Auszahlungen an Spieler G
ausdrücken. Die Auszahlung v(q,p) seines konkreten Spiels ergibt
sich dann mit:
v(q,p) = qT ·G · p (1.2)
Ein Spiel heißt symmetrisch, wenn die beiden Spieler F und G da-
durch ununterscheidbar sind, indem sie über die selben Strategien
verfügen und die Auszahlungsmatrices identisch sind: F = G.
Ein Beispiel soll dieses Gedankenexperiment veranschaulichen: F
und G spielen das Pausenhofspiel Schere-Stein-Papier: Schere ()
schlägt Papier wird aber von Stein geschlagen, Stein () schlägt
Schere wird aber von Papier geschlagen, Papier () schlägt Stein,
wird aber von Schere geschlagen. Die Auszahlung für den Gewinner
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soll 1, für den Verlierer −1 betragen. F entscheidet sich für Schere,
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Entscheidet sich ein Spieler nur für eine Strategie wie im obigen
Beispiel, spricht man von reinen Strategien. Wenn allerdings jeder
Spieler eine Strategie mit einer bestimmtenWahrscheinlichkeit wählt
(bei z.B. hinreichend vielen Wiederholungen des Spiels), spricht man
von einer gemischten Strategie. Die Wahrscheinlichkeitsverteilung
wird dann entsprechend wieder durch p und q mit
∑
i pi = 1 und∑
i qi = 1 ausgedrückt. 1950 fand Nash, dass es in Spielen mit ge-
mischten Strategien für F immer mindestens eine Strategievertei-
lung p∗ gibt, für die u(p∗,q) ≥ u(p,q) mit p∗ 6= p gilt; es also eine
gemischte Strategie gibt, die über hinreichend viele Spiele als bes-
te Antwort auf die gemischte Strategie q gilt. Unter der Annahme,
dass A daher diese gemischte Strategie spielen wird, gibt es analog
auch eine beste Antwort q∗ von der G nicht unilateral abweichen
kann ohne seine durchschnittliche Auszahlung zu reduzieren. Die
Existenz des sog. Nash-Gleichgewichts (p∗,q∗) hatte weitreichen-
de Konsequenzen für Wirtschafts-, Sozial- und Politikwissenschaften
und letztendlich durch die Entwicklung der evolutionären Spieltheo-
rie (ES) auch in der Ökologie (Smith, 1974, 1976).
Überträgt man die klassische Spieltheorie auf ökologische Misch-
populationen, stellt jede Population einen Spieler dar. Jedes Indivi-
duum einer Population wählt eine aus der ihm zur Verfügung stehen-
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den Strategien, wobei dieWahl meist phäno- oder genotypisch deter-
miniert ist. Die Auszahlungen werden in Form positiver oder negati-
ver Reproduktionsraten ausgedrückt. Im Folgenden werden nun nur
noch symmetrische Spiele betrachtet. Damit reduziert sich bezogen
auf den Populationsbegriff die Anzahl der betrachteten Populatio-
nen auf eine, mit der Auszahlungsmatrix F und der Populationsver-
teilung x als gemischter Strategie. Die Nettoreproduktionsrate der
Gesamtpopulation ist somit
µ = xT · F · x.
Die Reproduktionsrate der Subpopulation mit der i-ten Strategie ist
demnach
µi = (F · x)i .
Interessiert man sich nun nur für die relativen Änderungen der Sub-
populationen untereinander, ist es hinreichend die Differenzen der
Reproduktionsraten in ein dynamisches Modell zu integrieren. Dies
wird durch die Replikatorgleichung ausgedrückt (Schuster & Sig-
mund, 1983):
dxi(t)





Dieses Modell wirkt deswegen so attraktiv, weil es die Untersu-
chung der Existenz stabiler Zustände, sog. Fixpunkte, x∗ zulässt.
Da das Nash-Gleichgewicht eine Beste-Antwort-Dynamik darstellt,
ist es per se ein solcher Fixpunkt. Eine Population deren Vertei-
lung der Subpopulationen x∗ erreicht, wird sich daher nicht mehr
ändern. Eine Erweiterung dessen sind evolutionär stabile Zustände
(ESS). Ein ESS ist ein Nash-Gleichgewicht, das um ein hinreichend
kleines ∆x gestört, im zeitlichen Verlauf wieder auf x∗ zustreben
wird. Letztendlich unterscheidet man innere und äußere ESS. Ein
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äußerer ESS hat für eine oder mehrere Strategien (also Subpopu-
lationen) x∗i = 0. Diese Subpopulationen werden also im Verlauf
der Spieldynamik extingieren. Für einen inneren ESS gilt hingegen
x∗i 6= 0 für alle Strategien. In symmetrischen Spielen haben nach
dem Satz von Bishop & Cannings (1978) innere ESS zuweilen die
Eigenschaft immer der einzig existierende ESS zu sein.
Weitergehende Einführung in die Thematik finden sich in Cress-
man (2003); Hofbauer & Sigmund (2003); Sandholm (2010); Szabó




Ziel dieser Arbeit war es, Modelle und Methoden zu entwickeln und
zu validieren, die physiologische Prozesse in mikrobiologischen Po-
pulationen beschreiben und quantitativ erfassen können.
In einem ersten Projekt sollte hierzu ein neuartiger Analyseprozess
zur Auswertung von Hochdurchsatz-Metabolomdaten entwickelt, bio-
informatisch in Form einer Software implementiert und validiert
werden. Ziel des Prozesses sollte es sein, diejenigen Metabolite und
Stoffwechselwege zu identifizieren, die über verschiedene Umwelt-
bedingungen oder Zustände mikrobiologischer Populationen variiert
werden. Hierzu sollten die Daten zunächst durch unüberwachte Clus-
terverfahren entsprechend ihrer Ähnlichkeit gruppiert werden. Signi-
fikante Variationen der Metabolite und Stoffwechselwege ließen sich
dann mittels Methoden der schließenden Statistik herausfiltern. Eine
Visualisierung der Ergebnisse sollte die zugrundeliegenden biologi-
schen Zusammenhänge intuitv erfassbar machen. Eine quantitati-
ve Gegenüberstellung der implementierten Clustermethoden sollte
Klarheit über den Nutzen der ESOMs in der Metabolomik schaffen.
In einem zweiten Projekt sollte gezielt die Dynamik der BChl-
a Produktion in D. shibae Populationen unter fluktuierenden Um-
weltbedingungen untersucht werden (Roseobacter-Projekt). Hierzu
sollte zunächst ein spieltheoretisches Modell populationsdynamisch
erklären, ob die zur Licht-Exposition azyklische BChl-a Produktion
für die Fitness der Population vorteilhaft ist.
Die Ergebnisse dieser theoretischen Analyse des zweiten Projektes
sollten anschließend experimentell verifiziert werden. Hierzu sollten
zunächst neue instrumentelle Methoden der Batch-Mikroreaktions-
technik entwickelt werden. Ziel dieser neuen Methoden sollte sein, im
Hochdurchsatz relevante Prozessparameter abschätzbar zu machen.
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Der Fokus bei der Entwicklung dieser Methoden lag auf der Vermei-
dung ungewollter Einflüsse durch experimentelle Handhabung und
gleichzeitig einer Vervielfachung der Grundgesamtheit der Ergebnis-
se durch eine Erhöhung der parallelen Ansätze. Ferner musste in
dem Zusammenhang ein Verfahren entwickelt werden, um die Men-
ge an produzierten BChl-a interaktionsfrei in-vivo quantifizieren zu
können.
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2.1 Methoden der Software-Entwicklung
2.1.1 Die Entwicklungswerkzeuge
2.1.1.1 Programmierung in Java
Die Software eSOMet wurde ausschließlich in der Programmierspra-
che Java1 entwickelt. Der Programmcode wurde gegen die Version
1.6 kompiliert. Als Entwicklungswerkzeug kam das Java Develop-
ment Kit (JDK) 5 bzw. JDK 6 und als Entwicklungsumgebung die
Eclipse-Plattform2 in der jeweils aktuellen Version zum Einsatz.
2.1.1.2 Programmierung in C#
Zur Steuerung der Automatisierungsschnittstelle des Gerätes Vario-
skanFlash wurde ein Konsolenprogramm in der Programmiersprache
C#3 entwickelt und gegen die Version 3.5 kompiliert. Als Entwick-
lungswerkzeug kam .NET 3.54 und als Entwicklungsumgebung Mi-
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2.1.1.3 Programmierung und Datenauswertung in R
Zur Auswertung und Visualisierung experimenteller Daten, sowie
zur numerischen Integration von Differentialgleichungssystemen wur-
de die Skriptsprache R6 eingesetzt. Die erzeugten R-Skripte wurden
durch den R-Interpreter in den Versionen 2.8 bzw. 2.9 ausgeführt.
2.1.1.4 Verwendete Bibliotheken
Im Rahmen dieser Arbeit wurden externe Programmierbibliotheken
verwendet, die nicht im Standardumfang der jeweiligen Program-
mierbibliotheken waren (Tabelle 2.1).
2.1.2 Die KEGG Datenbank
Zur Interpretation statistischer Auswertungen von Metabolomda-
ten war es notwendig, die metabolischen Profile in einen biologisch
relevanten Zusammenhang zu setzen. Die hierzu notwendigen Infor-
mationen wurden der, auf Stoffwechselprozesse spezialisierten, Da-
tenbank Kyoto Encyclopedia of Genes and Genomes (KEGG)7 ent-
nommen (Kanehisa & Goto, 2000; Kanehisa et al., 2006, 2008). Diese
stellt derzeit die größte, frei verfügbare Plattform solcher Daten dar
und ist in verschiedene Sektionen eingeteilt. Innerhalb dieser waren
für diese Arbeit die Sektionen KEGG Pathway und KEGG Ligand
von Relevanz.
Die entsprechenden Informationen ließen sich als Klartextdateien
aus dem FTP- (engl. File Transfer Protocol) Bereich der KEGG
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Tabelle 2.1: In dieser Arbeit verwendete Programmierbibliotheken.
Bibliothek Sprache URL, Referenz
metabolomsom Java (Hiller, 2006)
















SkanIt AI C# Thermo Fisher Scientific Inc., Waltham, USA
deSolve R (Soetaert et al., 2010)
ggplot2 R (Wickham, 2009)
Parser auslesen. Um die Informationen wiederum effizient verfügbar
zu machen, wurden alle heruntergeladenen und geparsten Daten in




Als erstes Ergebnis einer semi-quantitativen, gaschromatographisch-
massenspektrometrischen (GC-MS) Analyse erhielt man für die ge-
messenen chemischen Komponenten verhältnisskalierte Daten. Diese
wurden in einer multivariaten Datenmatrix X ∈ Rp×q organisiert,
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so dass p der Anzahl der Variablen (chemische Komponenten) und q
der Anzahl der Beobachtungen (durchgeführten Experimente, Wie-
derholungen) entsprach. Alle Werte einer Beobachtung j wurden
in dem jeweiligen Spaltenvektor X: sj = (x1,j , x2,j , . . . xp,j)T, al-
le Werte einer Variablen i in dem jeweiligen Zeilenvektor X: ci =
(xi,1, xi,2, . . . xi,q) der Matrix zusammengefasst.9
2.1.3.2 Datennormalisierung
Multivariate Daten unterliegen immer einer Streuung innerhalb ei-
ner Variablen. Insbesondere die Rohdaten eines GC-MS-Experimen-
tes können dabei eine Streuung über Größenordnungen aufweisen,
die unter Umständen nicht mehr biologisch relevant sind (van den
Berg et al., 2006). Ferner erfordern die Verfahren der multivariaten
Statistik immer eine bestimmte stochastische Verteilung der jeweili-
gen Variablen. Hierzu erzeugen Normalisierungsverfahren die jeweils
skalierten Matrizes N• ∈ Rp×q. Sechs solcher Verfahren wurden im-
plementiert:
Z-Transformation erzeugte die Matrix NZ mit den Koeffizienten
ni,j = xi,j−x¯isi mit x¯i als dem Mittelwert und si als der Stan-
dardabweichung aller ci.
Intervall Skalierung erzeugte die Matrix NR mit den Koeffizienten
ni,j = xi,j−x¯iximax−ximin mit ximax als dem Maximum und ximin als
dem Minimum aller ci.
Pareto Skalierung erzeugte die Matrix NP mit den Koeffizienten
ni,j = xi,j−x¯i√si .
9Die hier gewählte Notation weicht von der typischen Notation multivariater
Matrizes ab, in welchen normalerweise die Spaltenvektoren die Variablen und
die Zeilenvektoren die Beobachtungen repräsentieren.
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Breiten Skalierung erzeugte die Matrix NV mit den Koeffizienten
ni,j = xi,j−x¯isi · x¯isi .
Niveau Skalierung erzeugte die Matrix NL mit den Koeffzienten
ni,j = xi,j−x¯ix¯i .
Gesamtsignal Skalierung skalierte die Daten einer Beobachtung zu
derem relativen, kumulierten Gesamtsignal (Villas-Bôas et al.,
















Die Hauptkomponentenanalyse (PCA) ist ein Verfahren, welches
multivariate Daten auf einen neuen Vektorraum projiziert (Villas-
Bôas et al., 2007). Die neuen Basisvektoren sind dabei weiterhin
orthonormal zu einander und erklären in fallender Reihenfolge die
größten Varianzen innerhalb der Daten. Die EingangsdatenNZ müs-
sen dazu standardnormalverteilt, also Z-transformiert sein. Aus den






Auf dieser wurde die Eigenwertzerlegung
Σ = AΛAT (2.2)
durchgeführt, wobei jeder Spaltenvektor aus A ∈ Rp×p einen Eigen-
wertvektor zu Σ und Λ eine Diagonalmatrix mit den korrespondie-
renden Eigenwerten repräsentierte. Die Koeffzienten in Λ wurden so
neusortiert, dass λ1,1 > λ2,2 > · · · > λp,p. Die entsprechend neu-
sortierten Spaltenvektoren aus A definierten eine neue Basis des ur-
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sprünglichen Vektorraums und werden Hauptkomponenten genannt.
Die Projektion XPCA der Daten wurde durch
XPCA = ATNZ (2.3)
berechnet.
2.1.3.4 Hierarchische Clusteranalyse
Die hierarchische Clusteranalyse (HCA) ist ein agglomaratives Clus-
terverfahren für multivariate Daten. Es fasst die Beobachtungen
hierarchisch derart zu disjunkten Clustern zusammen, dass solche
Beobachtungen, die sich besonders ähnlich sind, in gleichen Clus-
tern gruppiert werden. Als Maß der Ähnlichkeit wurde die Distanz
dk,l = ‖sl − sk‖n , (2.4)
zweier Beobachtungsvektoren sk and sl gewählt, wobei ‖·‖n, n ∈
[1, 2, . . .∞) eine Minkowski-Metrik erzeugende n-Norm definiert:








Um die Distanz zweier disjunkter Cluster α = {st, . . . , su} und
β = {sv, . . . , sw} höherer Hierarchie zu bestimmen, wurden drei Di-
stanzfunktionen mit jeweils si ∈ α und sj ∈ β implementiert:
Nächstgelegener Nachbar (Single Linkage) ist als die kleinste Dis-
tanz aller paarweisen Beobachtungen beider Cluster definiert:
δ(α, β) = min(di,j).
Entferntester Nachbar (Complete Linkage) ist als die größte Dis-
tanz aller paarweisen Beobachtungen beider Cluster definiert:
δ(α, β) = max(di,j).
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Durchschnittlich entfernter Nachbar (Average Linkage) ist als die
durschnittliche Distanz aller paarweisen Beobachtungen beider







Algorithmus 1 beschreibt das Clustern, welches als Ergebnis eine
binäre Baumstruktur (auch Dendrogramm) liefert, im Detail. Das
Dendrogramm bildet die gesamte Ähnlichkeitsstruktur der Daten ab
und gibt sie durch eine weitergehende Visualisierung intuitiv wieder.
Algorithmus 1: Hierarchische Clusteranalyse
Input :
Multivariate Datenmatrix X




Projektion aller cj ∈ X auf den Binärbaum Γ
begin
N← ν(X);
Dn = 0p×q ;
// Berechnung der Distanzmatrix aus den Spaltenvektoren s aus N.
for k ∈ [1 . . . q − 1] do
for l ∈ [k + 1 . . . q] do
Dnk,l = dk,l = ‖sl − sk‖n;
// Initialisierung des Dendrogrammes und seiner Blätter.
Γ← ∅;
for k ∈ [1 . . . q] do
γk ← {sk};
Γ← Γ ∪ {γk};
// Eigentlicher Clusterprozess.
2.1.3.5 Selbstorganisierende Karten
Emergente selbstorganisierende Karten (ESOM) sind ein Werkzeug
der künstlichen Intelligenz und eine spezielle Anwendung künstli-
cher neuronaler Netze. Sie werden dazu genutzt, in multivariaten
Daten nach Mustern zu suchen und diese entsprechend ihrer Ähn-
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lichkeit topologisch zu sortieren. Hierzu wurden die Beobachtungs-
vektoren sj (auch Eingangsvektoren) auf einem zweidimensionalen
Gitter M, bestehend aus X × Y künstlichen Neuronen (Mx,y), an-
geordnet. Emergente SOMs unterscheiden sich von Gewöhnlichen
insoweit, als dass die Anzahl der Neuronen mindestens eine Größen-
ordnung höher ist als die der Eingangsvektoren. Um unbeabsichtigte
Randeffekte zu verhindern, lässt sich dieses Gitter in einen randlo-
sen, finiten Torus einbettet. Alle Knoten der Eingabeschicht sind
mit den Knoten des Gitters durch die Gewichtsvektoren wx,y ∈ Rp
verbunden.
Während des unbeaufsichtigten Lernprozesses der ESOMs wurden
die Gewichtsvektoren stets so angepasst, dass sie die der Eingangs-
daten hochdimensional zugrundeliegende Struktur auf das zweidi-
mensionale Gitter abbildeten. Als Ergebnis des Trainingsprozesses
(Algorithmus 2) wurden solche Eingangsvektoren auf dem Gitter in
räumlicher Nähe angeordnet, deren Muster sich ähnlich sind (Koho-
nen, 1982).
Aufgrund der hohen Anzahl der verwandten Neuronen wurden die
Eingangsvektoren zerstreut auf dem Ausgabegitter verteilt. Um die
den Daten zugrundeliegende Struktur aus der trainierten ESOM zu
erfassen, wurde die U∗-Matrix U∗ ∈ Rx×y berechnet (Ultsch, 1999).
Hierzu wurde für jedes Neuron Mx,y die Summe der euklidischen
Distanzen zwischen seinen Gewichtsvektoren und denen seiner vier
unmittelbaren Nachbarn berechnet. Die U∗-Matrix wurden als drei-
dimensionale Grafik visualisiert und unterteilt die Ausgabeschicht
in verschiedene Bereiche: Eingangsvektoren, die eine hohe Ähnlich-
keit haben, wurden in gemeinsamen „Tälern“ der drei-dimensionalen
Landschaft eingebettet, wobei solche Eingangsvektoren mit hoher
Distanz durch „Berge“ separiert werden.
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Algorithmus 2: Training selbstorganisierender Karten aus mul-
tivariaten Daten
Input :
Normalisierte, multivariate Datenmatrix N
Anzahl der Trainingsschritte tmax
Trainingsrate α ∈ [0, 1]
Initialer Trainingsradius ν
Größe der Ausgabeschicht X × Y
Output :
Die Menge aller trainierten Gewichtsvektoren wx,y ∈M
begin
// Initialisierung des Gitters.
for x ∈ [1 . . . X] do
for y ∈ [1 . . . Y ] do
// Zufällige Initialisierung der Gewichtsvektoren.
for k ∈ [1 . . . p] do
(wx,y)k ←RANDOM();
// Beginn des Trainings
for t ∈ [1 . . . tmax] do
V ← {1, . . . , q};






// Aktualisierung des Trainingsradius.
σ(t)← 12 τ(t) · ν ·
√
X2 + Y 2;
while V 6= ∅ do
// Zufällige Wahl eines Spaltenvektors sj aus N.
j ←RANDOM(V);
V ← V \ k;
// Bestimmung des Gewichtsvektors wx∗,y∗ mit der höchsten
Ähnlichkeit zum gewählten Spaltenvekltor sj.
d←∞;
{x∗, y∗} ← {} ;
for k ∈ [1, . . . X] do
for l ∈ [1, . . . Y ] do
if ‖sj −wk,l‖2 < d then
{x∗, y∗} ← {k, l};
// Anpassung des dichtesten Gewichtsvektors.





// Anpassung aller in der Umgebung liegenden Gewichtsvektoren.
for k ∈ [1, . . . X] do
for l ∈ [1, . . . Y ] do
// Bestimmung der kürzesten Entfernung r der beiden
Neuronen Mk,l und Mx∗,y∗ auf dem Gitter. Die toroide
Einbettung des Gitters ist hierbei berücksichtigt.
r ←
∥∥∥(x∗y∗)− (kl)∥∥∥2;









wk,l ← wk,l + τ(t) · η(t, r) · (sj −wk,l);
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2.1.3.6 Dendrogramme
Die Ergebnisse des hierarchischen Clusterns, wie auch der Anwen-
dung der ESOMs ließen sich durch Dendrogramme visualisieren. Im
Fall der HCA ergab sich das relative Niveau, auf dem jeweils zwei
Cluster verbunden wurden, aus der berechneten Distanz zweier Clus-
ter. Im Fall der ESOMs ließ sich dieses Niveau durch ein „virtuelles
Fluten“ der zugehörigen U∗-Matrix-Landschaft bestimmen: Das Ni-
veau auf dem zwei Täler durch das Fluten miteinander verbunden
worden waren entsprach der Höhe, zu der auch die Cluster im Den-
drogramm miteinander verbunden wurden (Ultsch, 2003).
2.1.3.7 Silhouettenbreite
Die Qualität der berechneten Cluster ließ sich durch die durch-
schnittliche Silhoutten-Breite eines Clusters (Rousseeuw, 1987) mes-
sen. Sie beruhte auf dem Vergleich der Inter-Clusterdistanzen zu den
Intra-Clusterdistanzen eines Beobachtungsvektors zu seinen Nach-
barn. Die Silhouettenbreite S(j) einer Beobachtung j in einem Clus-
ter α berechnete sich aus
S(j) = b(j)− a(j)max ((a(j), b(j)) (2.6)
mit b(j) als der durchschnittlichen euklidischen Distanz des Beob-
achtungsvektors sj zu allen Beobachtungsvektoren im Nachbarclus-
ter β und a(j) als der durchschnittlichen euklidischen Distanz des
Beobachtungsvektors sj zu allen Beobachtungsvektoren im eigenen
Cluster α. Offensichtlich gilt immer S(j) ∈ [−1; 1]. Eine Silhouetten-
breite von ungefähr 1 bedeutete, dass a(j) sehr klein im Vergleich zu
b(j) ist und j dem richtigen Cluster zugeordnet wurde. Umgekehrt
deutete ein sehr kleiner Wert von S(j) auf eine Fehlzuordnung hin.
Im Falle von S(j) ≈ 0 ließ sich keine eindeutige Zuordnung von j zu
α oder β vornehmen.
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mit k ∈ γ und der Anzahl aller Elemente |γ| in γ.
2.1.3.8 Tests der schließenden Statistik
Zur Identifikation der zwischen den Beobachtungen zweier Cluster
signifikant variierten Metabolitabundanzen wurde der Student t-Test
(Press et al., 1992) angewandt, nachdem die geclusterten Daten einer
Gesamtsignal-Skalierung unterzogen wurden. Das Signifikanzniveau
wurde mit p < 0, 05 festgelegt.
Um durch die Menge der signifikant variierten Metabolite die-
jenigen biochemischen Reaktionsnetzwerke zu identifzieren, die am
stärksten beeinflusst waren, wurden die Daten der KEGG Daten-
bank verwendet. Auf Basis dieser Informationen wurde für jedes
Reaktionsnetzwerk eine Kontingenztabelle erzeugt und mit Hilfe des
exakten Tests nach Fisher die Wahrscheinlichkeit bestimmt, mit der
ein Reaktionsnetzwerk zufällig beeinflusst war.
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2.2 Experimentelle Methoden
2.2.1 Geräte
Im Rahmen experimenteller Arbeiten wurden die in Tabelle 2.2 auf-
geführten Geräte verwendet.























Photometer Ultrospec2100pro GE Healthcare Europe,
München, Deutschland
Pipetten Reference Eppendorf, Hamburg,
Deutschland
Reinstwasseranlage Milli-Q System Millipore, Billerica, USA
Schüttler TR150 Infors, Bottmingen,
Schweiz












2.2.2 Chemikalien und Verbrauchsmaterialien
Soweit nicht anders angegeben wurden Chemikalien, Reagenzien
und Verbrauchsmaterialien von folgenden Firmen bezogen: Fluka
(Buchs, Schweiz), Merck (Darmstadt, Deutschland), Millipore (Bil-
lerica, USA), Qiagen (Hilden, Deutschland), Riedel-de Häen (Mün-
chen, Deutschland), Roche (Grenzach-Wyhlen, Deutschland), Roth
(Karlsruhe, Deutschland), Nunc (Langensenbold, Deutschland) und
Sigma-Aldrich (St. Louis, USA).
2.2.3 Kultivierungsbedingungen von D. shibae
2.2.3.1 Bakterienstamm
Im Rahmen dieser Arbeit wurde mit dem Bakterienstamm D. shibae
DFL12T (Biebl et al., 2005; Wagner-Döbler et al., 2010) gearbeitet,
der ursprünglich von Zellen des marinen Dinoflagellaten Prorocen-
trum lima isoliert wurde.
2.2.3.2 Medien
Die Kultivierung von D. shibae erfolgte entweder auf bzw. in Ma-
rine Bouillon (MB)-Medium oder Salzwassermedium (SWM). Alle
Puffer und Medien bzw. Medienbestandteile wurden, wenn nicht an-
ders angegeben, im Autoklaven 20min bei 121 ◦C und 1 bar Über-
druck dampfsterilisiert. Hitzeempfindliche Substanzen wurden ste-
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rilfiltriert. Für die Kultivierung auf festem Medium wurden der je-
weiligen Lösung 1,5 % (w/v) Agar-Agar zugegeben. Agar-haltiges
Medium wurde vor der Sterilisation kurz bis zum Sieden erhitzt, um
ein Ausfällen von Medienbestandteilen aufgrund hoher Salzkonzen-
trationen zu vermeiden.
MB-Medium







MgCl2 · 6H2O 15,0 g/L
KCl 2,50 g/L
in deion. H2O
Einstellung des pH-Wertes auf 7,0 mit NaOH
CaCl2 100x

















in deion. H2O, anschließend sterilfiltriert
Spurenelemente 500x
deion. H2O 25mL
Fe(II)SO4 · 7H2O 1,05 g
HCl 25%ig 6,5mL
Titriplex (Na2EDTA) 2,6 g
Einstellung des pH-Wertes auf 6,0 - 6,5 mit NaOH
H3BO3 0,015 g
MnCl2 · 4H2O 0,05 g
CoCl2 · 6H2O 0,095 g
NiCl2 · 6H2O 0,012 g
CuCl2 · 2H2O 0,001 g
ZnSO4 · 7H2O 0,072 g
Na2MoO4 · 2H2O 0,018 g














In Medien, in denen die Succinatkonzentration variiert wurde, wurde
das Verhältnis Succinat 10x zu deion. H2O entsprechend angepasst.
2.2.3.3 Anzucht aerober Vorkulturen
Für alle wachstumsrelevanten Experimente mit D. shibae wurden zu-
nächst mit einer sterilen Impföse Bakterien aus einer Glycerinkultur
entnommen und auf einer MB-Agar-Platte im Dreistrich-Verfahren
ausgestrichen. Die Platte wurde für zwei Tage bei 30 ◦C und im An-
schluss bis zu sieben Tage bei Raumtemperatur dunkel inkubiert.
Anschließend wurden Bakterien mit einer sterilen Impföse aus einer
einzelnen Kolonie entnommen und in ein steriles Reagenzglas mit
5mL SWM überführt. Dieses wurde für 30 h bei 30 ◦C und 200 rpm
dunkel inkubiert. Letztendlich wurden aus dieser Kultur 0,6mL in
einen sterilen 50mL-Schikanekolben mit 30mL SWM überführt und
dieses wieder bei 30 ◦C und 200 rpm dunkel inkubiert. Nach dieser
Prozedur erhielt man stets eine sich in der exponentiellen Wachs-
tumsphase befindliche Kultur mit einer optischen Dichte von etwa
e650 = 1, 6, die für weitere Untersuchungen verwendet werden konn-
te.
2.2.3.4 Kultivierung in Mikrotiterplatten
Für Mikro-Wachstumsexperimente wurden Mikrotiterplatten mit 24
Kavitäten (Nunc, Katalog-Nummer 144530) verwendet. Die einzel-
60
2.2 Experimentelle Methoden
nen Kavitäten wurden mit 1160 µL SWM befüllt und mit 40 µL einer
frischen Vorkultur inokuliert. Wenn nicht anders angegeben, hatte
das SWM eine Endkonzentration von 2 g/L Succinat. Um Referenz-
messungen vorzunehmen, wurde immer je Replikatreihe eine Kavität
mit 1160µL SWM und, anstatt es zu inokulieren, mit 40µL deion.
H2O gefüllt. Anschließend wurde die Mikrotiterplatte mit einer luft-
durchlässigen Folie (BreathEasy, Roth, Artikelnummer T093.1) ab-
gedeckt und verklebt. Die Inkubation erfolgte bei 30 ◦C mit 480 rpm
und einem orbitalen Schüttelradius von 6mm in dem Multi-Label
Lesegerät VarioskanFlash.
Während dieser Kultivierung wurde das Wachstum in regelmäßi-
gen Abständen durch Messung der optischen Dichte im Lesegerät
bestimmt. Hierzu wurde in den jeweiligen Kavitäten die Extinktion
bei 650 nm ermittelt und die Extinktion der zugehörigen Referenzka-
vität abgezogen. Da während Kultivierungen über lange Zeiträume
von einer Verdunstung des Mediums und entsprechend einer Auf-
konzentrierung der Zellen in der Kultur auszugehen war, wurde bei
jeder Messung die Schichtdicke der Proben ermittelt, um zeitlich
vergleichbare Extinktionsswerte zu erhalten. Hierzu wurde in den
Referenzkavitäten die Extinktion e bei 900 nm und 977 nm gemes-
sen und die Schichtdicken h entsprechend der Formel
h = e977 − e900
k
(2.8)
berechnet. Hierbei ist k ([k] =1 1/cm) eine von Medium, Folie und
Mikrotiterplatte abhängige Konstante, die sich durch eine Kalibrie-
rung über verschiedene Schichtdicken ermitteln lässt (Held, 2009).
Da sich das Verfahren zur Schichtdickenbestimmung ausschließlich
für wässrigen Proben eignet, also solchen die keine streulichtbedingte
Extinktion aufweisen, wurde die Annahme getroffen, dass die Refe-
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renzkavitäten die gleiche Verdunstung wie die Proben der zugehö-
rigen Replikatreihe erfahren. Letztendlich ergab sich die auf eine
Schichtdicke von 1 cm bezogene optische Dichte einer Probe r mit




2.2.3.5 Lichtbedingungen während der
Mikrotiterplattenkultivierung
Um während der Kultivierung in Mikrotiterplatten den Umweltpa-
rameter Helligkeit zu variieren, wurde eine funkgesteuerte Elektro-
nik in eine Mikrotiterplatte integriert (Abbildung 2.1). Die hierzu
benötigten Bauteile sind Tabelle 2.3 zu entnehmen.
Es war notwendig die Kavitäten A5, A6, B5, B6 und C1 – D6
samt dem Boden der Platte herauszusägen. Ein neuer passgenauer
Boden aus Polyvinylchlorid wurde anschließend eingesetzt und mit
Silikondichtmasse an der Platte verklebt. Als Leuchtmittel kam ein
Subminiaturlampe zum Einsatz. Diese wurde auf einem Kunststoff-
steg so angebracht, dass sie die Kavitäten B3 und B4 vollkommen
gleich beleuchtete. Als Schalter für das Leuchtmittel kam eine Funk-
steuerungsplatine zum Einsatz, die per externem Sender das Signal
zum Ein- und Ausschalten erhielt. Die Stromversorgung wurde durch
einen Lithium-Polymer-Akkumulator bereitgestellt, der in Parallel-
schaltung sowohl den Funkempfänger wie auch das Leuchtmittel ver-
sorgte (Abbildung 2.2). Die Kavitäten A1 – A4 waren durch ein
67mm×17mm großes Stück Aluminiumfolie abgeschattet zuzulas-
sen (Abbildung 2.1).
Gesteuert wurde der Funkempfänger über den USB- (engl.: Uni-
versal Serial Bus ) Funksender FS20 PCS, der sich durch das HID-
(engl.: Human Interface Device) Protokoll steuern lässt. Zum Ein-
62
2.2 Experimentelle Methoden
Tabelle 2.3: Bauteile zur Beleuchtung einer Mikrotiterplatte.
Bauteil Merkmal Artikelnummer / Hersteller




868,35MHz ELV Elektronik AG
Leer, Deutschland
Funksender FS20-PCS, 85861
868,35MHz, ELV Elektronik AG
100m Reichweite, Leer, Deutschland
USB-HID
Leuchtmittel Subminiaturlampe, 21109123
12V, 30mA, Barthelme GmbH
3,2mm×6,5mm Nürnberg, Deutschland
Akkumulator Lithium-Polymer, KOK4503S1P
3 Zellen, Kokam Co., Ltd,
11.1V, 450mAh, Kyunggi-Do, Südkorea
(55×29×15,5)mm
schalten des Lichts wurde das 11 byte lange HID-Signal 00 06 F1
00 10 0F 10 00 00 00 00 und zum Ausschalten das Signal 00 06
F1 00 10 0F 00 00 00 00 00 an den Empfänger gesendet. Zuvor
wurde der Empfänger einmalig mit dem Hauscode 00 10 und der
Geräteadresse 0F initalisiert.
2.2.3.6 Synchrone Steuerung der Mikrotiterplattenbeleuchtung
Während einer Kultivierung im Multi-Label Lesegerät wurden, wenn
nicht anders angegeben, die einzelnen Kavitäten alle 30min photo-
metrisch vermessen. Um eine zuverlässige Messung zu gewährleisten,
war es notwendig, während der Kultivierung für strikte, dunkle Be-
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Abbildung 2.1: Schematische Darstellung der umgebauten Mikro-
titerplatte mit integrierter Belichtungselektronik. Schematisch grau
dargestellt sind die Reste der originalen Mikrotiterplatte, rot dar-
gestellt sind die integrierten Erweiterungen: (1) Lithium-Polymer
Akkumulator, (2) Steg zur Befestigung des Leuchtmittels, (3) Sub-
miniaturlampe, (4) Aluminiumfolien-Abschattung, (5) FS20 Funk-
empfänger.
dingungen in der Messkammer zu sorgen. In Versuchen bzw. Phasen,
in denen die Mikrotiterplatte beleuchtet wurde, musste das Leucht-
mittel daher während der Messung ausgeschaltet werden. Dies wur-
de über eine synchronisierende Steuerung des Funkschalters und der
einzelnen Programmaufrufe gewährleistet, indem diese Aufrufe über
die Automatisierungsschnittstelle des Lesegerätes erfolgten.
2.2.4 Bacteriochlorophyll Visualisierung und
Quantifizierung
2.2.4.1 Licht- und Fluoreszenzmikroskopische Untersuchungen
Zur lichtmikroskopischen Untersuchung von D. shibae wurden 5µL
einer Flüssigkultur auf einen Objekträger gegeben und mit einem












Abbildung 2.2: Schaltkreis der funkgesteuerten Elektronik zur Be-
leuchtung der Mikrotiterplatte. Der Funkschalter ist mit der grau
gestrichelten Linie angedeutet und mit FS20 bezeichnet. Die Be-
zeichnung der Anschlüsse ST3 - ST6 entspricht der der Lötstellen
auf der Platine. In den Schaltkreis ist eine Miniaturglühlampe mit
einer Nennleistung von 360mW integriert. Ein Lithium-Polymer-
Akkumulator mit einer Ausgangsspannung von 11.1V stellt die
Stromversorgung bereit. Durch die von der Verbrauchsspannung der
Subminiaturlampe abweichende Ausgangsspannung der Stromquelle
reduziert sich die Leistung des Leuchtmittels am Betriebsspunkt auf
330mW.
nahme von Immersionsöl und einem 100x-Objektiv im Lichtmikro-
skop vergrößert. Mit Hilfe der Software10 AxioVision 4.8 fand eine
Visualisierung und Speicherung der Aufnahmen statt.
Für fluoreszenzmikroskopische Aufnahmen wurde unter gleichen
Bedingungen ein geeigneter Reflektorrevolver in den Strahlengang
zwischen Objektiv und Okular bzw. Lichtquelle gebracht. Visuali-
siert wurde die Fluoreszenzemmission des BChl-a bei über 850 nm
nach Exzitation an der ersten Qy-Bande bei 805 nm (Abbildung
2.3). Die Belichtungszeit betrug hierbei 4 s. Die Aufnahmen erfolgten
ebenfalls durch die Software AxioVision.
10http://www.zeiss.de/axiovision
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Abbildung 2.3: Transmissionsspektren (AHF Analysetechnik
AG, Tübingen) des verwendeten Reflektormoduls zur BChl-a -
Visualisierung im Fluoreszenzmikroskop. Das Spektrum des Exita-
tionsfilters ist grün, das des Strahlenteilers blau und das des Emis-
sionsfilters rot eingezeichnet.
2.2.4.2 In vivo-Quantifizierung von Bacteriochlorophyll
Zur in vivo-Quantifizierung des BChl-a wurden Proben aus einer
planktonisch wachsenden Kultur von D. shibae entnommen, und die
Extinktion der Qy-Bande e870 bei 870 nm gemessen. Da die Messung
direkt in der trüben Kulturflüssigkeit stattfand, musste die Extink-
tion der Partikelstreuung vom jeweiligen Messwert Wert abgezogen
werden, um nur den Absorbtionsanteil a870 des BChl-a zu ermitteln.
Hierzu wurde die Extinktion der Partikelstreuung s870 an der Wel-
lenlänge 870 nm durch eine lineare Basisilinienberechnung zwischen
den Wellenlängen 770 nm und 900 nm gemäß der Formel
a870 = e870 − e900 + 0, 3 · e7701, 3 (2.10)
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interpoliert (Kapitel 3.2.2.2). Die so ermittelten Werte wurden auf
die gemessene Extinktion bei 650 nm bezogen, um den BChl-a Ge-
halt pro Zelledichte semi-quantitativ zu bestimmen.
67

3 Ergebnisse und Diskussion
3.1 eSOMet – Eine neue Software zur
Metabolomdatenanalyse
3.1.1 Ein verbessertes Verfahren zur
Metabolomdatenauswertung
Zur Auswertung komplexer Metabolomexperimente und deren mul-
tivariater Daten wurde das Programm eSOMet entwickelt (Haddad
et al., 2009). In ihm wurden typische multi- und univariate Metho-
den implementiert und zu einer neuartigen Auswertestrategie ver-
knüpft. Das Ziel war es die Datenexploration auf vereinfachte und
intuitive Weise vor einem starken statistischen Hintergrund zu er-
möglichen. Zudem wurde die Methode der emergenten selbstorgani-
serenden Karten implementiert, deren Mehrwert in der Metabolomik
bisher ununtersucht war.
Das Ziel war es ein Werkzeug zur Verfügung zu stellen, welches
die metabolische Profile organisieren und diese clustern kann. Zum
Clustern wird optional die Möglichkeit geboten, die metabolischen
Profile mittels Hauptkomponentenanalyse zuvor auf einen dimen-
sionsreduzierten Raum zu projezieren. Dieses Vorgehen reduziert
die Komplexität der Daten und beschleunigt dadurch die Laufzeit
der nachgeschalteten Clusteralgorithmen. Ein ähnliches Verfahren
wurde in der Vergangenheit bereits vorgeschlagen: Kouskoumvekaki


























Abbildung 3.1: Ein typischer Arbeitsfluss der Metabolomdaten-
auswertung in eSOMet. (1) Laden der multivariaten Daten und ggf.
Normalisierung. (2) Projektion der Daten auf einen dimensionsredu-
zierten PCA-Raum. (3) Clustern der metabolischen Profile mittels
HCA (3a) oder ESOM-Analyse (3b). (4) Manuelle Auswahl geeigne-
ter Cluster aus dem erzeugten Dendrogramm. (5) Berechnung der
statistischen Signifikanz der Varianzen einzelner Metabolitabundan-
zen zwischen den Clustern. (6) Visualisierung der Ergebnisse auf
metabolischen Netzwerkkarten.
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et al. (2008) z.B. entfernen aus den metabolischen Profilen alle Meta-
bolite, die nach einer Varianzanalyse global nicht signifikant variiert
sind und führen das Clustern lediglich auf Basis der verbleibenden
Metabolite durch. Auch wenn diese Methode einem rationalen An-
satz folgt, birgt sie problematische Aspekte. Sie berücksichtigt zum
einen nicht, dass Ausreißer die Varianzanalyse enorm stören können.
Zum anderen birgt sie die Gefahr, dass das Clustern ausschließlich
auf Basis von Unähnlichkeit erfolgt und die Ähnlichkeiten zwischen
den Profilen keinen Einfluss haben. Die Reduktion der Daten per
PCA hingegen, erhält deren inherente Struktur und entfernt ledig-
lich den Beitrag jedes Metaboliten zum globalen, uncharakteristi-
schen Rauschen.
Im weiteren kommt dem Clustern eine entscheidende Rolle inner-
halb der Auswertestrategie zu Teil. Sie gibt dem Anwender nicht nur
die Möglichkeit die Änlichkeiten zwischen den metabolische Profilen
zu bestimmen, sondern lässt gleichzeitig auch die einfache Identifi-
kation von Ausreißern zu, um diese von weiteren Analysen auszu-
schließen. Weiterhin ermöglicht die Software die manuelle Auswahl
einzelner Cluster und die Bestimmung statistisch signifikant variier-
ter Metabolitabundanzen zwischen den Clustern.
Letztendlich integriert eSOMet den jeweils aktuellen Datenbe-
stand der KEGG PATHWAYS (Kanehisa & Goto, 2000) und KEGG
LIGAND (Goto et al., 2002) Datenbanken. Damit ist es möglich, die
Ergebnisse der statistischen Auswertung auf den hinterlegten Reak-
tionsnetzwerken abzubilden und somit eine visuelle Beurteilung der
Experimente in einem biologischen Kontext durchzuführen. Ein ty-
pischer Arbeitsfluss, wie er mit der Software vorgenommen werden
kann, ist in Abbildung 3.1 dargestellt.
Grundsätzlich existiert bereits eine Reihe bioinformatischer Werk-
zeuge, die statistische Methoden mit der Visualisierung auf bioche-
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mischen Netzwerken vereinen. Für Genexpressionsprofile eignen sich
bspw. PathMAPA (Pan et al., 2003), PathwayExplorer (Mlecnik
et al., 2005) oder Pathway Processor (Grosu et al., 2002); für meta-
bolische Profile MetNet (Wurtele et al., 2003), KaPPA-View (Toki-
matsu et al., 2005), MAPMAN (Thimm et al., 2004) oder VANTED
(Junker et al., 2006). Diese Programme haben jedoch alle gemein,
dass sie bereits intensiv prozessierte Daten erfordern. Weiterhin be-
schränkt sich die statistische Auswertung auf Varianzanalysen zur
Detektion signifikant variierter Transkripte bzw. Metabolite. Zumin-
dest VANTED unterstützt auch das Clustern von Metaboliten nach
ähnlichen differentiellen Änderungen über die experimentellen Fak-
toren. Keines dieser Programme erlaubt jedoch das Clustern meta-
bolischer Profile, welches im Zentrum des eSOMet-Prozesses steht.
3.1.2 Das Softwaredesign
eSOMet ist ein rein Java basiertes Softwareprodukt und liefert ne-
ben der Implementierung der statistischen und mathematischen Pro-
zeduren eine grafische, leicht zu bedienende und intuitive Benut-
zeroberfläche. Die globale Architektur der objektorientierten Pro-
grammierung richtete sich strikt nach dem Model-View-Controller-
Prinzip (Gamma et al., 2001). Das heißt, dass Anwendungslogik,
Präsentationsschicht und Steuerung voneinander getrennt implemen-
tierte Teile sind, deren Kommunikation untereinander über definier-
te Schnittstellen stattfindet. Dies macht das Softwarepaket flexibel
für Erweiterungen Dritter und lässt ebenso zu, nur die Anwendungs-
logik als Programmierbibliothek in weiteren Softwareprodukten zu
nutzen.
Teile von eSOMet, nämlich die Anwendungslogik zur Berechnung
der ESOMs, dem Zeichnen von Dendrogrammen, der graphischen
Darstellung von Metabolitveränderungen und die Abbildung dieser
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auf den KEGG Netzwerkkarten wurden durch frühere Arbeiten (Hil-
ler, 2006) zur Verfügung gestellt, erforderten aber weiterhin Anpas-
sungen, Laufzeitoptimierungen und Fehlerbereinigungen.
Die Benutzeroberfläche (Abbildung 3.2) stellt alle wesentlichen
Funktionen der Analysestrategie (Abbildung 3.1) zur Verfügung. Sie
gliedert sich zum einen in die Anzeige der Projektstruktur, die alle
Objekte der aktuellen Auswertung, wie z.B. Rohdaten, PCA, Ergeb-
nisse des Clusterns usw. übersichtlichen darstellt. Zum anderen wird
in einem weiteren Anzeigenbereich das jeweils ausgewählte Objekt
in einer geeigneten Präsentation dargestellt. So ist es möglich schnell
zwischen den Zwischenergebnissen zu wechseln und Vergleiche zwi-
schen Auswertungen mit verschiedenen Parametern durchzuführen.
Ferner wurden für die komplexen Analysen, die eine Vielzahl von Pa-
ramtern erfordern, leicht auszuführende Programmassistenten ent-
wickelt, die durch die verschiedenen Einstellungen leiten und stets
sinnvoll voreingestellte Parameter anbieten (Abbildung 3.3).
Um eine Projekt in eSOMet zu starten, muss dieses zunächst an-
gelegt werden und alsdann die multivariate Datenmatrix geladen
werden. Hierzu besteht sowohl die Möglichkeit eine Tabelle aus ei-
nem Tabellenkalkulationsprogramm per „Kopieren & Einfügen“ zu
importieren oder ein Datei im CSV- (engl.: Character Separated Va-
lues) Format zu laden. Ist im Anschluss an die multivariate Auswer-
tung eine Visualisierung der Daten auf den KEGG Netzwerkkarten
gewünscht, ist es erforderlich in den importierten Daten die zu je-
dem Metabolit gehörende KEGG-ID anzugeben. Dieser Bezeichner
ist innerhalb der gesamten KEGG LIGAND Datenbank voll qualifi-
zierend und erlaubt eine eindeutige Zuordnung. Das Projekt kann zu
jedem Zeitpunkt mit allen ausgeführten Analysen in einem binären
Format gespeichert werden, um es zu einem späteren Zeitpunkt wie-
der zu laden.
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Abbildung 3.2: Bildschirmfoto der Programmoberfläche von eSO-
Met. Der linke Bereich stellt die Projektstruktur der aktuellen Aus-
wertung dar und beinhaltet alle zwischengespeicherten Ergebnisse.
Der rechte Bereich stellt die Objekte, die links ausgewählt werden
können, in einer jeweils geeigneten Form dar. So sind in diesem Bild-
schirmfoto rechts die Rohdaten des aktuell geladenen Metabolom-
datendatei tabellarisch dargestellt.
Um die Visualisierung auf den KEGG Netzwerkkarten vorzuneh-
men ist es nötig, dass der Benutzer die relevanten Daten der KEGG
LIGAND und KEGG PATHWAYS Datenbanken in das Projekt lädt.
Die Daten wurden aus zwei Gründen bewusst nicht fest in das Pro-
gramm integriert:
1. Verzeichnete die KEGG Datenbank schon immer eine hohe
Dynamik bezüglich ihres Datenbestandes und wird ständig um
weitere Informationen erweitert. Eine feste Integration barg
die Gefahr, dass die Aktualität des Datenbestandes in eSOMet
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Abbildung 3.3: Darstellung dreier Programmfenster des Program-
massistenten zur Berechnung der ESOMs. Links: Optionen der Da-
tenreduktion durch eine PCA. Mitte: Definition der Ausgabeschicht
der ESOM. Rechts: Parameter des ESOM Trainingszyklus.
von seinem Aktualisierungszyklus abhängt.
2. Desweiteren steht die Nutzung der KEGG Daten unter einer
nicht freien Lizenz. Eine Integration der Daten hätte daher die
kostenpflichtige Lizensierung der Daten erfordert.
Daher bietet eSOMet die Möglichkeit per Programmassistenten die
Daten als ASCII-Dateien vom KEGG FTP-Server zu laden, nach-
dem der Benutzer einen individuellen Lizenzvertrag1 mit den Lizenz-
gebern abgeschlossen hat. Desweiteren erzeugt der Programmassis-
tent eine interne Datenbank und befüllt diese mit den herunterge-
ladenen Daten. Die Datenbank steht von da an dem Programm zur
Verfügung, um den Zusammenhang zwischen den metabolischen Da-
ten und den hinterlegten Informationen herzustellen. Die Umsetzung
als SQL Datenbank bietet zudem optimale Laufzeiteffizienz und er-
möglicht so ein flüssiges Arbeiten.
eSOMet ist unter der Lesser General Public License 3.0 lizensiert.
1http://www.bioinformatics.jp/en/keggftp.html
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Das Programm und sein gesamter Quellcode können von der Pro-
jektwebseite2 heruntergeladen werden. Dort finden sich auch ein de-
tailliertes Handbuch und ein Testdatensatz auf dessen Auswertung
im Folgenden weiter eingegangen wird.
3.1.3 Evaluierung von eSOMet mit einem
Metabolomdatensatz von Corynebacterium
glutamicum Kultivierungen
eSOMet wurde anhand eines Metabolomdatensatzes evaluiert, der
im Rahmen einer weiteren Arbeit erzeugt (Frimmersdorf, 2010) und
freundlicherweise zur Verfügung gestellt wurde. Die metabolischen
Profile stammten aus drei Fermenterkultivierungen von Corynebac-
terium glutamicum, die jeweils mit Glucose (20 g/L), Fructose (20 g/L)
und Actetat (16 g/L) als einziger Kohlenstoffquelle durchgeführt wor-
den sind. Aus den Kulturen wurden nach Inokulation stündlich über
einen Zeitraum von bis zu 12 h - 14 h Proben in Triplikaten entnom-
men und per GC-MS-Analyse vermessen. Insgesamt setzt sich der
Datensatz somit aus 126 Profilen zusammen, in denen insgesamt 209
distinkte Metabolite chemoinformatisch identifiziert werden konn-
ten. Die gemessenen Metabolitabundanzen waren semi-quantitativ
(Kapitel 1.2.1). Zudem wurde zu jedem Probenahmezeitpunkt die
Zelldichte photometrisch bestimmt, um einen Rückschluss auf die
jeweilige Wachstumsphase ziehen zu können (Abbildung 3.4).
Der Datensatz eignet sich aufgrund seines faktoriellen Designs her-
vorragend zur Evaluierung der Software im Allgemeinen und der ver-
schiedenen Clustermethoden im Speziellen. So ist bei dem Clustern
der metabolischen Profile sowohl eine Differenzierung nach verwerte-
ter Kohlenstoffquelle, als auch nach der jeweiligen Wachstumsphase
2http://esomet.tu-bs.de/
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Substrat l l lAcetat Glucose Fructose
Abbildung 3.4: Wachstumskurven der C. glutamicum Kultivierun-
gen. Die Zelldichte wurde über die optische Dichte des Kulturmedi-
ums bei 600 nm stündlich gemessen. Blau ist die Kultivierung mit
Acetat, grün mit Glucose, und rot mit Fructose als einziger Kohlen-
stoffquelle dargestellt (Frimmersdorf, 2010).
zu erwarten. Welcher Einfluss letztendlich größer ist und welche Me-
tabolite auf die jeweiligen Diskriminierungen den größten Einfluss
haben, wird im Folgenden beschrieben.
PCA Der Erste Schritt, der sich nach dem Laden der Metabolom-
daten anbietet, ist eine visuelle Kontrolle der PCA-projizierten Da-
ten (Abbildung 3.5 a). Für den vorliegenden Datensatz führte die
Projektion der Profile auf die ersten beiden Hauptkomponenten zu
einer strikten Separation nach der verwendeten Kohlenstoffquelle.
Eine solche frühe Beobachtung ist bspw. ein guter Indikator da-
für, dass die globale Varianz der verschiedenen Stoffwechselmodi
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eher durch die zur Verfügung gestellte Kohlenstoffquelle, als die
Wachstumsphase beeinflusst wird. Desweiteren liefert die Anzeige
der durch die Hauptkomponenten kumulativ erklärten Varianzen
einen guten Hinweis auf die Qualität der Daten (Abbildung 3.5 b).
Ein steiler Anstieg deutet hierbei an, dass viele Metabolite unterein-
ander den gleichen differenziellen Änderungen unterliegen. Da dies
grundsätzlich ein Umstand ist, der bei dem vorliegenden experimen-
tellen Design zu erwarten ist, würde ein flacher Anstieg hingegen
auf eine hohe nicht induzierte bzw. technische Varianz hindeuten.
Hier ließ sich jedoch 90% der Varianz bereits durch die ersten 19
von insgesamt 204 Hauptkomponenten erklären, was auf einen sehr
hohen Beitrag biologisch induzierter Varianz hindeutete.
ESOM-Analyse Im nächsten Schritt wurden die Profile durch ESOMs
geclustert. Die Ausgabeschicht wurde hierbei 64×64 Knoten groß ge-
wählt. Das Training der ESOM erfolgte über tmax = 100 Trainings-
zyklen mit einer initialen Trainingsrate von α = 0, 5 und einem
initialen Gauss’schen Trainingsradius von ν = 0, 6 (Kapitel 2.1.3.5).
Das Training erfolgt mit den auf die ersten 19 Hauptkomponenten
projizierten Daten. Nach der Abgeschlossenen Analyse zeigt eSOMet
zwei neue Einträge im Projektbaum an: Die U∗-Matrix der trainier-
ten ESOM mit den eingebetteten Profilen und die Transformation
dieser zu einem Dendrogramm.
Bereits an der U∗-Matrix (Abbildung 3.6) lässt sich wiederholt
erkennen, dass die metabolischen Profile in erster Linie nach der
zur Verfügung gestellten Kohlenstoffquelle geclustert worden sind.
Das feinkörnige Clustern lässt sich dem Dendrogramm entnehmen,
welches aus der U∗-Matrix überführt wurde (Anhang 4.2). Aus dem
Dendrogramm können eine Reihe von Aspekten, die dem Metabo-
lomdatensatz zugrundelagen entnommen werden:
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Abbildung 3.5: Ausschnitt eines Bildschirmfotos der PCA-
Oberfläche in eSOMet. a) Projektion der metabolischen Profile auf
die ersten beiden Hauptkomponenten PCA. Die Profilbezeichner
wurden in eSOMet der Übersichtlichkeit halber ausgeblendet und
die Zugehörigkeit der Profile nachträglich eingezeichnet (Rot). Of-
fensichtlich trennen erste und zweite Hauptkomponente die metabo-
lischen Profile strikt nach der jeweiligen Kultivierung mit den drei
verschiedenen Kohlenstoffquellen Glucose, Fructose und Acetat. b)
Anzeige der kumulativ erklärten Varianz durch die ersten Haupt-
komponenten. In dem vorliegenden Datensatz lässt sich bereits 90%
der globalen Varianz durch die ersten 19 Hauptkomponenten erklä-
ren.
1. Alle Profile der Acetat-Kultivierung bilden ein exklusives Clus-
ter, das beinahe auf höchster Ebene des Dendrogrammes gebil-
det wird. Die Profile der Glucose- und Fructose-Kultivierung
bilden parallel dazu ein eigenes Cluster. Dieses Ergebnis deckt
sich mit bekanntemWissen über den Stoffwechsel von C. gluta-
micum: Glucose- und Fructose Metabolismus unterscheiden
sich lediglich in der Aufnahme der Zucker und den initialen
Stoffwechselschritten. Der eigentliche Hexose-Katabolismus durch
die Glycolyse ist allerdings bei Wachstum auf beiden Sub-
straten identisch. Die aktivierten Bereiche des metabolischen
Netzwerkes unterscheiden sich im Gegensatz dazu im Acetat-
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Abbildung 3.6: Ausschnitt eines Bildschirmfotos der U∗-Matrix
Oberfläche in eSOMet. Dargestellt ist die U∗-Matrix einer trainier-
ten ESOM. Für jeden der 64×64 Knoten der Ausgabeschicht wur-
de die euklidische Distanz zu seinen vier unmittelbaren Nachbarn
berechnet. Die räumliche Verteilung dieser Distanzen erzeugt eine
drei-dimensionale Landschaft, in die metabolischen Profile nach ab-
geschlossenen Training der ESOM eingebettet sind. Zur besseren
Darstellung wurde eine zwei-dimensionale Darstellung gewählt, wo-
bei die Distanzen durch eine eindeutige Farbskala (rechts) beschrie-
ben werden. Hierbei diskriminieren gelb bis rote Bereiche Profile mit
einer hohen Dissimilarität, während sich besonders ähnliche Profi-
le in den gleichen Tälern, also den zusammenhängenden blau bis
weißen Bereichen, gruppieren. Die Bezeichner entsprechen der Syn-
tax <Substrat> − <Probenahmezeitpunkt> − <Replikat>. „Ace“
steht hierbei für Acetat, „Glu“ für Glucose und „Fru“ für Fructose.
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Katabolismus deutlich (Wendisch et al., 2000).
2. Entsprechend separieren sich auch im Glucose-Fructose-Clus-
ter die Profile nach dem verwendeten Substrat relativ strikt.
Ausnahmen bilden die Profile der Proben Fru-2h-a - c, Fru-
7h-a - c, Fru-3h-a, Glu-9h-a - c und Glu-13h-b (die Syntax der
Bezeichner ist in Abbildung 3.6 erklärt). Sie finden sich auf
verhältnismäßig hohen Hierarchieebenen des Dendrogramms
wieder und ließen sich somit nicht eindeutig zuordnen.
3. In den meisten Fällen finden sich die Proben, die eine tech-
nische Replikatgruppe bilden, in einem Cluster auf unterster
oder zumindest niedriger Hierachieebene wieder. Das bestätigt
die grundsätzliche Annahme, dass statistisches Rauschen stets
den geringsten Einfluss auf die Varianz der Proben hat.
4. Letztendlich lässt sich über das gesamte Dendrogramm auch
die Tendenz erkennen, dass Proben gemäß der jeweiligenWachs-
tumsphase zueinander geclustert bzw. voneinander diskrimi-
niert wurden. Dies im einzelnen qualitativ auszuwerten ist bei
der Komplexität der Daten jedoch wenig sinnvoll. Daher ist auf
Kapitel 3.1.4 verwiesen, wo das hierarchische Clustern mittels
einer mathematischen Methode beurteilt wird.
Differentielle Änderungen der Metabolitabundanzen Im letzten
Schritt des Analyseflusses wurden die differentiellen Änderungen der
Metabolitabundanzen von der Glucose- zur Fructose-Kultivierung
ausgewertet. Hierzu konnten im Dendrogramm die jeweiligen größ-
ten Cluster ausgewählt werden (Anhang A1). Exemplarisch soll die-
se Auswertung anhand des Pentosephosphat Metabolismus detail-
liert betrachtet werden (Abbildung 3.7). Die signifikanten Änderun-
gen, die in den gemessenen Abundanzen ersichtlich sind, lassen sich
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Abbildung 3.7: Ausschnitt eines Bildschirmfotos der Oberfläche
zur Visualisierung metabolischer Netzwerke in eSOMet. Dargestellt
ist die Netzwerkkarte des Pentosephosphatstoffwechsels. Farblich
markiert sind die Metabolite, die in dem Metabolomdatensatz vorge-
kommen sind. Die differentiellen Änderungen zwischen den Profilen
des Glucose-Cluster zu denen des Fructose-Cluster wurden berech-
net und sind durch den Farbcode (rechts) kenntlich gemacht. Die
Linienstärke der eingezeichneten Metabolite entspricht dem p-Wert
nach dem die differentielle Änderung nach einem t-Test als signifi-
kant zu betrachten ist.
klar auf die unterschiedlichen zellulären Mechanismen des Zucke-
rimports zurückführen. Die Fructose wird typischerweise durch das
Fructose-phosphotransferase System importiert und sukkzessive in
Fructose-1-phosphat und Fructose-1,6-bisphosphat konvertiert. Da
C. glutamicum zumindest unter den gewählten Kulturbedingungen
keine Fructose-1,6-bisphosphatase Aktivität zeigt, wird die Bildung
von Fructose-6-phosphat unterdrückt. (Eggeling & Bott, 2005). Da-
her ist deren Abundanz über die Glucose-Kultivierung signifikant
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mehr als doppelt so hoch, als in der Fructose Kultivierung. Deswei-
teren führt der Mangel an Fructose-1,6-bisphosphatase Aktivität zu
reduzierten Flüssen durch das Pentosephosphat Netzwerk, weshalb
die Abundanzen von Xylulose-5-phosphat, Ribose-5-phosphat und
Ribulose-5-phosphat in der Glucose-Kultivierung signifikant zwei bis
drei mal höher gewesen sind.
Durch die Reproduktion dieser Ergebnisse konnte der Mehrwert
und die Zuverlässigkeit von eSOMet unter Beweis gestellt werden.
3.1.4 Quantitativer Vergleich der verschiedenen
Clusterverfahren
Zuletzt sollte noch untersucht werden, inwiefern die Methode der
ESOMs gegenüber der klassischen HCA im Bereich der Metabo-
lomik einen Mehrwert bringt. Hierzu wurde der gleiche Datensatz
in eSOMet zusätzlich einer HCA unterzogen. Um die Bedingungen
im Vergleich zur ESOM-Analyse so vergleichbar wie möglich zu ge-
stalten, wurde auch hier der Datensatz zunächst auf die ersten 19
Hauptkomponenten der PCA reduziert. Als Distanzfunktion wurde
die Methode Durchschnittlich Entfernter Nachbar und als Metrik
die Euklidische Distanz gewählt (Kapitel 2.1.3.4).
An dem erzeugten HCA-Dendrogramm (Anhang A2) fällt un-
mittelbar auf, dass zwölf einzelne Profile (Fru-2h-{a,b,c}, Fru-7h-
{a,b,c}, Fru-12h-a, Glu-{4h,5h}-c und Glu-9h-{a,b,c}) vom Rest un-
abhängig auf höheren Hierarchieebenen gruppiert wurden. Auf einer
entsprechend hohen Hierarchieebene wurden im Fall der ESOM-
Analyse sieben Profile zugeordnet (Fru-2h-{a,b,c}, Fru-3h-a, Glu-
9h-{a,b,c}). Grundsätzlich kann ein solches Muster immer zwei Ur-
sachen haben: Zum einen kann das jeweilige Profil ein echter Ausrei-
ßer sein und wird daher zu den anderen Profilen distanziert geclus-
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Abbildung 3.8: Vergleichende Darstellung der reduzierten Dendro-
gramme der metabolischen Profile nach ESOM-Analyse und HCA.
Es wurden solche Cluster zusammengefasst, die nach der eingesetz-
ten Kohlenstoffquelle (Fru: Fructose, Glu: Glucose und Ace: Acetat)
und der Wachstumsphase diskriminierten (frühe und späte exponen-
tielle Wachstumsphase). Zu jedem Cluster ist die errechnete, durch-
schnittliche Silhouettenbreite angegeben.
tert. Zum anderen, kann es passieren, dass der Clusteralgorithmus
die Ähnlickeit zweier Profile bzw. zweier Cluster der Struktur der
Daten widersprechend bewertet. Um also die Qualität der Cluster-
prozeduren objektiv beurteilen zu können, war es nötig die Richtig-
keit der Zurodnung eines Profils in das jeweilige Cluster quantitativ
messen zu können. Hierzu bot sich die Silhouettenbreite als geeigne-
tes Instrument an. Auf Basis von Inter- und Intra-Clusterdistanzen
der metabolischen Profile wird ein Wert für jedes ausgewählte Clus-
ter ermittelt, der im Interval [−1, 1] liegt. Umso höher dieser Wert
ist, desto zuverlässiger war die Zuordnung der metabolischen Pro-
file in das jeweilige Cluster. Um also die Silhouettenbreite berech-
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nen zu können, wurden in den beiden Dendrogrammen die jeweils
größten Cluster ausgewählt, die nach Wachstumsphase und verwen-
deter Kohlenstoffquelle diskriminierten (Abbildung 3.8). Bezüglich
der Wachstumsphase wurde in frühe und späte exponentielle Wachs-
tumsphase unterschieden, wobei das Einsetzen der späten Exponen-
tialphase durch das Clustern nach etwa 4-6 h Kultivierungsdauer
bestimmt werden konnte. Im Fall der ESOM-Analyse konnten für
die Fructose-Kultivierung keine zwei Cluster gefunden werden, die
sich zeitlich in der Exponentialphase abgrenzen ließen.
Grundsätzlich zeigte jedoch die ESOM-Analyse über alle gefun-
den Cluster teilweise deutlich höhere Werte für die Silhouettenbreite
(0,40 - 0,45) als die HCA (-0,13 - 0,39). Damit bleibt abschließend
zu sagen, dass durch das angewandte Prinzip der KNNe die Me-
thode der ESOMs deutlich bessere Ergebnisse bezüglich Clustering
und Diskriminierung erlauben, als es durch die HCA möglich ist.
Wahrscheinlich ist der kritische Schritt in der HCA die Wahl der
Distanzfunktion, die vorab ein detaillierters Wissen über die innere
Struktur der Daten erfordert und selbst dann inherent fehlerbehaftet
sein kann. Eine solche Wahl findet im Fall der ESOMs nicht statt.
Anstattdessen werden die Daten durch das Training des neuronalen
Netzes immer wieder über einen nicht-linearen Ansatz aneinander
angepasst, was offensichtlich zu robusteren Ergebnissen führte.
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3.2 Lichtabhängige Physiologie und
Morphologie von D. shibae
3.2.1 Populationsdynamik unter fluktuierenden
Lichtbedingungen
3.2.1.1 Motivation eines spieltheoretischen
Modellierungsansatzes
Eingangs (Kapitel 1.3.2) wurden die photosynthetischen Eigenschaf-
ten von D. shibae aufgezeigt. Es verfügt über die genetische Austat-
tung photosynthetisch aktive Pigmente wie BChl-a und Spheroide-
non zu synthetisieren und es lichtgetrieben unter aeroben Bedin-
gungen zur ATP-Produktion zu nutzen (Wagner-Döbler et al., 2010;
Allgaier et al., 2003). Absorbtionsspektren aus Zellextrakten deuten
weiterhin darauf hin, dass D. shibae auf einen Lichtsammelkomplex
vom Typ 2 (LH2) verfügt (Biebl et al., 2005; Shiba, 1991). Gleich-
zeitig konnte gezeigt werden, dass unter Bedingungen, in denen der
Organismus Licht ausgesetzt ist, aprubt die Produktion von BChl-
a einstellt und erst unter dunklen Bedingungen wieder aufzunehmen
beginnt (Tomasch et al., 2011; Biebl & Wagner-Döbler, 2006). Dieses
Phänomen deutet auf eine augenscheinlich sehr paradoxe Physiolo-
gie hin. Es drängt sich die Frage auf, wieso ein Individuum – und
ein dazu evolutionär äußerst erfolgreiches – Energie in die Produk-
tion von etwas investiert, was ihm zum Zeitpunkt der Produktion
keinen Mehrwert bringt, nur um dann unter Mehrwert schöpfenden
Umweltbedingungen, die Produktion dessen wieder einzustellen.
Um sich dieser Frage zu nähern, war zunächst eine Möglichkeit
Kulturen von D. shibae, die sowohl unter Licht- wie Dunkelheitsbe-
dingungen gewachsen waren, licht- und fluoreszenzmikroskopisch zu
untersuchen. Die Fluoreszenz-Exitation wurde mit einem Wellenlän-
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(a) Hellfeld, Dunkel inkubiert (b) Fluoreszenz, Dunkel inkubiert
(c) Hellfeld, Hell inkubiert (d) Fluoreszenz, Hell inkubiert
Abbildung 3.9: 100× Vergrößerung von Zellen planktonisch, ex-
ponentiell wachsender D. shibae Kulturen. a) zeigt Zellen, die unter
strikt dunklen Bedingungen wuchsen; c) solche die über 7 h unter
Lichteinfluss gewachsen waren. b) und d) sind Fluoreszenaufnahmen
der jeweils linken Abbildung mit λex = (800 ± 10) nm und λem >
850 nm. Deutlich zu sehen ist, dass die Fluoreszenz in d) niedriger
ist als in b). Es ist zudem erkennbar, dass die Helligkeit der Zel-
len in d) unterschiedlich ist und, dass vereinzelte Zellen bis zu drei
voneinander unterscheidbare helle Flecken haben.
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genbereich λex = (800 ± 10) nm dabei so gewählt, dass damit die
Qy-Bande des LH2 angeregt werden konnte. Die Fluorszenzemission
wurde bei λem > 850 nm gemessen. Die Zellen der dunkel gewach-
senen Kultur zeigten unter diesen Bedingungen eine deutliche, und
über die Zellen, sehr homogene Fluoreszenzemission. Dies ließ auf
ein deutliches Vorhandensein von BChl-a schließen (Abbildung 3.9
b). Die im Hellen gewachsene Kultur zeigte hingegen erwartungs-
gemäß eine deutlich abgeschwächte Fluoreszenz (Abbildung 3.9 d).
Bemerkenswerterweise konnte man aber im Gegensatz zu den dun-
kel kultivierten Individuen hier deutliche Schwankungen in der Hel-
ligkeit ausmachen. Es scheint zudem so, dass einzelne Zellen sogar
intern heterogen pigmentiert sind und an bis zu drei verschiedenen
Stellen deutlich heller leuchten, als der restliche Querschnitt. Diese
Beobachtung motivierte die Vermutung, dass D. shibae intrazelluläre
Strukturen aufweisen könnte, wie sie aus grünen Schwefelbakterien
wie z.B. Chloroflexus aurantiacus (Allen & Martin, 2007) oder Chlo-
robium tepidum (Psencík et al., 2004) bekannt sind. Diese Struktu-
ren werden Chlorosomen genannt (Cohen-Bazire et al., 1964) und
sind durch eine Lipid-Membran vom umgebenden Cytosol getrennt.
Sie enthalten maßgeblich BChl-a -Aggregate, aber auch Carotinoide
und Quinone und sind der Ort an dem die Photosynthese stattfin-
det. Weiterhin sind Chlorosomen ellipsoid und können eine Größe
von bis zu (200 × 100 × 30) nm annehmen.
Hätte also D. shibae tatsächlich solche intrazellulären Strukturen
in niedriger Anzahl und würde darüber hinaus unter hell-inkubieren-
den Bedingungen jedes Individuum nicht immer die selbe Anzahl
derer tragen, würfe dies ein neues Licht auf das eingangs formulierte
Paradoxon. Dies mit geeigneten mathematischen Methoden theore-
tisch zu untersuchen ist Hintergrund des vorliegenden Kapitels. Es
wird die Hypothese aufgestellt, dass die Anzahl dieser fluoreszieren-
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den, putativ vorkommenden Partikel ein Kulturheterogenitätskrite-
rium definiert und sich in D. shibae-Kulturen unter verschiedenen
Umweltbedingungen stets eine stabile Mischung der untereinander
heterogenen Subpopulationen ausbildet (Kapitel 1.4.1). Ferner wird
der Frage nachgegangen, wie sich ein solcher populationsdynami-
scher Mechanismus auf die Fitness der Gesamtpopulation auswirkt
und sich dadurch auch die zum Licht azyklische Produktion von
BChl-a besser verstehen lässt.
Das im Folgenden entwickelte Modell stellt eine konzeptionelle Er-
weiterung des Stufen-Matrix Models3 (Caswell, 2001) dar, welches in
das Konzept einer kontinuierlichen Replikatordynamik (Eigen, 1971;
Schuster & Sigmund, 1983; Cressman, 2003) eingebettet wird. Zu-
nächst werden grundlegende Eigenschaften der Population und de-
ren Zustandsgrößen definiert. Im nächsten Schritt werden die Tran-
sitionen zwischen den Stufen der Subpopulationen durch Teilung
hergeleitet. In einem weiteren Schritt werden Transitionen durch
weitere Effekte beschrieben. Letztendlich werden die Ergebnisse der
letzten beiden Schritte zusammengefasst und in die Replikatordy-
namik eingebettet. Der letzte Schritt der Modellbildung umfasst die
Definition der Umwelt und deren Integration in das Modell.
3.2.1.2 Definition von Zustands- und Ereignisraum
Gegeben sei eine Population C, die sich asexuell durch Teilung ih-
rer Individuen Ca vermehrt. Grundlegendes Charakteristikum dieser
Population ist, dass jedes Individuum eine bestimmte Anzahl sog.
Distribusome trägt. Der Begriff wird an dieser Stelle neu eingeführt
und wurde bewusst abstrakt formuliert, da das im Folgenden entwi-
3Engl.: Stage-Classified Matrix Models. Der Begriff „Stufen-Matrix“ darf in
dem Fall nicht mit der oft umgangsgssprachlich als Stufenmatrix bezeichne-
ten Dreiecksmatrix verwechselt werden.
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ckelte Modell ein grundsätzliches Phänomen beschreiben soll. Dis-
tribusome zeichnen sich maßgeblich durch drei Eigenschaften aus:
1. Sie kommen in einer sehr niedrigen Anzahl in lebenden Zellen
vor und es gibt eine maximale Anzahl, die eine Zelle tragen
kann.
2. Zum Zeitpunkt der Zellteilung werden sie an die entstehenden
Tochterzellen verteilt (distribuiert).
3. Ihre intrazelluläre Anzahl hat einen Einfluss auf deren Fit-
ness, was sich durch eine veränderte Teilungsrate ausgedrücken
lässt.
Solange insbesondere die erste Eigenschaft gewährleistet ist, stellen
Plasmide, Transkriptionsfaktoren, Einschlusskörperchen (Inclusion
Bodies), Mitochondrien oder eben Chlorosomen Objekte dar, die
sich als Distribusomen beschreiben lassen.
Da grundsätzlich zwei Individuen der gleichen Population eine
unterschiedliche Anzahl von Distribusome tragen können, definiert
diese Anzahl ein Heterogenitätskriterium. Daher sei Cκi die Subpo-
pulation, deren Individuen κi ∈ {0, 1, . . . , s} Distribusomen tragen.
s definiert die maximale Anzahl der Distribusomen, die ein Individu-
um tragen kann. Der Einfachheit halber4 gilt κi = i−1 ∀ i ∈ [1, s+1].
Da alle Subpopulationen Cκi untereinander disjunkt sind, gilt für die
Gesamtpopulation: C = C0 ∪ C1 ∪ · · · ∪ Cs und Cp ∩ Cq = ∅ ∀ p, q ∈
{0, 1, . . . s}, p 6= q.
Sei die Anzahl an Individuen der Population C durch n = |C| ge-
geben, sowie die Anzahl der Individuen einer Teilpopulation durch
4Es ist für das gesamte Modell unerheblich ob κi alle Werte in [0, s] annehmen
darf oder eine bestimmte Anzahl von Distribusomen kleiner s nicht definiert
ist. Es vereinfacht aber im Folgenden die Notation erheblich und soll daher
entsprechend gelten.
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ni = |Cκi |. Alle ni lassen sich zu dem Vektor n ∈ Rs+1 zusammen-
fassen. Entsprechend gilt das Skalarprodukt




mit 1 = (1, 1, . . . 1)T. Sei weiterhin xi = nin als der relative Anteil
einer Subpopulation Cκi an der Gesamtpopulation definiert. Alle





xi = 1. (3.2)
Alle xi bzw. ni und ihre zugehörigen Vektoren spannen im Folgenden
den Zustandsraum des Modells auf.
Der Ereignisraum des Modells ist als kontinuierliche Zeit t ∈ R+0
definiert. Innerhalb des Ereignisraums unterliegen die Population als
ganzes und ihre Subpopulationen und deren Verteilungen dynami-
schen Veränderungen. Die Zustandsgrößen lassen sich daher auch
zeitabhängig als xi(t) bzw. ni(t) und x(t) bzw. n(t) darstellen.
Grundlegend ist, dass die Menge der κi die Populationsstufen ei-
nes Stufen-Populations (oder im Folgenden Stufen-Matrix) Modells
definiert. Ein Individuum einer Subpopulation kann also in eine an-
dere Subpopulation (Stufe) übergehen, indem sich die Anzahl der
Distribusome, die es trägt, verändert. Diese Übergänge können so-
wohl durch Produktion und Degradation der Distribusome als auch
durch Zellteilung erfolgen.
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3.2.1.3 Rücktransitionen im Stufen-Matrix Modell durch
diskretes Wachstum
Am Besten veranschaulichen lässt sich das Stufen-Matrix Modell
durch einen Graphen, in dem jede Subpopulation durch einen Kno-
ten repräsentiert wird (Abbildung 3.10). Einzelne Individuen können
von einer Stufe in eine andere dann wechseln, wenn für den Wechsel
im Graphen eine gerichtete Kante existiert. Der Anteil der Indivi-
duen, die in einem Zeitabschnitt t→ t+ 1 von Stufe j nach Stufe i
wechseln ist durch den Koeffizienten ai,j gegeben. Ordnet man die
einzelnen Koeffizienten in einer Matrix A ∈ Rs+1×s+1 an und be-
rücksichtigt man, dass die Verteilung der Subpopulationen zu einem
Zeitpunkt t durch x(t) gegeben ist, erhält man für die zeitdiskrete
Dynamik des Modells den Zusammenhang:
x(t+ 1) = Ax(t). (3.3)
Nun soll der Zeitabschnitt t+1 genau einer Verdopplungzeit über
alle Subpopulationen entsprechen. Dann sind die Koeffizienten ai,j
davon abhängig, wie sich die Distribusome während der Zellteilung
auf die beiden Tochterzellen verteilen. Anhand des Schicksals eines
Individuums aus C3 über zwei Verdopplungszeiten ist dies in Ab-
bildung 3.11 veranschaulicht. Es wird zunächst der allgemeine Fall
angenommen, dass die Nachkommen eines Individuums grundsätz-
lich unterscheidbar sind, wie es z.B. bei einem Populationswachstum
durch Knospung der Fall ist. Durch Teilung des Individuums verteilt
es seine Distribusome an die entstehenden Tochterzellen. Dies ist
die fundamentale Annahme des gesamten hier entwickelten Modells.
Die Matrix +Q ∈ Rs+1×s+1 definiert die jeweiligen Übergangswahr-
scheinlichkeiten +qi,j , mit der ein Individuum von einer Populations-
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Abbildung 3.10: Gerichteter Graph eines Stufen-Matrix Modells.
Jeder Knoten repräsentiert eine Stufe der Population; jede Kante
einen möglichen Übergang eines Individuums von einer Stufe in eine
andere. Die Fraktion der Individuen, die während t→ t+1 von einer
Stufe j in eine andere i wechselt, ist mit den jeweiligen Koeffizienten
ai,j angegeben. Rot illustriert sind die Distribusome, deren Anzahl
die jeweilige Populationsstufe charakterisiert.
stufe j in eine andere i übergeht5. Analog definiert −Q ∈ Rs+1×s+1
die Übergangswahrscheinlichkeiten für das zweite entstehende Indi-
viduum.
+Q hat die folgenden Eigenschaften:
0 ≤ +qi,j ≤ 1 ∀ i, j ∈ {1, 2, . . . s+ 1} (3.4)
s+1∑
i=1
+qi,j = 1 ∀ j ∈ {1, 2, . . . , s+ 1} (3.5)
+qi,j = 0 ∀ i > j. (3.6)
Die Ungleichung 3.4 stellt sicher, dass die einzelnen Koeffizenten im-
5Üblicherweise werden Übergangs- oder Transitionsmatrizes in der transponier-
ten Form angegeben, um Übergänge i → j zu beschreiben. Da die transpo-
nierte Form der Matrix im weiteren Verlauf bestimmte Herleitungen unötig
verkomplizieren würde, wird hier darauf verzichtet und +QT dann verwen-
det, wenn konkret allgemeine Eigenschaften von Transitionsmatrizes gezeigt
werden sollen.
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Abbildung 3.11: Illustration des Schicksals eines Individuums der
Subpopulation C3 über zwei Verdopplungszeiten t→ t+ 1→ t+ 2.
Durch Teilung verteilen sich die Distribusome des Individuums auf
die Tochterzellen, was den Übergang einer Populationsstufe in eine
andere determiniert. Die Wahrscheinlichkeit mit der ein Individuum
von einer Populationsstufe j in eine andere i übergeht, ist durch die
Übergangswahrscheinlichkeiten +qi,j bzw. −qi,j definiert.
mer eine Wahrscheinlichkeit ausdrücken. Ferner ist die Wahrschein-
lichkeit von einem bestimmten Zustand j in irgendeinen Zustand i
überzugehen durch die Spaltensumme gegeben und muss immer 1
ergeben (Gleichung 3.5). Da weiterhin ein Übergang eines Individu-
ums von einer Subpopulation Ca → Cb mit b > a eine Vermehrung
der Distribusome bedeuten würde, sind solche Übergänge hier unzu-
lässig. Dies wird durch Gleichung 3.6 gewährleistet. Damit ist auch
festgelegt, dass +Q immer eine obere Dreiecksmatrix bildet. Alle
drei Eigenschaften gelten in vollkommener Analogie auch für −Q.
Letztendlich sind die Übergangskoeffizienten in −Q und +Q von-
einander nicht unabängig. Nach der Teilung muss die Anzahl, der auf
die Tochterzellen verteilten Distribusome derjenigen der Mutterzelle
entsprechen. Damit ergibt sich, dass der Übergang einer Tochterzelle
von Ca +−→ Cb festlegt, dass die zweite Tochterzelle immer im Über-
gang Ca −−→ Ca−b gebildet wird. Dementsprechend muss für diesen
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Übergang die selbe Wahrscheinlichkeit gelten:
+qi,j = −qj−i+1,j ∀ i ≤ j (3.7)
Es wird nun angenommen, dass die Übergangswahrscheinlichkei-
ten einzelner Individuen bei einer hinreichenden Populationsgröße
den Anteilen der Subpopulationen entsprechen, die während eines
Verdopplungszyklus in die jeweilig anderen Subpopulationen über-
gehen. Damit ergibt sich die folgende Definition.
Definition 1 Die Häufigkeitsverteilung von Individuen in Subpopu-
lationen zu einem Zeitpunkt t ist gegeben durch x(t). Nachdem sich
jedes Individuum genau einmal teilt, ergibt sich die neue Häufigkeits-
verteilung aus
x(t+ 1) = 12(
−Q+ +Q) · x(t). (3.8)








Letztendlich lässt sich das hier entworfene Matrix-Stufen Modell
ohne Umstände in das Konzept der Markov Ketten (Grinstead &
Snell, 1997) einbetten, weshalb sich eine Reihe relevanter Sätze aus
diesem Bereich unmittelbar auf dieses Modell anwenden lassen.
Korollar 1 Die transponierten Matrizes −QT, +QT und 12 (−Q +
+Q)T sind Transitionsmatrizes einer Markov Kette.
Beweis:
1. −Q, +Q sind aufgrund ihrer Eigenschaften 3.4 und 3.5 eine
Markov Transitionsmatrix.
95
3 Ergebnisse und Diskussion
2. Eigenschaft 3.4 gilt auch für 12 (−Q+ +Q):
0 ≤ 12(
+qi,j + −qi,j) ≤ 1 ∀ i, j ∈ {1, 2, . . . s+ 1}.














∀ j ∈ {1, 2, . . . , s+ 1}.

Korollar 2 Die transponierten Matrizes −QT, +QT und 12 (−Q +
+Q)T sind Transitionsmatrizes absorbierender Markov Ketten.
Beweis: Eine Transitionsmatrix, die in Dreiecksform vorliegt (Glei-
chung 3.6 bzw. Gleichung 3.19), wirkt immer absorbierend. 
Das Korollar 2 beschreibt das Langzeitverhalten des hier entwi-
ckelten Modells und deutet bereits eine weitreichende Konsequenz
an. Es besagt letztendlich dass in hinereichend langer Zeit der Term[ 1
2 (−Q+ +Q)
]r gegen eine stabile (absorbierende) Matrix strebt
und somit auch die Häufigkeitsverteilung x(t+r) gegen eine stabile,
sich ohne äußere Einflüsse nicht mehr änderende, Häufigkeitsvertei-
lung x∗ strebt:
lim
r→∞x(t+ r) = x
∗. (3.10)
Was hier trivialerweise gezeigt werden konnte, leitet sich auch in
der Form aus Abbildung 3.10 ab: Da es keine Transitionen Ca →
Cb mit b > a gibt bzw. deren Übergangswahrscheinlichkeit pi,j =
0 ist, strebt die gesamte Population immer der Subpopulation C0
entgegen. Im Folgenden werden noch Fälle entwickelt, die weniger
trivial sind.
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3.2.1.4 Übergang des Stufen-Matrix Modells in kontinuierliches
Wachstum
Das zeitdiskrete Modell in Gleichung 3.9 soll nun auf einen konti-
nuierlichen Ereignisraum übertragen werden. Hierzu ist es zunächst
nötig das Modell nicht für die Häufigkeitsverteilungen der Subpo-
pulationen, sondern die Anzahl absoluter Individuen zu übertragen.
Ferner wird nun angenommen, dass jede Subpopulation Ci−1(i ∈
[1, s + 1]) mit einer individuellen, zeitinvarianten Wachstumsrate
µi wächst. Die Menge aller Wachstumsraten lässt sich als Vektor
µ = (µ1, µ2, . . . , µs+1)T ausdrücken. Ohne Berücksichtigung von
Transitionen zwischen den einzelnen Subpopulationen ergibt sich das




Hierbei repräsentiert µD ∈ Rs+1×s+1 die diagonalisierte Form der
Wachstumsraten
µD = I · µ =

µ1 0 . . . 0
0 µ2 . . . 0
. . . . . . . . . . . .
0 0 . . . µs+1
 (3.12)
mit I ∈ Rs+1×s+1 als der Identitätsmatrix. Zur Integration der
Transitionen in Gleichung 3.11 werden nun drei Schritte benötigt,
die an die Entwicklung eines Markov Geburt-Tod-Modells angelehnt
sind (Novak, 2006):
1. Die Anzahl der Individuen n∗(t) · dt, die sich in allen Subpo-
pulationn im Zeitraum dt verdoppeln würde ist
n∗(t)dt = µD · n(t) · dt.
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Sie werden aus dem Bilanzraum des Modells entfernt.
2. Genau diese Anzahl von Individuen verdoppelt und verteilt
sich entsprechend der Transitionsmatrizes +Q und −Q auf die
Subpopulationen. Dabei treten die Individuen wieder in den
Bilanzraum ein. Die Änderungen der Größen der Subpopula-
tionen sind gegeben durch
n∗(t+ dt) · dt = (+Q+ −Q) · n∗(t) · dt.
3. Berücksichtigt man beide Prozesse ergibt sich für die Nettoän-
derungen dn(t):
dn(t) = −n∗(t) · dt+ n∗(t+ dt) · dt.
Definition 2 Die kontinuierliche Dynamik einer Population von
Indviduen, die sich durch ihre Teilung auf verschiedene Subpopu-
lationen umverteilen, ist gegeben durch
dn(t)
dt =
(−Q+ +Q− I)µDn(t). (3.13)
Dass in dem Modell bisher keine Produktion oder Degradation
der Distribusome berücksichtigt wurde, führt unmittelbar zu dem
folgenden Satz.
Satz 1 Die Gesamtanzahl der Distribusome in einer Population C,








dt = 0. (3.14)
Der Beweis dieses Satzes findet sich in Anhang 4.2.
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3.2.1.5 Stochastische Zufallsverteilung
Im Weiteren wird für die Verteilung der Distribusome die Annahme
getroffen, dass bei dem Ereignis der Teilung eines Individuums, je-
des einzelne Distribusom mit der gleichen Wahrscheinlichkeit r beim
Übergang Ca +−→ Cb an das Tochterindividuum übertragen wird. Für
die Gesamtwahrscheinlichkeit, dass dieser Übergang stattfindet kann
dann die Binomialverteilung B(b|r, a) angewendet werden. Analog
ist die Wahrscheinlichkeit eines beliebigen Übergangs Ca −−→ Cb ge-
geben durch B(b|1− r, a):












Es soll von nun an angenommen werden, dass bei der Verteilung der
Distribusome beide Tochterindividuen ununterscheidbar sind. Daher
wird r = 0, 5 gesetzt und die letzte Gleichung vereinfacht sich zu:












Konsequenterweise ist aus den den letzten beiden Gleichungen un-
mittelbar zu sehen, dass +pi,j = −pi,j ∀ i, j ∈ {1, 2, . . . , s + 1} und
somit −Q = +Q = Q ist. Für r = 0, 5 und s = 3 istQ beispielsweise:
Q =

1 1/2 1/4 1/8
0 1/2 1/2 3/8
0 0 1/4 3/8
0 0 0 1/8
 . (3.19)
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3.2.1.6 Vorwärtstransitionen im Stufen-Matrix Modell durch
Produktion
Bisher wurde nur die Verteilung von Distribusomen durch Wachs-
tum bzw. Teilung der Individuen hergeleitet. Im Folgenden soll auch
deren Produktion berücksichtig werden. Eine Degradation wird wei-
terhin außer Acht gelassen. Wieder wurde hierzu ein Stufen-Matrix
Modell erzeugt (Abbildung 3.12). Die Koeffizienten bi,j geben an,
mit welcher Wahrscheinlichkeit in einem bestimmten Zeitintervall
tb ein Distribusom produziert wird und somit welche Fraktion der
Individuen in tb den Übergang Cj−1 → Ci−1 (also von der Subpo-
pulation deren Individuun j− 1 Distribusomen tragen zu der, deren
Individuen i − 1 Distribusomen tragen) vollziehen. Die einzelnen




1− b2,1 0 . . . 0 0
b2,1 1− b3,2 . . . 0 0
0 b3,2 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . 1− bs+1,s 0
0 0 . . . bs+1,s 1

(3.20)
Demnach gelten wieder die Eigenschaften 3.4 und 3.5. Ferner ist BT
wieder eine Transitionsmatrix einer absorbierenden Markov Kette.
B wird nun unmittelbar in die kontinuierliche Dynamik (Glei-
chung 3.11) integriert. Dies wird dadurch vereinfacht, dass die Über-
gangswahrscheinlichkeitskoeffizienten bi+1,i in Produktionsraten über-
führt werden. Hierzu wird die Produktionsmatrix P ∈ Rs+1×s+1 ein-
geführt. Sie nimmt die selbe Form wie B an. Die Koeffizienten pi+1,i
geben die Produktionsrate für die Produktion von i→ i+ 1 Distri-
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Abbildung 3.12: Gerichteter Graph eines Stufen-Matrix Modells.
In diesem Modell werden keine Rückwärtstransitionen berücksich-
tigt. Die Wahrscheinlichkeiten bi,j geben an mit welcher Wahrschein-
lichkeit ein Individuun, während t→ t+ 1 von einer Stufe j in eine
andere i wechselt. Die Stufen der einzelnen Subpopulationen sind
wieder durch die Anzahl der Distribusome (Rot) illustriert.
busomen als Vielfaches der jeweiligen Wachstumsrate µi an. Damit
ergibt sich in vollkommener Analogie zur Herleitung der zeitkon-
tinuierlichen Rückwärtstransitionen in Kapitel 3.2.1.4, die folgende
Definition:
Definition 3 Die kontinuierliche Dynamik einer Population von
Indviduen, die sich durch Produktion der Distribusome auf verschie-
dene Subpopulationen umverteilen ist gegeben durch
dn(t)
dt = (P− I)µ
Dn(t). (3.21)
pi+1,i ·µi ist die Rate mit der die Individuen aus einer Subpopulation
Ci−1 in Ci übergehen.
Daraus, dass es bei diesem Prozess lediglich zu einer Umvertei-
lung der Individuen kommt und kein Nettowachstum berücksichtigt
wurde, ergibt sich der folgende Satz.
Satz 2 Die Gesamtanzahl der Individuen in einer Population C, die
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dt = 0 (3.22)
Der Beweis dieses Satzes findet sich in Anhang 4.2.
Da angenommen wird, dass die Produktion und Verteilung der
Distribusome zwei Vorgänge sind, die sich störungsfrei überlagern,




(−Q+ +Q+P− 2 · I)µDn(t). (3.23)
Berücksichtigt man zudem, dass die Verteilung der Distribusome
einer symmetrischen Binomialverteilung folgt, liefert das die folgen-
de Definition:
dn(t)
dt = (2 · (Q− I) +P)µ
Dn(t). (3.24)
3.2.1.7 Einbettung in die Replikatorgleichung
Der Matrixterm in Gleichung 3.24 beschreibt letztendlich die Fitness
F ∈ Rs+1×s+1 der Subpopulationen:
F = (2 · (Q− I) +P)µD. (3.25)
Damit lässt sich Gleichung 3.24 unmittelbar in die Replikatordyna-
mik überführen (Kapitel 1.4.3), die in einer allgemeinen und verein-
fachten Form
dxi(t)





lautet. Es fällt auf, dass die Replikatorgleichung auf der Häufig-
keitsverteilung x angewandt wird. Tatsächlich liefert dieses Modell
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keine Aussagen darüber, wie sich Populationen in absoluten Zah-
len entwickeln. Es untersucht lediglich wie sich im zeitlichen Ver-
lauf die Verhältnisse der Populationen zueinander verändern. Dies
erklärt auch die Form der Gleichung: (Fx)i =
∑
j fi,j · xj ist die in-
dividuelle Fitness der Individuen der i-ten Subpopulation, während
xTFx =
∑
i(Fx)i · xi die Gesamtfitness der Population beschreibt.
Somit ist in diesem Modell nur die Abweichung der individuellen
Fitness zur Gesamtfitness relevant (Cressman, 2003; Hofbauer &
Sigmund, 2003).
3.2.1.8 Integration von Umweltreizen und Simulation der
Roseobacter Hypothese
In das hier entwickelte Modell wird nun ein Umweltreiz integriert,
der durch die Funktion L(t) ∈ [0, 1] abgebildet wird. Ein Wert von 1
bedeutet, dass der Umweltreiz in seiner vollen Ausprägung vorhan-
den ist, ein Wert von 0, dass seine Ausprägung hingegen minimal
ist. L nimmt insofern auf das Modell Einfluss, als dass es sowohl die
Wachstumsraten, wie auch die produktionsbedingten Transitions-
raten variiert. Vereinfacht sollen diese beide Parameter linear vom
Wert von L abhängen:
µ(L) = 0µ+ ∆µ · L (3.27)
P(L) = 0P · (1− L) (3.28)
Das heisst, dass es eine Basiswachstumsrate 0µi gibt, die sich bei
einsetzendem Umweltreiz linear um ∆µi · L verschiebt. Analog gibt
es eine produktionsabhängige Basistransitionsrate 0P, die mit stei-
gendem Umwelteinfluss linear auf 0 fällt.
Das bis hierher entwickelte Modell lässt sich nun unmittelbar auf
die in Kapitel 3.2.1.1 gemachten Annahmen übertragen. Die Distri-
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busome nehmen die Rolle der putativ vorhergesagten Chlorosom-
ähnlichen Strukturen ein. Ein Individuum kann hierbei maximal
s = 3 Distribusome tragen. Die Population der D. shibae Individuen
zerfällt damit in 4 Teilpopulationen C = C0∪C1∪C2∪C3. Die Vertei-
lung der Distribusome erfolgt gemäß einer symmetrischen Binomial-
verteilung (Gleichung 3.17). Diese Population wird in der folgenden
Simulation dem Umweltreiz „Licht“ ausgesetzt. Für die übrigen Pa-
rameter können für den Moment nur realistische Annahmen getrof-
fen werden: Die lichtunabhängige Basiswachstumsrate wird für alle
Subpopulationen auf 0.2 1/h gesetzt: 0µ = (0, 2; 0, 2; 0, 2; 0, 2)T ·1/h.
Da nun die Annahme getroffen wird, dass der lichtabhängige Zu-
wachs der Wachstumsrate umso größer sein soll je mehr Distribuso-
me das Individuum trägt, wird ∆µ = (0; 0, 02; 0, 035; 0, 045)T · 1/h
gesetzt. Für die Produktionsgeschwindigkeit der Distribusome wird
angenommen, dass die Produktion eines ersten Distribusoms schnel-
ler sein soll, als die eines Zweiten, die wiederum schneller ist als die
eines Dritten. Damit6 gilt p1,0 > p2,1 > p3,2.
Mit diesen Parametern wurden drei Simulationen des Differenti-
algleichungssystems 3.26 durchgeführt. In jeder dieser Simulationen
nahm der Umweltreiz einen anderen zeitlichen Verlauf ein:
1. L(t) = 0 (Wachstum ohne Licht)
2. L(t) = 1 (Wachstum mit Licht)
3. L(t) =
{
0 ∀ n · T2 < t < (n+ 1) · T2 ; n ∈ 0, 2, 4, . . .
1 ∀ n · T2 < t < (n+ 1) · T2 ; n ∈ 1, 3, 5, . . .
(Wachstum unter fluktuierenden Lichtbedingungen).
6Tatsächlich lässt sich dieser Umstand nur dann so leicht beschreiben, wenn alle
∆µi im Vergleich zu 0µi sehr klein sind. Da aber im weiteren Verlauf sowieso
nur angenommen wird, dass L = {0, 1}, ist diese Annahme vollkommen
störungsfrei.
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Der letzte der drei Verläufe beschreibt eine Rechteckschwingung des
Umweltreizes mit einer Periodendauer von T = 24 h und einer Am-
plitude von {0, 1}. Als Anfangsbedingung der Populationsverteilung
wurde jeweils x(0) = (0, 97; 0, 01; 0, 01; 0, 01)T gewählt, was einer
fast homogenen Population mit 0 Distribusomen je Individuum ent-
spricht. Die Simulationen wurden in R unter Zuhilfename des Pake-
tes deSolve, welches zum numerischen Lösen von Differentialglei-
chungssystemen geeignet ist, durchgeführt.
Abbildung 3.13, links oben, zeigt den zeitlichen Verlauf der Si-
mulation ohne Einfluss von Licht. Offensichtlich streben die Ver-
hältnisse der Subpopulationen in dieser Simulation einem Fixpunkt
entgegen. Eine Simulation über 10.000 h ergibt (auf drei Stellen ge-
rundet) die Verteilung (x∗)T = (0, 276; 0, 361; 0, 299; 0, 065). Bei die-
sem Ergebnis handelt es sich um ein Nash-Gleichgewicht. Dies lässt
sich weiterhin leicht zeigen, da (Fx∗)i = (x∗)TFx∗ ∀i ∈ [1, s + 1]
erfüllt ist. Da das aufgestellte Modell ein symmetrisches evolutio-
näres Spiel ist, findet außerdem der Satz von Bishop & Cannings
(1978) Anwendung, wonach dieses Gleichgewicht nicht nur ein evo-
lutionär stabiler Zustand (ESS), sondern auch der einzige innere ESS
ist (Kapitel 1.4.3). Die Konsequenz daraus ist, dass für alle Anfangs-
bedingungen x0 mit (x0)i 6= 0 und
∑
i(x0)i = 1 ∀i ∈ [1, s + 1] die
Verteilung den Zustand x∗ annehmen wird.
Der zeitliche Verlauf in der Simulation unter konsequent hellen Be-
dingungen (Abbildung 3.13, rechts oben) zeigt keine überraschenden
Effekte und strebt asymptotisch den Fixpunkt (x∗)T = (1; 0; 0; 0)
an: Alle Subpopulationen, die mindestens ein Distribusom tragen
extingieren zeitlich, was anschaulich eine Folge der inhibierten Pro-
duktion der Distribusomen ist.
Letztendlich beschreibt die Simulation unter Hell-Dunkel-Zyklen
eine Mischform zwischen den beiden, zuletzt genannten Extremfäl-
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Distribusome 0 1 2 3
Abbildung 3.13: Dargestellt sind die numerischen Simulationen
des Differentialgleichungssystems 3.24 nach Einbettung in die Re-
plikatorgleichung. Die zeitlichen Verläufe über 180 h beschreiben
die Subpopulationen mit jeweils keinem (Grün), einem (Rot), zwei
(Blau) und drei (Orange) Distribusomen. Grau eingefärbt sind die
Intervalle, in denen der Umweltparameter Licht auf L(t) = 0 ge-
setzt wurde. Links oben ist der simulierte Verlauf einer Popula-
tion gezeigt, die Dunkelheit ausgesetzt war. Im Langzeitverhalten
streben die einzelnen Subpopulationen dem stabilen Gleichgewicht
xT = (0, 078; 0, 215; 0, 229; 0, 478) entgegen. Rechts oben ist der
theoretische Verlauf einer Population, die dauerhaft Belichtung aus-
gesetzt war gezeigt. Die einzelnen Subpopulationen streben stabil
gegen xT = (1; 0; 0; 0). Unten links ist der Verlauf unter fluktuieren-
den Lichtbedingungen gezeigt. Die Periodendauer beträgt T = 24 h.
x3 und x4 streben langfristig gegen 0. x1 und x2 oszillieren hingegen
langfristig stabil. Im letzten Übergang L : 1 → 0 zu t = 168 h ist
xT = (0, 913; 0, 082; 0, 005; 0); im letzten Übergang L : 0 → 1 zu
t = 180 h ist xT = (0, 494; 0, 482; 0, 024; 0).
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len (Abbildung 3.13, unten links). Nach einer Adaptionsphase über
etwa 100 h beginnt das System asymptotisch stabil zu oszillieren.
Eine Simulation über 10.000 h (Abbildung nicht gezeigt, Daten auf
drei Stellen gerundet) zeigt für den Übergang Hell zu Dunkel die
Verteilung der Subpopulationen (x∗)T = (0, 908; 0, 092; 0; 0) und im
Übergang Dunkel zu Hell (x∗)T = (0, 516; 0, 484; 0; 0). Wenn das
System aber auch zwischen den Zuständen der Extremfälle oszilliert
und letztendlich die Mitglieder der Subpopulationen, die zwei bzw.
drei Distribusome tragen asymptotisch extingieren, kommt es bei
den gewählten Parametern nie zu einer vollständigen Extinktion der
Subpopulation mit einem oder keinem Distribusom.
Anhand dieser Simulation lässt sich letztendlich das folgende Prin-
zip ableiten: In den dunklen Phasen gewinnt die Subpopulation mit
einem Distribusom so große Anteile, dass beim Übergang in die helle
Phase die Gesamtpopulation eine erhöhte Nettowachstumsrate hat,
als eine reine Kultur deren Mitglieder keine Distribusome tragen.
Freilich hängt der Zustand des Systems an den Übergängen von den
konkret gewählten Parametern und der Dauer bzw. einer Stochastik
der Hell- und Dunkelphasen ab.
3.2.1.9 Experimentelle Modellverifikation
Die im letzten Abschnitt aufgestellte Hypothese sollte nun anhand
der eingangs beschriebenen Physiologie von D. shibae verifiziert wer-
den. Hierzu sollten die populationsdynamischen Zustandsgrößen er-
mittelt und die in Gleichung 3.24 aufgeführten Modellparameter ex-
perimentell bestimmt werden. Ein Experiment, welches sich grund-
sätzlich hierzu eignen würde, umfasst optimalerweise das plankto-
nische Wachstum einer D. shibae Kultur und ermöglicht zeitauf-
gelöst das Schicksal einzelner Individuen der Gesamtpopulation zu
verfolgen. Die Kultur wird hierbei konstanten Umweltparametern
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wie Nährstoffkonzentration, Sauerstoffpartialdruck oder Tempera-
tur unter definierten Hell-Dunkel-Zyklen ausgesetzt.
Eine technische Möglichkeit Analysen auf Einzellzellebene durch-
zuführen stellen fluoreszenzmikroskopische Zeitrafferaufnahmen, im-
mobilisiert wachsender Kulturen dar. Insbesondere die messbare Fluo-
reszenz des BChl-a in D. shibae unterstützt eine solch bildgebendes
Verfahren. Wenn die Zeitraffermikroskopie aber auch in den vergan-
genen Jahren eine stete Entwicklung und Verbesserungen erfahren
hat und in den Fokus ähnlicher Fragestellungen gerückt war (Berg-
miller et al., 2011; Wang & Bodovitz, 2010; Locke & Elowitz, 2009;
Young et al., 2012), stehen einem solchen Versuchsaufbau im vorlie-
genden Fall maßgeblich drei Umständen entgegen:
• Zum einen sind D. shibae Individuen bei einer durchschnitt-
lichen Größe von 0,3 - 1,0µm mit konventionellen Licht- und
Fluoreszenzmikroskopen nur noch sehr eingeschränkt mikro-
skopierbar. Insbesondere sich teilende von bereits geteilten Zel-
len mit hinreichender Zuverlässigkeit unterscheiden zu können,
ist aber zwingend nötig, um die Verdopplungsraten zu bestim-
men.
• Zum andere erfordert die Mikroskopie, das Objekt in zumin-
dest regelmäßigen Abständen Licht hoher Intensität auszu-
setzen. Da aufgrund vorheriger Arbeiten (Biebl & Wagner-
Döbler, 2006; Tomasch et al., 2011) jedoch davon auszugehen
war, dass insbesondere das lichtabhängige Stoppen der BChl-
a Produktion bereits bei sehr kurzer Licht-Exposition ausge-
löst wird, würde dies mit einer massiven Störung der eigentli-
chen Beobachtung einhergehen.
• Auf dem Objektträger ändern sich während des Kulturwachs-
tums kritische Umweltbedingungen, wie z.B. das Närstoffange-
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bot, zeitlich und räumlich verhältnismäßig stark und erschwe-
ren die Interpretation der Ergebnisse maßgeblich.
Die Alternative zu mikroskopischen Zeitrafferaufnahmen stellten
daher Wachstumsexperimente in einem kontinuierlichen Chemostat
dar, aus denen in regelmäßigen Abständen Proben entnommen und
diese mikroskopisch untersucht werden. Zwar lässt sich so nicht das
Schicksal einzelner Zellen verfolgen, sehr wohl aber die Populati-
onsdynamik aus den Momentanaufnahmen ableiten und in einem
weiteren Schritt die gesuchten Modellparameter des Modells mathe-
matisch ermitteln.
3.2.2 Mikroreaktionstechnische Kultivierung von
D. shibae
3.2.2.1 Vorüberlegungen und Technik
Vor dem im letzten Kapitel beschriebenen Chemostatexperiment er-
schien es sinnvoll makroskopische Parameter wie die Nettowachs-
tumsrate und Nettoproduktionsrate unter Hell- und Dunkelbedin-
gungen durch Satzkultivierungen zu bestimmen, um optimale tech-
nische Parameter zum Betreiben eines kontinuierlichen Wachstums-
experimentes zu ermitteln. Allerdings waren die Satzkultivierungen
nicht in konventionellen Schüttelkolbenkulturen durchführbar, da
auch hier spätestens bei der regelmäßigen Probennahme ein un-
beabsichtigter und störender Lichteintrag die Folge gewesen wäre.
Alternativ sollten die Kultivierungen daher in einem automatisier-
tem Mikrotiterplattenverfahren durchgeführt werden. Hierzu sollte
die Mikrotiterplatte nachdem sie mit Medium befüllt und einer Vor-
kultur inokuliert wurde, bis zum Ende des Wachstumsexperimen-
tes in einem geeigneten Mikrotiterplattenlesegerät verbleiben und
in diesem geschüttelt, passiv begast, temperiert und die einzelnen
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Reaktionsgefäße durch die integrierte Messeinreichtung regelmäßig
photometrisch vermessen werden.
Die Miniaturisierung von Wachstumsexperimenten hatte in der
Vergangenheit eine hohe Aufmerksamkeit gewonnen (Duetz et al.,
2000; Kumar et al., 2004; Kensy et al., 2009; Rao et al., 2009), da
sie gegenüber herkömmlichen Wachstumsexperimenten eine Reihe
von Vorteilen bietet. Diese beziehen sich z.B. auf einen niedrigeren
Materialeinsatz, eine vereinfachte Erhöhung der Replikatzahl und
nicht zuletzt eine vereinfachte Automatisierung der eigentlichen Ex-
perimente und Messungen. Dem stehen Einschränkungen gegenüber
die in der verkleinerten Geometrie der Mikrotiterplatten begründet
sind. Insbesondere der Optimierung des Sauerstoffeintrags gilt ein
erhöhtes Augenmerk beim Design der Experimente und der Wahl
geeigneter Mikrotiterplatten und Inkubatoren (Kensy et al., 2005;
Duetz, 2007; Funke et al., 2009). Weiterhin stellt ein solches Verfah-
ren neue Herausforderungen daran, relevante physiologische Parame-
ter in vivo zu erfassen. So auch im hier beschriebenen Fall bezogen
auf die zeitaufgelöste Quantifizierung der Produktion des BChl-a.
3.2.2.2 Etablierung der relativen BChl-a Quantifizierung
Typischerweise lässt sich BChl-a durch Extraktion aus den Zellen
und anschließender photometrischer Messung quantifizieren (Koblí-
zek et al., 2010). Auf Versuche im Mikrotiterplattenmaßstab war ein
solches in vitro Verfahren jedoch nicht anwendbar, da es zum einen
eine deutlich größere Menge an zellulärer Substanz erfordern würde
und darüber hinaus die Entnahme einer Probe den automatisierten
Arbeitsfluss gestört hätte. Daher wurde nach einer Möglichkeit ge-
sucht, die intrazelluläre Quantifizierung des BChl-a photometrisch
in vivo durchzuführen.
Ein erster Ansatz dazu war die Extinktionsspektren zweier Zell-
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kulturen, die unter strikt hellen und strikt dunklen Bedingungen
gewachsen waren aufzunehmen. Die beiden Kulturen wurden jeweils
in 50mL Schikanekolben bis zu einer optischen Dichte von e650 =
0,8 kultiviert. Anschließend wurde von beiden Kulturen zehn Ver-
dünnungen in SWM im Verhältnis 1/10, 2/10 . . . 1 angefertigt und
die Absorbtionsspektren in 1 nm-Schritten bei einer Wellenlänge von
λ = 320 nm bis 1000 nm in Triplikaten aufgenommen.
Abbildung 3.14 (Oben) zeigt, dass sich die jeweiligen Spektren
zunächst nur wenig unterscheiden. Hintergrund dieser Beobachtung
ist, dass Extinktion auf zwei verschiedene Effekte zurückzuführen ist:
Zum einen durch die Streuung der gelösten Zellen und zum anderen
durch die lichtabsorbierenden Chromophore, wie der des Photosyn-
theseapperates. Um die BChl-a Konzentration also photometrisch
quantifizieren zu können, war es nötig nur den reinen Absorbtions-
anteil dieser konvolutierten Spektren bestimmen zu können. Hierzu
wurde die Annahme getroffen, dass sich die Effekte additiv zusam-
mensetzen und der durch Streulicht verursachte Anteil wie eine Ba-
sislinie zum reinen Absorbtionspektrum wirkt. Daher ließ sich diese
Basislinie durch eine polynomische Basislinienberechnung mit einem
Polynom vierten Grades (Lieber & Mahadevan-Jansen, 2003; Liland
& Mevik, 2011) ermitteln (Abbildung 3.14, zweite Reihe) und von
den konvolutierten Spektren abziehen (Abbildung 3.14, dritte Rei-
he). An dieser Stelle lassen sich bereits weitreichende Unterschiede
zwischen der Zusammensetzung der Chromophoren zwischen hell
und dunkel inkubierter D. shibae Kulturen erkennen: Während die
dunkel inkubierte Kultur im gesamten sichtbare Bereich (mit Aus-
nahme von λ = 630 nm - 770 nm) eine Absorbtion aufweist, ist dies
für die hell inkubierten Zellen lediglich im Bereich λ = 350 nm -
450 nm erkennbar. Dies rechtfertigt auch die Wahl der Wellenlän-
ge von 650 nm zur Bestimmung der optischen Dichte als Maß der
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Verdünnung 0.2 0.4 0.6 0.8 1.0
Abbildung 3.14: Dargestellt sind jeweils oben: Konvolutierte
Extinktionsspektren (Schrittweite λ = 1 nm) einer jeweils dunkel
(links) und hell (rechts) inkubierten D. shibae Kultur in zehn äqui-
distanten Verdünnungen; zweite Reihe: Streulichtspektren, die
durch eine polynomische Basislinienanpassung der darüber stehen-
den Spektren errechnet wurden; dritte Reihe: Absorbtionsspektren
der Chromophore, durch Differenzbildung der Extinktionsspektren
der ersten Reihe und der Streulichtspektren der zweiten Reihe; un-
ten: Differenz der dekonvolutierten Absorbtionsspektren der dritten
Reihe.
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Zelldichte.
Um letztendlich die Unterschiede in der Absorbtion zwischen hell
und dunkel inkubierter Kultur sehen zu können, wurden die jeweilig
dekonvolutierten Absorbtionsspektren von einander abgezogen (Ab-
bildung 3.14, unten links). Das Ergebnis zeigt das typische Absorb-
tionsspektrum der Chromophoren des LH2 (Robert et al., 2003): Bei
374 nm ist die Soret-Bande zu erkennen, im Bereich von 450 nm bis
etwa 570 nm absorbieren die Charotinoide, bei 585 nm tritt die Qx-
Bande und bei 805 nm sowie 870 nm treten die Qy-Banden auf. Da
offensichtlich im Bereich der Soret-Bande auch unter hell inkubie-
renden Bedingungen eine bei etwa 405 nm absorbierende Substanz
detektierbar ist und sonst nur die Qy-Banden eine verhältnismäßig
scharfe, ausgeprägte und unterscheidbare Absorbtion zeigen, war zu
prüfen inwiefern diese zur in vivo Quantifizierung geeignet sind.
Zwar liefert die hier beschrieben Dekonvolution der Spektren gu-
te Ergebnisse, für fortlaufende Wachstumsexperimente erschien es
aber unpraktikabel stets das gesamte Spektrum zu messen. Daher
sollte in einem nächsten Schritt untersucht werden, ob eine lineare
Interpolation der Streulichtabsorbtion an den Quantifizierungswel-
lenlängen hinreichend genau ist. Hierzu wurden zusätzlich zur Be-
stimmung der Extinktionen e805 bei 805 nm und e870 bei 870 nm
auch die Extinktionen e770 und e900 bestimmt, da an diesen Wellen-
längen mit keiner Absorbtion mehr zu rechnen war (Abbildung 3.14,
unten links). Die Ordinate sλ der Streulichtlinie an der Wellenlänge
λ ∈ [770 nm, 900 nm] ließ sich somit durch den folgenden linearen
Ansatz berechnen:
sλ = e770 +
e900 − e770
130 nm · (λ− 770 nm). (3.29)
Die reine Absorbtion a des Chromophor an gegebener Wellenlänge
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Abbildung 3.15: Dargestellt ist die lineare Regression zwischen
den Werten der ermittelten Absorbtionen der Qy-Banden nach li-
nearer gegen polynomischer Basislinienkorrektur an a) λ = 805 nm
und b) λ = 870 nm. Der grau abgesetzte Bereich um die Regressi-
onsgerade beschreibt das Konfidenzband der Regression auf einem
Konfidenzniveau von 95%.
λ ließ sich enstprechend durch
aλ = eλ − sλ ∀λ ∈ [770, 900]nm (3.30)
berechnen.
Um die Qualität dieser linearen Approximation zu bestimmen,
wurde eine lineare Regression der so gefundenen Werte für a805 und
a870 gegen die, durch die polynomische Basislinienkorrektur gefunde-
nen Werte an den entsprechenden Wellenlängen durchgeführt (Ab-
bildung 3.15). Für die Regressionsgerade der Werte an λ = 805 nm
konnte ein Steigung von 0, 82± 0, 03 und ein von 0 schwach signifi-
kant verschiedener Achsenabschnitt von 0, 0012± 0, 0004 (p-Wert =
0,0235 ) gefunden werden. Der adjustierte, quadrierte Korrelations-
koeffizient betrug R2 = 0, 991. Für die Regressionsgerade der Werte
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an λ = 870 nm konnte ein Steigung von 0, 95 ± 0, 02 und ein von 0
nicht signifikant verschiedener Achsenabschnitt von 0, 000 ± 0, 001
(p-Wert = 0,726 ) gefunden werden. Der adjustierte, quadrierte Kor-
relationskoeffizient betrug R2 = 0, 996. Damit konnte die lineare Ba-
sislinienapproximation insbesondere für die Wellenlänge 870 nm als
hinreichend genaue Methode zur in vivo Quantifizierung des BChl-
a durch Absorbtionsmessung an den Qy-Banden bestätigt werden.
3.2.2.3 Verdunstungseffekte und Schichtdickenkorrektur
Die Kultivierungsdauer von D. shibae Kulturen kann im Satzver-
fahren typischerweise über 50 h betragen. Da die Kultivierung bei
30 ◦C durchgeführt wurden, erschien es nötig zu untersuchen, ob
das Kulturmedium einer nicht zu vernachlässigenden Verdunstung
ausgesetzt ist. Die Mikrotiterplatten wurden zwar mit einer hydro-
phoben Folie verklebt, um Kreuzkontaminationen zu vermeiden. Da
diese Folie aber gasdurchlässig sein musste, konnte auch Verduns-
tung durch diese hindurch nicht ausgeschlossen werden.
Um diesen etwaigen Effekt zu beobachten, wurde eine Mikrotiter-
platte in genau der Konfiguration befüllt und unter den selben Be-
dingungen wie in späteren Wachstumsexperimenten im Multi-Label
Lesegerät bebrütet ohne das Medium jedoch inokuliert zu haben.
Um einen Verlust an Medium zu beobachten, wurde der Umstand
genutzt, dass wässrige Lösungen bei 977 nm eine deutliche Absorb-
tionsbande zeigen, wohingegen bei 900 nm die Transmission nahezu
100% beträgt (Abbildung 3.16 (a)). Gemäß dem Lambert-Beerschen
Gesetz, ist demnach die Extinktion e977 − e900 proportional zur
Schichtdicke h des durchstrahlten Mediums (Held, 2009). Über die
Messung an diesen beiden Wellenlängen konnte daher ein möglicher
Flüssigkeitsverlust über die Zeit nachvollzogen werden.
Tatsächlich erfolgte dieser auch in einem nicht zu vernachlässigen-
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Abbildung 3.16: a) Absorbtionsspektrum von SWM im NIR-
Bereich. Gut zu sehen ist die Absorbtionsbande von Wasser bei
977 nm. b) Zeitlicher Verlauf der Extinktionsdifferenz zwischen e977
und e900 einer ursprünglich mit 1200 µL SWM befüllten Mikroti-
terplatte. Die Endkonzentration des Succinat im Medium variierte
zwischen 0,1 g/L und 4 g/L
dem Umfang (Abbildung 3.16 (b)), da die Verdunstung des Mediums
über einen Zeitraum von 62 h etwa 30% mit linear fallender Tendenz
betrug. Die Konsequenz aus der sich ändernden Schichtdicke ist nicht
nur, dass sich die Zusammensetzung des Mediums artifiziell ändert.
Insbesondere die Bestimmung der Zellkonzentration durch die Mes-
sung der optischen Dichte wird dadurch künstlich verfälscht. Daher
war es auch für die folgenden Wachstumsexperimente wichtig, die
entsprechenden Wellenlängen zur Schichtdickenkorrektur mitzumes-
sen.
Da sich die Extinktion allerdings auch im Nahinfrarot-Bereich
(NIR) durch die zunehmende Trübung im bewachsenden Medium
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änderte, verbot es sich die Schichtdickenbestimmung unmittelbar in
diesen Proben durchzuführen. Anstattdessen wurde sie nur in den
nicht inokulierten Kavitäten der Mikrotiterplatte bestimmt, die als
Blindprobe zum Hintergrundabzug ohnehin notwendig waren. Fer-
ner wurde die Annahme getroffen, dass die Verdunstungsrate in die-
sen Kavitäten vergleichbar mit der in den Inokulierten war.
Um letztendlich die Schichtdicke nicht nur als Differenz zweier
Absorbtionen, sondern in einer Längeneinheit angeben zu können,
wurde eine Kalibrierung mit verschiedenen Schichtdicken h durch-
geführt. Für die hier verwendete Konfiguration aus Mikrotiterfolie,
Abdeckfolie und SWM ergab sich so der Zusammenhang:
h = 6.49 cm · (e977 − e900) + 0.02 cm
mit einem adjustierten R2 = 0, 994. Unter Zuhilfenahme dieser Ka-
librierung wurden alle im weiteren Verlauf gemessenen Extinktionen
auf eine theoretische Schichtdicke von 1 cm umgerechnet.
3.2.2.4 Etablierende Wachstumsexperimente
Nachdem die bisher beschriebenen Vorexperimente die Frage be-
jahten, ob eine relative in vivo Quantifizierung des BChl-a mög-
lich ist, sollte durch ein weiteres Experiment, diese Quantifzierung
in einer wachsenden D. shibae Kultur im Mikrotiterplattenmaßstab
durchgeführt werden. Das Wachstum fand in SWM zu Triplikaten
in sechs Succinat-Konzentrationen (0.1 g/L, 0.8 g/L, 1.5 g/L, 2 g/L, 3 g/L
und 4 g/L) statt. Die Kultivierung wurde über 62 h im Multi-Label
Lesegerät bei 30 ◦C durchgeführt. Um den Sauerstofftransport ins
Medium zu fördern, wurde die Mikrotiterplatte in den Phasen, in
denen nicht gemessen wurde, bei 480 rpm an einem orbitalen Schüt-
telradius von 6mm geschüttelt. Die relevanten Extinktionen wurden
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automatisiert alle 30min gemessen.
Das Ergebnis dieser Kultivierung ist Abbildung 3.17 zu entneh-
men. Die Messwerte der einzelnen Replikate wurden nicht aufge-
tragen, da die relativen Fehler fast ausnahmslos deutlich unter 5%
lagen und somit auch graphisch bei der gegebenen Datendichte nicht
darstellbar waren. Anstatt dessen wurden nur die Mittelwerte auf-
getragen. In jedem Fall verdeutlicht dieser Umstand bereits die hohe
Reproduzierbarkeit des Ansatzes der Mikrotiterkultivierung.
Die Wachstumskurven haben alle prinzipiell den selben Verlauf,
der sich in drei Phasen gliedert: Ein exponentieller Verlauf, der bis
zu 14 h anhält, gefolgt von einem linearen Wachstum (nur in den drei
höchsten Succinat-Anfangskonzentrationen), bis in der dritten Pha-
se die Kultur abrupt stationär wird. Um zu zeigen, dass der Über-
gang in die Stationärphase ausschließlich durch die Verfügbarkeit
der Kohlenstoffquelle determiniert ist, wurde eine lineare Regression
der in jeder Kavität maximal erreichten Extinktion bei 650 nm gegen
die eingesetzte Succinat-Konzentration c durchgeführt. Als Regres-
sionsgerade konnte emax650 = (0, 633± 0, 006)L/g · c+ (0, 11± 0, 01) mit
einem adjustierten R2 = 0, 999 gefunden werden, womit der kausale
Zusammenhang als erklärt gilt.
Der lineare Wachstumsverlauf der zweiten Phase, lässt hingegen
auf eine wachstumslimitierende Komponente schließen, die ab dem
Eintritt in diese Phase (etwa nach 14 h) in einer konstanten Ge-
schwindigkeit „zugefüttert“ wird. Da die Anordnung des Experimen-
tes allerdings nur einen Gasaustausch der Kavitäten mit der Umwelt
zuließ und der Umstand, dass die zweite Phase immer ab der selben
optischen Dichte von e650 ≈ 1 einsetzte, ist naheliegend, dass Sau-
erstoff diese Limitation verursachte. Tatsächlich ist bereits bekannt,
dass der Sauerstofftransfer bei Kultivierungen im Mikrotiterplatten-
maßstab ein Problem gegenüber herkömmlichen Methoden, wie der
118





















Abbildung 3.17: Dargestellt sind die Wachstumskurven (grauer
Verlauf) von D. shibae Kulturen, deren Anzucht dunkel in einer Mi-
krotiterplatte bei den sechs Succinat-Konzentrationen 0.1 g/L, 0.8 g/L,
1.5 g/L, 2 g/L, 3 g/L und 4 g/L stattfand. Zusätzlich wurde die Absorb-
tion der Qy Bande an der Wellenlänge 870 nm gemessen und jeweils
auf die Extinktion bei 650 nm bezogen (roter Verlauf). Deren Wer-
te sind nicht an der Ordinate abzulesen und wurden lediglich zur
Veranschaulichung mit dem Faktor 18 in die Abbildungen skaliert.
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Schüttelkolbenkultivierung darstellt. Entscheidenden Einfluss haben
neben der Geometrie der Kavitäten die Schüttlerdrehzahl und der
Radius. Es konnte in der Vergangenheit auch gezeigt werden (Du-
etz, 2007), dass eine Vergrößerung des Schüttelradius eine deutlich
höhere Steigerung der Sauerstofftransferrate als eine Erhöhung der
Schüttlerdrehzahl hat. Leider ließ das Instrumt, das im hier betrach-
teten Fall eingesetzt wurde, die Variation dieser beiden Parameter
nur in Grenzen zu (Thermo Scientific, 2007). Ab einem Schüttlera-
dius oberhalb 6mm nahm die zulässige Schüttelgeschwindigkeit so
drastisch ab, dass die hier gewählte Konfiguration bereits den besten
Kompromiss darstellte.
Bezüglich der intrazellulären BChl-a -Konzentrationen war zu be-
obachten, dass diese in allen Fällen zu Beginn der Kultivierung zu
fallen begann. Dies ist wahrscheinlich dem Umstand geschuldet, dass
die Kultur beim Animpfen über einen Zeitraum von mehreren Mi-
nuten Licht ausgesetzt war und dadurch die weitere Produktion des
BChl-a zunächst inhibiert wurde. Durch das exponentielle Wachs-
tum kam es dementsprechend in der Anfangsphase zu einer intra-
zellulären Verdünnung. In allen Kulturen begann 10 h nach Inoku-
lierung die intrazelluläre Konzentration zu steigen. In den Fällen, in
denen die Kultur dann eine Sauerstoﬄimitation erfuhr, wurde die
Produktion zu diesem Zeitpunkt wieder gestoppt und in der Sta-
tionärphase auch nicht wieder aufgenommen. Lediglich in den Kul-
turen, in denen die Succinat-Anfangskonzentration 2 g/L bzw. 3 g/L
betrug, ist offensichtlich auch in der Stationärphase ein weiterer An-
stieg zu verzeichnen. Allerdings fällt auch die Zelldichte im gleichen
Maße, so dass davon auszugehen ist, dass die in der Kultur vorhan-
dene Gesamtabundanz von BChl-a konstant blieb. In den Kulturen
ohne Sauerstoﬄimitation hingegen, stieg die Produktion auch un-
ter nährstoﬄimitierten Bedingungen noch über mehrer Stunden an.
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Dies kann ein Indiz dafür sein, dass unter Einwirkung von Nährstoff-
mangel die Produktion durch D. shibae weiterhin angetrieben wird,
um im Fall einer späteren Lichtexposition ein erhöhtes Maß Energie
sammeln und so den Nährstoffmangel kompensieren zu können.
3.2.3 Hell-Dunkel-Bedingungen im
Mikroreaktionsmaßstab
3.2.3.1 Die Entwicklung eines Prototypen
Nachdem die bisher gezeigten Experimente die Machbarkeit der in
vivo Quantifizierung von BChl-a in Mikrotiterkulturen bestätigten,
stellte sich als nächstes die Frage, wie fluktuierende Hell-Dunkel-
Phasen in diese Konfiguration zu integrieren waren. Hierbei spielten
eine Reihe von Aspekten bzw. Überlegungen, die verworfen werden
mussten eine Rolle:
• Die Integration einer Lichtquelle in das Instrument erschien
aufgrund der baulichen Gegebenheiten nicht praktikabel.
• Ein Umsetzen der Platten in einen externen, beleuchteten In-
kubator war vor dem Hintergund der gewünschten Vollau-
tomatisierung und einer mangelnden Robotik ebenfalls nicht
praktikabel.
• Zuletzt war es nötig, die beiden Prozesse der Beleuchtung und
Messung zu synchronisieren, da bei den durchgeführten photo-
metrischen Messungen innerhalb der Messkammer auch wäh-
rend der Beleuchtungsphasen zwingend Dunkelheit herrschen
musste.
Diese Überlegungen führten dazu, die Beleuchtung direkt in die
Mikrotiterplatte zu integrieren und über die Automatisierungsschnitt-
stelle der Instrumentsoftware anzusprechen. Zu diesem Zweck wurde
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Abbildung 3.18: Prototyp einer Mikrotiterplatte mit einem inte-
grierten, funkgesteuerten Leuchtmittel. (1) Subminiaturglühlampe
zur Beleuchtung. (2) Lithium-Polymer Akkumulator zur Stromver-
sorgung. (3) Funkschalter zum Ein- und Ausschalten des Leucht-
mittels. (4) Abschattung aus Aluminiumfolie, um die Kavitäten der
Reihe A möglichst dunklen Bedingungen auszusetzen. In Grau dar-
gestellt sind die Kavitätsreihen (1-4) und Kavitätsspalten (A,B).
eine typische Mikrotiterplatte, wie sie auch im letzten Experiment
verwendet wurde, durch einen Umbau mit den folgenden Funktionen
versehen (Abbildung 3.18):
• Eine Glühlampe wurde als Leuchtmittel integriert. Diese schi-
en geeignet, da sie neben der miniaturisierten Bauform anders
als z.B. Leuchtdioden über ein kontinuierliches Emissionss-
pektrum verfügt und dieses dem des natürlichen Sonnenlichts
gleicht.
• Um diese Glühlampe autark mit Strom zu versorgen, wurde
ein wiederaufladbarer Lithium-Polymer Akkumulator in den
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Schaltkreis integriert.
• Zur Steuerung des Leuchtmittels wurde ein 868,35MHz Funk-
schalter verbaut.
• Das Senden der Signale zum Ein- und Ausschalten des Leucht-
mittels wurde durch einem externen USB-Funksender reali-
siert, der die erforderliche Synchronisation vermittelte.
• Eine Abschattung aus Aluminiumfolie zwischen den Kavitä-
ten und eine asymmetrische Position des Leuchtmittels soll-
ten während der heller Phasen Bedingungen unterschiedlicher
Lichtintensität erzwingen.
Um die synchronisierte Steuerung durchführen zu können, wur-
de das Konsolenprogramm SkanItSmartClient in der Program-
miersprache C# entwickelt. Auf die Entwicklung einer interaktiven
Benutzerschnittstelle wurde verzichtet. Anstattdessen erfolgte die
Steuerung über ein wohlgeformtes XML-Format, welches dem Pro-
gramm als Eingabe zur Verfügung gestellt wurde und sequenziell
verschiedene, in der Instrumentsoftware hinterlegte Analyse- und
Inkubationsprotokolle ausführt. Eine so in XML definierte Sequenz
ist im Folgenden exemplarisch dargestellt.
1 <?xml version=" 1 .0 " encoding="UTF−8" standalone=" yes " ?>
2 <skan i tC l i e n t>
3 <c l i e n tCon f i g f i l e="C:/Programme/SkanIt /Cl ientAI . c on f i g " />
4 <instrument name=" Varioskan Flash " />
5 <user name=" admin " password=" " />
6
7 <pro toco l s tep=" l i gh t2−" p l a t e=" p la t e0 " usesL ight="TRUE">
8 <loop times=" 20 ">
9 <se s s i o n name=" DshibaeAbsorbtionLight2 " />
10 <incubat ion name=" Incubate480_6_30min_30C_short " l i g h t=" o f f " />
11 </ loop>
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12 <loop times=" 20 ">
13 <se s s i o n name=" DshibaeAbsorbtionLight2 " />
14 <incubat ion name=" Incubate480_6_30min_30C_short " l i g h t=" on " />
15 </ loop>
16 <se s s i o n name=" DshibaeAbsorbtionLight2 " />
17 </ pro toco l>
18 </ skan i tC l i e n t>
Zeilen 3-5 definieren allgemeine Verbindungsparameter mit der
Automatisierungsschnittstelle, Zeile 7-17 die eigentliche Sequenz, die
durch das Programm abgearbeitet wird. Nimmt der Parameter uses-
Light den Wert TRUE an, sucht das Programm an den am Rech-
ner verbunden USB-Schnittstellen nach dem Funksender und bin-
det diesen ein. Innerhalb des protocol-Containers dürfen session-,
incubation- und loop-Elemente auftreten. Die ersten beiden ge-
nannten Elemente veranlassen das Programm in der Reihenfolge
in der sie auftreten, ein in der Instrumentsteuersoftware hinterleg-
tes Protokoll auszuführen. Der Name des Protokolls wird über den
Parameter name definiert. Sie unterscheiden sich ausschließlich da-
hingehend, dass während des Ausführens eines session-Protokolls
das Leuchtmittel immer ausgeschaltet wird bzw. bleibt, wohingegen
während der Ausführung eines incubation-Protokolls das Leucht-
mittel wahlweise eingeschaltet werden kann. Hierzu muss für den Pa-
rameter light der Wert on gewählt werden. Letztendlich dient der
loop-Container dazu eine Sequenz von session- und incubation-
Schritten in beliebig vielen Iterationen immer wieder auszuführen.
Die Anzahl der Iterationen wird über den Parameter times ge-
steuert. Um komplexe Aufgaben leicht zu bewältigen, dürfen loop-
Blöcke auch ineinander geschachtelt werden.
Der Aufruf des Programms erfolgt über die Windows-Konsole
durch
C:\ SkanItSmartCl ient . exe p r o t o c o l l . xml .
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3.2.3.2 In-vivo BChl-a Messungen unter
Hell-Dunkel-Bedingungen
Mit dem im letzten Abschnitt vorgestellten Protoypen wurde ein
weiteres Wachstumsexperiment von D. shibae Kulturen unter dem
Einfluss eines Dunkel-Hell-Dunkel-Zykluses durchgeführt. Die Succi-
nat-Anfangskonzentration betrug hier in allen Fällen 2 g/L. Die Be-
leuchtung fand kontinuierlich im Zeitraum von 10 h bis 22 h nach In-
okulierung statt und wurde nur für die kurzen Phasen der Messung
deaktiviert. Da durch die Anordnung der umgebauten Mikrotiter-
platte von inhomogenen Lichtbedingungen auszugehen war, wurden
die Kulturen in den einzelnen Kavitäten nicht als Replikate betrach-
tet.
Bezüglich der Wachstumskurven (Abbildung 3.19) war zu beob-
achten, dass alle Kulturen der oberen Reihe, die also nur sehr in-
direkt Licht ausgesetzt waren, untereinander den gleichen Verlauf
annahmen und dieser dem der Kultur ohne Lichtexposition (Ab-
bildung 3.17) enstprach. In der unteren Reihe hingegen erreichten
die Kultur unter direkter (Kavität B3 und B4) bzw. abgeschwächter
(Kavität B2) Lichtexposition zunächst deutlich höhere Zelldichten,
da zusätzlich zu der Kohlenstoffquelle die Lichtenergie zum Zell-
wachstum verwendet werden konnte. Allerdings brach die Zelldichte
etwa nach einer Beleuchtungsdauer von 6 h (also zu dem Zeitpunkt
zu dem das Substrat vollständig depletiert war) ein und fiel in etwa
auf das Niveau der nicht beleuchteten Kulturen.
Die BChl-a Konzentrationen waren zu Beginn der Inkubation wie-
der in allen Fällen relativ hoch und fielen zunächst tendentiell. An-
ders als im vorangegangenen Experiment waren die absoluten Wer-
te jedoch deutlich höher. Weiterhin unterlagen diese Konzentratio-
nen größeren Schwankungen. Ursächlich dafür war das Beziehen der
Absorbtionen der Qy-Bande auf die Extinktion bei 650 nm, die zu
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Abbildung 3.19: Dargestellt sind die Wachstumskurven (grau-
er Verlauf) von D. shibae Kulturen deren Anzucht in der um-
gebauten Mikrotiterplatte (Abbildung 3.18) bei der Succinat-
Anfangskonzentrationen von 2 g/L stattfand. Die Beleuchtung fand
kontinuerlich in der Zeit von 10 h bis 22 h nach Inokulierung statt
(graue Schattierung). Die Anordnung der Diagramme entspricht der
in der Mikrotiterplatte, wobei sich in den Kavitäten A1 und B2
nicht-inokulierte Blindproben befand und diese daher auch nicht
dargestellt sind. Das Leuchtmittel befand sich zwischen den Kavi-
täten B3 und B4. Der rote Verlauf beschreibt wieder die Absorbti-
on der Qy Bande an der Wellenlängen 870 nm, die wieder auf die
Extinktion bei 650 nm bezogen ist. Diese Absorbtionswerte wurden
wieder mit dem selben Faktor wie in Abbildung 3.17 skaliert.
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Beginn der Kultivierung auf einem niedrigen Niveau war und so
kleinere Abweichungen der Zelldichte einen großen Fehler nach sich
ziehen können. Ferner machte sich in diesem Fall auch das Fehlen
von Replikaten bemerkbar, welche diese Fehler wahrscheinlich aus-
geglichen hätten. In jedem Fall ist offensichtlich, dass der Verlust an
zellulärem BChl-a in den direkt beleuchteten Kavitäten nach Star-
ten der Belichtungsphase höher ausfiel und erst nach Beedingung der
Beleuchtung wieder einzusetzen begann. Ebenso ist zu beobachten,
dass die Kavität B2, die nur abgeschwächtem Licht ausgesetzt war,
das gleiche zeitliche BChl-a-Profil aufweist, wie die Kulturen, die
sich hinter der Abschattung befanden. Unter Umständen kann das
ein Hinweis darauf sein, dass die Lichtintensität bei der Regulierung
der BChl-a Produktion einen nicht unerheblichen Einfluss hat.
In jedem Fall haben sich diese Daten durch die erwähnten Umstän-
de nicht für eine quantitative Auswertung angeboten. Insbesondere
der Mangel an Replikaten, die unter exakt gleichen Bedingungen
hätten gemessen werden können, ließ hier nur eine qualitative Aus-
wertung zu.
3.2.3.3 Konzeptionierung eines fortgeschrittenen Prototypen
Der letzte Versuch zeigte, dass die Notwendigkeit bestand der Ent-
wicklung einer Vorrichtung, die eine höhere Reproduzierbarkeit bei
definierteren Bedingungen gewährleistet. Diese Vorrichtung unter-
scheidet sich durch die folgenden Erweiterungen vom ersten Proto-
typen (Kapitel 3.2.3.1):
• Eine höhere Anzahl zur Verfügung stehender Kavitäten.
• Eine höchstmögliche optische Isolation der Kavitäten vonein-
ander.
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• Eine individuelle Beleuchtung jeder einzelnen Kavität hinsicht-
lich der Beleuchtungszeiten, der Lichtintensität und letztend-
lich auch der Zusammensetzung des emittierten Spektrums im
UV- sichtbaren und NIR-Bereiches.
• Sauerstofftransferfördernde Mittel.
Diese Vorrichtung sollte zwingend die typischen Außenmaße stan-
dardisierter Mikrotiterplatten haben (Ansi/SBS 1-4, 2004), um
weiterhin mit allen im Bereich der Laborautomation gängigen Lese-
geräten, Inkubatoren und Robotern kompatibel zu sein. Sowohl der
geforderte Grad der Miniaturisierung, als auch der Anspruch Inten-
sität und Emisionsspektrum indivudell steuern zu können, führte bei
diesen Überlegungen von Glühlampen weg hin zu einer auf Leucht-
dioden (LEDs) basierenden Konstruktion (Abbildung 3.20). Da ver-
schiedene LED-Substrate unterschiedliche Lichtspektren emittieren,
lässt sich durch deren Mischen in verschiedenen Intensitäten nahe-
zu jedes mögliche Spektrum erzeugen. Ferner liefert die Variation
der Lichtintensität durch Pulsweitenmodulation, wie sie für LEDs
typisch ist, über weite Intensitätsbereiche das gleiche Emissionss-
pektrum, wohingegen das Dimmen von Glimm- und Glühlampen
mit Verschiebungen in den Lichttemperaturen einhergeht. Eine sol-
che Konstruktion könnte also die Frage beantworten ab welchen
Lichtintensitäten auf die Regulation der BChl-a Produktion Einfluss
genommen wird und zudem welcher Lichtanteil letztendlich dafür
verantwortlich ist. Desweiteren sollte die entsprechende Vorrichtung
einen modularen Aufbau haben und neben einem wiederverwertba-
ren Gehäuse mit integrierter Elektronik den eigentlich Ort der In-
kubation durch ein passendes Verbrauchsmaterial bereitstellen. Die-
ses ließe sich z.B. mit Schikanen ausstatten, um auch bei niedrigen
Schüttlerradien einen erhöhten Gasaustausch mit dem Kulturmedi-
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Abbildung 3.20: Konstruktionsskizze einer fortgeschrittenen Vor-
richtung zur Inkubation im Mikrotitermaßstab mit integrierter Be-
leuchtung. Die Bodenplatte trägt pro Kavität mehrere Leuchtmittel,
die bezüglich Intensität und Leuchtdauer individell schaltbar sind.
Der darüberliegende Aufbau schirmt die Kavitäten optisch vonein-
ander ab und enthält zudem die Elektronik und Stromversorgung. In
diesem Aufbau ließe sich ein optisch durchgängiges Verbrauchsmate-
rial einsetzen, in dem die eigentliche Inkubation stattfinden würde.
Abgeschlossen wird die Konstruktion mit einem Deckel, der zwar
Kreuzkontaminationen vermeidet, aber durch kleine Aussparungen
(wie an der Bodenplatte) den Strahlengang für optische Messungen
wie auch den Gasaustausch zulässt. Die Außendimensionen dieser
Vorrichtung entsprechen dem gültigen Industrienormen für Mikroti-
terplatten.
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um zu fördern (Funke et al., 2009).
Eine entsprechende Vorrichtung ließ sich zwar bisher nicht rea-
lisieren, das entsprechende geistige Eigentum wurde aber zwischen-






Die Fortschritte der modernen Mikrobiologie im Allgemeinen und
neuen Hochdurchsatzmethoden im Speziellen liefern eine Fülle von
Daten und Informationen. Durch geeignete Methoden und Model-
le prozessiert, schaffen diese eine Basis für ein besseres Verstehen
physiologischer Prozesse in mikrobiellen Populationen.
Im ersten Teil dieser Arbeit wurde die Software eSOMet entwi-
ckelt. Sie ist ein Werkzeug zur Untersuchung metabolischer Profile
mit dem Ziel diese ohne weiteres Hintergrundwissen nach Ähnlich-
keit hierarchisch zu clustern. Da verschiedene Cluster unterschiedli-
che physiologische Zustände beschreiben, lassen sich damit in einem
zweiten Schritt die Metabolite identifizieren, deren Abundanzände-
rung für den Wechsel zwischen zwei Zuständen charakteristisch ist.
Zum hochqualitativen Clustern wurde ein PCA-basierter Rausch-
filter und die Methode der emergenten SOMs implementiert. Am
Beispiel einer Kultivierung von C. glutamicum über verschiedene
Wachstumsphasen und auf verschiedenen Kohlenstoffquellen, konnte
die Software erfolgreich evaluiert werden. Zudem konnte gezeigt wer-
den, dass das auf ESOMs basierende Clustern eine deutlich höhere
Qualität hat, als auf klassischen Methoden wie der HCA beruhende.
4 Zusammenfassung und Ausblick
Im zweiten Teil wurde eine spieltheoretisches Modell zur Unter-
suchung der Kulturheterogenität in mikrobiologischen Populationen
entwickelt. Als Heterogenitätskriterium wurde die Anzahl von Dis-
tribusomen definiert. Dies sind Zellbestandteile, deren Abundanz
einen quantitativen Einfluss auf die Teilungsrate der Mitglieder der
jeweiligen Subpopulation haben und die durch Zellteilung stochas-
tisch weiterverteilt und umweltabhängig nachproduziert werden. Zur
Untersuchung des Modells wurde die Hypothese aufgestellt, dass der
Photosyntheseapparat von D. shibae in solchen Distribusomen orga-
nisiert ist und die Produktion des BChl-a lichtabhängig stattfindet.
Unter dieser Annahme konnte theoretisch gezeigt werden, dass sich
unter fluktuierenden Umweltbedingungen oszillierend-stabile Subpo-
pulationen ausbilden, die einen evolutionären Vorteil prägen.
Um die theoretischen Ergebnisse des zweiten Teils experimen-
tell verifizieren zu können, wurde im letzten Teil ein Kultivierungs-
verfahren im Mikrotitermaßstab etabliert, welches vollautomatisiert
durchgeführt werden kann, fluktuierenden Umweltbedingungen und
eine hohe Replikatzzahl zuließ. Hierzu wurde außerdem eine Me-
thode zur in vivo Quantifizierung von BChl-a erfolgreich etabliert.
Eine Vorrichtung, die ein solches Kultivierungsverfahren hochrepor-




Die in dieser Arbeit durchgeführten Arbeiten lassen sich als Grund-
lage für weitergehende Untersuchungen und Entwicklungen heran-
ziehen.
Im Rahmen der eSOMet Softwareentwicklung wären die folgenden
weitergehenden Arbeiten denkbar:
1. Wünschenswert wäre, wenn für integrative Hochdurchsatzex-
perimente über metabolische Profile hinausgehende molekular-
biologische Daten integrierbar wären. Dies könnte sich bspw.
auf Transkriptom- und Proteomprofile erstrecken, um ein tiefe-
res Verständnis der ganzheitlichen Zusammenhänge vor einem
statistischen Hintergrund zu gewinnen.
2. Bezüglich der gewählten Methoden stellen die ESOMs eine
ausgezeichnete Methode für ungerichtete Clusterverfahren dar.
Insbesondere in Fällen, in denen aber die verschiedenen Kondi-
tionen, denen die metabolischen Profile potentiell entspringen,
bekannt sind, wäre eine zusätzliche Implementierung gerichte-
ter Klassifizierungsverfahren wünschenswert.
Bezüglich des Replikator-Distributor-Modells bieten sich die fol-
genden Aspekte für weitere Arbeiten an:
1. Bisher blieben Anfangswertprobleme unerwähnt. Es bleibt zu
prüfen unter welchen Anfangsbedingungen sich in einer oszil-
lierenden Umwelt langfristig immer der selbe oder voneinander
abweichende Zustände des Systems an den Übergängen einstel-
len.
2. Die Betrachtung sich unregelmäßig ändernder Umweltbedin-
gungen erscheint sinnvoll, um u.U. weitere Effekte evolutio-
nären Erfolgs beurteilen zu können. Insbesondere wenn man
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auch Fitnesskosten zur Produktion der Distribusome berück-
sichtigen würde, könnten sich durch eine stochastische Umwelt,
interessante Fitnesslandschaften und weitere spieltheoretische
Betrachtungen ergeben.
3. Bisher wurde nur angenommen, dass die Wachstumsraten µ
mit L linear gesteigert werden (Gleichung 3.27). Vor dem Hin-
tergrund des Roseobacter-Modells wäre es aber auch inter-
essant, die Verringerung der Wachstumsraten durch stochasti-
sche Verteilungen darzustellen. Damit ließe sich z.B. nicht nur
der Fitnessgewinn durch Photosynthese sondern gleichzeitig
toxische Begleiterscheinungen abbilden.
Letztendlich wären im Rahmen der Mikrotiterkultivierung von
D. shibae die folgenden Aspekte von Interesse:
1. Die Untersuchung der Lichtintensitäten und Wellenlängen, zu
der die Produktion des BChl-a gestoppt wird, wäre von Inter-
esse, um den Mechanismus der Regulation besser zu verstehen.
Dies könnte dazu führen, die Produktion putativer Lichtsen-
soren genetisch zu blockieren und die Fitness einer solchen
Mutante mit der des Wildtypes zu vergleichen.
2. Bezogen auf den Prozess der Mikrotiterplattenkultivierung wä-
re es in jedem Fall wünschenswert, den Sauerstofftransfer in
das Medium z.B. durch strombrechende Einbauten in den Ka-
vitäten weiter zu optimieren.
3. Für beide vorrangegegangen Fragestellungen wäre es zwingend
nötig einen weiteren Protoypen, wie er in Kapitel 3.2.3.2 be-
schrieben wurde auch konkret umzusetzen.
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d (ni(t) · (i− 1))
dt
was sich nach ausklammern von (i− 1) umschreiben lässt als
s+1∑
i=1





(i− 1) · dni(t)dt
)
.






(+qi,j + −qi,j) · µj · nj(t)
− µi · ni(t)










Nach Addition der Gleichung mit
∑s+1
i=1 (i− 1) · µi · ni(t) ergibt sich
s+1∑
i=1



























(i− 1) · (+qi,j + −qi,j)] · µj · nj(t).
Da i und j über identische Sequenzen {1, 2, . . . , s+ 1} laufen, ist es
zulässig diese auf der rechten Seite der Gleichung zu vertauschen:
s+1∑
i=1





(j − 1) · (+qj,i + −qj,i)
 · µi · ni(t)




(j − 1) · (+qj,i + −qj,i) = i− 1 ∀ i ∈ [1, s+ 1]
richtig ist. Aufgrund Eigenschaft 3.6 sind sind +qj,i und −qj,i für
alle j > i gleich 0 und können daher vernachlässigt werden:
i∑
j=1
(j − 1) · (+qj,i + −qj,i) = i− 1.
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Desweiteren ist aufgrund Eigenschaft 3.7
i∑
j=1
(j − 1) · +qj,i + (j − 1) · +qi−j+1,i = i− 1
Der Koeffizient +qi−j+1,i läuft über die Sequenz j = (1, 2, . . . , i)
rückwärts über +qj,i von +qi,i hinzu +q1,i. Daher ist die Permutation













(j − 1) · +qj,i
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für Populationen, die sich gemäß
dn(t)


















−p2,1 0 . . . 0 0
p2,1 −p3,2 . . . 0 0
0 p3,2 . . . 0 0
. . . . . . . . . . . . . . .
0 0 ps,s−1 −ps+1,s 0






−p2,1 · µ1 · n1
p2,1 · µ1 · n1 − p3,2 · µ2 · n2
. . .
ps,s−1 · µs−1 · ns−1 − ps+1,s · µs · ns
ps+1,s · µs · ns
 .





ist offensichtlich immer 0.

168


