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Abstract
In this paper we study the homology of a random Cˇech complex generated by a homogeneous
Poisson process in a compact Riemannian manifold M . In particular, we focus on the phase
transition for “homological connectivity” where the homology of the complex becomes isomorphic
to that of M . The results presented in this paper are an important generalization of [7], from the
flat torus to general compact Riemannian manifolds. In addition to proving the statements related
to homological connectivity, the methods we develop in this paper can be used as a framework for
translating results for random geometric graphs and complexes from the Euclidean setting into the
more general Riemannian one.
1 Introduction
Motivation
In this paper we continue the work in [7], and extend the results on the homological connectivity (or the
vanishing of homology) in random Cˇech complexes from the d-dimensional flat torus Td, to general
d-dimensional compact Riemannian manifolds.
The study of random simplicial complexes is originated in the seminal result of Erdo˝s and Rényi
[14] on the phase transition for connectivity in random graphs G(n, p) (with n vertices, and where
edges are included independently and with probability p) . In their paper, Erdo˝s and Rényi studied
these graphs in the limit when n → ∞ and p = p(n) → 0, and showed that the phase transition for
connectivity occurs around p = log n/n, when the expected degree is approximately log n.1 Over the
past decade, a body of results was established for higher dimensional generalizations of the G(n, p)
graph. In these generalizations, graphs are replaced by simplicial complexes, where in addition to
1Note that this is the more familiar formulation of the model, while the one in [14] is slightly different, yet equivalent.
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vertices and edges we may include triangles, tetrahedra and higher dimensional simplexes. For example,
in the Linial-Meshulam k-complex [30, 31], one starts with the full (k − 1)-skeleton on n vertices, and
then attaches the k-faces independently and with probability p. In a different model, called the clique
complex [23, 25], one starts with a random graph G(n, p) and then adds a k-face for every (k+1)-clique
in the graph. We will refer to these generalizations as random combinatorial complexes (See [26] for
a survey). It turns out that the Erdo˝s -Rényi threshold for connectivity can be generalized to that of
“homological connectivity”, where the higher homology groups Hk become trivial.
In parallel to the study of combinatorial complexes, a line of research was established for random
geometric complexes [3, 5, 24, 42, 43]. This type of complexes generalizes the model of the random
geometric graph G(n, r) (introduced in [18]), where vertices are placed at random in a metric-measure
space, and edges are included based on proximity (see [38]). The main differences between the geometric
and the combinatorial models are twofold. Firstly, in geometric complexes edges and faces added are
no longer independent. Secondly, as we shall see in this paper, in geometric complexes the topology
of the underlying metric space plays an important role in the behavior of the complex, whereas in the
combinatorial models there is no underlying structure. In this paper we focus on the random Cˇech
complex C(n, r) generated by taking a random point process of size n, and asserting that k + 1 points
span a k-simplex, if the balls of radius r around them have a nonempty intersection.
Similarly to the study of combinatorial models, we examine the behavior of geometric complexes in the
limit when n→∞ and r = r(n)→ 0. The work in [7] established the first rigorous statement about
the phase transition describing homological connectivity in random Cˇech Complexes generated over the
d-dimensional flat torus Td. The main goal of this paper is to extend these results from the flat torus
to general d-dimensional compact Riemannian manifolds. Note, that as opposed to the combinatorial
models, for the Cˇech complex, we do not expect homology to become trivial in the limit, but rather to
become isomorphic to that of the underlying manifold.
In addition to its mathematical value, the study of random geometric complexes is motivated by
applications in engineering and statistics. A rising area of research called Topological Data Analysis
(TDA), or Applied Topology, focuses on utilizing topology in data analysis, machine learning, and
network modeling (see [9, 44, 41] for an introduction). The main idea is to use topological features
(e.g. homology, Euler characteristic, persistent homology) as a “signature” for various types of complex
high-dimensional data. Geometric complexes are used often in TDA to translate data points into a
combinatorial-topological space, which in turn can be fed into a software algorithm that calculates its
relevant topological properties. It is therefore desired to develop a solid statistical theory for geometric
complexes (see e.g. [2, 6, 10, 35]), and an imperative part of this effort is to develop its probabilistic
foundations (see e.g. [1, 4, 12, 37]). Most of the results on random geometric complexes and graphs to
date have been studied for point processes in a Euclidean space. In applications, however, it is commonly
assumed that the data lie on (or near) a manifold. The results and methods in this paper provide an
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important gateway to analyzing such cases. In particular the threshold for homological connectivity
is related to the problem of ‘topological inference’ [35, 36], where the goal is to recover topological
properties of a manifold from a finite sample.
Main Result
The main result of this paper is the generalized version of Theorem 5.4 in [7]. In the following we
assume that M is a d-dimensional compact Riemannian manifold, and Pn is a homogeneous Poisson
process on M with intensity n (see definition in Section 2.3). With no loss of generality, and to shorten
notation, we will assume that Vol(M) = 1 as this will only affect the results by an overall scaling
constant. In this case, we define Λ := nωdrd, where ωd is the volume of a unit ball in the d-dimensional
Euclidean space Rd. For small r > 0 this quantity approximates the expected number of points inside
a ball of radius r, and can be thought of as measure of density for the process (when Vol(M) 6= 1
this should be nωdrd/Vol(M)). The following result is the main theorem of this paper, which is the
Riemannian analog of Theorem 5.4 in [7], describing the phase transition for homological connectivity
in terms of Λ.
Theorem 1.1. Suppose that as n→∞, w(n)→∞. Then, for 1 ≤ k ≤ d− 1
lim
n→∞P (Hk(C(n, r))
∼= Hk(M)) =
1 Λ = log n+ k log logn+ w(n),0 Λ = log n+ (k − 2) log log n− w(n),
Notice that in [7] we further required that w(n) log log log n. The generalized proof we use in this
paper allows us to avoid this condition. While the result in Theorem 1.1 is not tight, it does provide
a good estimate for the exact threshold. For instance, we can deduce that the exact threshold for Hk
occurs at Λ = log n+ αk log logn, with αk ∈ [k − 2, k] (see the discussion in Section 10). Notice that
there are two homology groups which are not covered by this theorem - H0 and Hd. For H0, which
describes the connectivity of the underlying random geometric graph, it is known that the threshold
occurs around Λ = 2−d log n.2 As for Hd, using the Nerve Lemma 2.2 and coverage arguments [16],
the threshold can be shown to be Λ = log n+ (d− 1) log log n.
Comparing to the results on combinatorial complexes in [25, 30], the main difference here is that
the phase transition for connectivity cannot be considered as a special case of the higher dimensional
homological connectivity, but rather occurs much earlier. Thus, we observe two main stages - the first
one is for connectivity (H0), and the second one for all other homology groups (Hk, k ≥ 1). Within the
second stage we observe that the different homologies vanish in an orderly fashion. These observations
are discussed in detail in [7].
2This result is proved only for the torus, but similar techniques as we use in this paper could be used to extend it to the
general Riemannian case as well.
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Outline of the proof
The proof of Theorem 1.1, has a similar outline to the one in [7], but with considerable geometric
adjustments required for the Riemannian case. In fact, the approach we use here for addressing the
general setting turns out to be powerful by allowing us to (a) weaken some of the conditions required in
[7], and (b) prove many other statements for random Cˇech complexes in the Riemannian setting.
In the remaining of this section we wish to outline the steps required for the proof. The first of these is
based on the following Pro about the expected Betti numbers of C(n, r), denoted by βk(r). This is a
Riemannian analogue of Proposition 5.2 in [7].
Proposition 1.2. Let Λ→∞ and r → 0, in such a way that Λr → 0. Then, for every 1 ≤ k ≤ d− 1
there exist constants ak, bk (that depend on the metric g as well), such that
aknΛ
k−2e−Λ ≤ E {βk(r)} ≤ βk(M) + bknΛke−Λ.
Notice that the original version in [7], stated for the flat torus, does not require the assumption that
Λr → 0. Even though this condition is necessary to extend the statements to the non-flat case, it does
not affect the result in any of the radii of interest for us, since for Λ log n the manifold is covered
with high probability which implies that C(n, r) 'M .
The proof of proposition 1.2 will be split between Section 6 for the upper bound, and Section 7 for
the lower bound. The proof of the upper bound makes use of a special variant of Morse theory for the
distance function, which we will discuss in detail later. The main idea is to use the Morse inequalities
to obtain an upper bound on the Betti numbers βk(r) from the number of index k critical points of an
appropriate Morse function. To prove the lower bound, we search for special configurations named
“Θ-cycles” (introduced in [7]), which are guaranteed to generate nontrivial k-cycles in homology. Then,
by counting these we obtain a lower bound on βk(r). The proof of Proposition 1.2 also covers the upper
part of the phase transition in Theorem 1.1. To prove the lower part, in addition to the first moment
bound provided in proposition 1.2, we need to use a second moment argument, which will be discussed
in Section 8. In Section 9 we will put together all the parts of the proof for Theorem 1.1. Before we get
to the proofs, we need to provide various statements that will allow us to carry out the calculations in the
general Riemannian setting. This will be done in Sections 2-5.
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2 Preliminaries
2.1 Homology
In this section we introduce the concept of homology in an intuitive rather than a rigorous way. A com-
prehensive introduction to the topic can be found in [21, 34]. The reader familiar with the fundamentals
of algebraic topology is welcome to skip to section 2.2.
Let X be a topological space, the homology of X is a sequence of abelian groups denoted {Hi(X)}di=0.
In this paper, we will assume that homology computed with field coefficients, and then the homology
groups H∗(X) are in fact vector spaces. This sequence of vector spaces encapsulates topological
information about X in the following way. The basis elements of H0(X) correspond to the connected
components of X , and for k ≥ 1 the basis elements of Hk(X) correspond to (nontrivial) k-dimensional
cycles. Loosely speaking, a nontrivial k-dimensional cycle in a manifold M can be thought of as the
boundary of a k + 1-dimensional solid, such that the interior of the solid is not part of M . The Betti
numbers are defined as βk(X) = dim(Hk(X)), namely they are the number of linearly independent
k-dimensional cycles in X .
For example, for the d-dimensional sphere Sd we have β0(Sd) = βd(Sd) = 1, while βk(Sd) = 0 for
k 6= 0, d. Another example is the 2-dimensional torus T2 that has β0(T2) = 1 (a single component),
β1(Td) = 2 (two essential “loops”), and β2(T2) = 1 (the boundary of the 3D solid). See Figure 1
Figure 1: The 2D torus T2. We observe the two loops generating H1, while the entire 2D surface
generates H2.
2.2 The Cˇech complex
The Cˇech complex we study in this paper, is an abstract simplicial complex constructed from a finite set
of points in a metric space in the following way.
Definition 2.1. Let P = {p1, p2, . . . , pn} be a collection of points in a metric space, and let r > 0 and
let Br(x) be the ball of radius r around x. The Cˇech complex Cr(P) is constructed as follows:
1. The 0-simplexes (vertices) are the points in P .
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2. A k-simplex [pi0 , . . . , pik ] is in Cr(P) if
⋂k
j=0Br(pij ) 6= ∅.
Figure 2: A Cˇech complex generated by a set of points in R2. The complex has 6 vertices (0-simplexes),
7 edges (1-simplexes) and a single triangle (a 2-simplex).
Associated with the Cˇech complex Cr(P) is the union of balls used to generate it (in the underlying
metric space), which we define as
(2.1) Br(P) =
⋃
p∈P
Br(p).
The spaces Cr(P) and Br(P) are of a completely different nature. Nevertheless, the following lemma
claims that they are very similar in the topological sense. This lemma is a special case of a more general
topological statement originated in [8] and commonly referred to as the ‘Nerve Lemma’.
Lemma 2.2 (The Nerve Lemma). Let Cr(P) and Br(P) as defined above. If for every pi1 , . . . , pik the
intersection Br(pi1) ∩ · · · ∩Br(pik) is either empty or contractible (homotopy equivalent to a point),
then Cr(P) ' Br(P), and in particular,
Hk(Cr(P)) ∼= Hk(Br(P)), ∀k ≥ 0.
Consequently, for sufficiently small r, we will sometimes be using Br(P) to make statements about
Cr(P). This will be very useful especially when coverage arguments are available. Note that in Figure 2
indeed both Cr(P) and Br(P) have a single connected component and a single hole.
2.3 The Poisson process
In order to make a Cˇech complex Cr(P) random, we generate the point set P at random. In this paper
we will use the model of a homogeneous Poisson process. Let M be a compact Riemannian manifold,
and let X1, X2, . . ., be a sequence of i.i.d. (independent and identically distributed) random variables,
distributed uniformly on M with respect to the Riemannian volume measure. Let N ∼ Poisson (n) be
a Poisson random variable, independent of the Xi-s, and define the spatial Poisson process Pn as
Pn = {X1, X2, . . . , XN} .
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In other words, we generate a random number N and then pick the first N random points generated on
M . Notice that we have E {|Pn|} = n, so while the number of points is random its expected value is
n. For every subset A ⊂ M we define Pn(A) = |Pn ∩A|, i.e. the number of points lying in A. The
process Pn can be equivalently defined as the process that satisfies the following properties:
1. For every subset A ⊂M the number of points in A has a Poisson distribution. More specifically:
Pn(A) ∼ Poisson (nVol(A)/Vol(M)).
2. If A,B ⊂M are two disjoint sets (A∩B = ∅) then the variables Pn(A),Pn(B) are independent.
The last property of the Poisson process is known as “spatial independence” and it is the main reason
why the Poisson process such a convenient model to analyze.
In this paper we study the random Cˇech complex C(n, r) := Cr(Pn). To shorten notation, from here
on we will use Cr to refer to C(n, r). As mentioned earlier, throughout the paper we will assume that
Vol(M) = 1, to simplify the calculations.
3 Riemannian Geometry Ingredients
In this section we wish to provide the reader with a brief review of Riemannian geometry, which will
be used throughout this paper. There are many good textbooks on the subject, for a comprehensive
introduction see for example [11], [39], or [28].
3.1 A quick intro to Riemannian geometry
A Riemannian manifold is a pair (M, g), where M is a smooth manifold and a smoothly varying metric
g : TpM × TpM → R, where TpM is the tangent space to M at a point p. The metric yields a smoothly
varying inner product in the tangent space TpM at any point p ∈M . Hence, it can be used to define the
norm of a tangent vector, as well as angles between tangent vectors at the same point. Using the notion
of norm |v| = √gp(v, v) of a vector v ∈ TpM one can define the length `(γ) of a path γ : I ⊂ R→M
by simply integrating its velocity, i.e.
`(γ) =
∫
I
|γ˙(t)| dt,
where γ˙(t) ∈ Tγ(t)M denotes the tangent vector to γ at γ(t), for t ∈ I . Given two points p, q ∈ M
one can define the distance dist(p, q) as the infimum of the length over all paths connecting p and q.
A Riemannian manifold is called complete if for any two points p, q ∈M there is a curve connecting
them which minimizes the distance, i.e. the infimum length is achieved. These minimizing curves are
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called geodesics. Notice that every compact manifold is also complete, and moreover, by the theorem of
Hopf and Rinow [22] it is also a complete metric space. Hence, the definitions of the Poisson process
and the Cˇech complex described above are valid.
The local invariants of a Riemannian metric g are encoded in its curvature. We shall now introduce
this in a way that will be useful for us later. Given a point p ∈M one can consider the geodesics that
pass through p at time t = 0 with velocity vector a given vector v ∈ TpM . The geodesic equations
are a system of second order differential equations and a simple application of Picard’s existence
and uniqueness theorem shows that these geodesic are unique, and we denote them by γv(t). We
can then consider a map expp : TpM → M , called the exponential map at p, which assigns to each
vector v ∈ TpM the position at which the unique geodesic starting at p with velocity v is at time
1, i.e. expp(v) = γv(1). The derivative of expp at the origin in TpM is the identity and so, by the
inverse function theorem, expp is a local diffeomorphism of a small ball around 0 ∈ TpM to a small
neighborhood of p ∈M . As a consequence, one can use the exponential map to define local coordinates
around p. For instance, fixing an orthonormal basis for TpM one obtains coordinates on TpM , which
can be regarded as local coordinates (x1, ..., xd) around p. These are the so called geodesic normal
coordinates and have the following properties. The point p corresponds in this coordinates to the point
(0, . . . , 0). Any geodesic through p corresponds to a straight line passing through the origin (0, ..., 0)
and intersects the spheres Sr(p) = {(x1, ..., xd) |(x1)2 + ... + (xd)2 = r2} orthogonally. In these
coordinates, the metric can be written as g = gijdxi ⊗ dxj , with
(3.1) gij = δij +
1
3
Rikljx
kxl +O(|x|3),
where δij is the Kronecker delta. The second order terms, i.e. Riklj , in the Taylor expansion above, form
the Riemann curvature tensor at p. We note that here, as well as later in the paper, we use Einstein’s
notation for summation, where by aibi we mean the sum
∑
i aib
i. We refer the reader to any textbook
on Riemannian geometry for all that was described above. In what follows we shall give a self contained
exposition of all the geometric input needed. This will be mostly derived in the rest of this section and
the appendix.
3.2 Notation
In this paper we restrict to the case when (M, g) is a compact Riemannian manifold. For convenience,
we will sometimes use 〈·, ·〉p to denote the inner product of tangent vectors at a point p ∈M (instead of
g). Next, for P ⊂M and r > 0, we define the following:
• Br(p) = the closed ball of radius r around p.
• Sr(p) = the sphere of radius r around p.
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• Br(P) =
⋃
p∈P Br(p) - the union of balls.
• B∩r (P) =
⋂
p∈P Br(p) - the intersection of balls.
3.3 Approximations of Riemannian volumes
Throughout the proofs in this paper, we will need to approximate volumes for subsets of Riemannian
manifolds, and compare them to their Euclidean counterparts. In this section we introduce the Rie-
mannian normal coordinates and use them to provide the main inequalities that we will use for that
purpose. The proofs for the statements in this section appear in Appendix A. For an exposition of the
background leading to these see for example [28, 39]. A particularly nice exposition of Riemannian
normal coordinates can be found in [40].
Let p ∈ M and (x1, ..., xd) be geodesic normal coordinates centered at p. Then, in the domain of
definition of these coordinates the metric can be written as g = gijdxi ⊗ dxj , with gij as in (3.1). Then,
there is a canonical measure on M induced by the Riemannian density which is given by
|dvolg| =
√
|det(gij)| |dvolgE | ,
where |dvolgE | =
∣∣dx1 ∧ ... ∧ dxd∣∣ = dx1 . . . dxn is the density associated with the Euclidean metric
with gE = δijdxi ⊗ dxj . For more on densities in Riemannian manifolds see, for example, pages
304–306 in [29]. In this section we will prove various inequalities that relate geometric quantities
associated with g to those associated with gE . The first ingredient we need is the computation of the
Riemannian density
√|det(gij)| using equation (3.1),
(3.2)
√
|det(gij)| = 1− Ricij
3
xixj +O(|x|3),
where Ricij = −
∑
k Rikkj is known as the Ricci curvature tensor at p. Using this expression for the
Riemannian density it is easy to show that the volume of a normal ball Br(p) = {(x1, ..., xd) | (x1)2 +
...+ (xd)2 ≤ r2} can be written as:
(3.3) Vol(Br(p)) = ωdrd
(
1− s(p)
6(d+ 2)
r2 +O(r3)
)
,
where ωd is the volume of an Euclidean d-dimensional ball of radius 1, and s(p) denotes the scalar
curvature s(p) =
∑
iRicii at p. Similarly, one can compute the volume of a normal sphere to be
(3.4) Vol(Sr(p)) = dωdrd−1
(
1− s(p)
6d
r2 +O(r3)
)
.
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In the following, we will make use of equations (3.3)–(3.4) in order to get bounds on these volumes
for small values of r. Notice that we can write |dvolg| in polar coordinates as |dvolg| = dr
∣∣dvolSr(p)∣∣,
where dvolSr(p) denotes the volume form of the induced metric on the Sr(p), and by
∣∣dvolSr(p)∣∣ we
simply mean that we regard it as a density. In the Euclidean case, dvolgE = r
d−1dr ∧ dvolSd−1 , where
Sd−1 is the unit round sphere. The following result compares dvolSr(p) with rd−1 dvolSd−1 , for a given
Riemannian metric g.
Lemma 3.1. Let (M, g) be a compact Riemannian manifold. Denote by |Ricp| = supv∈TpM\0 |Ric(v,v)||v|2
the norm of the Ricci tensor at p ∈M . Then, for any ν > 0 there exists rν > 0 such that for all r ≤ rν
and for all p ∈M , we have
rd−1
(
1− |Ricp|+ ν
3
· r2
)
|dvolSd−1 | ≤
∣∣dvolSr(p)∣∣ ≤ rd−1(1 + |Ricp|+ ν3 · r2
)
|dvolSd−1 | ,
on Br(p). Moreover, rν depends continuously on ν.
Corollary 3.2. For ν > 0, let smin(ν) = infp∈M s(c)6(d+2) − ν and smax(ν) = supp∈M s(c)6(d+2) + ν. Then,
for all ν > 0 there exists rν > 0, such that for all r ≤ rν
ωdr
d
(
1− smax(ν)r2
) ≤ Vol(Br(p)) ≤ ωdrd (1− smin(ν)r2) .
Lemma 3.3. Let (M, g) be a compact Riemannian manifold. Then, for all ν > 0 there is rν > 0, such
that for all p ∈M and r ≤ rν , we have
(1− νr2) |dvolgE | ≤ |dvolg| ≤ (1 + νr2) |dvolgE | ,
on Br(p), for all p ∈M .
Note, that we can take rν in both lemmas above to be the same (by taking the minimum of the two).
The following lemma is an immediate consequence of the above. The last comparison we will need is
between the union of Riemannian balls and Euclidean ones centered at the same points. The statement
requires a little bit of notation. For small r > 0 and p1, p2 at distance at most 2r from each other, we let
p be the midpoint of the minimizing geodesic connecting p1 to p2. Next, fix the Riemannian normal
coordinates (x1, . . . , xd) centered at p, which induce a Euclidean metric gE = δijdxi ⊗ dxj . In the
domain of definition of gE we will use BEs (q) to denote the s-ball centered at q, where s is measured
using the metric gE .
Lemma 3.4. Let (M, g) be a compact Riemannian manifold. Then, there exist ν > 0 and rν > 0 such
that for every r < rν and any two points p1, p2 with dist(p1, p2) < 2r we have,(
BE(1−νr)r(p1) ∪BE(1−νr)r(p2)
)
⊂ (Br(p1) ∪Br(p2)) ⊂
(
BE(1+νr)r(p1) ∪BEC(1+νr)r(p2)
)
.
Note that the values of rν in the previous two lemmas can be chosen independently of each other.
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4 Morse theory for the distance function
In this section we use the results in [17] to develop the framework which will allow us to justify various
Morse theoretic arguments later. For an introduction to Morse theory see [33]. Briefly, developing a
Morse theoretic framework will allow us to study the homology of the Cˇech complex by examining
critical points for the corresponding distance function (defined below).
Recall that for x, y ∈M we define dist(x, y) to be the geodesic distance between x and y with respect
to the metric g. For p ∈M we define ρp : M → R+0 to be the function ρp(x) := dist(p, x). If P ⊂M
is a finite set, we define the distance function ρP : M → R+0 as:
ρP(x) := min
p∈P
ρp(x).
We shall now establish Morse theory for the function ρP , using the framework of Morse theory for
min-type functions developed in [17]. We start by showing that for any finite set P the function ρ2P is a
Morse min-type function, namely that at every point we can write ρ2P as a minimum of finitely many
smooth Morse functions.
Lemma 4.1. Given a compact Riemannian manifold (M, g) there exists rmt > 0 such that for every
P ⊂M the function ρ2P is a Morse min-type function on Brmt(P).
Proof. For any p ∈M , there exists rp > 0 such that the function ρ2p(·) is smooth, Morse, and strictly
convex on Brp(p). Since the metric g is smooth we can choose rp continuously in p ∈M , and since M
is compact we can define rmt := minp∈M rp > 0. The result follows.
Now that we established that ρ2P is a Morse min-type function, we want to explore its critical points.
Similarly to the Euclidean case (cf. [3]), critical points of index k are generated by subsets Y ⊂ P
containing k + 1 points, and are located at the “center” of the set. While in the Euclidean case the
center of Y is simply taken to be the center of the unique (k − 1)-sphere that contains Y , in the general
Riemannian case we need to carefully define the notion of a center.
4.1 The center and radius of a set.
Let Y be a finite subset of M and define:
E(Y) := {x ∈M | ρp1(x) = ρp2(x) = · · · = ρpk(x))},
Er(Y) := E(Y) ∩Br(Y).
In other words, E(Y) is the set of all points that are equidistant from Y , and Er(Y) is its restriction to a
small neighborhood around Y . We say that a subset Y is generic if E(Y) 6= ∅, and the zero level sets of
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the k− 1 functions ρ2pi(·)− ρ2p1(·) intersect transversely3 in B∩rmt(Y). This guarantees that for a generic
set the intersection Ermt(Y) is a smooth submanifold of dimension d− k + 1.
Lemma 4.2. There exists a positive rmax < rmt such that if Y ⊂ M is a finite generic subset with
Ermax(Y) 6= ∅, then there exists a unique point c(Y) ∈M such that for all p ∈ Y ,
(4.1) ρp(c(Y)) = inf
x∈E(Y)
ρY(x).
In that case, we define ρ(Y) := ρY(c(Y)), and we will refer to c(Y) and ρ(Y) as the center and radius
of the set Y , respectively.
Proof. Since Y ⊂M is generic, Ermt(Y) is a nonempty smooth submanifold of dimension d− k + 1.
Moreover, in Ermt(Y) we know that ρY ≤ rmt, with equality attained only on the boundary. Thus, as
Ermt(Y) is bounded and ρ(Y) is continuous, there is a minimum c(Y) of ρ(Y) in Ermt(Y). Moreover,
since in E(Y)\Ermt(Y) we have ρY > rmt, then c(Y) is actually a global minimum of ρY |E(Y). In
addition, it follows from the definition of E(Y) that for any p ∈ Y we have ρY |E(Y) ≡ ρp|E(Y), and so
equation (4.1) holds.
To prove that c(Y) is unique, we use Lemma C.1 in Appendix C. This lemma shows that for r′ ≤ rmt
sufficiently small Er′(Y) approaches a totally geodesic submanifold, as the Riemannian distance
functions approach the Euclidean ones, and therefore the restriction of ρp to Er′(Y) is strictly convex.
As a consequence, ρp has a unique minimum in Er′(Y). Since ρY |E(Y) ≡ ρp|E(Y) (for any p ∈ Y), and
since ρY > r′ on E(Y)\Er′(Y), we conclude that c(Y) is the unique minimum of ρY in E(Y). Since
M is compact so is Mk, for k ∈ N, hence we can minimize the value of r′ over all k-tuples Y ⊂M as
in the statement. From here on we will define rmax to be this minimum value of r′.
Remark 4.3. Given rmax as in Lemma 4.2 we have that:
• For any P , ρ2P is a Morse min-type function on Brmax(P).
• For every Y ⊂ P with Ermax(Y) nonempty, c(Y) is uniquely defined.
• For r ≤ rmax, the exponential map expp is always defined for v ∈ TpM with |v| ≤ r.
Remark 4.4. In the 1920’s Cartan used a different way to associate a center to a finite set of points in a
negatively curved Riemannian manifold, called the center of mass. This definition could be adapted
to our context as follows. By the definition of rmax, for each p ∈ Y the function ρp is strictly convex
in Ermax(Y). Thus, the function maxp∈Y ρp(·) is strictly convex in B∩rmax(Y), and achieves a unique
minimum there. This minimum is defined to be the center of mass cm(Y). We point out that in general,
the center of mass need not be the same as a center c(Y) we defined above, and does not serve our
purposes.
3Two submanifolds N1 and N2 of M are said to intersect transverly at a point p, if TpN1 + TpN2 = TpM . They are said
to intersect transversely if they intersect transversely at all points p ∈ N1 ∩N2.
12
4.2 Critical points for the distance function.
In classical Morse theory, the critical points of a functions are those points where the gradient ∇f is
zero. The index of a critical point is the number of negative eigenvalues of the Hessian Hf , which can
be thought of as the number of independent directions we can leave the critical point along which the
function values will be decreasing. Consequently, critical points of index 0 are the minima, and if f is
defined over a d-dimensional manifold, then critical points of index d correspond to the maxima. We now
wish to investigate the critical locus of ρ2P in an analog fashion. However, since ρ
2
P is non differentiable,
definitions of critical points have to be adjusted. We start by noticing that ρ2P is nonnegative and vanishes
precisely at the points p ∈ P . Thus, P is the set of minima, or index 0 critical points, of ρ2P . To find the
critical points of higher index, we will use the results of [17], which require the following definition.
Definition 4.5. Let Y = {y1, . . . , yk} ⊂M and p ∈M , then we define the polytope in ∆(Y) ⊂ TpM ,
given by
∆(Y) := conv({∇ρ2yi(p)}ki=1),
where conv(·) means convex hull, and ∇ρ2yi is the gradient of ρ2yi , defined as the unique vector field
such that g(∇ρ2yi , v) = dρ2yi(v), for any vector field v.
The critical points of ρ2P are then characterized by the following Proposition.
Proposition 4.6. Let c ∈M be a critical point of ρ2P . Then, c has index k if and only if there exists a
set Y ⊂ P of k + 1 points such that:
1. c(Y) = c, where c(Y) is the center of Y (see Lemma 4.2),
2. ∆(Y) ∈ TcM contains the origin 0 ∈ TcM ,
3. B(Y) ∩ P = Y .
Figure 3 depicts the conditions in the last proposition.
Proof. Let c be a critical point of the min-type function ρ2P and suppose that the minimal representation
of ρ2P in a neighborhood of c is of the form
ρ2P(·) = min
i=1,...,k+1
ρ2yi(·).
Denoting Y = {y1, . . . , yk+1}, and given that the representation above is minimal, at c we must have
ρy1(c) = ... = ρyk+1(c). In addition, using the definition of critical points of a min-type function from
[17], we have that c is a critical point of each ρyi restricted to the smooth d − (k − 1) dimensional
submanifold:
E(Y) ∩Brmax(c) = {p ∈ Brmax(c) | ρy1(p) = ... = ρyk+1(p)}.
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However, by the definition of rmax, each distance function is strictly convex on Ermax(Y), and so has a
unique critical point (a minimum) which is c(Y) by definition. Hence, by [17] the index Ic of c = c(Y)
is
Ic(ρ) = k + Ic(ρ|E(Y)) = k.
The second and third conditions are now immediate from the definition of a critical point of a min-type
function in [17]. Conversely, if the conditions in the statement hold, then it immediately follows from the
definition of a critical point of a Morse min type function in [17] that c is an index k critical point.
Figure 3: Critical points of index 2 in R2. The blue points are the points of P . We examine three
subsets of P: Y1 = {y1 , y2 , y3}, Y2 = {y4 , y5 , y6}, and Y3 = {y7 , y8 , y9}. The orange x’s are the
centers c(Yi) = ci. The shaded balls are B(Yi), and the interior of the triangles are ∆(Yi). The arrows
represent the flow direction. For Y1 both conditions in Proposition 4.6 hold and therefore c1 is a critical
point. However, for Y2 condition (2) does not hold, and for Y3 condition (3) fails, therefore c2 and c3
are not critical points.
Remark 4.7. If c ∈M is a critical point of ρ2P with Y ⊂ P , and c(Y) = c as in proposition 4.6. Then,
c is not only a center c(Y) - it is also the center of mass cm(Y). However, this only true for critical
points.
Remark 4.8. In [17], the gradient of ρ2P at a point p ∈ M is defined to be ∆(Y), where Y =
{y1, . . . , yk} forms a minimal representation of ρP in a neighborhood of p, i.e. ρ2P(·) = mini ρ2yi(·).
This definition of a critical point was first used (in an implicit way) in the work of Grove and Shiohama
in [20] and also in that of Gromov in [19]. One could have equally defined ∆∗(Y) ∈ T ∗pM as the
convex hull of the 1-forms {dρyi(·)}k+1i=1 . Then, the conditions 2 and 3 in the previous proposition have
trivial analogues for ∆∗(Y). We have chosen to work with ∆(Y) rather than its dual in order to more
closely follow the definitions in [17].
Now that we have defined the critical points and their index, Morse theory (and in particular the
inequalities discussed in Section 4.3) for ρ2P follows from [17]. In particular, we can deduce the role of
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these critical points in generating the homology of the sublevel sets,
ρ−1P (0, r) = Br(P),
which are homotopy equivalent to Cr(P). While we have considered ρ2P , since the sublevel sets of both
ρP and ρ2P are the same union of balls (just at different levels), everything we discussed applies the same
way to ρP . Thus, from here own we shall refer about critical points and Morse theory for ρP , referring
to the definitions we provided for ρ2P .
4.3 Morse inequalities.
In proving the main results of this paper, we will make use Morse inequalities. In this section we present
the version of these inequalities for Morse min-type functions which we shall apply to ρ2P . The proof
uses a standard argument in algebraic topology and the reader unfamiliar with the basics of the subject
is welcome to skip to remark 4.10.
Let f be a min-type Morse function, and define:
Ck(a, b) := # critical points c of index k, such that a < f(c) ≤ b
The following lemma provides a slightly less standard version of the Morse inequalities.
Lemma 4.9. Let f : M → R be a Morse min-type function. For a ∈ R denote Ma := f−1(−∞, a].
Then, for all k ∈ N the following inequalities hold
(4.2) βk(Ma)− βk(M) ≤ Ck+1(a,+∞).
Proof. Using the approximation results of [17] there is no loss of generality to restrict to the case when
f is a standard Morse-Smale function. Then, we consider the long exact sequence in homology for the
pair (M,Ma), namely
· · · → Hk+1(M)→ Hk+1(M,Ma) δ−→ Hk(Ma) i−→ Hk(M)→ · · ·
The exactness of this sequence yields
βk(Ma) = dimHk(Ma) = dim(Im(i)) + dim(ker(i))
= dim(Im(i)) + dim(Im(δ))
≤ dim(Hk(M)) + dim(Hk+1(M,Ma)).
This proves that βk(Ma) − βk(M) ≤ βk+1(M,Ma). The statement then follows from the standard
Morse inequalities applied to f |M\Ma , stating that βk+1(M,Ma) ≤ Ck+1(a,+∞).
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Remark 4.10. Applying Lemma 4.9 to the function ρ2P we have Mr = ρ
−1
P (−∞, r] = Br(P). Then,
using the Nerve Lemma 2.2 we have βk(Mr) = βk(Cr(P)) and so
(4.3) βk(Cr(P))− βk(M) ≤ Ck+1(r,+∞),
where Ck+1(r,∞) denotes the number of index k + 1 critical points c of ρ2P with ρ2P(c) > r2.
5 Change of variables (Blaschke-Petkantschin-type Formula)
To prove the main results in this paper we will need to evaluate probabilities related to the existence
of certain critical points. These computations often result in complicated integral formulae. In this
section we present a change-of-variables technique that simplifies these calculations significantly. This
technique can be thought of as a Riemannian generalization of the Blaschke-Petkantschin formula that
appeared in [13, 32]. We start by introducing some useful notation.
• Gr(k, d) denotes the Grassmannian of k-planes in a d-dimensional real vector space. When
we pick local coordinates, there is a fixed isomorphism Rd ∼= TcM . Then, we may refer to
Gr(k, TpM) when we want to emphasize the fact that we are parametrizing k-planes in the
tangent space to M at p.
• Pick normal coordinates (x1, . . . , xd) centered at p ∈M associated with an orthonormal frame
{(∂xi)c}di=1 of TpM . For V ∈ Gr(k, TpM) and r > 0, we define Sr(V ) ⊂ M to be the image
under the exponential map of (k − 1)-dimensional sphere of radius r centered at the origin
and equipped with the induced metric from g. In addition, we denote by Sr(V ) the sphere of
radius r equipped with the Euclidean metric gE = δijdxi ⊗ dxj . Notice that as a manifolds
Sr(V ) = Sr(V ) by the Gauss lemma, the goal of the notation is to distinguish the metrics with
which they are equipped.
• We define 1r : 2M → {0, 1} as,
1r(Y) := 1 {Ermax(Y) 6= ∅ and ρ(Y) ≤ r} ,
where 1 {·} stands for the indicator function.
• Subsets of M will be referred to as either Y ⊂M or y ∈Mk, depending on the context. To keep
notation simple, we will allow functions defined on 2M (such as c(·), ρ(·),1r(·)), to be applied to
y ∈Mk as well.
• Given Y = {y1, . . . , yk} ⊂ M with well defined center c = c(Y) we let vi ∈ TcM be such
that yi = expc(vi), in particular |vi| = ρ(Y). Let (x1, . . . , xd) be normal coordinates such
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that the (∂xi)c form an orthonormal frame of (TcM, 〈·, ·〉). Suppose the k-vectors vi lie in a
(k − 1)-dimensional vector subspace V ⊂ TcM (this will be shown to be the case in the proof of
Lemma 5.1), then they generate a (k − 1)-dimensional parallelogram. For u ∈ R+, let Υu(v),
for v = (v1, . . . , vk), be the (k − 1)-volume of the parallelogram generated by the u vi|vi| in TcM .
Moreover, notice that this is a homogeneous function of degree (k − 1) in u.
The following lemma will be useful for us in the proofs of the main results. The main idea is that
instead of integrating over tuples y ∈ Mk+1, we can perform a change of variables so that we first
choose a (k − 1)-sphere on which the points will be placed (with center c and radius u), and then we
place k + 1 points on that sphere.
Lemma 5.1. Let P and rmax be as in the discussion above, and let r < rmax. Then, there is
an invariant measure dµk,d on Gr(k, d), such that for any smooth f : M
k+1 → R, the integral∫
Mk+1 f(y)1r(y) |dvolg(y)| can be written as:∫
M
|dvolg(c)|
∫ r
0
du udk−1
∫
Gr(k,TcM)
dµk,d(V )
×
(
k+1∏
i=1
∫
S1(V )
√
det(gexpc(uwi))
∣∣dvolS1(V )(wi)∣∣
)
Υd−k1 (w)f(expc(uw)),
(5.1)
where w = (w1, ..., wk+1) ∈ (S1(V ))k+1, Υ1(w) the k-volume of the parallelogram generated by the
w in TcM , and dvolS1(V ) is the Riemannian measure of the Euclidean unit sphere in V .
Proof. We start by noticing that since r < rmax the center c = c(y), as in Lemma 4.2, is well-defined
and such that the points in y are all at the same distance u ≤ r from c. Hence, the points lie in a normal
sphere centered at c, and can be written as yi = expc(vi), for some vi ∈ TcM with |vi| = u. We will
show below that these vi-s lie in a k-dimensional subspace V ⊂ Tc(y)M . In this case, (5.1) is the result
of integrating first over the center point c, then over the possible distances u = ρ(y) ∈ [0, r], then
over all possible k-dimensional subspaces V in TcM containing the vectors vi, and finally, over the
(k − 1)-spheres in V , where the vi-s live. Next, we will justify (5.1) by examining how the measures
change under this reparametrization.
Given the center c = c(y) and fixing normal coordinates (x1, . . . , xd) centered in c, we have
dvolg(y) =
k+1∧
i=1
dvolg(yi) =
k+1∧
i=1
√
|det(gyi)| dx1(yi) ∧ . . . ∧ dxd(yi)
=
k+1∏
i=1
√
|det(gyi)|
k+1∧
i=1
dx1(yi) ∧ . . . ∧ dxd(yi).
Now let u denote the distance between yi and c, then we have that yi = expc(vi) = expc(u
vi
|vi|), for
some vi ∈ TcM . In fact, in the coordinates (x1, . . . , xd) we have vi =
∑d
j=1 x
j(yi)
(
∂
∂xi
)
c
. Then,
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using the Euclidean version of the Blaschke-Petkantschin formula [32] in the coordinates (x1, . . . , xd)
we have
|dvolg(y)| =
(
k+1∏
i=1
√∣∣det(gexpc(vi))∣∣
)
Υd−ku (v) |dvolg(c)| du dµk,d(V )
∣∣∣∣∣
k+1∧
i=1
dvolSu(V )(vi)
∣∣∣∣∣ .
Recall that Υu(v) denotes the k-volume of the parallelogram spanned by the vi-s in V ⊂ TcM , measured
using the Euclidean metric on V induced by taking the ∂xi to form an orthonormal frame on TcM .
Equivalently, if we choose the coordinates (x1, . . . , xd) so that {(∂xi)c}di=1 forms an orthonormal
frame of (TcM, 〈·, ·〉c), then Υu(v) is simply the k-volume of the parallelogram spanned by the vi-s in
TcM . In particular, Υu is homogeneous of degree k in u, so that Υu = ukΥ1. Similarly dvolSu(V ) is
homogeneous of degree k − 1, and therefore dvolSu(V ) = uk−1 dvolS1(V ). Putting it all together we
have
|dvolg(y)| = |dvolg(c)|udk−1du dµk,d(V )
∣∣∣∣∣
k+1∧
i=1
√∣∣det(gexpc(vi))∣∣ dvolS1(V )( vi|vi|
)∣∣∣∣∣ Υd−k1 (v),
Finally, note that yi = expc(vi) = expc(u
vi
|vi|), and by setting wi =
vi
|vi| we obtain (5.1).
To complete the proof, we need to show that v1, . . . , vk+1 lie in a k-dimensional subspace of TcM .
We start by showing that vi = −u(∇ρyi)c, where u = ρyi(c) = |vi|. This follows from the fact that
by definition, vi is such that ρyi(expc(svi)) = u(1− s) for all s ∈ [0, 1]. In particular svi is the point
on the sphere of radius su in TcM , such that expc(svi) minimizes the distance to yi. Hence, for any
v′ ∈ TsviTcM ∼= TcM with 〈v′, vi〉c = 0
〈∇ρyi , (d expc)svi(v′)〉expc(svi) =
d
dt
|t=0ρyi(expc(svi + tv′)) = 0,
and similarly by differentiating ρyi(expc(svi)) = u(1− s) with respect to s
〈∇ρyi , (d expc)svivi〉expc(svi) = −u.
The Gauss Lemma guarantees that
∣∣d expsvi vi∣∣ = |vi| = u and so we conclude that for s 6= 0,
(∇ρyi)expc(svi) = −u−1(d expc)svivi. The continuity of ∇ρyi in a normal ball and the fact that
(d expc)0 is the identity then implies that vi = −u∇ρyi at c, as we wanted to show. Now we simply
need to show that the∇ρyi’s for i ∈ {1, ..., k+ 1} are linearly dependent at c. Arguing by contradiction,
suppose they are linearly independent and so span a (k + 1)-dimensional space W ⊂ Tc(y)M . Let
W = span{∇ρyi}k+1i=1 , for a generic set y ∈ Mk+1, E(y) ∩ expc(W ) ⊂ E(y) is a nonempty 1-
dimensional manifold (it is nonempty since c ∈ E(y) ∩ expc(W )). By definition c ∈ E(y) ∩ expc(W )
is a critical point of all the ρyi’s restricted to E(y) and so the orthogonal projection of (∇ρyi)c’s
to Tc(E(y) ∩ expc(W )) must vanish. However, by definition {∇ρyi}k+1i=1 span the tangent space to
W , and therefore we have obtained a contradiction with the fact that E(y) ∩ expc(W ) is a nonempty
1-dimensional submanifold.
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Remark 5.2. In the previous proof, the fact that the wi-s lie in a k-dimensional subspace of TcM can
be intuitively explained as follows. If this is not true, then the image under the exponential map of a
small ball around 0 in W is a smooth (k + 1)-dimensional manifold which intersects E(y) along a
1-dimensional manifold. Moreover, there is a direction along this intersection such that the function
ρyi(·) is decreasing, and so contradicting the fact that c(y) is the minimum.
6 Expected Betti Numbers - Upper Bound
In this section we present an upper bound on the Betti numbers of a random Cˇech complex in terms of Λ
(recall that Λ = nωdrd is approximately the expected number of points inside a ball of radius r). This
upper bound is interesting by itself, and also useful for finding the upper threshold in Theorem 1.1. The
main result in this section is the following.
Proposition 6.1. Let n → ∞ and r → 0 in such a way that Λ → ∞ and Λr → 0 Then, for every
1 ≤ k ≤ d− 1 there exists a positive constant bk > 0 (depending on k, d, and g) such that
E{βk(r))} ≤ βk(M) + bknΛke−Λ.
To prove Proposition 6.1 we will use Morse theory discussed in Section 4. The main idea is to use the
Morse inequalities (4.2) and bound the number of critical points of ρPn . Defining,
Ck(r1, r2) := # critical points c of ρPn with index k, such that ρPn(c) ∈ (r1, r2],
we prove the following lemma.
Lemma 6.2. Let n → ∞ and r, r0 → 0 such that r = o(r0), Λ → ∞, and Λr0r20 → 0, where
Λr0 := ωdnr
d
0 . Then for every k ≥ 1 we have
E {Ck(r, r0)} = O(nΛk−1e−Λ).
Remark 6.3. The proofs will make use of various constant values. Some of them will be given a name,
while the ones whose value is not relevant for the main results will be denoted by C > 0 (which might
depend on k, d, g).
Proof. Let c be a critical point of the distance function ρPn with ρPn(c) ∈ (r, r0]. Following the
discussion in Section 3 and Proposition 4.6, we know that c is generated by a subset Y ⊂ Pn, so that
c = c(Y), and Y satisfies the following:
(6.1) (1) 0 ∈ ∆(Y) ⊂ TcM, (2) B(Y) ∩ P = ∅, (3) r < ρ(Y) ≤ r0,
19
where ∆(Y) is defined in 4.5, andB(Y) := Bρ(Y)(c(Y)). Note that in this case we have ρPn(c) = ρ(Y).
Next, we define the following indicator functions:
h(Y) := 1 {0 ∈ ∆(Y)} ,
hr,r0(Y) := h(Y)1 {r < ρ(Y) ≤ r0} , and
gr,r0(Y,P) := hr,r0(Y)1 {B(Y) ∩ (P\Y) = ∅} .
(6.2)
With these definitions we can now write
Ck(r, r0) =
∑
Y⊂Pn
|Y|=k+1
gr,r0(Y,Pn).
Applying Palm theory to the mean value (see Theorem A.1 in the appendix) we have that
E {Ck(r, r0)} = n
k+1
(k + 1)!
E
{
gr,r0(Y ′,Y ′ ∪ Pn)
}
,
where Y ′ is a set of (k + 1) i.i.d. points, uniformly distributed on M , and independent of Pn. Next, the
properties of the Poisson process Pn imply that
E
{
1
{
B(Y ′) ∩ Pn = ∅
} | Y ′} = P (Pn(B(Y ′)) = 0 | Y ′) = e−nVol(B(Y ′)).
Therefore,
E {Ck(r, r0)} = n
k+1
(k + 1)!
∫
Mk+1
hr,r0(y)e
−nVol(B(y)) |dvolg(y)| .
We can now apply Lemma 5.1 with f(y) = h(y)e−nVol(B(y)), and have
E {Ck(r, r0)} = n
k+1
(k + 1)!
∫
M
|dvolg(c)|
∫ r0
r
du udk−1
∫
Gr(k,TcM)
dµk,d(V )
×
(
k+1∏
i=1
∫
S1(V )
√∣∣det(gexpc(uwi))∣∣ ∣∣dvolS1(V )(wi)∣∣
)
Υd−k1 (w)f(expc(uw)),
where c = c(y), u = ρ(y), and y = expc(uw). Replacing f(y) with h(expc(uw))e−nVol(Bu(c)), we
have
E {Ck(r, r0)} = n
k+1
(k + 1)!
∫
M
|dvolg(c)|
∫ r0
r
du udk−1e−nVol(Bu(c))
∫
Gr(k,TcM)
dµk,d(V )
×
(
k+1∏
i=1
∫
S1(V )
√∣∣det(gexpc(uwi))∣∣ ∣∣dvolS1(V )(wi)∣∣
)
Υd−k1 (w)h(expc(uw)).
As the Grassmannian Gr(k, TcM) is compact, there is a subspace Vmax ⊂ TcM which maximizes the
last integral over (S1(V ))k+1 and we have
E {Ck(r, r0)} ≤Cnk+1
∫
M
|dvolg(c)|
∫ r0
r
du udk−1e−nVol(Bu(c))
×
(
k+1∏
i=1
∫
S1(Vmax)
√∣∣det(gexpc(uwi))∣∣ ∣∣dvolS1(Vmax)(wi)∣∣
)
Υd−k1 (w)h(expc(uw)),
(6.3)
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where C > 0 only depends on the dimension d and the index k. Using (3.2) and Lemma 3.1, for each
yi = expc(uwi), we can write√
|det(gyi)| = 1−
Ricmn
3
xm(yi)x
n(yi) +O(u
3),
The second-order term above is bounded by 13 |Ric| r20 (in fact only by the values of Ric restricted to
Vmax). In addition, Υ1(w) (the k-volume of the parallelogram generated by the wi) is bounded from
above, since w contains unit vectors. Putting it all back into (6.3) yields
E {Ck(r, r0)} ≤Cnk+1(1 + cRr20)k+1
∫
M
|dvolg(c)|
∫ r0
r
du udk−1e−nVol(Bu(c))
×
∫
(S1)k+1
|dvolS1(v)|h(expc(v))
=Cnk+1
∫
M
|dvolg(c)|
∫ r0
r
du udk−1e−nVol(Bu(c)),
where cR depends on the metric g. The constant inC in the last line includes the product of (1+cRr
2
0)
k+1
with integral of h over the (k + 1) spheres. Recall from (3.3) and that for small u we have
Vol(Bu(c)) = ωdu
d
(
1− s(c)
6(d+ 2)
u2 +O(u3)
)
.
Thus, using the Taylor expansion ex = 1 + x+O(x2), and the fact that u ≤ r0 → 0, we have
e−nVol(Bu(c)) = e−nωdu
d(1− s(c)
6(d+2)
u2+o(u2))
= e−nωdu
d
(
1 +
s(c)
6(d+ 2)
nωdu
d+2 + o(nud+2)
)
≤ e−nωdud
(
1 + smaxnωdr
d+2
0
)(6.4)
where smax = supc∈M
s(c)
6(d+2) + δ for some δ > 0. Applying the change of variables s =
u
r , and
recalling that Λ = nωdrd, yields
E {Ck(r, r0)} ≤ Cnk+1rdk
(
1 + smaxnωdr
d+2
0
)∫
M
|dvolg(c)|
∫ r0
r
1
ds sdk−1e−Λs
d
,
= CnΛk
(
1 + smaxΛr0r
2
0
) ∫
M
|dvolg(c)|
∫ r0
r
1
ds sdk−1e−Λs
d
.
(6.5)
The last integral is known as the lower incomplete gamma function and has a closed form expression
which yields,
E {Ck(r, r0)} ≤ nC(1 + smaxΛr0r20)
1− e−Λr0 k−1∑
j=0
Λjr0
j!
−
1− e−Λ k−1∑
j=0
Λj
j!

= nC(1 + smaxΛr0r
2
0)
e−Λ k−1∑
j=0
Λj
j!
− e−Λr0
k−1∑
j=0
Λjr0
j!
 .(6.6)
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Finally, using the assumptions that Λr0r
2
0 → 0, Λ → ∞, and r = o(r0) yields E {Ck(r, r0)} =
O(nΛk−1e−Λ), and that completes the proof.
We are now ready to prove Proposition 6.1.
Proof of Proposition 6.1. Let βˆk(r) := βk(r) − βk(M), then we need to show that E{βˆk(r)} ≤
bknΛ
ke−Λ for some bk > 0. Using Morse theory, and in particular Lemma 4.9, it is enough to control
the number of critical points of index k + 1 occurring at a radius greater than r (i.e. Ck+1(r,+∞)).
Let r < r0 < rmax such that r = o(r0), and Λr0r
2
0 → 0. Let E denote the event that Br0(Pn) covers
M , then
(6.7) E{βˆk(r)} = E{βˆk(r) | E}P (E) + E{βˆk(r) | Ec}P (Ec) .
The proof will now be split into two steps, dealing with evaluating each of the terms in the sum above.
Step 1: We prove that: E{βˆk(r) | E}P (E) = O(nΛke−Λ).
If the event E occurs, then ρPn(x) ≤ r0 everywhere on M , and therefore Lemma 4.9 applied to ρPn
implies that any nonvanishing k-cycle in Cr which is mapped to a trivial cycle in M , is terminated by a
critical point of index k + 1 with value in (r, r0]. Therefore, we must have βˆk(r) ≤ Ck+1(r, r0), and
then
(6.8) E{βˆk(r) | E}P (E) ≤ E{Ck+1(r, r0) | E}P (E) ≤ E{Ck+1(r, r0)}.
Since Λ→∞ and Λr0r20 → 0, using Lemma 6.2 we have that E {Ck+1(r, r0)} = O(nΛke−Λ), and
that completes the first step.
Step 2: We prove that: E{βˆk(r) | Ec}P (Ec) = o(nΛke−Λ).
For any simplicial complex, the k-th Betti number is bounded by the number of k-dimensional faces
(see, for example, [21]). Since the number of faces is bounded by
(|Pn|
k+1
)
, we have that
E{βk(r) | Ec}P (Ec) ≤ E
{( |Pn|
k + 1
)
| Ec
}
P (Ec)
=
∞∑
m=k+1
(
m
k + 1
)
P (|Pn| = m | Ec)P (Ec)
=
∞∑
m=k+1
(
m
k + 1
)
P (Ec | |Pn| = m)P (|Pn| = m) ,
(6.9)
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where we used Bayes’ Theorem. Since Pn is a homogeneous Poisson process with intensity n we have
that P (|Pn| = m) = e−nnmm! , and also that given |Pn| = m we can write Pn as a set of m i.i.d. random
variables Xm = {X1, . . . , Xm} uniformly distributed on M . Therefore,
P (Ec | |Pn| = m) = P (Br0(Xm) 6= M) .
Next, we will bound this coverage probability. Let S be a r02 -net of M , i.e. for every x ∈ M there is
a point s ∈ S such that dist(x, s) ≤ r02 . We can find such a r02 -net with |S| ≤ cdr−d0 , where cd is a
constant that depends only on d and the metric g. Note that if for every s ∈ S there exists Xi ∈ Xm
with ρ(s,Xi) ≤ r02 , then for every x ∈M we have
dist(x,Xi) ≤ dist(x, s) + dist(s,Xi) ≤ r0,
and therefore Br0(Xm) = M . Thus, if Br0(Xm) 6= M then there exists s ∈ S with ρXm (s) > r02 ,
which yields
P (Br0(Xm) 6= M)) ≤
∑
s∈S
P
(
ρXm(s) >
r0
2
)
≤ cdr−d0 (1− αrd0)m,
for any α ≤ 2−dωd
(
1− smaxr20
)
, using Corollary 3.2. Putting it all back into (6.9) we have
E{βk(r) | Ec}P (Ec) ≤
∞∑
m=k+1
(
m
k + 1
)
cdr
−d
0 (1− αrd0)m
e−nnm
m!
= Cr−d0 (n(1− αrd0))k+1e−αnr
d
0
≤ Cr−d0 nk+1e−αnr
d
0 .
To finish the proof, we take r0 = r
(
ωd
α (1 + |log r|)
)1/d, and use the assumption that Λr → 0. In
particular, one can show that: (a) r = o(r0), (b) Λr0r
2
0 → 0, and (c) r−d0 nk+1e−αnr
d
0 = o(ne−ΛΛk).
Therefore,
(6.10) E{βk(r) | Ec}P (Ec) = o(ne−ΛΛk).
Finally, recall that βˆk(r) = βk(r) − βk(M). Note that E {βk(M) | Ec} = βk(M), and in addition,
similar calculations to the ones above yield P (Ec) = O(e−αnrd0 ) = o(nΛke−Λ). These facts together
with (6.10) show that E{βˆk(r) | Ec}P (Ec) = o(ne−ΛΛk), and conclude the proof.
Remark 6.4. Notice that if the scalar curvature is everywhere negative and instead of requiring that
nrd+2 → 0 take nrd+3 → 0, then the above bound gets smaller, namely:
E{βk(r)} ≤ βk(M) + bk(1 + smaxΛr0r20)nΛke−Λ,
with smax = δ + supc∈M
s(c)
6(d+2) < 0 (i.e. we choose δ so that smax < 0). It is therefore conceivable
that the scalar curvature affects some lower-order term the phase transition of Theorem 1.1.
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7 Expected Betti Numbers - Lower Bound
In this section we compute a lower bound for the Betti numbers of Cr in terms of Λ. While in Section 6
we obtained an upper bound by making use of the Morse inequalities to simply count critical points, in
order to obtain a lower bound we must proceed differently, since even if there are many critical points it
is not clear which homology degree they contribute to. Thus, we shall instead consider a special type of
critical points that are guaranteed to generate nontrivial cycles. These were first introduced in [7] and
named Θ-cycles, after their unique structure. We start by stating the main result in this section.
Proposition 7.1. Let n→∞ and r → 0 such that Λ→∞ and Λr2 → 0, then for every 1 ≤ k ≤ d− 1
there exists ak > 0 (depending only on k, d and the metric g) such that
E{βk(r)} ≥ aknΛk−2e−Λ.
Moreover, if (M, g) has everywhere positive scalar curvature, one just needs to assume that nrd+2 stays
bounded.
As mentioned earlier, the proof uses the strategy of [7], and follows from combining the following
lemmas. We start with some definitions. Let P ⊂M and let Y ⊂ P be a generic set. For α > 0 define
the closed annulus
Aα(Y) = Bρ(Y)(c(Y))\B◦αρ(Y)(c(Y)),
where B◦r (p) is an open ball. Notice that α > 0 represents a scale invariant quantity. The following
lemma is taken from [7] where it is proved for the torus. However, the proof remains the same for any
compact Riemmanian manifold M .
Lemma 7.2 (Lemma 7.1 in [7]). Let P ⊂M , and let Y ⊂ P be a set of k + 1 points, such that c(Y) is
a critical point of index k. Define
φ = φ(Y) := 1
2ρ(Y) minv∈∂∆(Y) |v| ,
If ρ(Y) < rmax and Aφ(Y) ⊂ Bρ(Y)(P), then the critical point c(Y) generates a new nontrivial cycle
in Hk(Bρ(Y)(P)).
The cycles created this way are called Θ-cycles, and the the idea behind the proof of Proposition 7.1 is
to count them. Let  > 0, and define βk(r) to be the number of Θ-cycles generated by those Y , such that
(C1) ρ(Y) ∈ (r1, r], (C2) Br2(c(Y)) ∩ P = Y, and (C3) φ(Y) ≥ ,
where r2 > r > r1 > 0 are positive real constants (to be determined later). The next lemma shows that
indeed, the Θ-cycles counted by βk provide a lower bound on the Betti numbers. In the statement of the
next result, the constant cg is taken from Lemma D.1.
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Lemma 7.3. Let r, r2 ∈ R+ with r2 > r, then for r1 > r
√
1− 1
c2g
(
r2
r − 1
)2 and any  ∈ (0, 1), we
have βk(r) ≥ βk(r).
Proof. We need to show that any such Θ-cycle created prior to r still exists at r and so gives rise to a
nonzero element in Hk(Cr), i.e. it contributes to βk(r).
The proof of Lemma 7.2 uses the fact that every Θ-cycle introduces an uncovered k-simplex ∆ in Cr1
(i.e. ∆ is not a face of any (k + 1)-simplex). Since uncovered simplexes cannot be boundaries, it is thus
enough to show that ∆ is still uncovered at radius r. This requires that B∩r (Y), does not intersect any
of the balls Br(p), for p ∈ P\Y . Using Lemma D.1, and condition (C1) above, we have that for all
x ∈ B∩r (Y),
dist(c(Y), x) ≤ cg
√
r2 − ρ(Y)2 ≤ cg
√
r2 − r21.
Using condition (C2), for all p ∈ P\Y we have dist(p, c(Y)) ≥ r2. Thus, using the triangle inequality
we have
dist(p, x) ≥ dist(p, c(Y))− dist(c(Y), x) ≥ r2 − cg
√
r2 − r21.
Hence, if we take r1 > r
√
1− 1
c2g
(
r2
r − 1
)2, we get that dist(p, x) > r, which implies thatBr(P\Y)∩
B∩r (Y) = ∅. Thus, ∆ is still uncovered at radius r, which completes the proof.
Next, we define the following (related to conditions (C1)-(C3) above).
hr(Y) := hr1,r(Y)1 {φ(Y) ≥ } ,
gr(Y,P) := hr(Y,P)1 {Br2(c(Y)) ∩ (P\Y) = ∅}1
{
A(Y) ⊂ Bρ(Y)(P)
}
.
Thus, we can write
(7.1) βk(r) =
∑
Y⊂Pn
gr(Y,Pn).
The last result we need before proving Proposition 7.1 is the following lemma.
Lemma 7.4. Let  > 0 be sufficiently small, and let r > 0 be such that Λ→∞, and Λr2 → 0. Then
there exists ak > 0, and there exists a choice of r1, r2 with 0 < r1 < r < r2, such that
E{βk(r)} ≥ aknΛk−2e−Λ.
Proof. Let  > 0, then the expectation of βk(r), can be computed in a similar way to the computation in
the proof of Proposition 6.1. Suppose that r2 < rmax (defined in Section 3), then using Palm theory and
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the properties of Poisson processes we have (Theorem A.1),
E{βk(r)} =
nk+1
(k + 1)!
E
{
gr(Y ′,Y ′ ∪ Pn)
}
=
nk+1
(k + 1)!
∫
Mk+1
hr(y)p(y)e
−nVol(Br2 (c(y))) |dvolg(y)| ,
(7.2)
where
p(y) := P
(
A(Y ′) ⊂ Bρ(Y ′)(Pn ∪ Y ′) | Y ′ = y,Pn ∩Br2(c(Y ′)) = ∅
)
.
We shall now evaluate the integral in (7.2) in two steps.
Step 1: We show that p → 1 uniformly in y as n→∞. Denoting P∅(·) := P (· | Pn ∩Br2(c(y)) = ∅),
we have that
p(y) ≥ P∅
(
A(y) ⊂ Bρ(y)(Pn)
)
.
In the following we will use the shorthand notation:
ρ = ρ(y), A = A(y), Br2 = Br2(c(y)), p = p(y).
Then, using equation (3.4) we have
Vol(A) = dωd
∫ ρ
ρ
ud−1
(
1− s(c(y))
6d
u2 +O(u3)
)
du ≤ ωdρd(1− d)(1 + smaxρ2),
where smax = supM (− s(c(y))6d ) + δ, for some δ > 0 as in the proof of Proposition 6.1. Let S be a
(ρ/2)-net of A, i.e. for every x ∈ A there exists s ∈ S with dist(x, s) ≤ ρ/2. Since M is a compact
manifold, we can find a positive constant c such that c−1ud ≤ Vol(Bu(p)) ≤ cud for all p ∈ M and
u ≤ rmax. Therefore,
(7.3) |S| ≤ C Vol(A)
infp∈M Vol(B ρ
2
(p))
≤ Cρ
d(1− d)
(ρ/2)d
= C
1− d
d
,
where the constant C changes in each inequality (see Remark 6.3), and depends only on the metric g. In
other words, the bound for the number of points in this net only depends on  and the metric g. If for all
s ∈ S, we have Pn ∩Bρ(1−/2)(s) 6= ∅, then the triangle inequality implies that A ⊂ Bρ(Pn). Notice
that since we are conditioning on the event {Pn ∩Br2 = ∅}, and using spatial independence property
of the Poisson process, for every s ∈ S we have
P∅
(Pn ∩Bρ(1−/2)(s) = ∅) = e−nVol(Bρ(1−/2)(s)\Br2 ),
and therefore,
p ≥ P∅
(∀s ∈ S : Pn ∩Bρ(1−/2)(s) 6= ∅)
= 1− P∅
(∃s ∈ S : Pn ∩Bρ(1−/2)(s) = ∅)
≥ 1−
∑
s∈S
e−nVol(Bρ(1−/2)(s)\Br2 )
≥ 1− C max
s∈S
e−nVol(Bρ(1−/2)(s)\Br2 ),
(7.4)
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where for the last inequality we used (7.3), and the fact that  is fixed. In order to estimate Vol(Bρ(1−/2)(s)\Br2)
we look at the radial arc-length parametrized geodesic γ, from c(y) to s (see Figure 5). This geodesic
first enters Bρ(1−/2)(s)\Br2 at a point pin = γ(r2) which is at distance r2 from c(y) and leaves it
through pout = γ(ρ(1− /2) + dist(s, c(y))). Note that since s ∈ A, we have that dist(s, c(y)) ≥ ρ.
Therefore,
dist(pin, pout) = ρ(1− /2) + dist(s, c(y))− r2 ≥ ρ(1 + /2)− r2.
Figure 4: Bounding the volume of R = Bρ(1−/2)\Br2 .The solid line going through c(y) and s
represents the geodesic. This geodesic enters the region R through the green marker (pin) and leaves
through the red marker (pout). The small shaded disc is a ball of radius r/8 which we show to be
contained inside R, and we use its volume as a lower bound for Vol(R).
Now, take
(7.5) r2 = r(1 + ξ), and r1 = r(1− ξ2/2c2g)
with ξ = o() (ξ is to be determined later). Then, these satisfy the conditions in the statement of Lemma
7.3 and
dist(pin, pout) ≥ r1(1 + /2)− r2 > r
4
,
for ξ = o(). As a consequence, the ball of radius r8 centered at the midpoint pmid from pin to pout is
completely contained in Bρ(1−/2)(s)\Br2 , i.e.
Br/8(pmid) ⊂ Bρ(1−/2)(s)\Br2 .
Hence Vol(Bρ(1−/2)(s)\Br2) ≥ Cdrd, for some constant C > 0, which depends on the metric, but
can be taken to be independent of y and s. Putting this back into (7.4), we have
1− Ce−Cndrd ≤ p(y) ≤ 1, ∀y ∈Mk+1.
Since Λ→∞ we conclude that p(y) converges uniformly to 1, as  > 0 > 0, for some 0, i.e. stays
bounded away from zero.
Step 2: We estimate the integral in (7.2) and show that E {βk(r)} = Ω(nΛk−2e−Λ).
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Combining the result of step 1 with (7.2), we have that for sufficiently large n
E{βk(r)} ≥
1
2
nk+1
(k + 1)!
∫
Mk+1
hr(y)e
−nVol(Br2 (c(y))) |dvolg(y)| ,
Next, we use normal coordinates to estimate the volume of Bρ(y)(c(y)) for ρ(y) < r, as in Corollary
3.2. This use is very similar to that used in equation (6.4), in the proof of Lemma 6.2, yielding
e−nVol(Br2 (c(y))) ≥ e−Λr2 (1 + sminΛr2r2),
where Λr2 = ωdnr
d
2 and smin = infc∈M
s(c)
6(d+2) + δ, for some δ > 0. We proceed as in the proof of
Proposition 6.1 and then
E{βk(r)} ≥ Dk(1 + sminΛr2)(1− cRr2)nΛke−Λr2
∫ 1
r1
r
sdk−1ds,
where cR = supV ∈Gr(k,TM)
∣∣∣−RicV3 ∣∣∣+ ν and
Dk :=
1
2ωkd(k + 1)!
∫
M
|dvolg(c)|
∫
Gr(k,TcM)
dµk,d(V )×
×
∣∣∣∣∣
k+1∏
i=1
∫
S1(V )
inf
s∈(r1,r)
√
|det(g(expc(uwi)))| dvolS1(V )(wi)
∣∣∣∣∣Υd−k1 (w)h(expc(uw))
with h(y) := h(y)1 {φ(y) ≥ }. First we notice that from (3.2) we have that if r and r1 are small
enough, then each of the terms det(g(expc(uwi))) is as close to 1 as we want. Secondly, we recall that
φ(expc(uw)) =
1
2
min
w∈∂∆(expc(w))
|w| ,
which is a nonnegative continuous function of w vanishing along a measure zero set consisting of
those w for which 0 ∈ TcM is contained in a face of their convex hull. This is a measure zero set
and for any sufficiently small  > 0, the support of 1 {φ(expc(uw)) ≥ } has a nonzero measure.
Also, notice that if φ(expc(uw)) ≥  then Υ1(w) (the k-volume of the simplex ∆(w)) is bounded
from below by a quantity of the order of k. Putting these two facts together we conclude that for all
sufficiently small  > 0, we do have Dk > 0. Moreover, since we set r1 = r(1 − ξ2/2c2g) we have∫ 1
r1
r
sdk−1ds = ξ2/2c2g +O((ξ2/2c2g)2) ≥ ξ2/3c2g, and thus
(7.6) E {βk(r)} ≥
Dk
3c2g
(1 + sminΛr
2)(1− cRr2)k+1nΛkξ2e−Λr2 .
Note that in the exponent we have Λr2 = Λ(1 + ξ)
d (since we set r2 = r(1 + ξ)), and therefore
e−Λr2 = e−Λ(1+ξ)d = e−ΛeΛ(−dξ+o(ξ)). However, as Λ→ +∞ this second exponential, eΛ(−dξ+o(ξ)),
is bounded from below if and only if ξ decays at least as fast as O(Λ−1). Therefore, we take ξ = Λ−1,
in which case e−Λr2 ≥ 12e−de−Λ, and putting it back into (7.6) we have
E {βk(r)} ≥
Dk
6c2g
e−d(1 + sminΛr2)(1− cRr2)k+1nΛk−2e−Λ.
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Now if we take Λ→ +∞, but Λr2 → 0, then the statement follows.
Remark 7.5. A more refined conclusion of the statement above would be that given a sufficiently small
 > 0 and r > 0, then for r1 = r(1− Λ−22c2g ) and r2 = r(1 + Λ
−1) the following holds.
1. If Λ→ +∞ and Λr2 → 0, then E {βk(r)} ≥ C(k, d, , g)nΛk−2e−Λ, for some C(k, d, , g) > 0
depending on k, d,  and the metric g.
2. If (M, g) has everywhere positive scalar curvature, then as Λ → +∞ one does not need to
assume that Λr2 → 0. Instead it is enough to assume this stays bounded, in which case
E {βk(r)} ≥ CnΛk−2(1 + smaxΛr2)e−Λ,
for some C > 0 as in the previous bullet.
Putting all the previous lemmas together, we can now prove the main result of this section.
Proof of Proposition 7.1. It follows from Lemma 7.3 that E {βk(r)} ≥ E {βk(r)}, and using Lemma
7.4, we have
E {βk(r)} ≥ aknΛk−2e−Λ,
for some ak depending only on k, g and d.
8 Second Moment Calculations
The following proposition will be used to provide the lower threshold in Theorem 1.1. It uses a second
moment argument, based on Chebyshev’s inequality P (|X − E {X}| ≥ a) ≤ Var(X)
a2
.
Proposition 8.1. For all sufficiently small  > 0, and 1 ≤ k ≤ d− 1 the following holds. Fix δ ∈ (0, 1).
If Λ = log n+ (k − 2) log log n− w(n), with w(n)→∞, then
lim
n→+∞P (β

k(r) > δ E {βk(r)}) = 1.
Proof. (Proof of proposition 8.1) Since βk(r) ≥ 0, then using Chebyshev’s inequality we have
P (βk(r) ≤ δ E {βk(r)}) ≤
Var(βk(r))
(1− δ)2E{βk(r)}2
,
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where Var(βk(r)) = E{(βk(r))2} − E{βk(r)}2. Thus, showing that the right hand side converges to
zero will prove the statement. Recall from equation (7.1) that βk(r) =
∑
Y⊂Pn g

r(Y,Pn) and so we
can write
(βk(r))
2 =
∑
Y1,Y2⊂Pn
gr(Y1,Pn)gr(Y2,Pn),(8.1)
where Yi (i = 1, 2) run through all subsets of Pn with (k + 1)-points. Next, defining
Φr(Y1,Y2) := 1 {Br(c(Y1)) ∩Br(c(Y2)) = ∅} .
we can write
E{(βk(r))2} = E{
∑
Y1,Y2⊂Pn
gr(Y1,Pn)gr(Y2,Pn)}
= E{
∑
Y1,Y2⊂Pn
gr(Y1,Pn)gr(Y2,Pn)Φ2r(Y1,Y2)}
+ E{
∑
Y1,Y2⊂Pn
gr(Y1,Pn)gr(Y2,Pn)(1− Φ2r(Y1,Y2))}
= E{T1}+ E{T2},
where T1 and T2 are the first and second sums appearing in the expectation above. Thus, we have
Var(βk(r)) = E{(βk(r))2} − E{βk(r)}2
= (E{T1} − E{βk(r)}2) + E{T2},
and our next step is to bound the terms (E{T1} − E{βk}2) and E{T2} separately. Using Palm theory
(Theorem A.1) we can write
E{βk(r)}2 =
n2k+2
((k + 1)!)2
E{gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ P ′n)}
E{T1} = n
2k+2
((k + 1)!)2
E{gr(Y ′1,Y ′ ∪ Pn)gr(Y ′2,Y ′ ∪ Pn)Φ2r(Y1,Y2)},
(8.2)
where Y ′1,Y ′2 are independent sets of k + 1 points uniformly distributed in M , Y ′ = Y ′1 ∪ Y ′2, and P ′n
an independent copy of Pn. Thus, using (8.2) we have
E{T1} − E{βk(r)}2 =
n2k+2
((k + 1)!)2
(
E{gr(Y ′1,Y ′ ∪ Pn)gr(Y ′2,Y ′ ∪ Pn)Φ2r(Y ′1,Y ′2)}
−E{gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ P ′n)Φ2r(Y ′1,Y ′2)}
−E{gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ P ′n)(1− Φ2r(Y ′1,Y ′2))}
)
≤ n
2k+2
((k + 1)!)2
(
E{gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ Pn)Φ2r(Y ′1,Y ′2)}
−E{gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ P ′n)Φ2r(Y ′1,Y ′2)}
)
.
=
n2k+2
((k + 1)!)2
E{∆gr}
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where
∆gr :=
(
gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ Pn)− gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ P ′n)
)
Φ2r(Y ′1,Y ′2).
Similarly to [7], we can show that E {∆gr} = 0 as follows. Consider the conditional distribution of
∆gr given Y ′1,Y ′2, and denote EY ′1,Y ′2 {·} = E {· | Y ′1,Y ′2}. If ∆gr 6= 0 then necessarily B2r(c(Y ′1)) ∩
B2r(c(Y ′2)) = ∅. Using the spatial independence property of the Poisson process, together with the
fact that the value of gr(Y ′i,Y ′i ∪ Pn) only depends on the points of Pn lying inside B2r(c(Y ′i)), we
conclude that
EY ′1,Y ′2
{
gr(Y ′1,Y ′1 ∪ Pn)gr(Y ′2,Y ′2 ∪ Pn)
}
= EY ′1,Y ′2
{
gr(Y ′1,Y ′1 ∪ Pn)
}
EY ′1,Y ′2
{
gr(Y ′2,Y ′2 ∪ Pn)
}
= EY ′1,Y ′2
{
gr(Y ′1,Y ′1 ∪ Pn)
}
EY ′1,Y ′2
{
gr(Y ′2,Y ′2 ∪ P ′n)
}
since Pn and P ′n are independent and have the same distribution. Thus, we have that EY1,Y2 {∆gr} = 0.
Consequently, E {∆gr} = E {EY1,Y2 {∆gr}} = 0.
Next, we wish to bound E{T2}. We start by writing,
T2 =
∑
Y1,Y2⊂Pn
gr(Y1,Pn)gr(Y2,Pn)(1− Φ2r(Y1,Y2))
=
k+1∑
j=0
∑
|Y1∩Y2|=j
gr(Y1,Pn)gr(Y2,Pn)(1− Φ2r(Y1,Y2)).(8.3)
In the following, it will be convenient to refer to the inner sum as Ij . Lemmas 8.2 and 8.3 respectively
provide upper bounds on E {I0} and E {Ij} for j ≥ 1. The largest of these is the upper bound for
E {I0} which yields
E{T2} ≤ CnΛ2k+1Λ−4e−Λ
(
e−ωdαΛ/ωd−1 + αd
)
,
for any α < 1. Using the fact that E{βk(r)} ≥ aknΛk−2e−Λ and Λr → 0, we get
E{T2}
E{βk(r)}2
≤ CnΛ
2k+1Λ−4e−Λ
n2Λ2k−4e−2Λ
(e−ωdαΛ/ωd−1 + αd) ≤ Λe
Λ
n
(e−ωdαΛ/ωd−1 + αd).
Taking Λ = log n+ (k − 2) log log n− w(n) and α = kωd−1ωd
log logn
logn we have
E{T2}
E{βk(r)}2
≤ Ce−w(n)(log n)k−1
(
e
− ωd
ωd−1
α logn
+ αd
)
≤ Ce−w(n)(log n)k−1
(
1
(log n)k
+
(log log n)d
(log n)d
)
≤ Ce−w(n)
(
1
log n
+
(log log n)d
(log n)d+1−k
)
→ 0, as n→ +∞.
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To conclude this section, we are left with bounding the E {Ij} terms used in the proof of the previous
proposition. Recall that these are defined by
Ij =
∑
|Y1∩Y2|=j
gr(Y1,Pn)gr(Y2,Pn)(1− Φ2r(Y1,Y2)),
and first appeared in (8.3). The following two statements provide the needed bounds.
Lemma 8.2 (Estimate on I0). For any 0 < α < 1 we have
E{I0} ≤ CnΛ2k+1Λ−4e−Λ
(
e−ωdαΛ/ωd−1 + αd
)
.
Lemma 8.3 (Estimates on Ij , for j ≥ 1). For any 0 < α < 1, we have
E{Ij} ≤ CnΛ2k+1−jrj(k−j)+1Λ−4e−Λ
(
e−ωdαΛ/ωd−1 + αd−j+1
)
.
Proof of Lemma 8.2. We start estimating E {I0} by using Palm theory (Corollary A.2) as follows.
E{I0} = E{
∑
|Y1∩Y2|=0
gr(Y1,Pn)gr(Y2,Pn)(1− Φ2r(Y1,Y2))}
=
n2k+2
((k + 1)!)2
E{gr(Y ′1,Y ′ ∪ Pn)gr(Y ′2,Y ′ ∪ Pn)(1− Φ2r(Y ′1,Y ′2))}
≤ n
2k+2
((k + 1)!)2
∫
M2k+2
hr(y1)h

r(y2)e
−nVol(y1,y2)(1− Φ2r(y1,y2)) |dvolg(y1,y2)| .
(8.4)
where y1,y2 ∈ Mk+1 are (k + 1)-tuples of points, Vol(y1,y2) = Vol(Br2(c1) ∪ Br2(c2)), and
ci = c(yi).
Next, we need to compare the volume of this union with the Euclidean volume of Euclidean balls
with a slightly different radius. Using Lemma 3.4 to compare the balls, and Lemma 3.3 to compare the
volumes yields
Vol(Br2(c1) ∪Br2(c2)) ≥ Vol(BE(1−ν′r)r2(c1) ∪BE(1−ν′r)r2(c2))
≥ (1− νr2) VolE(BE(1−ν′r)r2(c1) ∪BE(1−ν′r)r2(c2))
≥ (1− νr2) VolE(BE(1−ν′r)r(c1) ∪BE(1−ν′r)r(c2))
≥ (1− νr2)(2ωd(1− ν ′r)drd −VolE(BE(1−ν′r)r(c1) ∩BE(1−ν′r)r(c2))
≥ (1− (dν ′r + νr2) + o(r2))ωdrd
×
(
1 +
ωd−1
ωd
dist(c1, c2)
r
+O
(
dist(c1, c2)
2
r
))
.
where we used the fact that r2 > r, and in the last inequality we used the following Tailor expansion for
the volume of the intersection of two balls (see Appendix C in [7]),
(8.5) VolE(BEr (c1) ∩BEr (c2)) = ωdrd − ωd−1rd−1 dist(c1, c2) +O(rd−2 dist2(c1, c2)).
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Next, let α > 0, to be determined later, and separate the integration in (8.4) into two regions
Ω1 = {(y1,y2) ∈M2k+2 | dist(c1, c2)
r
≤ α},
Ω2 = {(y1,y2) ∈M2k+2 | dist(c1, c2)
r
> α}.
Then, in S1 we have Vol(y1,y2) ≥ (1 − (dν ′r + νr2))ωdrd. Moreover, using a similar change of
variables to that of Lemma 5.1, and taking c2 to be in polar coordinates around c1, we have
I
(1)
0 :=
∫
Ω1
hr(y1)h

r(y2)e
−nVol(y1,y2)(1− Φ2r(y1,y2)) |dvolg(y1,y2)|
≤
∫
Ω1
hr(y1)h

r(y2)e
−(1−(dν′r+νr2))Λ |dvolg(y1,y2)|
≤Ce−(1−(dν′r+νr2))Λ
∫
M
|dvolg(c1)|
∫ αr
0
ds
∫
S1(Tc1M)
sd−1 dvolS1(Tc1M)(w)
×
2∏
i=1
∫ r
r1
dui
∫
Gr(k,d)
u
k(d−k)
i dµk,d(V )
∫
(S1(V ))k+1
u
(k−1)(k+1)
i dvol(S1(V ))k+1(wi)h
(expci(uiwi)),
with c2 = expc1(sw), yi = expci(wi) and S1(V ) denotes the unit sphere in the k-dimensional vector
space V . Note that the term C includes not only an upper bound for metric-related terms, but also a
bound for the Υ terms representing the parallelogram-volume. After carrying out the integration in the
radial coordinates we get
I
(1)
0 ≤ Ce−(1−(dν
′r+νr2))Λ(αr)dr2dk
(
rdk − rdk1
)2
≤ Ce−(1−(dν′r+νr2))Λ(αr)dr2dk
(
1−
(r1
r
)dk)2
,
for some new constant C depending on k, d and the metric g (see Remark 6.3). Then, taking r1 =
(1− ξ2/2c2g)r with ξ = Λ−1 (as in (7.5)) we conclude that
I
(1)
0 ≤ Ce−(1−(dν
′r+νr2))Λrd(2k+1)αdΛ−4.
At this stage we require that Λr → 0 as n→ +∞. Then, e−Λ+(dν′r+νr2)Λ ∼ e−Λ, this yields
I
(1)
0 ≤ CαdΛ−4e−Λrd(2k+1).
We now turn to evaluate the integral over Ω2. Firstly, notice that Vol(y1,y2) is increasing with
dist(c1, c2) and so attains its minimum value when dist(c1, c2) = αr in this set. Secondly, notice that
for the term (1−Φ2r(y1,y2)) to be nonzero we must have dist(c1, c2) ≤ 4r. Inserting dist(c1, c2) = αr
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in the Taylor expansion (8.5) and using a similar change of variables yields
I
(2)
0 :=
∫
Ω2
hr(y1)h

r(y2)e
−nVol(y1,y2)(1− Φ2r(y1,y2)) |dvolg(y1,y2)|
≤
∫
Ω2
hr(y1)h

r(y2)e
−(1−(dν′r+νr2))(1+ωdα/ωd−1)Λ |dvolg(y1,y2)|
≤ Ce−(1+ωdα/ωd−1)Λ
∫
M
|dvolg(c1)|
∫ 4r
αr
ds
∫
S1(Tc1M)
sd−1 dvolS1(Tc1M)(w)×
×
2∏
i=1
∫ r
r1
dui
∫
Gr(k,d)
u
k(d−k)
i dµk,d
∫
(S1(V ))k+1
u
(k−1)(k+1)
i dvol(S1(V ))k+1(vi)h

r(expci(uiwi)).
In this case the integration in the radial coordinates yields∫
Ω2
hr(y1)h

r(y2)e
−nVol(y1,y2) |dvolg(y1,y2)| ≤ CΛ−4e−Λe−ωdαΛ/ωd−1rd(2k+1).
Putting these all together into (8.4) we have
E{I0} ≤ CnΛ2k+1Λ−4e−Λ
(
e−ωdαΛ/ωd−1 + αd
)
.
Proof of Lemma 8.3. As before we evaluate Ij using Palm theory (Corolllary A.2)
E{Ij} = E{
∑
|Y1∩Y2|=j
gr(Y1,Pn)gr(Y2,Pn)(1− Φ2r(Y1,Y2))}
=
n2k+2−j
j!((k + 1− j)!)2E{g

r(Y ′1,Y ′ ∪ Pn)gr(Y ′2,Y ′ ∪ Pn)(1− Φ2r(Y ′1,Y ′2))}
≤ n
2k+2−j
j!((k + 1− j)!)2
∫
M2k+2
hr(y1)h

r(y2)e
−nVol(y1,y2)(1− Φ2r(y1,y2)) dvolg(y).
(8.6)
where
y = (y1, . . . , y2k+2−j) ⊂M2k+2−j ,
y1 = (y1, . . . , yk+1),
y2 = (y1, . . . , yj , yk+2, . . . , y2k+2−j).
We can repeat the previous computations to show that
Vol(y1,y2) ≥ (1− (dν ′r + νr2))ωdrd
×
(
1 +
ωd−1
ωd
dist(c1, c2)
r
+O
(
dist(c1, c2)
2
r
))
,
where again ci = c(yi). Proceeding using the same steps as in the previous proof, we fix α > 0 and
separate the integration in (8.6) into two regions
Ω1 = {y ∈M2k+2−j | dist(c1, c2)
r
≤ α},
Ω2 = {y ∈M2k+2−j | dist(c1, c2)
r
> α}.
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To proceed, we need a slightly more involved version of the change of variables used than the one we
used in Lemma 8.2 for I0. The iterated integration goes as follows.
• Integrate over M to determine the first center c1.
• Find y1 on a (k − 1)-sphere centered at c1 with radius in (r1, r). This goes very much along the
same lines as Lemma 5.1
• Find the second center c2 so that the points c2 ∈ E = E(y1, . . . , yj) (i.e. y1, . . . yj are equidistant
to c2). Since c1 ∈ E as well, in order to find c2 we integrate in E using geodesic polar coordinates
around c1. Note that E is of dimension d− j + 1.
• Fixing c2, we need to choose the remaining k + 1− j points (yk+1, . . . , y2k+1−j). These points,
together with (y1, . . . , yj) span a k-dimensional vector space V2 ⊂ Tc2M . However, we must
integrate over those spaces V2 that contain the j -dimensional vector space generated by the
(y1, . . . , yj), i.e. the span of the 〈(∇ρ2yi)c2〉ji=1. Hence, we integrate over the subspaces W that
satisfy V2 = 〈(∇ρ2pi)c2〉ji=1 ⊕W . Note that these are (k − j)-dimensional subspaces of Tc2M .
• Finally, we determine the remaining k+ 1− j points, in geodesic polar coordinates, by integrating
over a sphere in the vector subspace V2 ⊂ Tc2M .
In order to make the notation lighter we shall omit the reference to the points over which we are
integrating in many occasions. Recalling that in S1 we have Vol(y1,y2) ≥ (1 − (dν ′r + νr2))ωdrd,
we have
I
(1)
j :=
∫
Ω1
hr(y1)h

r(y2)e
−nVol(y1,y2)(1− Φ2r(y1,y2)) |dvolg(y1,y2)|
≤
∫
Ω1
hr(y1)h

r(y2)e
−(1−(dν′r+νr2))Λ |dvolg(y1,y2)|
≤Ce−(1−(dν′r+νr2))Λ
∫
M
|dvolg(c1)|
×
∫ r
r1
du1
∫
Gr(k,d)
u
k(d−k)
1 dµk,d(V1)
∫
(S1(V1))k+1
u
(k−1)(k+1)
1 dvol(S1(V1))k+1
×
∫ αr
0
ds
∫
S1(Tc1E)
sd−j dvolSd−1(w)
∫ r
r1
du2
∫
Gr(k−j,d)
u
(k−j)(d−(k−j))
i dµk−j,d(W )
×
∫
(S1(V2))k+1−j
u
(k−1)(k+1−j)
2 dvol(S1(V2))k+1−j h

r(expc1(u1w1))h

r(expc2(u2w2)),
with c2 = expc1(sw) and the points y1 = expc1(u1w1), y2 = expc2(u2w2) determined as in the
previous discussion. As before, the constant C accounts for the metric-dependent terms and the
Υ-terms representing the parallelogram-volumes. Integrating in the radial coordinates and taking
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r1 = (1− ξ2/2c2g)r with ξ = Λ−1 we conclude that
I
(1)
j ≤ Ce−(1−(dν
′r+νr2))Λαd−j+1rd(2k+1−j)+j(k−j)+1
(
1−
(r1
r
)dk)(
1−
(r1
r
)d(k−j)+j(k+1−j))
.
for some new C depending on j, k, d and the metric g. Given that Λr → 0 as n→ +∞, the exponential
term can be estimated as e−Λ+(dν′r+νr2)Λ ∼ e−Λ, which gives
I
(1)
j ≤ Cαd−j+1Λ−4e−Λrd(2k+1−j)+j(k−j)+1.
We now turn to evaluate the integral over Ω2. Firstly, notice that Vol(y1,y2) is increasing with
dist(c1, c2) and so attains its minimum value when dist(c1, c2) = αr in this set. Secondly, notice that
for the term (1−Φ2r(y1,y2)) to be nonzero we must have dist(c1, c2) ≤ 4r. Inserting dist(c1, c2) = αr
in the Taylor expansion (8.5) and using the same kind of change of variables yields, we have
I
(2)
j :=
∫
Ω2
hr(y1)h

r(y2)e
−nVol(y1,y2)(1− Φ2r(y1,y2)) |dvolg(y1,y2)|
≤
∫
Ω2
hr(y1)h

r(y2)e
−(1−(dν′r+νr2))(1+ωdα/ωd−1)Λ |dvolg(y1,y2)|
≤Ce−(1+ωdα/ωd−1)Λ
∫
M
|dvolg(c1)|
×
∫ r
r1
du1
∫
Gr(k,d)
u
k(d−k)
1 dµk,d(V1)
∫
(S1(V1))k+1
u
(k−1)(k+1)
1 dvol(S1(V1))k+1
×
∫ 4r
αr
ds
∫
S1(Tc1E)
sd−j dvolSd−1(w)
∫ r
r1
du2
∫
Gr(k−j,d)
u
(k−j)(d−(k−j))
i dµk−j,d(W )
×
∫
(S1(V2))k+1−j
u
(k−1)(k+1−j)
2 dvol(S1(V2))k+1−j h

r(expc1(u1w1))h

r(expc2(u2w2)),
In this case the integration in the radial coordinates yields
I
(2)
j =
∫
Ω2
hr(y1)h

r(y2)e
−nVol(y1,y2) |dvolg(y1,y2)| ≤ CΛ−4e−Λe−ωdαΛ/ωd−1rd(2k+1−j)+j(k−j)+1.
Putting these all together into (8.6) we have
E{Ij} ≤ CnΛ2k+1−jrj(k−j)+1Λ−4e−Λ
(
e−ωdαΛ/ωd−1 + αd−j+1
)
.
9 Proof of the main theorem
In this section we combine the results proved in Sections 6–8 to prove the main result - Theorem 1.1.
During the proof, we shall use the term “with high probability” (w.h.p. ), meaning that the probability
goes to 1 as n→∞.
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Proof of Theorem 1.1. We divide the proof into two parts, corresponding to the upper and lower thresh-
olds for the phase transition.
Upper threshold:
Suppose that Λ = log n+ k log log n+w(n), and take r0 to satisfy the conditions in Lemma 6.2. Using
Lemma 6.2 we have that E {Ck(r, r0)} → 0 and E {Ck+1(r, r0)} → 0, which implies (using Markov’s
inequality) that P (Ck(r, r0) > 0)→ 0 and P (Ck+1(r, r0) > 0)→ 0. Using similar arguments to the
ones used in the proof of Proposition 6.1, we can conclude that Hk(Cr) ∼= Hk(Cr0) w.h.p. since there
are no critical points of index k and k + 1 in (r, r0]. In addition, from [16] we know that at radius
r0 the union of balls Br0(P) covers M w.h.p. , and therefore by the Nerve Lemma 2.2 we have that
Hk(Cr0) ∼= Hk(M). Thus, we conclude that Hk(Cr) ∼= Hk(M).
Lower threshold:
From Proposition 8.1 we know that w.h.p. βk(r) >
1
2E {βk(r)}. If Λ = log n+(k−2) log log n−w(n),
then from Lemma 7.4 we have that E {βk(r)} ≥ akew(n) → ∞. In addition, from Lemma 7.3 we
know that βk(r) ≥ βk(r). Therefore, we have that w.h.p. βk(r) > βk(M), which implies that
Hk(Cr) 6∼= Hk(M).
10 Discussion
Homological connectivity is one of the fundamental properties of random simplicial complexes. In
this paper we showed that the phase transition discovered in [7], applies to any compact Riemannian
manifold. This is due to the fact that any Riemannian metric can be locally well approximated by an
Euclidean one. Our results suggest that the phase transition for homological connectivity exhibited by
the Cˇech complex should occur at a critical value of Λ which is inside the interval
[log n+ (k − 2) log log n, log n+ k log logn].
We note that the first and second-order terms are identical to those in [7] describing the flat torus, while
the lower order term could be different and depend on the Riemannian metric. Clearly, our work here is
not done, as we are yet to have found the exact threshold for homological connectivity (for either the
torus or general Riemannian manifolds). This, however, is left as future work. In particular, we propose
the following conjecture which will be addressed in future work.
Conjecture 10.1. Let w(n)→∞, then
lim
n→∞P (Hk(Cr)
∼= Hk(M)) =

1 Λ = log n+ (k − 1) log log n+ w(n)
0 Λ = log n+ (k − 1) log log n− w(n).
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Our intuition for this conjecture is the following. In random graph models (e.g. Erdös-Rényi, and
geometric), the obstruction to connectivity are isolated vertices. More specifically, in [15] it is shown that
the graph becomes connected exactly at the point where the last isolated vertex connects to another vertex.
A similar observation appeared later in both the Linial-Meshulam model [30] as well as the random
clique complexes [25]. In both models it was shown that the obstruction to homological connectivity
are “isolated” or “uncovered” k-faces (k-simplexes that are not a face of any (k + 1)-simplexes). These
results suggest that the same phenomenon should occur in the random Cˇech complex. Condition 2
in (6.1) implies that every critical point of index k introduces an uncovered k-face. Thus, a possible
candidate for the homological connectivity threshold is the point where the last critical point of index k
appears. Lemma 6.2 strongly suggests that this threshold is Λ = log n+ (k − 1) log log n.
A final remark - in this paper we focused on extending the homological connectivity result from [7]
to compact Riemannian manifolds. However, the methods we used in this paper could be used to
translate any of the previous statements made for random Cˇech (and also Vietoris-Rips) complexes
[3, 5, 24, 27, 43] from the Euclidean setup to Riemannian manifolds. For example, we could provide
formulae for the expected Betti numbers in the sparse regime (Λ→ 0), as well as prove a central limit
theorem (CLT) in either the sparse or the thermodynamic (Λ = λ ∈ (0,∞)) regime. For the sake of
keeping this paper at a reasonable length, we did not include these statements here.
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Appendix
A Palm Theory for Poisson Processes
The following theorem will be very useful when computing expectations related to Poisson processes.
Theorem A.1 (Palm theory for Poisson processes). Let (X, ρ) be a metric space, f : X → R be a
probability density on X , and let Pn be a Poisson process on X with intensity λn = nf . Let h(Y,X )
be a measurable function defined for all finite subsets Y ⊂ X ⊂ Xd with |Y| = k. Then
E
{ ∑
Y⊂Pn
h(Y,Pn)
}
=
nk
k!
E
{
h(Y ′,Y ′ ∪ Pn)
}
where Y ′ is a set of k iid points in X with density f , independent of Pn.
For a proof of Theorem A.1, see for example [38]. We shall also need the following corollary, which
treats second moments:
Corollary A.2. With the notation above, assuming |Y1| = |Y2| = k,
E
{ ∑
Y1,Y2⊂Pn
|Y1∩Y2|=j
h(Y1,Pn)h(Y2,Pn)
}
=
n2k−j
j!((k − j)!)2E
{
h(Y ′1,Y ′ ∪ Pn)h(Y ′2,Y ′ ∪ Pn)
}
where Y ′ = Y ′1 ∪ Y ′2 is a set of 2k − j iid points in X with density f , independent of Pn, and
|Y ′1 ∩ Y ′2| = j.
For a proof of this corollary, see for example [3].
B Proofs for Section 3.3
This appendix contains the proof of Lemmas 3.1, 3.4 and corollary 3.2.
Proof of Lemma 3.1. Using normal coordinates (x1, . . . , xd) in a neighborhood of the point p ∈ M
we have dvolg =
√
det(gij) dvolgE = dr ∧ rd−1
√
det(gij) dvolSd−1 , where Sd−1 denotes the unit
(d−1)-sphere in the Euclidean metric gE = δijdxi⊗dxj , and dvolSd−1 the volume form of the induced
by the round metric on Sd−1. Thus, we have that dvolSr(p) =
√
det(gij)r
d−1 dvolSd−1 , and using (3.2)
we have
dvolSr(p) = r
d−1
(
1− Ricij
3
xixj +O(|x|3)
)
dvolSd−1 .
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For any ν > 0 we can find rν(p) > 0, such that for all r ≤ rν(p)∣∣dvolSr(p)∣∣ ≤ rd−1(1 + |Ric|+ ν3 r2
)
|dvolSd−1 | ,
and similarly for the lower bound. Moreover, as the metric g is smooth (i.e. C∞) we can take rν(p) to
depend smoothly on p ∈M . Then, we take rν = minp∈M rν(p), which is achieved and positive as M
is compact and one can chose rν(p) to vary continuously with p ∈M , see remark B.1 below.
Remark B.1. Around any point p ∈M we can pick geodesic normal coordinates (x1, . . . , xd), valid
in Br(p), for r < inj(p), the injectivity radius at p4. Then, for r < inj(p) we may write dvolSr(p) =
rd−1f(x1, . . . , xd) dvolSd−1 . Moreover, for small r the Taylor expansion of f is such that
f(x1, . . . , xd) = 1− Ricij
3
xixj − 1
9
∇kRicijxixjxk + . . . .
Then for any ν > 0, we have
f(x1, . . . , xd) ≤ 1 + |Ricp|+ ν
3
r2,
provided that
0 ≤
(
1 +
|Ricp|+ ν
3
r2
)
−
(
1− Ricij
3
xixj − 1
9
∇kRicijxixjxk + . . .
)
≤ |Ricp| r
2 −Ricijxixj + νr2
3
+ c3(p)r
3
≤ νr
2
3
+ (c3(p) + 1)r
3
where c3(p) = sup|v|=1
(
1
9(∇vRic)(v, v)
)
. Solving this inequality for r we find that it is enough that
r ≤ rν(p) = min{ ν
3(|c3(p)|+ 1) , inj(p)}.
As g is a smooth metric, both c3(·) and inj(·) are continuous and so the minimum of the two is continuous.
It will be important for the proof of the previous result that one can choose this rν(p) to vary continuously
with p.
Proof of Corollary 3.2. For every point p ∈M , we have from (3.2) that√det(gij) = 1− Ricij3 xixj +
O(|x|3). Thus, if we take ν(p) = |Ric(p)|+ δ for some fixed δ > 0, then we can find rν(p) > 0 such
that Lemma 3.3 holds. To complete the proof we take ν = minp∈M ν(p), and rν = maxp∈M rν(p).
Proof of Lemma 3.4. Let p1, p2 be at a sufficiently small distance from each other, and let p be the
midpoint in the minimizing geodesic connecting p1 and p2. For dist(p1, p2) < 2s we have Bs(p1) ∪
4The injectivity radius at p is the supremum of the values of r such that expp : Br(0) ⊂ TpM →M is injective.
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Bs(p2) ⊂ B2s(p). Pick normal coordinates (x1, . . . , xd) centered at p and valid in a ball of radius 2s
centered around it. In these coordinates, the metric g is within O(s2) of the Euclidean metric and its
distance function distg is within O(s) of the Euclidean one distE , i.e. distg / distE = 1 +O(s). Hence,
there exists νp > 0 such that
(1− νps)ρEpi ≤ ρpi ≤ (1 + νps)ρEpi , i = 1, 2.
From this, it immediately follows that for any r ≤ s(
BE(1−νps)r(p1) ∪BE(1−νps)r(p2)
)
⊂ (Br(p1) ∪Br(p2)) ⊂
(
BE(1+νps)r(p1) ∪BEC(1+νps)r(p2)
)
.
The result then follows from using the compactness of M , and maximizing νp over all p1, p2 ∈ M
within distance 2s from each other.
C A convexity result
In this section we present a result regarding equidistant hypersurfaces, i.e. set of points which are
equidistant to a fixed pair points. In the Euclidean case this is simply a hyperplane and thus a totally
geodesic submanifold. In the following we prove that in a Riemannian manifolds, if two points are
sufficiently close, then their equidistant hypersurface is approximately totally geodesic. This result is
used in the proof of Lemma 4.2, where we restrict a strictly convex function to a small open set in an
equidistant hypersurface. Our result here guarantees that the restricted function is locally convex and
thus admits a unique minimum.
Lemma C.1. Let p ∈M , then there exists rp > 0 that satisfies the following. For p1, p2 ∈ Brp(p) let
Ep1,p2 = {x ∈M | dist(p1, x) = dist(p2, x)}
be the equidistant hypersurface between p1 and p2. Then, dist2(p, ·) restricted toE12∩Brp(p) is strictly
convex.
Proof. Fix normal coordinates x = (x1, . . . , xd) in a δ-neighborhood of p with x(p) = 0 and let
sδ(x) = δx,
for (x1)2 + . . . (xd)2 ≤ 1. Using the pullback s∗δg of the metric g to the Euclidean unit ball, we define
the metric gδ := δ−2s∗δg. In the coordinates (x
1, . . . , xd) we can write gδ = gδijdx
i ⊗ dxj with
(C.1) gδij(x) = gij(δx) = δij +
δ2
3
Rikljx
kxl +O(δ3).
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Moreover, given p1 ∈ Bδ(p), we can write the distance function with respect to gδ in the coordinates
(x1, . . . , xd) as
(C.2) δ distδ(δ−1p1, δ−1x) = dist(p1, x),
where dist(p1, x) denotes the distance function of g in the same coordinates. The reason for using this
rescaling is twofold:
• The metric gδ converges uniformly to the Euclidean metric, in the sense that gδij → δij as δ → 0.
This is a direct consequence of equation (C.1) Moreover, this way the coordinates x are fixed and
their range is not shrinking.
• Let p1, p2 ∈ Bδ(p). The equidistant hypersurfaces Ep1,p2 and Eδδ−1p1,δ−1p2 of the metrics g and
gδ inside B1(p) are related by Eδδ−1p1,δ−1p2 = δ
−1Ep1,p2 . This claim is immediate from equation
(C.2).
We wish prove that, restricted to Ep1,p2 ∩Bδ(p), the function dist(p, ·) is convex. Recall that p = 0 in
this coordinates. Then, given the relations above and the fact that distδ(p, ·) = δ−1 dist(p, δ·) it will be
enough to show that distδ(p, ·) restricted to Eδδ−1p1,δ−1p2 ∩B1(p) is strictly convex.
From the first bullet above it follows that distδ(p, ·) varies smoothly with δ and agrees with the
Euclidean distance function
√
(x1)2 + . . .+ (xd)2 when δ = 0. Hence, using a Taylor expansion in δ
we have
dist2δ(p, x) = (x
1)2 + . . . (xd)2 + δf(x, δ),
where f(x, δ) is smooth in both variables, and uniformly bounded in a neighborhood of δ = 0. Similarly,
the equidistant hypersurfaces vary smoothly with δ and at δ = 0 must coincide with the Euclidean
equidistant hyperplane between p1 and p2. Using a Taylor expansion we have
dist2δ(p1, x)− dist2δ(p2, x) = H12(x) + δh(x, δ),
where H12 is an affine function and h(x, δ) is a smooth function, uniformly bounded around δ = 0.
Restricting dist2δ(p, x) to E
δ
δ−1p1,δ−1p2 = E
δ
12 and using the induced metric on E
δ
12, we can regard the
Hessian Hδ of dist2δ as an endomorphism of TE
δ
12. For δ = 0 we have a restriction of a strictly convex
function to a totally geodesic submanifold (an hyperplane), and therefore H0 is positive definite. Thus,
for small δ we have
Hδ = H0 + δH1 +O(δ
2),
and there exists rp > 0 such that for δ < rp we have that Hδ is still positive definite, which implies that
the restriction of dist2δ(p, x) to E
δ
12 is strictly convex.
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D An excess inequality
In this section we prove an excess inequality for certain sets of points Y in a sufficiently small normal
ball. This inequality is used in the proof of Lemma 7.3. Recall that using normal coordinates (3.1)
centered at a point p ∈M , the metric is approximately Euclidean to first order. Hence, ρ2p approaches
the squared Euclidean distance in a small enough neighborhood of p. In the Euclidean space, the Hessian
matrix satisfies ∇2ρ2p = 2I , where I is the identity matrix. Therefore, for a Riemannian distance
function, if r > 0 is sufficiently small then there exists A(r) > 0 such that on Br(p) we have
∇2ρ2p ≥ 2A(r)I.(D.1)
Moreover, the constant A(r) converges to 1 as r → 0. We note that the constant A can be taken to be
greater than 1 if g has negative sectional curvatures at p, and it must be taken to be less than 1 if one of
the sectional curvatures is positive.
Lemma D.1. There exists a continuous function cg : (0, rmax] → R, that depends only the metric g,
and satisfies the following. Let Y ⊂ P be such that Ermax(Y) 6= ∅ (and c(Y) is well defined) and such
that 0 ∈ ∆(Y). Then for every r ∈ (ρ(Y), rmax) and x ∈ B∩r (Y), we have
dist(c(Y), x) ≤ cg(r)
√
r2 − ρ2(Y).
In addition, we have that limr→0 cg(r) = 1.
Proof. Let Y = {y1, . . . , yk}, x ∈ B∩r (Y), and ` = dist(c(Y), x). In addition, let γ : [0, `] → M be
the minimizing geodesic from c(Y) to x, using the arc-length parametrization. For each yi ∈ Y consider
the squared distance from yi to a point γ(t) on that geodesic (see Figure 5). Using the Hessian inequality
(D.1), and recalling that γ is parametrized with respect to arc-length, we have
1
2
d2
dt2
(ρ2yi ◦ γ)(t) =
1
2
(∇2γ˙,γ˙ρ2yi)(γ(t)) ≥ A(r) |γ˙(t)|2 = A(r), 1 ≤ i ≤ k,
Integrating this inequality from 0 to t, using the fundamental theorem of calculus and multiplying by 2
yields ddt(ρ
2
yi ◦ γ)(t) ≥ 〈∇ρ2yi , γ˙(0)〉+ 2At. Applying the fundamental theorem of calculus again we
have
ρ2yi(γ(t))− ρ2yi(γ(0)) ≥ 〈∇ρ2yi , γ˙(0)〉t+A(r)t2.
Recall that γ(`) = x, γ(0) = c(Y), ρyi(x) ≤ r, ρyi(c(Y)) = ρ(Y), and ` = dist(c(Y), x), then putting
everything into the last inequality we have
(D.2) A(r) dist2(c(Y), x) ≤ r2 − ρ2(Y)− 〈∇ρ2yi , γ˙(0)〉l, 1 ≤ i ≤ k.
Finally, we use the assumption that 0 ∈ ∆(Y) ⊂ Tc(Y)M , which implies that there exist {αi}ki=1 such
that αi ∈ [0, 1],
∑
i αi = 1, and
∑k
i=1 αi∇ρ2yi = 0. Multiplying each of the k inequalities (D.2) by the
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corresponding αi and summing them up yields
dist(c(Y), x)2 ≤ (r2 − ρ2(Y))/A2(r).
To complete the proof, we set cg(r) = 1/
√
A(r). The continuity of cg(r) and the fact that is approaches
1 as r → 0 follow from the properties of A(r).
Figure 5: The temporary construction of geodesics used in the proof of Lemma D.1. Here Y =
{y1, y2, y3}, with c(Y) as its center. γ(t) is a geodesic connecting c(Y) and x ∈ B∩r (Y).
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