Abstract. Necessary and sufficient conditions are given for the fractional integral operator Iα to be bounded from weighted strong and weak L p spaces within the range p ≥ n/α into suitable weighted BM O and Lipschitz spaces. We also characterize the weights for which Iα can be extended to a bounded operator from weighted BM O into a weighted Lipschitz space of order α. Finally, under an additional assumption on the weight, we obtain necessary and sufficient conditions for the boundedness of Iα between weighted Lipschitz spaces.
Introduction
A nonnegative function ω defined on R n is called a weight if it is locally integrable. We denote by |E| the Lebesgue measure of E, and ω(E) = E ω(x)dx. Given a ball B, θB will mean the ball with the same center as B and with radius θ times as long. Throughout this paper, the letter C will denote a constant not necessarily the same at each occurrence.
A weight ω is said to belong to the Muckenhoupt class A p , 1 < p < ∞, if there exists a constant C such that Finally, the Lipschitz space Λ(δ), 0 < δ < 1, is the class of functions f satisfying |f (x) − f (y)| ≤ C |x − y| δ .
We consider the fractional integral operator I α , 0 < α < n, defined by Thus, I α f (x) is finite for almost every x ∈ B(0, R), and, consequently, for almost every x ∈ R n . For 1 < p < n/α and 1/q = 1/p − α/n, Muckenhoupt and Wheeden in [M-W1] characterize the non negative functions υ for which the inequality characterize the weights satisfying the inequality
as the weights belonging to A(n/α, ∞), that is, υ (n/α) ∈ A 1 . Here m Q (g) denotes the average 1 |Q| Q g(x)dx. This inequality may be viewed as the boundedness of I α from L n/α,v into a weighted version of BM O, the space of functions with bounded mean oscillation.
In this work we give necessary and sufficient conditions on the weights for the boundedness of the fractional integral operator
+ , into suitable weighted BM O and Lipschitz spaces. Actually, for the case p = n/α a slightly more general result is obtained here than that stated in (0.3) (see Remark 2.15). We also and the boundedness characterize the weights for which I α can be extended to a bounded operator from weighted BM O into a weighted Lipschitz space of order α. Finally, under an additional assumption on the weight, we obtain necessary and sufficient conditions for the boundedness of I α between weighted Lipschitz spaces. For the unweighted case, the results contained in this paper have been established in different settings by several authors, see for instance [Z] , [S-Z] , [G-V] and [H-S-V].
The paper is organized as follows. In §1 we define the family of spaces used throughout the work and derive some basic properties. The main results of the paper, concerning the boundedness of fractional integrals, are stated in §2. In §3, we study the basic properties of the class of weights related to the inequalities given in §2. Finally, in §4, we prove the weighted inequalities stated in §2.
The spaces
We start by giving two possible weighted versions of the spaces L p,λ , for p = 1, considered by Peetre in [P] .
(1.1) Definition. Let ω be a weight and −1 < β < 1/n. We say that a locally integrable function f belongs to L ω (β) if there exists a constant C such that
The least constant C satisfying this inequality will be denoted by f Lω (β) .
(1.2) Definition. Let −1 < β < 1/n, and let ω be a weight. We denote by L ω (β) the space of the locally integrable functions f such that the inequality 1
holds for a fixed constant C and for every ball B ⊂ R n . The least constant C will be called f Lω (β) .
Let us observe that for β = 0, both of the spaces L ω (β) and L ω (β) coincide with one of the versions of weighted bounded mean oscilation space, introduced by Muckenhoupt and Wheeden in [M-W2] . Moreover, for the case ω ≡ 1, both Definitions 1.1 and 1.2 give the known Lipschitz integral spaces for β in the range 238 ELEONOR HARBOURE, OSCAR SALINAS, AND BEATRIZ VIVIANI 0 < β < 1/n, and the Morrey spaces, for −1 < β < 0. Also, we notice that the spaces L(β), 0 ≤ β < 1/n, are the duals of the weighted Hardy spaces H p ω p with p = 1 1+β , introduced by García Cuerva in [GC] . The following propositions establish the relationships between the spaces L ω (β) and L ω (β) and some useful properties of them.
(1.3) Proposition. Let 0 < β < 1/n, and let ω be a weight. Then
(1.5) If ω satisfies a doubling condition, the space L ω (β) coincides with the pointwise version Λ ω (nβ) consisting of all the functions f such that there exists a constant C satisfying
for almost every x and y in R n . In particular, for the case
follows directly from the Hölder inequality, and the other inclusion is also inmediate from our assumption that ω 1/(1+β) ∈ RH(1 + β). In order to prove (1.5), we first check (
We estimate only the first term of the right side, since the others follow similar lines. Letting B i = B(x, 2 −i |x − y|) for i ≥ 1 and B 0 = B, and using the doubling condition, we get
for almost every x in R n . Conversely, integrating (1.6) on a ball B with respect to both variables, x and y, and interchanging the order of integration, we obtain that f belongs to L ω (β). This completes the proof of (1.5). ♦ (1.8) Proposition. Let ω be a weight and −1 < β < 0. Then
Proof. First, let us prove (1.9). Since 0 < 1 + β < 1, the inclusion of L ω (β) in L ω (β) follows, as in (1.4), by using the Hölder inequality with exponent 1/(1 + β). The other inclusion is a consequence of the fact that ω ∈ RH(1/ (1 + β) ). Now, let us show (1.10). Let f ∈ L q ω , with q = −1/β. The Hölder inequality implies that
as we wanted to prove. ♦
Results on the boundedness of I α
We now introduce two classes of weights which appear in connection with the spaces L ω (β) and L ω (β), and the boundedness of the operator I α .
(2.1) Definition. Let 0 < α < n and 1 < p < ∞. We say that ω ∈ H(α, p) if there exists a constant C such that
for every ball B ⊂ R, where x B is the center of the ball B and p = p/(p − 1). In the case p = ∞, (2.2) should be understood to mean
We denote this class by H(α, ∞).
(2.3) Definition. Let 0 < α < n, 1 < p < ∞ and β = α/n − 1/p. We define H(α, p) as the class of weights ω such that there exists a constant C satisfying
is defined by taking 1/p = 0, p = 1 and β = α/n in (2.4).
In the case n/α < p ≤ ∞, by using Hölder inequality, it is easy to see that
with β = α/n − 1/p, both classes are the same. In a similar way, when 1 < p < n/α, we clearly have that H(α, p) ⊆ H(α, p), and both classes coincide whenever ω ∈ RH(1/(1 + β)).
We also note that for p = ∞ and n = 1, the class H(α, ∞) agrees with one of the classes B r considered by Muckenhoupt in [M] and earlier in [H-M-W] . It is known (see [F-M] ) that there exist weights in B r which are not in A ∞ and, consequently, weights in B r do not necessarily satisfy any reverse-Hölder condition.
Even though we will restrict our attention in this paper to the boundedness of I α involving the spaces L ω (β) and the corresponding classes H(α, p), similar results to those stated in Theorem 2.5 below can be obtained for the spaces L(β) and the classes H(α, p). Now we are in the position to state our main results
The following statements are equivalent:
(2.7) The operator I α can be extended to a bounded linear operator
, where I α is defined as in (2.6).
(2.8) The weight ω belongs to H(α, p).
(2.9) Theorem. Let ω be a weight and 0 < α < 1. The following conditions are equivalent:
for an appropiate choice of x 0 ∈ R n .
(2.11) The weight ω belongs to H(α, ∞).
(2.12) Corollary. Let α, δ ∈ R + such that 0 < α + δ < 1. The following conditions are equivalent: (2.13) The weight ω belongs to H(δ, ∞) and the operator I α can be extended to a bounded linear operator
(2.14) The weight ω belongs to H(α + δ, ∞).
(2.15) Remark. We note that for ω ≡ 1, Theorem 2.5 gives, in particular, the classical results:
For general ω and p = n/α (i.e. β = 0) the space L ω (0) provides a weighted version of BM O larger than the one used by Muckenhoupt and Wheeden in [M-W1] . However, for the class of weights they obtained, that is ω n n−α ∈ A 1 , both spaces coincide. When 1 < p < n/α (i.e. β < 0), the space L ω (β) contains the Lebesgue space L q , 1/q = 1/p − α/n, as we showed in Proposition 1.8. Therefore, the
analogue for L ω (β) of Theorem 2.5 gives the boundedness of I α from L p ω into a space larger than that in [M-W1] but, on the other hand, we obtained a larger class of weights.
(2.16) Remark. We would like to point out that Theorem 2.9 generalizes the classical unweighted result on the boundedness of I α between BM O and the Lipschitz space Λ(α). Moreover, we note that for weights in our class the spaces L ω (β), 0 < β < 1/n, coincide with the pointwise versions given in (1.5), because, as we shall see in the next section, they satisfy a doubling condition.
We postpone the proofs of the theorems until §4, since we need first to establish some properties for our weights.
Basic properties of the weights
In order to prove some properties for the weights introduced in §2, we need two technical lemmas about real functions.
(3.1) Lemma. Let ϕ be a non negative and non decreasing function defined on (0, ∞). If there exist two positive constants C and r such that
Proof. Let t 1 ≥ t 2 . From (3.2), since ϕ is non-decreasing, we have
as we wanted to prove. ♦ (3.5) There exists a > 1 such that ϕ(at) ≤ 2 −1 a r ϕ(t) for every t > 0.
(3.6) There exist two positive constants C and such that
for all t > 0 and all θ ≥ 1.
Proof. In order to prove that (3.4) implies (3.5), let a be a constant greater than one such that log a = 2 r+2 C 2 . Now, assume that there exists t 0 > 0 such that 242 ELEONOR HARBOURE, OSCAR SALINAS, AND BEATRIZ VIVIANI
. Then, from (3.4) and Lemma 3.1, we get
which is a contradiction. Let us show (3.5) implies (3.6). Let θ ≥ 1. Choosing k ∈ N 0 such that a k ≤ θ < a k+1 , and iterating the inequality in (3.5), we have
where = 1/ log 2 a > 0, which finishes the proof of (3.6). Next, assume that (3.6) holds. Therefore, for t > 0, we get
which proves (3.4). ♦
In the following we will search for properties valid for the classes H(α, p) with 0 < α < n and 1 < p ≤ ∞. Proof. Let B be a ball in R n ; since ω belongs to H(α, p), we have
This completes the proof. ♦ License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Proof. Let B be a ball in R n . Since ω satisfies H(α, p), applying Lemma 3.7, we get 
for every ball B = B(x B , t) and for all θ ≥ 1.
(3.12) There exist two positive constants C and such that
Proof. Let us show (3.10) implies (3.11). By Lemma 3.8 ω satisfies the desired reverse-Hölder inequality. On the other hand, for B = B(x B , t), using the Hölder inequality, (3.10) and Lemma 3.7, we have
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Therefore, we get
which implies (3.2) for ϕ(t) = ω p (B(x B , t) ) and r = (n − α + 1)p . Then, an application of Lemma 3.3 completes the proof of (3.11). Conversely, if (3.11) holds, by setting θ = 2 we get that ω p satisfies a doubling condition. Therefore for a ball
This proves (3.10). Now let us assume (3.11). Then
which implies (3.12). Finally, taking θ = 1 in (3.12), we have that ω satisfies a reverse-Hölder inequality. On the other hand, from (3.12) and the Hölder inequality the estimate in (3.11) holds. This complete the proof of the lemma. ♦
The following lemmas prove that for a fixed α, the set of p for which a given weight belongs to H(α, p) is an open interval.
Proof. For any δ ∈ (0, 1), from the Hölder inequality and Lemma 3.9, we have
for every ball B(x B , t) in R n and for all θ ≥ 1, where
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Now, choosing δ sufficiently close to one, we get > 0. Thus, by Lemma 3.9 again, we obtain that ω is in H(α, (p δ) ). ♦ (3.14) Lemma. Let ω be in H(α, p), 1 < p < ∞. Then there exist τ 0 > 1 such that ω belongs to H(α, (p τ ) ) for any 1 ≤ τ ≤ τ 0 .
Proof. From Lemma 3.8 and by Lemma 2 (p. 268) in [G] , there exist τ 0 > 1 and a positive constant C such that for any 1
for every ball B in R n . Thus, for a given ball B = B(x B , t), by Lemma 3.7 and the H(α, p) condition, we have
This completes the proof of the lemma. ♦
Proof. Let θ ∈ (0, 1) and
by the
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Hölder inequality, we have
which proves that ω ∈ H(α, p).♦ (3.16) Examples of weights in H(α, p).
It is easy to check that weights ω such that ω p ∈ A 1, are in H(α, p). However, the weights w(x) = |x| β with β ∈ (0, n/p − α + 1) do not belong to A 1 but, using (3.9), it is easy to check that they are in H(α, p).
Let 0 < α < 1 and p > n/(1 − α). The weights ω such that ω p ∈ A p +1 are in H(α, p). In fact, given a ball B and θ ≥ 1, ω p ∈ A p +1 and Hölder inequality imply
Proofs of the main results
We start by proving some technical lemmas needed in the proof of our main results. 
Proof. Given a ball B, since ω ∈ RH(p ), by Lemma 2 (p. 268) in [G] , there exist δ > 0 and a constant C such that 
Therefore, by the Hölder inequality, we get
where q = (p + δ) . Let a be a constant to be determined later. We now estimate
Thus, from (4.2) and (4.3), the conclusion of the lemma follows. ♦
Proof. Let a be a constant to be determined later. Let us denote
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Then, for a ball B with center x B , we have
Let us first estimate I 1 . Since ω is in H(α, p) , by Lemma 3.14, there exists τ > 1 such that ω ∈ H(α, q 1 ) with q 1 = (p τ) < p. Then, applying the Hölder inequality, we get
On the other hand, by Lemma 3.13, there exists 0 < δ < 1 such that ω ∈ H(α, q 2 ) with q 2 = (p δ) > p. Thus, by the Hölder inequality, it follows that
p , from (4.5) and (4.6) the proof of the lemma is complete. ♦ (4.7) Lemma. Let α ∈ R + and δ ≥ 0 be such that 0 < α + δ < 1. Let ω be a weight satisfying a doubling condition. If f belongs to L ω (δ/n), then there exists a constant C such that
Proof. Given a ball B = B(x B , R), letting B j = 2 j B, since ω satisfies a doubling condition, we have
as we wanted to prove. ♦ The results obtained in §3 and the above lemmas give us the needed tools to proceed with the proofs of theorems we stated in §2.
Proof of Theorem 2.5. Clearly (2.7) implies (2.6). Assuming (2.8), we shall prove (2.7). In order to extend I α to an operatorĨ α , we first note that if f belongs tõ L p ω and has compact support, then from Lemma 4.1 it follows easily that I α f (x) is finite for almost every x in R n . Now, letting χ B(0,1) (y) denote the characteristic function of the unit ball, the operator
is well defined for every f inL p ω . In fact, for a ball B = B(x B , r) withB = 2B, we set
The expression in parentheses is bounded and behaves like |x B − y| −n+α−1 for large y. Then, since ω is in H(α, p), applying Lemmas 4.1 and 4.4, we get that a B is 250 ELEONOR HARBOURE, OSCAR SALINAS, AND BEATRIZ VIVIANI finite. Thus, if we are able to show that
satisfies the inequality
then, since by breaking the integral defining a B into the sum of the integrals over B and its complement it is easy to check that
we get that I α f is finite for almost every x in B and
which implies (2.7). Let us first estimate I 1 (x). From Tonelli's Theorem and Lemma 4.1, we obtain
On the other hand, by Lemma 4.4, for each x ∈ B, we have
When we combine these estimates, the inequality for I(x) follows immediately. Finally, let us show (2.6) implies (2.8). First, for a ball
(1, 1, ..., 1), we consider the following three regions:
Clearly, we have the estimates
Then, for y ∈ A, x ∈ B 1 and z ∈ B 2 , applying the mean value theorem and denoting the angle between two vectors u and v by ( u, v) , we get
where w is a point in the segment conecting x and z. Under these conditions, it follows that there exists θ = θ(n) ∈ ( π 2 , π) such that ( w − y, x − z) ≥ θ, and, 
Thus, taking
in (4.9), using (2.6) and letting m → ∞, we have that
Let us observe that A is the complement of B relative to the first quadrant of the Cartesian system with center at x B . Proceeding as above, with the complement of B with respect to the other quadrants, we get similar estimates for each of these regions. By adding all these inequalities we conclude that ω is in H(α, p) , completing the proof of the theorem. ♦ Proof of Theorem 2.9. Assume (2.11). First we shall see that I α can be extended to an operatorĨ α defined on L ω (0). Since
Thus, for x 0 as above, we set
Since the expression in parentheses has null integral over R n as a function of y, for B = B(x 0 , R), we get
where I 1 is the integral over the ball B and I 2 is the integral on the complement of B. Let us first estimate I 1 for x ∈ B(x 0 , R). We setB = B(x, 2R). Since, by Lemma 3.7, ω satisfies a doubling condition, we have
Both integrals can be estimated in exactly the same way, so we do only the first one. Thus, denoting
Next, let us estimate I 2 . Applying the mean value theorem and Lemma (4.7) with δ = 0, since ω ∈ H(α/n, ∞), we have By integrating on B(x 0 , R), from (4.10), (4.12) and (4.13), we obtain that the functionĨ α f (x) is finite for almost every x in B(x 0 , R). Then, since R n = R∈Q + B(x 0 , R), we can conclude thatĨ α f (x), given in (4.11), is finite for almost every x ∈ R n . Now, in order to prove the boundedness ofĨ α we observe that by Proposition 1.3 and (3.8) it is enough to get for I α f a pointwise estimate as in (1.6). Given x 1 and x 2 in R n with x 1 = x 2 and B = B(x 1, 2|x 1 − x 2 |), since the kernel ofĨ α f (x) has a null integral, we have where I 1 is the integral on B and I 2 is the integral on the complement of B. Thus, proceeding in a similar way as in (4.11) and (4.13), we get that Thus, proceeding as in the proof of (2.11), from (2.10) we get (2.14). Now, assume (2.14). Clearly this implies ω ∈ H(δ, ∞). Arguing as above, we have I δ (L ∞ c,ω ) ⊂ L ω (δ/n) and I α is defined on this set. In order to obtain an extension to all L ω (δ/n), we choose a point x 0 as in (4.10) but replacing α by α + δ. Then, proceeding as in the proof of (2.10) in Theorem 2.9 but using (2.14) instead of (2.11), we define the extended operatorĨ α as in (4.11). The boundedness of this operator follows from an argument quite similar to that used in the proof of (2.10), but applying this time (2.14) instead of (2.8). ♦
