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Abstract
Second-order Lagrangian densities admitting a first-order Hamiltonian
formalism are studied; namely, i) for each second-order Lagrangian den-
sity on an arbitrary fibred manifold p : E → N the Poincare´-Cartan form
of which is projectable onto J1E, by using a new notion of regularity pre-
viously introduced, a first-order Hamiltonian formalism is developed for
such a class of variational problems; ii) the existence of first-order equiva-
lent Lagrangians are discussed from a local point of view as well as global;
iii) this formalism is then applied to classical Einstein-Hilbert Lagrangian
and a generalization of the BF theory. The results suggest that the class
of problems studied is a natural variational setting for GR.
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1 Preliminaries
1.1 Legendre & Poincare´-Cartan forms
Below, a fibred manifold p : E → N is considered over a connected n-dimensional
manifold N oriented by a volume form v = dx1∧· · ·∧dxn. The bundle of k-jets
1
of local sections of p is denoted by pk : JkE → N , with natural projections
pkl : J
kE → J lE, k ≥ l.
Every fibred coordinate system (xj , yα), 1 ≤ j ≤ n, 1 ≤ α ≤ m = dimE−n,
for the submersion p, induces a coordinate system (xj , yαI ) (I = (i1, . . . , in)
being a multi-index in Nn of order |I| = i1 + . . .+ in ≤ r) on J
rE defined by,
yαI (j
r
xs) =
∂|I|(yα◦s)
∂(x1)i1 ...∂(xn)in
(x),
where s is a local section of p. We also set (j) = (0, . . . , 0,
(j
1 , 0, . . . , 0) ∈ Nn,
(jk) = (j) + (k), etc., and yα(j) = y
α
j .
The Legendre form of a second-order Lagrangian density Λ = Lv, defined
on p : E → N , L ∈ C∞(J2E), is the V ∗(p1)-valued p3-horizontal (n − 1)-form
ωΛ on J
3E locally given by (e.g., see [18], [21], [25]),
ωΛ = (−1)
i−1Li0α vi ⊗ dy
α + (−1)i−1Lijα vi ⊗ dy
α
j ,
where vi = dx
1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn, and
Lijα =
1
2−δij
∂L
∂yα
(ij)
,(1)
Li0α =
∂L
∂yαi
− 12−δijDj
(
∂L
∂yα
(ij)
)
,(2)
andDj =
∂
∂xj +
∑∞
|I|=0
∑m
α=1 y
α
I+(j)
∂
∂yα
I
denotes the total derivative with respect
to the coordinate xj . The Poincare´-Cartan form (or P-C form for short) at-
tached to Λ is the ordinary n-form on J3E given by ΘΛ = (p
3
2)
∗θ2∧ωΛ+Λ (e.g.,
see [18], [25]), where θ1, θ2 are the first- and second-order structure forms on
J1E, J2E, locally given by (cf. [17], [24]), θ1 = θα⊗ ∂∂yα , θ
2 = θα⊗ ∂∂yα+θ
α
h⊗
∂
∂yα
h
,
respectively, and θα = dyα − yαk dx
k, θαi = dy
α
i − y
α
(ik)dx
k, is the standard basis
of contact 1-forms, and the exterior product of (p32)
∗θ2 and the Legendre form,
is taken with respect to the standard pairing V (p1)×J1E V
∗(p1)→ R.
1.2 Projecting onto J2E or J1E
The most outstanding difference with a first-order Lagrangian density is that the
Legendre and Poincare´-Cartan forms associated with a second-order Lagrangian
density are generally defined on J3E, thus increasing by one the order of the
Lagrangian density Λ.
For certain second-order Lagrangian densities it is known that the P-C form
is projectable onto J2E; e.g., see [10]. More precisely, the P-C form of a second-
order Lagrangian projects onto J2E if and only if the following system of PDEs
holds (cf. [6], [10]):
1
2−δib
∂2L
∂yβac∂yαib
+ 12−δia
∂2L
∂yβ
bc
∂yαia
+ 12−δic
∂2L
∂yβ
ab
∂yαic
= 0,
for all indices 1 ≤ a ≤ b ≤ c ≤ n, α, β = 1, . . . ,m.
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More surprisingly, there exist second-order Lagrangians for which the asso-
ciated P-C form projects not only on J2E but also on J1E. Notably, this is the
case of the Einstein-Hilbert Lagrangian in General Relativity.
As is well known (e.g., see [11, (1.3)], [21, 2.1]), prr−1 : J
rE → Jr−1E admits
an affine bundle structure modelled over the vector bundle
(3) W r = (pr−1)∗SrT ∗N ⊗ (pr−10 )
∗V (p)→ Jr−1E.
Proposition 1.1 (cf. [16], [23]). The Poincare´-Cartan form attached to a La-
grangian L ∈ C∞(J2E) projects onto J1E if and only if L is an affine function
with respect to the affine structure of p21 : J
2E → J1E, namely
(4) L = Lijα y
α
(ij) + L0, L
ji
α = L
ij
α ∈ C
∞(J1E), L0 ∈ C
∞(J1E),
and the following equations hold:
(5)
∂Lihβ
∂yαa
=
∂Liaα
∂yβ
h
, a, h, i = 1, . . . , n, α, β = 1, . . . ,m.
The equations (5) admit a variational meaning. The Euler-Lagrange (or E-L
for short) operator of an arbitrary second-order Lagrangian can be written in
terms of the coefficients of the P-C form (see the formulas (1), (2)) as follows:
Eα(L) =
∑
i≤j
DiDj
(
∂L
∂yα
(ij)
)
−Di
(
∂L
∂yαi
)
+ ∂L∂yα
= ∂L∂yα −Di
(
Li0α
)
, 1 ≤ α ≤ m.
The E-L equations for an affine second-order Lagrangian L, given as in the
formula (4), are of third order and they are of second order if and only if the
equations (5) hold (cf. [23, Proposition 2.2]).
As the projection prr−1 : J
rE → Jr−1E admits an affine-bundle structure, a
natural vector-bundle isomorphism is obtained,
(6) Ir : (prr−1)
∗W r = (pr)∗SrT ∗N ⊗ (pr0)
∗V (p)
∼=
−→ V (prr−1),
where the vector bundle W r is defined in (3). Given an arbitrary vector bundle
W → N , there exists an antiderivation
dE/N : Γ(E,∧
rV ∗(p)⊗ p∗W )→ Γ(E,∧r+1V ∗(p)⊗ p∗W )
of degree +1—called the fibre differential (e.g., see [11, (1.9)])—such that,
dE/N(fp
∗ξ) = df |V (p) ⊗ ξ, for all f ∈ C
∞(E) and all ξ ∈ Γ(E,W ). (In the
previous paragraph, the relevant fact is that the vector bundle W → N is de-
fined over the base manifold N , and not over the fibred manifold E.)
In what follows we are mainly concerned with the fibre derivative dJ1E/J0E ,
which will simply be denoted by d10 for the sake of simplicity.
A Lagrangian L ∈ C∞(J2E) is an affine function with respect to the affine
structure of p21 : J
2E → J1E if there exists a linear form wL : W
2 → R, which
3
is unique, such that, L(τ + j2xs) = wL(τ) + L(j
2
xs), ∀τ ∈ S
2T ∗xN ⊗ Vs(x)(p) and
∀j2xs ∈ J
2E.
By using the (W 2)∗ ∼= (p1)∗S2TN ⊗ (p10)
∗V ∗(p), the linear form wL defines
a section of the vector bundle (p1)∗S2TN ⊗ (p10)
∗V ∗(p) → J1E. If L is locally
given by the formula (4), then wL = L
hi
α
∂
∂xh ⊙
∂
∂xi ⊗dy
α|V (p), where the symbol
⊙ denotes symmetric product.
If ι2 : (W 2)∗ → (p1)∗⊗2 TN⊗ (p10)
∗V ∗(p) is the natural embedding, then we
consider the section
(7) w′L =
1
2
(
I˜1 ◦ ι2 ◦ wL
)
: J1E → (p1)∗TN ⊗ V ∗(p10)
obtained by composing the following mappings:
J1E
wL−→ (p1)∗S2TN ⊗ (p10)
∗V ∗(p) = (W 2)∗
ι2
−→ (p1)∗ ⊗2 TN ⊗ (p10)
∗V ∗(p)
= (p1)∗TN ⊗
[
(p1)∗TN ⊗ (p10)
∗V ∗(p)
] I˜1
−−→ (p1)∗TN ⊗ V ∗(p10),
where I˜1 = 1(p1)∗TN ⊗ ((I
1)∗)−1 is the isomorphism deduced from (6) for r = 1.
As I1(dxa⊗∂/∂yα) = ∂/∂yαa , dually we obtain (I
1)∗(d10y
α
a ) = ∂/∂x
a⊗dyα|V (p).
Hence w′L = L
hi
α d10 (y
α
h )⊗
∂
∂xi .
Remark 1.1. The equations (5) simply means that for every index h the form
ηh = Lhiα dy
α
i is d10-closed, namely d10η
h = 0. Hence, there exist functions
Li ∈ C∞(J1E) such that locally,
(8) (i) Lihα =
∂Li
∂yα
h
, (ii) ∂L
h
∂yαi
= ∂L
i
∂yα
h
, 1 ≤ α ≤ m, h, i = 1, . . . , n,
the equations (ii) above being a consequence of the symmetry Lhiα = L
ih
α .
Letting W = TN in the definition of the fibre differential above, recall-
ing that the Poincare´ lemma also holds for fibre differentiation (e.g., see [19])
and recalling that the fibres of p10 : J
1E → E are simply connected as they
are diffeomorphic to Rmn, the following global characterization of second-order
variational problems with a P-C form projecting onto J1E, is obtained:
Proposition 1.2. (see [23, Proposition 3.1]) The Poincare´ -Cartan form of
a Lagrangian L ∈ C∞(J2E) projects onto J1E if and only if L is an affine
function with respect to the affine structure of p21 : J
2E → J1E and the TN -
valued 1-form w′L defined in the formula (7) is d10-closed. In this case, for every
global (smooth) section σ : E → J1E of p10, there exists a unique globally defined
section wσL ∈ Γ(J
1E, (p1)∗TN) such that, d10 (w
σ
L) = w
′
L, w
σ
L (σ(e)) = 0, ∀e ∈
E.
Remark 1.2. A general procedure to obtain global sections σ : E → J1E of p10 is
to use Ehresmann (or non-linear) connections, i.e., to use a differential 1-form
γ on E taking values in the vertical sub-bundle V (p) such that γ(X) = X ,
∀X ∈ V (p); hence, locally (cf. [22]), γ = (dyα + γαj dx
j) ⊗ ∂∂yα , γ
α
j ∈ C
∞(E).
The vertical differential of a section s : U → E (defined on a neigbourhood U of
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x ∈ N) at e = s(x) is defined to be the linear mapping (dvs)e : TeE → Ve(p),
(dvs)eX = X−s∗p∗(X), ∀X ∈ TeE. We claim that for every e ∈ E, there exists
a unique j1xs ∈ J
1E such that, i) s(x) = e, where x = p(e), and ii) (dvs)e = γe.
In fact, one has (∂(yα ◦ s)/∂xj)(x) = −γαj (e), and the section σ
γ attached to γ
is defined by, σγ(e) = j1xs.
1.3 Summary of contents
Bearing the previous definitions and notations in mind, the paper is organized as
follows: In section 2 the Hamiltonian function, the momenta, and the Hamilton-
Cartan equations attached to each of the aforementioned Lagrangians are in-
troduced as a consequence of a normal form for their P-C form. This section
also deals with the notion of regularity for the class of second-order variational
problems with a P-C form that projects to first-order jet bundle. Although the
Hessian metric vanishes identically for the Lagrangians of such class, a suitable
notion of regularity is introduced for them.
In [23] the study of the formal integrability of the field equations of second-
order Lagrangians with projectable P-C form to first order in their Hamiltonian
form is devoted. In the real analytic case, this allows one to solve the Cauchy
initial value problem for this class of Lagrangians. The previous sections are
then applied to GR in section 3, thus showing how the theory developed fits
very well to the standard Lagrangians in this setting. Specifically, section 3.1
studies Einstein-Hilbert Lagrangian from this point of view, proving its regu-
larity and giving a new statement for the initial problem. Similarly, section 3.2
provides a strong generalization of the classical Lagrangians in BF-theory, again
showing that the results obtained above can naturally be applied to these new
Lagrangians. In section 4, the existence of first-order Lagrangians variationally
equivalent to a second-order Lagrangian admitting a first-order Hamiltonian
formalism is studied, both from local and global point of view. This generalizes
previous results obtained for the E-H Lagrangian in [3]. Section 5 introduces
the notions of symmetry and Noether invariant for the class of variational prob-
lems dealt with throughout the paper and section 6 discusses in particular such
concepts for the E-H Lagrangian. Finally, in section 7 the notion of a Jacobi
field along an extremal is introduced and the presymplectic structure attached
to a variational problem is defined. Several explicit examples are also developed
in detail.
2 Regularity and Hamiltonian formalism
In the usual (i.e., first-order) calculus of variations, a section s is an extremal
of the Lagrangian density Λ on J1E if and only if it satisfies the so-called
“Hamilton-Cartan equations” (or H-C for short; e.g., see [11, (3.8)], [10, (1)]),
namely, if and only if the following equation holds: (j1s)∗(iXdΘΛ) = 0 for every
p1-vertical vector field X on J1E.
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If Λ = Lv is an arbitrary second-order Lagrangian density on E, then the
following formula holds (e.g., see [18]):
(9) dΘΛ = Eα(L)θ
α ∧ v + ηn+1(L),
where ηn+1(L) = (−1)
iηi2(L) ∧ vi and η
i
2(L) is the 2-contact 2-form given by,
ηi2(L) =
∂Li0α
∂yβ
θα ∧ θβ +
(
∂Li0α
∂yβj
−
∂Lij
β
∂yα
)
θα ∧ θβj
+
∑
j≤k
∂Li0α
∂yβ
(jk)
θα ∧ θβ(jk) +
∑
i≤k≤l
∂Li0α
∂yβ
(jkl)
θα ∧ θβ(jkl)
+
∂Lijα
∂yβ
k
θαj ∧ θ
β
k +
∑
k≤l
∂Lijα
∂yβ
(kl)
θαj ∧ θ
β
(kl).
From the formula (9) it follows that the H-C equations also characterize critical
sections for a second-order density Λ; i.e., s is an extremal for Λ if and only if,
(j3s)∗(iXdΘΛ) = 0 for every p
3-vertical vector field X on J3E.
Remark 2.1. If the P-C form of a second-order density Λ projects onto J1E,
then its H-C equations have the same formal expression of a first-order density
(see the formula (14) below), although there is no first-order density having
ΘΛ as its P-C form. In fact, the P-C form of a first-order Lagrangian density
Λ˜ = L˜v, L˜ ∈ C∞(J1E), is given by,
(10) ΘΛ˜ = (−1)
i−1 ∂L˜
∂yαi
dyα ∧ vi + H˜v, H˜ = L˜−
∂L˜
∂yαi
yαi .
If ΘΛ = ΘΛ˜, then the following three equations are obtained:
1) Lihα = 0, 2) L0 − y
α
i L
i0
α = L˜−
∂L˜
∂yαi
yαi , 3) L
i0
α =
∂L˜
∂yαi
.
From (4) and 1) it follows L = L0; hence L is of first order.
Moreover, taking (2) into account, the formulas 2) and 3) above are respec-
tively rewritten as L0 − L˜ = y
α
i
∂(L0−L˜)
∂yαi
, ∂(L0−L˜)∂yαi
= 0. Hence L˜ = L.
Theorem 2.1. (see [23, Theorem 4.1]) If Λ = Lv is a second-order Lagrangian
density on E whose Poincare´-Cartan form projects onto J1E, then letting
piα = L
i0
α −
∂Li
∂yα , 1 ≤ α ≤ m, 1 ≤ i ≤ n,(11)
H = L0 − y
α
i L
i0
α −
∂Li
∂xi ,(12)
where the functions Li are defined by the formulas (8)-(i), the following formula
holds:
(13) dΘΛ = (−1)
i−1dpiα ∧ dy
α ∧ vi + dH ∧ v.
6
Furthermore, if the linear forms d10(p
i
α) : V (p
1
0) → R, 1 ≤ α ≤ m, 1 ≤ i ≤ n,
are linearly independent, then a section s : N → E is an extremal for Λ if and
only if it satisfies the following equations:
(14)

0 =
∂(piα ◦ j
1s)
∂xi
−
∂H
∂yα
◦ j1s, 1 ≤ α ≤ m,
0 =
∂(yα ◦ s)
∂xi
+
∂H
∂piα
◦ j1s, 1 ≤ α ≤ m, 1 ≤ i ≤ n.
As is well known (e.g., see [11]), if the Hessian metric Hess(L) of a first-
order density Λ = Lv is non-singular, then every section s1 : N → J1E of the
projection p1 : J1E → N that satisfies the P-C equation for Λ is holonomic; i.e.,
s1 coincides with the 1-jet extension of the section s = p10◦s
1 of the projection p.
Namely, (s1)∗(iXdΘΛ) = 0 for every p
1-vertical vector field X on J1E, implies
s1 = j1s.
In the case of a second-order density with a P-C form projecting onto J1E,
the following result holds:
Proposition 2.2 ([23]). If Λ = Lv is a second-order Lagrangian on E such
that, (i) its Poincare´-Cartan form ΘΛ projects onto J
1E, (ii) the linear forms
d10(p
i
α) : V (p
1
0) → R, 1 ≤ α ≤ m, 1 ≤ i ≤ n, where the functions p
i
α are intro-
duced in (11), are linearly independent, then every solution to its H-C equations,
is holonomic.
As p10 : J
1E → E is an affine bundle modelled over W 1 = p∗(T ∗N) ⊗ V (p)
(cf. (3)), there is a canonical isomorphism I : (p10)
∗W 1
∼=
→ V (p10) locally given
by, I(j1xs, (dx
i)x ⊗ (∂/∂y
α)s(x)) = (∂/∂y
α
i )j1xs.
According to the previous lemma, we can define a bilinear form
(15)

bΛ : (p
1
0)
∗W 1 ×J1E (p
1
0)
∗W 1 → R,
bΛ
(
j1xs;w0 ⊗ Y0, w1 ⊗ Y1
)
=
〈
w0, (φ
1
v)
−1 (iY0iY (dΘΛ))
〉
,
wa ∈ T
∗
xN, Ya ∈ Vs(x)(p), a = 0, 1; Y = I(j
1
xs, w1 ⊗ Y1),
where φkv is the isomorphism defined by
(16) φkv : ∧
k TxN → ∧
n−kT ∗xN
for every 1 ≤ k ≤ n− 1, obtained by contracting with v, namely
φkv(X1 ∧ · · · ∧Xk) = iX1 . . . iXkv, ∀X1, . . . , Xk ∈ TxN.
If w0 = (dx
i)x and Y0 = (∂/∂y
α)s(x), then one readily obtains,
iY0iY (dΘΛ) = (−1)
i−1
(
∂Li0α
∂yβj
(j1xs)−
∂Lijβ
∂yα
(j1xs)
)
(vi)x,
〈
w0, (φ
1
v)
−1 (iY0iY (dΘΛ))
〉
=
∂Li0α
∂yβj
(j1xs)−
∂Lijβ
∂yα
(j1xs).
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In other words,
bΛ
(
j1xs;
(
dxi
)
x
⊗
(
∂
∂yα
)
s(x)
,
(
dxj
)
x
⊗
(
∂
∂yβ
)
s(x)
)
=
∂Li0α
∂yβj
(j1xs)−
∂Lijβ
∂yα
(j1xs).
Hence, the next result follows:
Corollary 2.3. Let Λ be a second-order density on E whose P-C form projects
onto J1E. If the bilinear form defined in (15) is non-singular, then every solu-
tion to the H-C equations for Λ is holonomic.
Proposition 2.4. (see [23, Proposition 5.4])The bilinear form bΛ defined in
(15) is symmetric.
In fact, if L¯ is the Lagrangian defined by
(17) L¯ = L0 −
∂Li
∂xi
− yαi
∂Li
∂yα
,
then, as a calculation shows,
(18) piα =
∂L¯
∂yαi
.
3 Applications to GR
3.1 Einstein-Hilbert Lagrangian
Below, we follow [23]. Let pM : M = M(N) → N be the bundle of pseudo-
Riemannian metrics of a given signature (n+, n−), n+ + n− = n. Every coor-
dinate system (xi)ni=1 on an open domain U ⊆ N induces a coordinate system
(xi, yjk) on (pM )
−1(U), where the functions yjk = ykj are defined by,
gx = yij(gx)(dx
i)x ⊗ (dx
j)x
=
∑
i≤j
1
1+δij
yij(gx)(dx
i)x ⊙ (dx
j)x, ∀gx ∈ (pM )
−1(U).
Following the notations in [13], the Ricci tensor field attached to the symmetric
connection Γ is given by SΓ(X,Y ) = trace(Z 7→ RΓ(Z,X)Y ), where RΓ denotes
the curvature tensor field of the covariant derivative ∇Γ associated to Γ on the
tangent bundle; hence SΓ = (RΓ)jldx
l ⊗ dxj , where (RΓ)jl = (R
Γ)kjkl, and
(RΓ)ijkl = ∂Γ
i
jl/∂x
k − ∂Γijk/∂x
l + ΓmjlΓ
i
km − Γ
m
jkΓ
i
lm.
The E-H Lagrangian density is given by
(ΛEH)j2xg = g
ij(x)(Rg)hihj(x)vg(x) = LEH(j
2
xg)vx,
where v is the standard volume form, Rg is the curvature tensor of the Levi-
Civita connection Γg of the metric g, and vg denotes the Riemannian volume
form attached to g; i.e., in coordinates, vg =
√
| det((gab)na,b=1)|v. Hence,
(19) LEH ◦ j
2g = (ρ ◦ g)(yij ◦ g)(Rg)hihj , ρ =
√
| det((yab)na,b=1)|.
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The local expression for LEH is readily seen to be
LEH = ρ
∑
a,b
∑
c,d
(
yacybd − yabycd
)
yab,cd + (LEH)0 ,
(LEH)0 =
ρ
2
∑
r≤s
∑
k≤l
1
(1+δkl)(1+δrs)
(
2yrs
(
ykiyjl + yliyjk
)
− 2yklysryji(20)
+ 2ykl
(
yjrysi + yjsyri
)
+ 3yij
(
ykryls + yksylr
)
− yir
(
yksyjl + ylsyjk
)
− yis
(
ykryjl + ylryjk
)
−2yki
(
yslyjr + yrlyjs
)
− 2yli
(
yskyjr + yrkyjs
))
ykl,iyrs,j.
Hence LEH is an affine function and according to Proposition 1.1 its P-C form
projects onto J1M if and only if the following equations hold:
0 = 2
∂(LEH)
hi
rs
∂yht,a
−
∂(LEH)
ai
ht
∂yrs,h
−
∂(LEH)
ah
ht
∂yrs,i
,
where
(LEH)
ij
rs =
1
2−δij
∂LEH
∂yrs,ij
(21)
= 11+δrs ρ
(
yiryjs + yjryis − 2yrsyij
)
,
and the result follows immediately as (LEH)
ij
rs does not depend on the variables
yij,k.
In the present case, one has
pikl =
∑
r≤s
(
∂2L0
∂yrs,j∂ykl,i
−
∂(LEH)
ij
kl
∂yrs
−
∂(LEH)
ij
rs
∂ykl
)
yrs,j(22)
=
∑
r≤s
Y i;rs,jkl yrs,j,
Y i;rs,jkl =
ρ
(1+δkl)(1+δrs)
[
2yrsyklyij −
(
yrkysl + yrlysk
)
yij(23)
+
(
yskylj + yslykj
)
yri +
(
yrkylj + yrlykj
)
ysi
−
(
ykiylj + yliykj
)
yrs −
(
yriysj + yrjysi
)
ykl
]
,
H = ρ
∑
k≤l
∑
r≤s
1
(1+δrs)(1+δkl)
(
−yijyklyrs(24)
+ ykl
(
yiryjs + yisyjr
)
+ 12y
ij
(
yksylr + ykryls
)
− 12y
ir
(
yjlyks + yjkyls
)
− 12y
is
(
yjlykr + yjkylr
))
yrs,jykl,i.
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Remark 3.1. As a calculation shows, from the expression in (24) for the Hamil-
tonian of the E-L Lagrangian, for every j1xg ∈ J
1M the following formula holds
true: H(j1xg) = ρ(x)g
ij(x)((Γg)rij(x)(Γ
g)hhr(x)− (Γ
g)rhi(x)(Γ
g)hjr(x)). Hence the
function H—considered as a first-order Lagrangian—not only provides the H-C
equations for ΛEH but also its own E-L equations, e.g., see [4, 3.3.1].
Theorem 3.1 (cf. [3], [7], [23]). We have
(i) With the natural identification V (pM ) ∼= p
∗
MS
2T ∗N , the bilinear form
bΛEH is defined on p
∗
M (T
∗N ⊗ S2T ∗N).
(ii) The Lagrangian function L¯EH defined in (17) coincides with the opposite
to the Hamiltonian function.
(iii) The E-H Lagrangian satisfies the regularity condition of Corollary 2.3.
Proof. (i) From the formula
∂piα
∂yβh
=
∂Li0α
∂yβh
−
∂Lihβ
∂yα
,
and (22), (23) it follows that the matrix of bΛEH in the basis (dx
i)x⊗(∂/∂yjk)gx ,
gx ∈ p
−1(x), 1 ≤ i ≤ n, 1 ≤ j ≤ k ≤ n, at a point j1xg is(
(∂pjmr/∂ycd,h)(j
1
xg)
)m≤r,j
c≤d,h
=
(
Y j;cd,hmr (gx)
)m≤r,j
c≤d,h
,
and one can conclude.
(ii) It follows from the formulas (18), (22), (24) by means of a simple calculation.
(iii) The proof is similar to that of Proposition 5.1 in [3], as
∂pjmr
∂ycd,h
=
∂2L¯EH
∂ymr,j∂ycd,h
=
∂2L∇
∂ymr,j∂ycd,h
,
where L∇ is the first-order Lagrangian variationally equivalent to LEH intro-
duced in [3].
In the present case, the equations (14) become
0 =
∂(pikl ◦ j
1s)
∂xi
−
∂H
∂ykl
◦ j1s, 1 ≤ k ≤ l ≤ n,
0 =
∂(ykl ◦ s)
∂xi
+
∂H
∂pikl
◦ j1s, 1 ≤ i ≤ n, 1 ≤ k ≤ l ≤ n.
Remark 3.2. By using the previous theorem, in [23, Theorem 6.2] the following
result has been obtained:
“Given symmetric scalars γijk = γ
i
kj , i, j, k = 1, . . . , n, there exists a Ricci-flat
(pseudo-)Riemannian metric g of signature (n−, n+) defined on a neighbourhood
of x0 ∈ N such that, gij(x0) = δij , (Γ
g)ijk(x0) = γ
i
jk, for all i, j, k.”
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3.2 BF field theory
In this section we consider a new approach to BF Lagrangians (cf. [2], [5], [8],
[14], [15]) generalizing the E-H functional.
Let π : F (N) → N be the principal Gl(n,R)-bundle of linear frames on N .
Given a metric g on N , let πg : Fg(N) ⊂ F (N) → N be the subbundle of
orthonormal linear frames with respect to g, i.e., u = (X1, . . . , Xn) belongs to
Fg(N) if and only if, g(Xi, Xj) = εiδij , with εi = +1 for 1 ≤ i ≤ n
+ and
εi = −1 for 1+n
+ ≤ i ≤ n. This is a principal bundle with structure group the
orthogonal group O(n+, n−), n+ + n− = n, associated to the quadratic form
q(x) =
∑n+
a=1(x
a)2 −
∑n++n−
b=n++1(x
b)2.
By virtue of the symmetries of the curvature tensor Rg of the Levi-Civita
connection of a metric g, for every X,Y ∈ TxN the endomorphism R
g(X,Y )
takes values in the vector subspace of skew-symmetric linear operators (with
respect to gx) in End(TxN) = T
∗
xN ⊗ TxN . More generally, let pM : M → N
be the bundle of pseudo-Riemannian metrics of signature (n+, n−), and let
A(TN) ⊂ (pM )
∗ End(TN) =M ×N End(TN)
be the vector subbundle of the pairs (gx, A), gx ∈ (pM )
−1(x) andA ∈ End(TxN),
such that gx(AX, Y ) + gx(X,AY ) = 0, ∀X,Y ∈ TxN ; i.e., A is skew-symmetric
with respect to gx. Pulling A(TN) back along a metric g, understood as a
smooth section of pM : M → N , one obtains the adjoint bundle of the bundle
of orthonormal frames with respect to g, i.e., the bundle associated to Fg(N)
under the adjoint representation of O(n+, n−) on its Lie algebra o(n+, n−), i.e.,
g∗A(TN) = adFg(N) = (Fg(N)× o(n
+, n−))/O(n+, n−).
If β is an A(TN)-valued pM -horizontal (n − 2)-form on M , then a second-
order Lagrangian density Λβ is defined on J
2M by setting,
(25) (Λβ)j2xg
= Lβ(j
2
xg)v(x) = trace (β(gx) ∧R
g(x)) ,
where Rg is considered as a adFg(N)-valued 2-form on N . Locally,
Rg =
∑
k<l
(Rg)ijkldx
k ∧ dxl ⊗ dxj ⊗
∂
∂xi
,
β =
∑
k<l
βikl,jvkl ⊗ dx
j ⊗
∂
∂xi
, βikl,j ∈ C
∞(M),(26)
where vkl = dx
1 ∧ · · · ∧ d̂xk ∧ · · · ∧ d̂xl ∧ · · · ∧ dxn. Here and below, we identify
the vector space End(TxN) to T
∗
xN ⊗ TxN by agreeing that w⊗X is identified
to the endomorphism given by, (w⊗X)(Y ) = w(Y )X , ∀X,Y ∈ TxN , w ∈ T
∗
xN .
Hence
(27) Lβ(j
2
xg) =
∑
k<l
(−1)k+l+1βikl,j(gx)(R
g)jikl(x).
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If we set βjkl,i = −β
j
lk,i for k ≥ l, then, as a calculation shows, the following
local expression holds:
(28) Lβ = (−1)
k+l+1βjkl,iy
ihyhl,jk + L
0
β,
with
L0β =
∑
k≤l
∑
r≤s
−1
4(1+δkl)(1+δrs)
{[
(−1)sβklsty
tr + (−1)rβklrty
ts
]
yij
+
[
(−1)jβlijty
tr + (−1)rβlirty
tj
]
yks +
[
(−1)jβkijt y
tr + (−1)rβkirty
tj
]
yls
+
[
(−1)jβlijty
ts + (−1)sβlisty
tj
]
ykr +
[
(−1)jβkijt y
ts + (−1)sβkist y
tj
]
ylr
−
[
(−1)sβlisty
tr + (−1)rβlirty
ts
]
ykj −
[
(−1)sβkisty
tr + (−1)rβkirty
ts
]
ylj
−
[
(−1)kβrjkty
tl + (−1)lβrjlt y
tk
]
yis −
[
(−1)kβsjkty
tl + (−1)lβsjlt y
tk
]
yir
}
· ykl,iyrs,j,
where βjklt = (−1)
kβjkl,t + (−1)
jβkjl,t, and the equations β
d
ac,iy
ib + βbac,iy
id = 0
have been used, which hold because β takes values in A(TN).
Remark 3.3. Attached to each A(TN)-valued pM -horizontal (n− 2)-form β on
M there exists a section β˜ of the vector bundle (pM )
∗(∧2TN)⊗A(TN), given
by
β˜(gx) = β(gx) ◦
(
φ2v ⊗ idA(TN)
)−1
, ∀gx ∈M,
where φ2v is the isomorphism defined in (16). If β is locally given as in (26),
then
β˜(gx) =
∑
k<l(−1)
k+lβikl,j(gx)
(
∂
∂xk
)
x
∧
(
∂
∂xl
)
x
⊗ (dxj)x ⊗
(
∂
∂xi
)
x
,
∀gx ∈M.
If sym14 : ⊗
4TxN → ⊗
4TxN is the symmetrization operator of the arguments 1
and 4, i.e., sym14(X1⊗X2⊗X3⊗X4) = X1⊗X2⊗X3⊗X4+X4⊗X2⊗X3⊗X1,
for all Xi ∈ TxN , 1 ≤ i ≤ 4, and for every p ≥ 0, q ≥ 1, the symbol ♯ denotes
the isomorphism ⊗p+1T ∗xN ⊗
q−1 TxN → ⊗
pT ∗xN ⊗
q TxN induced by the metric
gx, then
sym14
(
β˜♯(gx)
)
= (−1)lβiklj (gx)g
jt(x)
(
∂
∂xk
)
x
⊗
(
∂
∂xl
)
x
⊗
(
∂
∂xt
)
x
⊗
(
∂
∂xi
)
x
,
and the formula (28) can be rewritten as, Lβ = (−1)
c+1βabci y
idyab,cd + L
0
β.
Theorem 3.2. Let Λβ be the Lagrangian density attached to a A(TN)-valued
pM -horizontal (n− 2)-form β as defined in (25). Then
(i) The Lagrangian function (27) coincides with the E-H Lagrangian (i.e.,
Lβ = LEH) if and only if the form β is given by,
(29) (βEH)
j
kl,i = (−1)
k+l+1ρ
(
δikyjl − δilyjk
)
,
where the function ρ is defined in (19).
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(ii) With the natural identification V (pM ) ∼= p
∗
MS
2T ∗N , the bilinear form bΛβ
is defined on p∗M (T
∗N ⊗ S2T ∗N).
(iii) The E-L equations for the Lagrangian density Λβ are the following:
(30) g∗(dM/Nβ) ⊼R
g + sym12 ◦d
∇g (ωn−1(g, β)) = 0,
where,
• ∇g is the covariant differentiation with respect to the Levi-Civita con-
nection of a section g of the bundle pM : M → N .
• The fibre differential dM/Nβ is understood to be a section of the vector
bundle (pM )
∗((S2TN)⊗ ∧n−2T ∗N ⊗ End(TN)), taking the isomor-
phism V ∗(pM ) ∼= (pM )
∗(S2TN) into account.
• g∗(dM/Nβ) ⊼R
g is the S2TN -valued n-form on N defined by,
(
g∗(dM/Nβ) ⊼R
g
)
(w1, w2, X1, . . . , Xn)
=
∑
k<l(−1)
k+l+1
·
trace
{
g∗(dM/Nβ)
(
w1, w2, X1, . . . , X̂k, . . . , X̂l, . . . , Xn
)
◦Rg(Xk, Xl)
}
,
∀X1, . . . , Xn ∈ TxN, ∀w1, w2 ∈ T
∗
xN.
• ωn−1(g, β) is the (TN ⊗ TN)-valued (n− 1)-form on N given by,
ωn−1(g, β) =
(
(φ1v)
−1 ⊗ idTN ⊗φ
1
v
) (
d∇
g
(g∗β)♯
)
,
φ1v being defined in the formula (16).
• sym12 : ⊗
2 TN → S2TN denotes the symmetrization operator.
Proof. (i) By comparing the formula (27) with the following:
LEH(j
2
xg) =
∑
k<l
ρ(x)
(
δikgjl(x)− δilgjk(x)
)
(Rg)ijkl(x),
we obtain (29) directly.
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(ii) As a calculation shows, the matrix of bΛβ is given as follows:
(̥β)r≤s;i,a≤b,j
=
∂2L0β
∂yrs,i∂yab,j
−
∂Lijab
∂yrs
−
∂Lijrs
∂yab
= 12
1
1+δab
1
1+δrs
{
−
[
(−1)aβrsaty
tb + (−1)bβrsbt y
ta
]
yij
+
[
(−1)jβrsjt y
tb + (−1)bβrsbt y
tj
]
yia +
[
(−1)aβrsaty
tj + (−1)jβrsjt y
ta
]
yib
+
[
(−1)iβabit y
ts + (−1)sβabst y
ti
]
yrj +
[
(−1)iβabit y
tr + (−1)rβabrt y
ti
]
ysj
−
[
(−1)bβisbty
tj + (−1)jβisjty
tb
]
yra −
[
(−1)bβirbty
tj + (−1)jβirjty
tb
]
ysa
−
[
(−1)aβisaty
tj + (−1)jβisjty
ta
]
yrb −
[
(−1)aβiraty
tj + (−1)jβirjty
ta
]
ysb
−(−1)aβijat
(
ytrybs + ytsybr
)
− (−1)bβijbt (y
tryas + ytsyar)
−(−1)rβijrt
(
ytaybs + ytbyas
)
− (−1)sβijst
(
ytaybr + ytbyar
)
+(1 + δrs)
(
(−1)a
∂βijat
∂yrs
ytb + (−1)b
∂βijbt
∂yrs
yta
)
+(1 + δab)
(
(−1)r
∂βijrt
∂yab
yts + (−1)s
∂βijst
∂yab
ytr
)}
,
thus proving the statement.
(iii) The E-L equations for the Lagrangian density Λβ = Lβv are straightfor-
wardly computed, thus obtaining,
Eab(Lβ) ◦ j
2g = 12 (−1)
k+l+1
(
∂βjkl,i
∂yab
◦g
)
(Rg)ijkl
− 11+δab
{
∂
∂xr
[
(−1)aΦrba + (−1)
bΦrab
]
+ (−1)l
[
Φrbl (Γ
g)arl +Φ
ra
l (Γ
g)brl
]}
,
for 1 ≤ a ≤ b ≤ n, where
Φrba =
∑
k
(−1)k
(
−
∂(β ◦ g)bka,i
∂xk
+ (β ◦ g)
b
ka,m (Γ
g)mki − (β ◦ g)
m
ka,i (Γ
g)bkm
)
gri.
Moreover, the following local expressions are deduced:
g∗(dM/Nβ) ⊼R
g = 12 (−1)
k+l+1
∑
a≤b
(
∂βjkl,i
∂yab
◦g
)
(Rg)ijkl
∂
∂xa
⊙
∂
∂xb
⊗ v,
(
d∇
g
(g∗β)
)♯
=
∑
l
Φabl vl ⊗
∂
∂xa
⊗
∂
∂xb
,
from which the result follows.
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Corollary 3.3. A flat metric g is a solution to the equations (30) if and only
if the form β in (26) satisfies the following equation:
c2312
[
(∇g)
2
{
sym14
(
β˜♯ ◦ g
)}]
= 0,
where c2312 : ⊗
2 T ∗M ⊗4 TM → ⊗2TM denotes the contraction operator of the
first covariant index with the second contravariant one, and the second covariant
index with the third contravariant one.
Remark 3.4. The geometric construction of the form (29) is as follows: Given
an arbitrary system X1, . . . , Xn−2 ∈ TxN , we must define a skew-symmetric
(with respect to gx) endomorphism β(gx)(X1, . . . , Xn−2) : TxN → TxN .
If the given system is linearly dependent, then β(gx)(X1, . . . , Xn−2) = 0.
We assume: i) The system (X1, . . . , Xn−2) is linearly independent. Hence its
orthogonal Π = 〈X1, . . . , Xn−2〉
⊥
is a subspace of dimension 2 in TxN , ii) the
subspace 〈X1, . . . , Xn−2〉 is not singular with respect to gx. Hence
TxN = Π⊕ 〈X1, . . . , Xn−2〉 ,
and Π is also non-singular. Let (n+(Π), n−(Π)) ∈ {(2, 0), (1, 1), (0, 2)} be its
signature and let(
ε1(Π) 0
0 ε2(Π)
)
, (ε1(Π), ε2(Π)) ∈ {(1, 1), (1,−1), (−1,−1)},
be the matrix of gx in an orthonormal basis (Y1, Y2) of Π, which, in addition,
is assumed to satisfy the following: v(X1, . . . , Xn−2, Y1, Y2) > 0. If Zj = b
i
jYi,
i, j = 1, 2, is another orthonormal basis with v(X1, . . . , Xn−2, Z1, Z2) > 0, then
det(bij) = 1. Hence (b
i
j) belongs to SO(n
+(Π), n−(Π)), and the endomorphism
JgxΠ : Π→ Π given by J
gx
Π (Y1) = ε1(Π)Y2, J
gx
Π (Y2) = −ε2(Π)Y1, is independent
of the basis chosen (as SO(n+(Π), n−(Π)) is commutative) and skew-symmetric.
We define J˜gxΠ : TxN → TxN by setting, J˜
gx
Π |Π = J
gx
Π , J˜
gx
Π |〈X1,...,Xn−2〉 = 0.
Finally,
(βEH) (gx)(X1, . . . , Xn−2) = det (g(Ya, Yb))
2
a,b=1 vgx (X1, . . . , Xn−2, Y1, Y2) J˜
gx
Π .
Remark 3.5. The bilinear form bΛβ is identified to a section of the vector bundle
p∗M
(
(TN ⊗ S2TN)⊗ (TN ⊗ S2TN)
)
, and the following formula holds:
bΛβ =
1
2 sym45
(
alt46
[
sym12(βˆ) + alt13(βˆ)− βˆ
])
− 12
[
sym12(βˆ) + alt13(βˆ)− βˆ
]
+ 12 sym(12),(45) dM/N
(
sym23
(
sym14(β˜
♯)
))
,
where the operators altij , symij , sym(1,2)(4,5) : ⊗
6TxN → ⊗
6TxN , 1 ≤ i < j ≤ 6,
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are defined as follows:
altij(X1 ⊗ · · · ⊗Xi ⊗ · · · ⊗Xj ⊗ · · · ⊗X6) =
X1 ⊗ · · · ⊗Xi ⊗ · · · ⊗Xj ⊗ · · · ⊗X6 −X1 ⊗ · · · ⊗Xj ⊗ · · · ⊗Xi ⊗ · · · ⊗X6,
symij(X1 ⊗ · · · ⊗Xi ⊗ · · · ⊗Xj ⊗ · · · ⊗X6) =
X1 ⊗ · · · ⊗Xi ⊗ · · · ⊗Xj ⊗ · · · ⊗X6 +X1 ⊗ · · · ⊗Xj ⊗ · · · ⊗Xi ⊗ · · · ⊗X6,
sym(1,2)(4,5)(X1 ⊗ · · · ⊗X6) =
X1 ⊗ · · · ⊗X6 +X4 ⊗X5 ⊗X3 ⊗X1 ⊗X2 ⊗X6,
X1, . . . , X6 ∈ TxN,
and the contravariant 6-tensor βˆ is given by,
βˆ = sym15
[
sym23
(
sym14(β˜
♯)
)
⊗ (g♯)♯
]
− sym23
(
sym14(β˜
♯)
)
⊗ (g♯)♯.
Remark 3.6. If β = βEH in Theorem 3.2-(iii), then the functions Φ
rb
a (appear-
ing in the proof) vanish, and the equations (30) reduce to Einstein’s vacuum
equations for arbitrary signature.
4 First-order equivalent Lagrangians
Theorem 4.1. Let Λ = Lv be a second-order Lagrangian density on p : E → N
whose Poincare´-Cartan form projects onto J1E. We have
(i) The H-C equations of the first-order Lagrangian L¯v given in (17) coincide
locally with the H-C equations of Λ. Furthermore, if L¯′ is another first-
order Lagrangian fulfilling this property, then L¯′v − L¯v = Dαn−1, where
D denotes the horizontal exterior derivative and αn−1 is a p-horizontal
(n− 1)-form on E.
(ii) The E-L equations of Λ, considered as a second-order partial differential
system, satisfy the Helmholtz conditions.
(iii) The E-L equations of the first-order Lagrangian L¯v above coincide with
E-L equations of Λ.
(iv) Let φ1v be the isomorphism defined in (16) for k = 1 and let w
0,σ
L be the
TN -valued section on J1E defined as in Proposition 1.2. The composite
mapping φ1v ◦ w
0,σ
L can be viewed as a p
1-horizontal (n− 1)-form on J1E
and the difference L¯σv = Lv −D(φ
1
v ◦ w
0,σ
L ) determines a globally defined
first-order Lagrangian which is variationally equivalent to Lv, but this is
not canonically attached to Lv as it depends on the section σ.
Proof. (i) Locally, the Hamiltonian and the momenta associated to L¯ are given
respectively by (cf. formula (10) in Remark 2.1),
H¯ = L¯− yαi
∂L¯
∂yαi
, p¯iα =
∂L¯
∂yαi
.
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By comparing the H-C equations for L¯ with the H-C equations for L given in
(14), one obtains, H = H¯ and piα = p¯
i
α. Hence
L0 − y
α
i L
i0
α −
∂Li
∂xi
= L¯− yαi
∂L¯
∂yαi
,(31)
Li0α −
∂Li
∂yα
=
∂L¯
∂yαi
.(32)
Replacing (32) into (31), one concludes that L¯ is given as in the formula
(17). Moreover, if L¯′ is the first-order Lagrangian associated to other primi-
tive functions L′i = Li + Ai, Ai ∈ C∞(E), according to Proposition 1.2, then
L¯′ = L¯−DiA
i.
(ii) As a simple—although rather long—computation shows, the second-order
differential operator Eα(L)dy
α ∧ v satisfies the equations (1.5a), (1.5b), and
(1.5c) in [1]. In fact, by using the formulas (1), (2), and (8), the following
equations are checked:
(1.5a) 0 =
∂Eα(L)
∂yσ(ij)
−
∂Eσ(L)
∂yα(ij)
,
(1.5b) 0 =
∂Eα(L)
∂yσi
+
∂Eσ(L)
∂yαi
− (1 + δij)Dj
(
∂Eσ(L)
∂yα(ij)
)
,
(1.5c) 0 =
∂Eα(L)
∂yσ
−
∂Eσ(L)
∂yα
+Di
(
∂Eσ(L)
∂yαi
)
−
∑
i≤j DiDj
(
∂Eσ(L)
∂yα(ij)
)
.
(iii) From the formula (17), it follows that the Lagrangian L¯ can also be written
as L¯ = L −DiL
i, thus proving that L and L¯ differ on a total divergence and,
hence Eα(L) = Eα(L¯).
(iv) Locally, w0,σL = L
i
σ∂/∂x
i; hence φ1v ◦w
0,σ
L = (−1)
i−1Liσvi, and consequently,
D(φ1v ◦ w
0,σ
L ) = (DiL
i
σ)v. The result thus follows from L¯σ = L −DiL
i
σ in item
(iii).
Remark 4.1. As is known (e.g., see [12, (2.21)–(2.25)]), the Vainberg-Tonti La-
grangian LV T attached to a second-order affine Lagrangian as in (4) is also
affine, say LV T = (LV T )0 + (LV T )1, with (LV T )1 = (LV T )
ij
α y
α
(ij). Then, as a
computation shows, one has
LV T − L¯ = −Dh
(∫ 1
0
yα
(
∂L¯
∂yαh
◦ χλ
)
dλ
)
,
where χλ(x
i, yα, yαi ) = (x
i, λyα, λyαi ), but it should be noted that the Vainberg-
Tonti Lagrangian is of second order in the general case; e.g., if L(x, y, y˙, y¨) =
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L1(x, y, y˙)y¨ + L0(x, y, y˙), then LV T = (LV T )0 + (LV T )1y¨, with
(LV T )1 = y
∫ 1
0
{
2λ
∂L1
∂y
(x, λy, λy˙) + λ
∂2L1
∂x∂y˙
(x, λy, λy˙)
+λ2y˙
∂2L1
∂y∂y˙
(x, λy, λy˙)− λ
∂2L0
∂y˙2
(x, λy, λy˙)
}
dλ,
(LV T )0 = y
∫ 1
0
{
∂L0
∂y
(x, λy, λy˙) +
∂2L1
∂x2
(x, λy, λy˙)
+ λ2(y˙)2
∂2L1
∂y2
(x, λy, λy˙) + 2λy˙
∂2L1
∂x∂y
(x, λy, λy˙)
−
∂2L0
∂x∂y˙
(x, λy, λy˙)− λy˙
∂2L0
∂y∂y˙
(x, λy, λy˙)
}
dλ.
Therefore LV T is of second order, except when (LV T )1 = 0, and this latter
condition is seen to be equivalent to the following:
0 = 2
∂L1
∂y
+
∂2L1
∂x∂y˙
+ y˙
∂2L1
∂y∂y˙
−
∂2L0
∂y˙2
.
In the particular case of the bundle of metrics, there exists a more specific
way to obtain a section σ of p10 : M → J
1M than the procedure suggested in
Remark 1.2, which depends on a linear connection only rather than a non-linear
connection; namely,
Lemma 4.2. Let pM : M → N be the bundle of pseudo-Riemannian metrics
of a given signature (n+, n−), n+ + n− = n, and let ∇ be a symmetric linear
connection on N . For every gx ∈ (pM )
−1(x), there exists a unique 1-jet of
metric j1xg˜ ∈ J
1
xM such that, 1) g˜x = gx, and 2) (∇g˜)x = 0. The mapping
σ∇ : M → J1M given by σ∇(gx) = j
1
xg˜ is a section of p
1
0 : J
1M →M .
Proof. If Γijk are the local symbols of ∇ in a coordinate system, then as a
calculation shows, the condition 2)—assuming 1)—of the statement is equivalent
to,
∂g˜ij
∂xk
(x) = Γhik(x)ghj(x) + Γ
h
jk(x)ghi(x),
thus proving that σ∇ makes sense.
Proposition 4.3 (cf. [3, II]). Let pM : M → N be as in Lemma 4.2. For the
E-H Lagrangian, the density (L¯EH)σ∇v introduced in Theorem 4.1-(iv) is given
by, (L¯EH)σ∇(j
2
xg)vx = c
(
(alt23 (∇
gT g)x)
♯
)
(vg)x, for all j
2
xg ∈ J
2M , where
alt23 : ⊗
3 T ∗M ⊗ TM → ⊗3T ∗M ⊗ TM
denotes the alternating operator of the second and third covariant indices, and
♯ : ⊗3 T ∗M ⊗ TM → ⊗2T ∗M ⊗2 TM
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is the isomorphism induced by g, i.e.,
w1 ⊗ w2 ⊗ w3 ⊗X 7→ w1 ⊗ w2 ⊗ (w3)
♯ ⊗X,
and c : ⊗2 T ∗M ⊗2 TM → R is the total contraction of the first (resp. second)
covariant index with the first (resp. second) contravariant one.
5 Symmetries and Noether invariants
Given fibred manifolds p : E → N , p′ : E′ → N ′, every morphism Φ: E → E′ for
which the associated map on the base manifolds φ : N → N ′ is a diffeomorphism,
induces a map
Φ(r) : JrE → JrE′,
Φ(r)(jrxs) = j
r
φ(x)(Φ ◦ s ◦ φ
−1).
If Φt is the flow of a p-projectable vector field X , then Φ
(r)
t is the flow of a vector
field X(r) ∈ X(JrE), called the infinitesimal contact transformation of order r
associated to the vector field X . The mapping X 7→ X(r) is an injection of Lie
algebras. For r = 1, 2, the general prolongation formulas read as follows:
X = ui ∂∂xi + v
α ∂
∂yα ,
ui ∈ C∞(N), vα ∈ C∞(E),
X(1) = ui ∂∂xi + v
α ∂
∂yα + v
α
i
∂
∂yαi
,
vαi = Di
(
vα − uhyαh
)
+ uhyα(hi),
X(2) = ui ∂∂xi + v
α ∂
∂yα + v
α
i
∂
∂yαi
+
∑
i≤j v
α
ij
∂
∂yα
(ij)
,
vαij = DiDj
(
vα − uhyαh
)
+ uhyα(hij).
Theorem 5.1. Let Λ = Lv be a second-order Lagrangian density on p : E → N
with P-C form projectable onto J1E. If X is a p-projectable vector field on E,
then the P-C form of the second-order Lagrangian density Λ′ = L′v = LX(2)Λ
also projects onto J1E and the following formula holds:
ΘL
X(2)
Λ = LX(1)ΘΛ.
Therefore, if s : N → E is an extremal for Λ and X is an infinitesimal symmetry
(i.e., LX(2)Λ = 0), then the (n− 1)-form (j
1s)∗iX(1)Θ is closed. (The (n − 1)-
form iX(1)Θ is called the Noether invariant associated to X.)
Proof. We have L′ = X(2)(L)+div(X ′)L, X ′ being the projection of X onto N
and div(X ′) the divergence of X ′ with respect to v. According to Proposition
1.1, we must prove the existence of functions L′0, L
′ji
α = L
′ij
α on J
1E such that,
L′ = L′ijα y
α
(ij) + L
′
0,
∂L′ihβ
∂yαa
=
∂L′iaα
∂yβ
h
, a, h, i = 1, . . . , n, α, β = 1, . . . ,m.
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As L satisfies such formulas by virtue of the hypothesis, and X(2) projects onto
X(1), we have
(33)
L′ =
[
X(1)
(
Labα
)
+ ∂v
β
∂yαL
ab
β − 2
∂ua
∂xr L
br
α + div(X
′)Labα
]
yα(ab)
+Lijα
(
∂2vα
∂xi∂xj + y
β
j
∂2vα
∂xi∂yβ
+ yβj y
γ
i
∂2vα
∂yβ∂yγ
− ∂
2uh
∂xi∂xj y
α
h
)
+X(1) (L0) + div(X
′)L0.
Hence
(34) L′abα = X
(1)
(
Labα
)
+ ∂v
β
∂yαL
ab
β − 2
∂ua
∂xr L
br
α + div(X
′)Labα ,
L′0 = L
ij
α
(
∂2vα
∂xi∂xj +
∂2vα
∂xi∂yβ
yβj +
∂2vα
∂xj∂yβ
yβi +
∂2vα
∂yβ∂yγ
yβj y
γ
i −
∂2uh
∂xi∂xj y
α
h
)
(35)
+X(1) (L0) + div(X
′)L0.
From the formula (35) it also follows:
L′0 = L
ij
α v
α
ij −
(
Lijβ
∂vβ
∂yα − 2
∂ui
∂xrL
jr
α
)
yα(ij) +X
(1) (L0) + div(X
′)L0.
Replacing
∂(X(1)(Lijα ))
∂yβ
h
= X(1)
(
∂Lijα
∂yβ
h
)
+ ∂v
γ
∂yβ
∂Lijα
∂yγ
h
− ∂u
h
∂xa
∂Lijα
∂yβa
into the formula for
∂L′ijα
∂yβ
h
, we obtain
∂L′ijα
∂yβ
h
= X(1)
(
∂Lijα
∂yβ
h
)
+ ∂v
γ
∂yβ
∂Lijα
∂yγ
h
− ∂u
h
∂xa
∂Lijα
∂yβa
+ ∂v
γ
∂yα
∂Lijγ
∂yβ
h
− ∂u
j
∂xa
∂Liaα
∂yβ
h
− ∂u
i
∂xa
∂Lajα
∂yβ
h
+ div(X ′)
∂Lijα
∂yβ
h
,
and similarly,
∂L′ihβ
∂yαj
= X(1)
(
∂Lihβ
∂yαj
)
+ ∂v
γ
∂yα
∂Lihβ
∂yγj
− ∂u
j
∂xa
∂Lihβ
∂yαa
+ ∂v
γ
∂yβ
∂Lihγ
∂yαj
−∂u
h
∂xa
∂Liaβ
∂yαj
− ∂u
i
∂xa
∂Lahβ
∂yαj
+ div(X ′)
∂Lihβ
∂yαj
,
and taking the formulas (5) into account, we can conclude that
∂L′ijα
∂yβ
h
=
∂L′ihβ
∂yαj
.
Moreover, from the formula [23, (8)] we know
(36) ΘΛ = (−1)
i−1
(
Li0α dy
α + Lihα dy
α
h
)
∧ vi +
(
L− yαi L
i0
α − y
α
(hi)L
ih
α
)
v,
where
L− yαi L
i0
α − y
α
(hi)L
ih
α = L0 − y
α
i L
i0
α ,
Lijα =
1
2−δij
∂L
∂yα
(ij)
,
Lh0β =
∂L0
∂yβ
h
−
∂Lhkβ
∂xk
− yγk
∂Lhkβ
∂yγ ,
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the third equation again being a consequence of (5). Hence
LX(1)ΘΛ = (−1)
i−1
(
X(1)
(
Li0α
)
dyα +X(1)
(
Lihα
)
dyαh
)
∧ vi
+
(
Li0α
∂vα
∂xi + L
ih
α
∂vαh
∂xi
)
v + (−1)i−1 ∂v
α
∂yβ
Li0α dy
β ∧ vi
+(−1)i−1Lihα
(
∂vαh
∂yβ dy
β +
∂vαh
∂yβj
dyβj
)
∧ vi
+(−1)i−1
(
Li0α dy
α + Lihα dy
α
h
)
∧ LX′(vi)
+
[
X(1)
(
L0 − y
α
i L
i0
α
)]
v + div(X ′)
(
L0 − y
α
i L
i0
α
)
v.
Expanding the right-hand side above we obtain
LX(1)ΘΛ = (−1)
i−1
(
X(1)
(
Li0α
)
+ ∂v
β
∂yαL
i0
β +
∂vβ
h
∂yαL
ih
β
)
dyα ∧ vi
+(−1)i−1
(
X(1)
(
Lihα
)
+
∂vβj
∂yα
h
Lijβ
)
dyαh ∧ vi
+(−1)i−1
(
Li0α dy
α + Lihα dy
α
h
)
∧ LX′(vi)
+
(
X(1)
(
L0 − y
α
i L
i0
α
)
+ Li0α
∂vα
∂xi + L
ih
α
∂vαh
∂xi
)
v
+div(X ′)
(
L0 − y
α
i L
i0
α
)
v.
Moreover, by applying the formula (36) to the density Λ′ we have
ΘΛ′ = (−1)
i−1
(
L′i0α dy
α + L′ihα dy
α
h
)
∧ vi +
(
L′0 − y
α
i L
′i0
α
)
v.
We first compute L′i0α . From (2), (33), (34), and (35) we deduce
L′i0α = X
(1)
(
Li0α
)
+ div(X ′)Li0α +
∂vβ
∂yαL
i0
β −
∂ui
∂xr
Lr0α +
∂vβ
h
∂yαL
hi
β .
Furthermore,
L′ijα = X
(1)(Lijα ) + div(X
′)Lijα +A
ij
α ,
L′0 = X
(1)(L0) + div(X
′)L0 + T
β
hkL
hk
β ,
with
Aijα =
∂vβ
∂yαL
ij
β −
∂ui
∂xr
Lrjα −
∂uj
∂xrL
ri
α ,
T βhk =
∂2vβ
∂xh∂xk
+ ∂
2vβ
∂yγ∂xk
yγh +
∂2vβ
∂yγ∂xh
yγk +
∂2vβ
∂yγ∂yσ y
γ
hy
σ
k −
∂2ur
∂xh∂xk
yβr .
Hence
L′0 − y
α
i L
′i0
α = X
(1)(L0 − y
α
i L
i0
α ) + div(X
′)
(
L0 − y
α
i L
i0
α
)
+ ∂v
α
∂xi L
i0
α +
∂vβ
h
∂xk
Lhkβ ,
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and we obtain
ΘΛ′ = (−1)
i−1
(
X(1)
(
Li0α
)
+ ∂v
β
∂yαL
i0
β +
∂vβ
h
∂yαL
hi
β
)
dyα ∧ vi
+ (−1)i−1
(
div(X ′)Li0α −
∂ui
∂xrL
r0
α
)
dyα ∧ vi
+ (−1)i−1
(
X(1)(Lihα ) +
∂vβ
∂yαL
ih
β −
∂uh
∂xr L
ri
α
)
dyαh ∧ vi
− (−1)i−1 ∂u
i
∂xrL
rh
α dy
α
h ∧ vi + (−1)
i−1 div(X ′)Lihα dy
α
h ∧ vi
+
(
X(1)(L0 − y
α
i L
i0
α ) + div(X
′)
(
L0 − y
α
i L
i0
α
)
+ ∂v
α
∂xi L
i0
α +
∂vβ
h
∂xkL
hk
β
)
v.
By using the formula LX′(vi) = div(X
′)vi+
∑n
h=1(−1)
h−i−1 ∂uh
∂xi vh, we can thus
conclude that ΘΛ′ = LX(1)ΘΛ. Finally, if LX(2)Λ = 0, then ΘL
X(2)
Λ = 0 and by
virtue of the formula in the first part of the statement we deduce LX(1)ΘΛ = 0.
Hence (j1s)∗(diX(1)Θ) + (j
1s)∗(iX(1)dΘ) = 0, and we can conclude recalling
that the second term in the left-hand side vanishes, as follows from the H-C
equations in Theorem 2.1.
6 Symmetries of the E-H Lagrangian density
Example 6.1. In the particular case of the bundle of pseudo-Riemannian metrics
of a given signature pM : M → N (cf. section 3.1), the natural lift of a vector
field X ′ = ui ∂∂xi in X(N) is given as follows (cf. [22, section 2.2]):
X ′M = u
i ∂
∂xi −
∑
i≤j
(
∂uh
∂xi yhj +
∂uh
∂xj yih
)
∂
∂yij
∈ X(M),
and from the geometric properties of the scalar curvature the E-H Lagrangian
density ΛEH admits X
′
M as an infinitesimal symmetry for everyX
′ ∈ X(N). Let
us compute its Noether invariant (j1g)∗i
(X′M)
(1)ΘEH along an Einstein metric
g. From the formulas
(X ′M )
(1)
= ui ∂∂xi −
∑
i≤j
(
∂uh
∂xi yhj +
∂uh
∂xj yhi
)
∂
∂yij
−
∑
i≤j
(
∂2uh
∂xi∂xk
yhj +
∂2uh
∂xj∂xk
yhi +
∂uh
∂xi yhj,k +
∂uh
∂xj yhi,k +
∂uh
∂xk
yij,h
)
∂
∂yij,k
,
ΘEH = (−1)
i−1
∑
k≤l
(
(LEH)
i0
kl dykl + (LEH)
ih
kl dykl,h
)
∧ vi
+
(
(LEH)0 −
∑
k≤l
ykl,i (LEH)
i0
kl
)
v,
where (LEH)
i0
kl, (LEH)
ih
kl , and (LEH)0 are given in (2), (21), and (20), respec-
tively, by using a normal coordinate system (xi)ni=1 centred at x ∈ N we even-
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tually obtain((
j1g
)∗(
i
(X′M)
(1)ΘEH
))
x
= (−1)i
{(
εh
∂2ui
∂xh∂xh
− εi
∂2uh
∂xi∂xh
)
(x)
+
(
εiεk
∂2gik
∂xk∂xj
− εiεk
∂2gkk
∂xi∂xj
)
(x)uj(x)
−
(
εjεk
∂2gkj
∂xj∂xk − εhεk
∂2gkk
∂xh∂xh
)
(x)ui(x)
}
(vi)x.
By composing the tensor
(
(∇g)
2
X ′
)
x
and the isomorphism induced by the
metric, g♯x ⊗ id : T
∗
xN ⊗ T
∗
xN ⊗ TxN → TxN ⊗ T
∗
xN ⊗ TxN , we have(
(∇g)
2
X ′
)♯
x
= εa
(
∂
∂xa
)
x
⊗
(
dxh
)
x
⊗
(
∂2uc
∂xa∂xh
+ ub
∂Γchb
∂xa
)
(x)
(
∂
∂xc
)
x
.
Contracting the first contravariant index and the first covariant one, it follows:
c11
(
(∇g)2X ′
)♯
x
= εh
(
∂2ui
∂xh∂xh
+ ub
∂Γihb
∂xh
)
(x)
(
∂
∂xi
)
x
,
and contracting c11
(
(∇g)2X ′
)♯
x
and the volume form,
i
c11((∇g)2X′)
♯
x
vx = (−1)
i−1εh
(
∂2ui
∂xh∂xh + u
b ∂Γ
i
hb
∂xh
)
(x)(vi)x.
Similarly, contracting the second contravariant index in
(
(∇g)2X ′
)♯
x
and the
first covariant one, it follows:
c21
(
(∇g)
2
X ′
)♯
x
= εi
(
∂2uh
∂xi∂xh + u
b ∂Γ
h
hb
∂xi
)
(x)
(
∂
∂xi
)
x
,
and also,
i
c21((∇g)2X′)
♯
x
vx = (−1)
i−1εi
(
∂2uh
∂xi∂xh
+ ub
∂Γhhb
∂xi
)
(x)(vi)x.
Finally,
(
j1g
)∗(
i
(X′M )
(1)ΘEH
)
= ic21((∇g)X′)♯(v)− ic11((∇g)X′)♯(v).
Theorem 6.1. For n = dimN ≥ 3 the vector fields of the form X ′M , X
′ ∈
X(N), are the only infinitesimal symmetries of the Lagrangian density ΛEH .
Proof. Let pM : M → N be the bundle of pseudo-Riemannian metrics of a
given signature. If X is an infinitesimal symmetry of ΛEH and X
′ is its pM -
projection onto N , then X − X ′M is a pM -vertical symmetry of ΛEH . Hence,
the statement is equivalent to saying that the only pM -vertical symmetry X of
the E-H Lagrangian is the null vector field.
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Let p : E → N be a submersion. If X = V α ∂∂yα , V
α ∈ C∞(E) is an infinites-
imal symmetry of a second-order Lagrangian L with P-C form projectable onto
J1E, then X(2) (L) = 0, where
X(2) = V α ∂∂yα +Di(V
α) ∂∂yαi
+
∑
h≤i
DhDi(V
α) ∂∂yα
hi
.
As
Di(V
α) = ∂V
α
∂xi + y
ρ
i
∂V α
∂yρ ,
DhDi(V
α) = ∂
2V α
∂xh∂xi + y
β
h
∂2V α
∂xi∂yβ + y
β
hi
∂V α
∂yβ + y
β
i
(
∂2V α
∂xh∂yβ + y
γ
h
∂2V α
∂yβ∂yγ
)
,
it follows:
X(2) (L) = V α ∂L0∂yα +
(
tfrac∂V α∂xi + yρi
∂V α
∂yρ
)
∂L0
∂yαi
+
(
V α
∂Ljk
β
∂yα +
(
∂V α
∂xi + y
ρ
i
∂V α
∂yρ
)
∂Ljk
β
∂yαi
+ Ljkα
∂V α
∂yβ
)
yβjk
+
∑
h≤i
Lhiα
(
∂2V α
∂xh∂xi + y
β
h
∂2V α
∂xi∂yβ + y
β
i
(
∂2V α
∂xh∂yβ + y
γ
h
∂2V α
∂yβ∂yγ
))
.
Hence, the coefficient of yβjk must vanish and we obtain the following system of
partial differential equations:
0 = V α
∂Ljk
β
∂yα +
(
∂V α
∂xi + y
ρ
i
∂V α
∂yρ
)
∂Ljk
β
∂yαi
+ Ljkα
∂V α
∂yβ
,
0 = V α ∂L0∂yα +
(
∂V α
∂xi + y
ρ
i
∂V α
∂yρ
)
∂L0
∂yαi
+
∑
h≤i
Lhiα
(
∂2V α
∂xh∂xi + y
β
h
∂2V α
∂xi∂yβ + y
β
i
(
∂2V α
∂xh∂yβ + y
γ
h
∂2V α
∂yβ∂yγ
))
.
In the case of the E-H Lagrangian, we obtain
(37)
[i] 0 =
∑
a≤b
[
∂(LEH)
jk
st
∂yab
V ab + (LEH)
jk
ab
∂V ab
∂yst
]
, j ≤ k, s ≤ t,
[ii] 0 =
∑
a≤b
{
∂(LEH)0
∂yab
V ab +
(
∂V ab
∂xi +
∑
u≤v
yuv,i
∂V ab
∂yuv
)
∂(LEH)0
∂yab,i
+
∑
h≤i
(LEH)
hi
ab
[
∂2V ab
∂xh∂xi
+
∑
s≤t
yst,h
∂2V ab
∂xi∂yst
+
∑
s≤t
yst,i
(
∂2V ab
∂xh∂yst
+
∑
u≤v
yuv,h
∂2V ab
∂yst∂yuv
)]}
,
as
∂(LEH)
jk
st
∂yab,i
= 0, by virtue of (21), with V =
∑
a≤b V
ab ∂
∂yab
, V ab ∈ C∞(M).
Collecting the terms of degrees 2, 1, and 0 in the variables yab,c, a ≤ b, on the
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right-hand side of [ii]-(37), it breaks into the following equations:
0 =
∑
a≤b
{
ρ
2
[
∂Akl,i;rs,j0
∂yab
V ab +
(
Aab,i;rs,j0 +A
rs,i;ab,j
0
)
∂V ab
∂ykl
]
,
+ 12−δij (LEH)
ij
ab
∂2V ab
∂yrs∂ykl
}
r ≤ s, k ≤ l; i, j, k, l, r, s = 1, . . . , n,
0 = 22−δij (LEH)
ij
ab
∂2V ab
∂xi∂yrs
+ ρ2
(
Aab,i;rs,j0 +A
rs,j;ab,i
0
)
∂V ab
∂xi ,
r ≤ s; j, r, s = 1, . . . , n,
0 =
∑
h≤i
∑
a≤b
(LEH)
hi
ab
∂2V ab
∂xh∂xi
,
where we have used the notations below,
(LEH)0 =
ρ
2
∑
r≤s
∑
k≤l
Akl,i;rs,j0 ykl,iyrs,j ,
Akl,i;rs,j0 =
∑
r≤s
∑
k≤l
1
(1+δkl)(1+δrs)
(
2yrs
(
ykiyjl + yliyjk
)
− 2yklysryji
+ 2ykl
(
yjrysi + yjsyri
)
+ 3yij
(
ykryls + yksylr
)
− yir
(
yksyjl + ylsyjk
)
− yis
(
ykryjl + ylryjk
)
−2yki
(
yslyjr + yrlyjs
)
− 2yli
(
yskyjr + yrkyjs
))
.
Moreover, as a calculation shows, we have
det
(
(LEH)
ij
rs
)1≤i≤j≤n
1≤r≤s≤n
= −(n− 1)ρ
1
2 (n+1)(n+4),
where ρ is defined in (19). If Λ =
(
Λjkab
)1≤j≤k≤n
1≤a≤b≤n
is the inverse matrix of(
(LEH)
jk
ab
)1≤j≤k≤n
1≤a≤b≤n
, then from (37)-[i] for h ≤ i, it follows:
(38) ∂V
ab
∂yst
= −
∑
c≤d
∑
p≤q
Λabpq
∂(LEH)
pq
st
∂ycd
V cd, a ≤ b, s ≤ t,
and by imposing the integrability conditions to these equations we obtain
0 =
∑
a≤b
∑
j≤k
[(
∂Λhijk
∂yuv
∂(LEH)
jk
st
∂yab
−
∂Λhijk
∂yst
∂(LEH)
jk
uv
∂yab
+Λhijk
{
∂2(LEH)
jk
st
∂yab∂yuv
−
∂2(LEH)
jk
uv
∂yab∂yst
})
V ab
+Λhijk
{
∂(LEH)
jk
st
∂yab
∂V ab
∂yuv
−
∂(LEH)
jk
uv
∂yab
∂V ab
∂yst
}]
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and substituting (38) in the previous equation, we eventually have
0 =
∑
c≤d
∑
j≤k
[
∂Λhijk
∂yuv
∂(LEH)
jk
st
∂ycd
−
∂Λhijk
∂yst
∂(LEH)
jk
uv
∂ycd
(39)
+Λhijk
(
∂2(LEH)
jk
st
∂ycd∂yuv
−
∂2(LEH)
jk
uv
∂ycd∂yst
)
+Λhijk
∑
a≤b
∑
p≤q
Λabpq
(
∂(LEH)
pq
st
∂ycd
∂(LEH)
jk
uv
∂yab
−
∂(LEH)
jk
st
∂yab
∂(LEH)
pq
uv
∂ycd
)V cd.
Furthermore, from ∂Λ∂ypq = −Λ ·
∂L
∂ypq
· Λ, it follows:
∂Λhijk
∂yuv
= −
∑
ζ≤η
∑
ρ≤σ
Λhiζη
∂ (LEH)
ζη
ρσ
∂yuv
Λρσjk .
Hence
∂Λhijk
∂yuv
∂(LEH)
jk
st
∂ycd
−
∂Λhijk
∂yst
∂(LEH)
jk
uv
∂ycd
=
∑
ζ≤η
∑
ρ≤σ
Λhiζη
(
−
∂(LEH)
ζη
ρσ
∂yuv
Λρσjk
∂(LEH)
jk
st
∂ycd
+
∂(LEH)
ζη
ρσ
∂yst
Λρσjk
∂(LEH)
jk
uv
∂ycd
)
,
and letting
Φjkst,uv,cd =
∂2(LEH)
jk
st
∂ycd∂yuv
−
∂2(LEH)
jk
uv
∂ycd∂yst
+
∑
a≤b
∑
p≤q
Λabpq
((
∂(LEH)
jk
ab
∂yst
−
∂(LEH)
jk
st
∂yab
)
∂(LEH)
pq
uv
∂ycd
+
(
∂(LEH)
jk
uv
∂yab
−
∂(LEH)
jk
ab
∂yuv
)
∂(LEH)
pq
st
∂ycd
)
the equations (39) transforms into the following:
0 =
∑
c≤d
(Λ · Φst,uv)
hi
cd V
cd, h ≤ i, s ≤ t, u ≤ v,
where Φst,uv is the matrix (Φst,uv)
jk
cd = Φ
jk
st,uv,cd, for every s ≤ t, u ≤ v. As
dimΦ11,23 6= 0 for n = 3 and detΦ12,34 6= 0 for n ≥ 4, it follows V
cd = 0.
Remark 6.1. For n = 2 the E-H Lagrangian density is known to be a conformally
invariant 2-form; hence ΛEH admits—in this dimension—the Liouville vector
field as a vertical infinitesimal symmetry.
7 Jacobi fields and presymplectic structure
Let V (p) ⊂ TE be the sub-bundle of p-vertical tangent vectors for the submer-
sion p : E → N . The infinitesimal variation of a one-parameter variation St of
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a section s : N → E is the p-vertical vector field along s, X ∈ Γ(N, s∗V (p)),
defined by the formula, Xx = tangent vector at t = 0 to the curve t 7→ St(x),
∀x ∈ N . On a fibred coordinate system (xi, yα) we have
(40) Xx =
∂(yα◦S)
∂t (0, x)
(
∂
∂yα
)
s(x)
, ∀x ∈ N.
Let S be the sheaf of extremals of a second-order Lagrangian density Λ = Lv
on p : E → N whose Poincare´-Cartan form projects onto J1E: For every
open subset U ⊆ N we denote by S(U) the set of solutions to the Euler-
Lagrange equations of Λ, which are defined on U . As is well known ([9], [11],
[24]) in the Hamiltonian formalism extremals can be characterized as the solu-
tions to the Hamilton-Cartan equation; that is, s is an extremal if and only if
(j1s)∗(iY dΘΛ) = 0 for all Y ∈ X(J
1E). Jacobi fields are the solutions to the
linearized Hamilton-Cartan equation. Precisely, a Jacobi field along an extremal
s ∈ S(U) is a p-vertical vector field defined along s, X ∈ Γ(U, s∗V (p)), satisfying
the Jacobi equation (j1s)∗(iY LX(1)dΘΛ) = 0, ∀Y ∈ X(J
1(p−1U)), where X(1)
is the first-order infinitesimal contact transformation on J1E associated to X
(e.g., see [17], [19], [24]). If Xx = V
α(x)
(
∂
∂yα
)
s(x)
, then
(
X(1)
)
j1xs
= V α(x)
(
∂
∂yα
)
j1xs
+ ∂V
α
∂xj (x)
(
∂
∂yαj
)
j1xs
.
In fact, it is readily checked that if St is a one-parameter variation of s and St
is an extremal for every t, then the infinitesimal variation X of St (see (40))
satisfies the Jacobi equation. Hence we think of the Jacobi fields along s as being
the tangent space at s to the “manifold” S(U) of extremals and accordingly we
denote it by TsS(U). Let s : N → E be an extremal of a Lagrangian density Λ
defined on J1E.
In a fibred coordinate system (xi, yα) a vector field X ∈ Γ(U, s∗V (p)) along
an extremal s is a Jacobi field if and only if (j1s)∗(i∂/∂yαLX(1)dΘΛ) = 0, for
1 ≤ α ≤ m (see [20, section 3.5]). By using the formulas (11), (12), and (13),
we obtain
LX(1)dΘΛ = LX(1)
{
(−1)i−1dpiα ∧ dy
α ∧ vi + dH ∧ v
}
= (−1)i−1d
(
X(1)piα
)
∧ dyα ∧ vi
+(−1)i−1dpiα ∧ dV
α ∧ vi + d
(
X(1)H
)
∧ v.
Hence
i∂/∂yαLX(1)dΘΛ = (−1)
i−1 ∂X
(1)(piβ)
∂yα dy
β ∧ vi −
∂(X(1)(piα))
∂xi v
−(−1)i−1
∂(X(1)(piα))
∂yβ
dyβ ∧ vi − (−1)
i−1 ∂(X
(1)(piα))
∂yβj
dyβj ∧ vi
+
∂piβ
∂yα
∂V β
∂xi v +
∂X(1)(H)
∂yα v,
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and finally,
0 = ∂s
β
∂xi
{(
∂X(1)(piβ)
∂yα ◦ j
1s
)
−
(
∂(X(1)(piα))
∂yβ
◦ j1s
)}
+
(
∂X(1)(H)
∂yα ◦ j
1s
)
−
(
∂(X(1)(piα))
∂xi ◦ j
1s
)
−
(
∂(X(1)(piα))
∂yβj
◦ j1s
)
∂2sβ
∂xi∂xj +
∂V β
∂xi
(
∂piβ
∂yα ◦ j
1s
)
.
Expanding,
(41)
∂2V γ
∂xi∂xj
(
∂piα
∂yγj
◦ j1s
)
= V γ
{
∂sβ
∂xi
(
∂2piβ
∂yα∂yγ ◦ j
1s−
∂2piα
∂yβ∂yγ
◦ j1s
)
+ ∂
2H
∂yα∂yγ ◦ j
1s− ∂
2sβ
∂xi∂xj
(
∂2piα
∂yγ∂yβj
◦ j1s
)
−
∂2piα
∂xi∂yγ ◦ j
1s
}
+∂V
γ
∂xh
{
∂sβ
∂xi
(
∂2piβ
∂yα∂yγ
h
◦ j1s−
∂2piα
∂yβ∂yγ
h
◦ j1s
)
− ∂
2sβ
∂xi∂xj
(
∂2piα
∂yβj ∂y
γ
h
◦ j1s
)
+
(
∂phγ
∂yα −
∂phα
∂yγ
)
◦ j1s
−
∂2piα
∂xi∂yγ
h
◦ j1s+ ∂
2H
∂yα∂yγ
h
◦ j1s
}
,
1 ≤ α ≤ m.
Remark 7.1. In the case of the E-H Lagrangian density, Greek indices of the
general case transform into a pair of non-decreasing Latin indices: α = (a, b),
1 ≤ a ≤ b ≤ n, and a Jacobi vector field along g can locally be written as
follows:
Xx =
∑
a≤b
V ab(x)
(
∂
∂yab
)
g(x)
=
∑
a≤b
V ab(x)(dxa)x ⊙ (dx
b)x, ∀x ∈ N,
with V ab = V ba for a > b. Moreover, in this case, the general equations (41) for
Jacobi fields can also be written as follows:
(42)
0= 1
2
[
(δaνδjµ + δaµδνj) g
ib − gijδaνδbµ − g
abδiνδjµ
]
∂2V ab
∂xi∂xj
+
{
1
2
gab (Γg)iµν−g
ib (Γg)aµν+
δaνδiµ+δaµδiν
2
[
gσb (Γg)λλσ−g
λσ ∂gσβ
∂xλ
gbβ
]
−
δaµδbν
2
[
gσi (Γg)λλσ − g
λσ ∂gσβ
∂xλ
giβ
]
+ δiν
2
gλa (Γg)bµλ+
δiµ
2
gλa (Γg)bλν
+ δbν
2
[
gλi (Γg)aµλ − g
λa (Γg)iµλ
]
+
δbµ
2
[
gλi (Γg)aνλ − g
λa (Γg)iνλ
]}
∂V ab
∂xi
+gλb
{
(Rg)aµνλ + g
argtσ
(
(Γg)trν (Γ
g0 )σµλ − (Γ
g)trλ (Γ
g)σµν
)
+(Γg)aνσ (Γ
g)σµλ−(Γ
g)aλσ (Γ
g)σµν−(Γ
g)σσλ (Γ
g)aµν+(Γ
g)aµσ (Γ
g)σνλ
}
V ab,
1 ≤ µ ≤ ν ≤ n,
whereΓg denotes the Levi-Civita connection of g, and Rg its curvature tensor.
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Example 7.1. If (N, g) is a flat 4-dimensional Lorentzian manifold, then locally,
g = εi(dx
i)2, with ε1 = −1, ε2 = ε3 = ε4 = +1, and the equations (42) of the
Jacobi fields along g are as follows:
(43)
∑10
B=1
PAB (D)U
B = 0, 1 ≤ A ≤ 10,
where
U1 = V 11, U2 = V 12, U3 = V 13, U4 = V 14, U5 = V 22,
U6 = V 23, U7 = V 24, U8 = V 33, U9 = V 34, U10 = V 44,
P 11=
−1
2
∑4
i=2 (D
i
)
2
, P 12= D
1D2, P 13= D
1D3,
P 14= D
1D4, P 15=
−1
2 (D
1
)
2
, P 16= 0,
P 17= 0, P
1
8=
−1
2 (D
1
)
2
, P 19= 0,
P 110=
−1
2 (D
1
)
2
, P 21= 0, P
2
2=
−1
2 (D
3
)
2
−12 (D
4
)
2
,
P 23=
1
2D
2D3, P 24=
1
2D
2D4, P 25= 0,
P 26=
1
2D
1D3, P 27=
1
2D
1D4, P 28=
−1
2 D
1D2,
P 29= 0, P
2
10=
−1
2 D
1D2, P 31= 0,
P 32=
1
2D
2D3, P 33=
−1
2 (D
2
)
2
− 12 (D
4
)
2
, P 34=
1
2D
3D4,
P 35=
−1
2 D
1D3, P 36=
1
2D
1D2, P 37= 0,
P 38= 0, P
3
9=
1
2D
1D4, P 310=
−1
2 D
1D3,
P 41= 0, P
4
2=
1
2D
2D4, P 43=
1
2D
3D4,
P 44=
−1
2 (D
2
)
2
−12 (D
3
)
2
, P 45=
−1
2 D
1D4, P 46= 0,
P 47=
1
2D
1D2, P 48=
−1
2 D
1D4, P 49=
1
2D
1D3,
P 410= 0, P
5
1=
1
2D
2D2 P 52= −D
1D2
P 53= 0, P
5
4= 0, P
5
5=
1
2 (D
1
)
2
−12
∑4
i=3 (D
i
)
2
,
P 56= D
2D3, P 57= D
2D4, P 58=
−1
2 D
2D2,
P 59= 0, P
5
10=
−1
2 D
2D2, P 61=
1
2D
2D3,
P 62=
−1
2 D
1D3, P 63=
−1
2 D
1D2, P 64= 0,
P 65= 0, P
6
6=
1
2 (D
1
)
2
−12 (D
4
)
2
, P 67=
1
2D
3D4,
P 68= 0, P
6
9=
1
2D
2D4, P 610=
−1
2 D
2D3,
P 71=
1
2D
2D4, P 72=
−1
2 D
1D4, P 73= 0,
P 74=
−1
2 D
1D2, P 75= 0, P
7
6=
1
2D
3D4,
P 77=
1
2 (D
1
)
2
−12 (D
3
)
2
, P 78=
−1
2 D
2D4, P 79=
1
2D
2D3,
P 710= 0, P
8
1=
1
2 (D
3
)
2
, P 82= 0,
P 83= −D
1D3, P 84= 0, P
8
5= −
1
2 (D
3)2,
P 86= D
2D3, P 87= 0, P
8
8=
1
2 (D
1)2− 12 (D
2)2,
P 89= D
3D4, P 810=
−1
2 (D
3)2, P 91=
1
2D
3D4,
P 92= 0, P
9
3=
−1
2 D
1D4, P 94=
−1
2 D
1D3,
P 95=
−1
2 D
3D4, P 96=
1
2D
2D4, P 97=
1
2D
2D3,
P 98= 0, P
9
9=
1
2 (D
1
)
2
−12 (D
2
)
2
, P 910= 0,
P 101 =
1
2 (D
4
)
2
, P 102 = 0, P
10
3 = 0,
P 104 = −D
1D4, P 105 =
−1
2 (D
4
)
2
, P 106 = 0,
P 107 = D
2D4, P 108 = −
1
2 (D
4
)
2
, P 109 = D
3D4,
P 1010=
1
2 (D
1
)
2
−12
∑3
i=2 (D
i
)
2
, Di = ∂∂xi , 1 ≤ i ≤ 4.
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If a solution (UA)10A=1 to (43) is expanded in power series up to second order,
i.e., UA = λA +
∑
1≤j≤4 λ
A
j x
j +
∑
1≤j≤k≤4 λ
A
jkx
jxk+ terms of order ≥ 3, then
evaluating it at x1 = . . . = x4 = 0, we obtain
(44)
λ122 = λ
2
12 − λ
5
11 + λ
5
33 + λ
5
44 − λ
6
23 − λ
7
24 + λ
8
22 + λ
10
22,
λ123 = λ
2
13 + λ
3
12 − 2λ
6
11 + 2λ
6
44 − λ
7
34 − λ
9
24 + λ
10
23,
λ124 = λ
2
14 + λ
4
12 − λ
6
34 − 2λ
7
11 + 2λ
7
33 + λ
8
24 − λ
9
23,
λ133 = λ
3
13 + λ
5
33 − λ
6
23 − λ
8
11 + λ
8
22 − λ
9
34 + λ
10
33,
λ134 = λ
3
14 + λ
4
13 + λ
5
34 − λ
6
24 − λ
7
23 − 2λ
9
11 + 2λ
9
22,
λ144 = λ
4
14 − λ
5
44 + λ
7
24 − 2λ
5
33 + 2λ
6
23 − 2λ
8
22 − λ
10
22 + λ
9
34 − λ
10
33 − λ
10
11,
λ223 = 2λ
3
22 + 2λ
3
44 − λ
4
34 + λ
5
13 − λ
6
12 − λ
9
14 + λ
10
13,
λ224 = −λ
3
34 + 2λ
4
22 + 2λ
4
33 + λ
5
14 − λ
7
12 + λ
8
14 − λ
9
13,
λ233 = −λ
2
44 + λ
3
23 + λ
4
24 + λ
6
13 + λ
7
14 − λ
8
12 − λ
10
12,
λ844 = −2λ
5
33 − 2λ
5
44 + 2λ
6
23 + 2λ
7
24 − 2λ
8
22 − 2λ
10
22 + 2λ
9
34 − 2λ
10
33.
Hence the space of quadratic Jacobi fields along g is a vector space of dimension
90, with basis
(x1)2E1, x
1x2E1, x
1x3E1, x
1x4E1, (x
1)2E2, (x
2)2E2,
x3x4E2, ((x
4)2 − (x3)2)E2, (x
1)2E3, x
2x4E3, (x
3)2E3, (x
1)2E4,
x2x3E4, (x
4)2E4, x
1x2E5, (x
2)2E5, x
2x3E5, x
2x4E5,
x1x4E6, (x
2)2E6, (x
3)2E6, x
1x3E7, (x
2)2E7, (x
4)2E7,
x1x3E8, x
2x3E8, (x
3)2E8, x
3x4E8, x
1x2E9,
(
x3
)2
E9,(
x4
)2
E9, x
1x4E10, x
2x4E10, x
3x4E10, (x
4)2E10,
(x2)2E1 + x
1x2E2, x
2x4E1 + x
1x4E2, x
2x3E1 + x
1x2E3,
x2x3E1 + x
1x3E2, x
2x4E1 + x
1x2E4, (x
3)2E1 + x
1x3E3,
x3x4E1 + x
1x4E3, x
3x4E1 + x
1x3E, (x4)2E1 + x
1x4E4,
−(x2)2E1 + (x
1)2E5, x
3x4E1 + x
3x4E5, ((x
4)2 − (x3)2) (E1 + E5) ,
2x2x3E1 + (x
4)2E6, −2x
2x3E1 + (x
1)2E6, −x
2x4E1 + x
3x4E6,
−x3x4E1 + x
2x4E6, −x
2x3E1 + x
3x4E7, −2x
2x4E1 + (x
1)2E7,
2x2x4E1 +
(
x3
)2
E7, −x
3x4E1 + x
2x3E7, x
2x4E1 + x
2x4E8,
−
(
x3
)2
E1 + (x
1)2E8, −x
2x3E1 + x
2x4E9, −x
2x4E1 + x
2x3E9,
−2x3x4E1 + (x
1)2E9, 2x
3x4E1 + (x
2)2E9, x
2x3 (E1 + E10) ,
−(x4)2E + (x1)2E10, 2x
2x3E2 + (x
2)2E3, 2x
2x3E2 + (x
4)2E3,
(x3)2E2 + x
2x3E3, −x
2x4E2 + x
3x4E3, −x
2x3E2 + x
3x4E4,
2x2x4E2 + (x
2)2E4, 2x
2x4E2 + (x
3)2E4, (x
3)2E2 + x
2x4E4,
x2x3E2 + x
1xE5, x
2x4E2 + x
1x4E5, −x
2x3E2 + x
1x2E6,
(x3)2E2 + x
1x3E6, −x
2x4E2 + x
1x2E7, (x
3)2E2 + x
1x4E7,
x2x4E2 + x
1x4E8, −(x
3)2E2 + x
1x2E8, −x
2x3E2 + x
1x4E9,
−x2x4E2 + x
1x3E9, x
2x3E2 + x
1x3E10, −(x
3)2E2 + x
1x2E10,
(x3)2E + x2x3E6, −(x
3)2E5 + (x
2)2E8,
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((x3)2 − (x4)2)E1 + (x
3)2E5 + x
2x4E7,
((x4)2 − (x2)2)E1 − (x
3)2E5 + (x
4)2E8,
((x2)2 − (x4)2)E1 + (x
3)2E5 + x
3x4E9,
((x4)2 − (x2)2)E1 − (x
3)2E5 + (x
3)2E10,
((x4)2 − (x3)2)E1 − (x
3)2E5 + (x
2)2E10,
where
(45)
E1 =
∂
∂y11
, E2 =
∂
∂y12
, E3 =
∂
∂y13
, E4 =
∂
∂y14
, E5 =
∂
∂y22
,
E6 =
∂
∂y23
, E7 =
∂
∂y24
, E8 =
∂
∂y33
, E9 =
∂
∂y34
, E10 =
∂
∂y44
.
More generally, if UA =
∑
|J|=r λ
A
J
(
x1
)j1
· · ·
(
x4
)j4
, where 1 ≤ A ≤ 10, and
J = (j1, . . . , j4), is a homogeneous Jacobi field along g of order r ≥ 3, then
for every multi-index (i1, . . . , i4) of order i1 + . . . + i4 = r − 2, the functions[(
D1
)i1
◦ . . . ◦
(
D4
)i4] (
UA
)
are a quadratic Jacobi field along g, as the opera-
tors PAB (D) are linear and of constant coefficients.
If (j1, . . . , j4) = (i1, . . . , i4) + (ab), then for a < b we have ja = ia + 1,
jb = ib+1, jh = ih for every h 6= a, b, and for a = b we have ja = ia+2, jh = ih
for every h 6= a. Hence[(
D1
)i1
◦ . . . ◦
(
D4
)i4](
UA
)
=
∑
a<b
λAI+(ab)i1! · · · (ia + 1)! · · · (ib + 1)! · · · i4!x
axb
+
∑
a
1
2λ
A
I+(aa)i1! · · · (ia + 2)! · · · i4! (x
a)
2
,
and consequently, the functions
λAab = λ
A
I+(ab)i1! · · · (ia + 1)! · · · (ib + 1)! · · · i4!,
λAaa =
1
2λ
A
I+(aa)i1! · · · (ia + 2)! · · · i4!
must satisfy the equations (44) for 1 ≤ a < b ≤ 4, and every multi-index
(i1, . . . , i4) of order r − 2.
Example 7.2. If N = (R/2πZ)4 is a 4-dimensional torus with Lorentzian metric
g = εi(dx
i)2, ε1 = −1, ε2 = ε3 = ε4 = +1, as in the Example 7.1, then we can
obtain the global solutions to Jacobi equations (43) by expanding in Fourier
series; namely,
UA =
∑
(k1,...,k4)∈Z4
UAk1,...,k4 exp(ikjx
j), UAk1,...,k4 ∈ C,
so that ∂
2UA
∂xr∂xs = −
∑
(k1,...,k4)∈Z4
krksU
A
k1,...,k4
exp(ikjx
j) and the equations (43)
transform into the following:
31
0 = 12
(
(k2)
2 + (k3)
2 + (k4)
2
)
U1k1,...,k4 − k1k2U
2
k1,...,k4
− k1k3U
3
k1,...,k4
−k1k4U
4
k1,...,k4
+ 12 (k1)
2
(
U5k1,...,k4 + U
8
k1,...,k4
+ U9k1,...,k4
)
,
0 = −
(
(k3)
2 + (k4)
2
)
U2k1,...,k4 + k2k3U
3
k1,...,k4
+ k2k4U
4
k1,...,k4
+k1k3U
6
k1,...,k4
+ k1k4U
7
k1,...,k4
− k1k2
(
U8k1,...,k4 + U
10
k1,...,k4
)
,
0 = k2k3U
2
k1,...,k4
−
(
(k2)
2 + (k4)
2
)
U3k1,...,k4 + k3k4U
4
k1,...,k4
+k1k2U
6
k1,...,k4
− k1k3
(
U5k1,...,k4 + U
10
k1,...,k4
)
+ k1k4U
9
k1,...,k4
,
0 = k2k4U
2
k1,...,k4
+ k3k4U
3
k1,...,k4
−
(
(k2)
2 + (k3)
2
)
U4k1,...,k4
−k1k4
(
U5k1,...,k4 + U
8
k1,...,k4
)
+ k1k2U
7
k1,...,k4
+ k1k3U
9
k1,...,k4
,
0 = 12 (k2)
2U1k1,...,k4 − k1k2U
2
k1,...,k4
+ 12
(
(k1)
2 − (k3)
2 − (k4)
2
)
U5k1,...,k4
+k2k3U
6
k1,...,k4
+ k2k4U
7
k1,...,k4
− 12 (k2)
2
(
U8k1,...,k4 + U
10
k1,...,k4
)
,
0 = k2k3U
1
k1,...,k4
− k1k3U
2
k1,...,k4
− k1k2U
3
k1,...,k4
+
(
(k1)
2 − (k4)
2
)
U6k1,...,k4 + k3k4U
7
k1,...,k4
+ k2k4U
9
k1,...,k4
− k2k3U
10
k1,...,k4
,
0 = k2k4U
1
k1,...,k4
− k1k4U
2
k1,...,k4
− k1k2U
4
k1,...,k4
+k3k4U
6
k1,...,k4
+
(
(k1)
2 − (k3)
2
)
U7k1,...,k4 − k2k4U
8
k1,...,k4
+ k2k3U
9
k1,...,k4
,
0 = 12k
2
3
(
U1k1,...,k4 − U
5
k1,...,k4
)
− k1k3U
3
k1,...,k4
+ k2k3U
6
k1,...,k4
+ 12
(
(k1)
2 − (k2)
2
)
U8k1,...,k4 + k3k4U
9
k1,...,k4
− 12 (k3)
2U10k1,...,k4 ,
0 = k3k4U
1
k1,...,k4
− k1k4U
3
k1,...,k4
− k1k3U
4
k1,...,k4
−k3k4U
5
k1,...,k4
+ k2k4U
6
k1,...,k4
+ k2k3U
7
k1,...,k4
+
(
(k1)
2 − (k2)
2
)
U9k1,...,k4 ,
0 = 12 (k4)
2
(
U1k1,...,k4 − U
5
k1,...,k4
− U8k1,...,k4
)
− k1k4U
4
k1,...,k4
+k2k4U
7
k1,...,k4
+ k3k4U
9
k1,...,k4
+ 12
(
(k1)
2 − (k2)
2 − (k3)
2
)
U10k1,...,k4 ,
for every system (k1, . . . , k4) ∈ Z
4. Solving these equations for k2 6= 0, we obtain
U1k1,...,k4 = U
3
k1,...,k4 = U
4
k1,...,k4 = U
8
k1,...,k4 = U
9
k1,...,k4 = U
10
k1,...,k4
= 0,
U2k1,...,k4 =
1
2
k1
k2
U5k1,...,k4 ,
U6k1,...,k4 =
1
2
k3
k2
U5k1,...,k4 ,
U7k1,...,k4 =
1
2
k4
k2
U5k1,...,k4 ,
and the unknowns U5k1,...,k4 remain undetermined. If k2 = 0 but k4 6= 0, then
the solutions to the previous equations are
U1k1,...,k4 = U
3
k1,...,k4 = U
4
k1,...,k4 = U
5
k1,...,k4
= U7k1,...,k4 = U
8
k1,...,k4 = U
9
k1,...,k4 = U
10
k1,...,k4
= 0,
U2k1,...,k4 =
k1
k4
U7k1,...,k4 , U
6
k1,...,k4 =
k3
k4
U7k1,...,k4 ,
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the unknowns U7k1,...,k4 remaining undetermined. If k2 = k4 = 0 but k3 6= 0,
then
U4k1,...,k4 = U
5
k1,...,k4 = U
7
k1,...,k4 = U
9
k1,...,k4 = U
10
k1,...,k4 = 0,
U1k1,...,k4 = −
k1
(k3)2
(
k1U
8
k1,...,k4 − 2k3U
3
k1,...,k4
)
,
U2k1,...,k4 =
k1
k3
U6k1,...,k4 ,
the unknowns U2k1,...,k4 , U
6
k1,...,k4
, and U8k1,...,k4 remaining undetermined. Finally,
if k2 = k3 = k4 = 0, then U
A
k1,...,k4
= 0, 5 ≤ A ≤ 10, and the unknowns UAk1,...,k4 ,
1 ≤ A ≤ 4 remain undetermined. Therefore
U1 = −
∑
k2=k4=0,k3 6=0
k1
(k3)2
(
k1U
8
k1,...,k4
− 2k3U
3
k1,...,k4
)
exp(ikjx
j)
+U1k1000 exp(ik1x
1),
U2 = 12
∑
k2 6=0
k1
k2
U5k1,...,k4 exp(ikjx
j) +
∑
k2=0,k4 6=0
k1
k4
U7k1,...,k4 exp(ikjx
j)
+
∑
k2=k4=0,k3 6=0
k1
k3
U6k1,...,k4 exp(ikjx
j) + U2k1000 exp(ik1x
1),
U3 =
∑
k2=k4=0
U3k1,...,k4 exp(ikjx
j),
U4 = U4k1000 exp(ik1x
1),
U5 =
∑
k2 6=0
U5k1,...,k4 exp(ikjx
j),
U6 = 12
∑
k2 6=0
k3
k2
U5k1,...,k4 exp(ikjx
j) +
∑
k2=0,k4 6=0
k3
k4
U7k1,...,k4 exp(ikjx
j)
+
∑
k2=k4=0,k3 6=0
U6k1,...,k4 exp(ikjx
j),
U7 = 12
∑
k2 6=0
k4
k2
U5k1,...,k4 exp(ikjx
j) +
∑
k2=0,k4 6=0
U7k1,...,k4 exp(ikjx
j),
U8 =
∑
k2=k4=0,k3 6=0
U8k1,...,k4 exp(ikjx
j),
U9 = 0,
U10 = 0.
Hence, by using the formulas (45) we obtain
10∑
A=1
UAEA = U
8
k1,0,k3,0 exp
[
i(k1x
1 + k3x
3)
] {
E8 −
(k1)
2
(k3)2
E1
}
+ U7k1,0,k3,k4 exp
[
i(k1x
1 + k3x
3 + k4x
4)
] {
k1
k4
E2 +
k3
k4
E6 + E7
}
+ U6k1,0,k3,0 exp
[
i(k1x
1 + k3x
3)
]{
k1
k3
E2 + E6
}
+ U5k1,...,k4 exp(ikjx
j)
{
1
2
k1
k2
E2 + E5 +
1
2
k3
k2
E6 +
1
2
k4
k2
E7
}
+ U4k1000 exp(ik1x
1)Y4 + U
3
k1,0,k3,0 exp
[
i(k1x
1 + k3x
3)
]
{2k3E1 + E3}
+ U2k1000 exp(ik1x
1)E2 + U
1
k1000 exp(ik1x
1)E1,
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and the vector fields
Xk1 = exp
[
i(k1x
1 + k3x
3)
] {
∂
∂y33
− (k1)
2
(k3)2
∂
∂y11
}
, k3 6= 0,
Xk2 = exp
[
i(k1x
1 + k3x
3 + k4x
4)
] {
k1
k4
∂
∂y12
+ k3k4
∂
∂y23
+ ∂∂y24
}
, k4 6= 0,
Xk3 = exp
[
i(k1x
1 + k3x
3)
] {
k1
k3
∂
∂y12
+ ∂∂y23
}
, k3 6= 0,
Xk4 = exp
[
i(k1x
1 + k2x
2 + k3x
3 + k4x
4)
]
k2 6= 0,
·
{
1
2
k1
k2
∂
∂y12
+ ∂∂y22 +
1
2
k3
k2
∂
∂y23
+ 12
k4
k2
∂
∂y24
}
,
Xk5 = exp(ik1x
1) ∂∂y14 ,
Xk6 = exp
[
i(k1x
1 + k3x
3)
] {
2k3
∂
∂y11
+ ∂∂y13
}
,
Xk7 = exp(ik1x
1) ∂∂y12 ,
Xk8 = exp(ik1x
1) ∂∂y11 ,
with k ∈ Z4, span TgS((R/2πZ)
4) topologically.
Let Λ be a Lagrangian density on an arbitrary fibred manifold p : E → N and
let ΘΛ be the P-C form associated to Λ. Let X,Y ∈ TsS(N) be Jacobi vector
fields defined along an extremal s ∈ S(N) for the Lagrangian density Λ. Then,
d[(j1s)∗(iY (1) iX(1)dΘΛ)] = 0 (e.g., see [9]); i.e., the (n − 1)-form iY (1) iX(1)dΘΛ
is closed along j1s.
The alternate bilinear mapping taking values in the space Zn−1(N) of closed
(n− 1)-forms, defined by
(ω2)s : TsS(N)× TsS(N)→ Z
n−1(N),
(ω2)s(X,Y ) = (j
1s)∗ (iY (1)iX(1)dΘΛ)
is called the presymplectic structure associated to Λ.
Theorem 7.1. Let s be an extremal of a second-order Lagrangian density Λ =
Lv on p : E → N with Poincare´-Cartan form projectable onto J1E. Assume
that the variational problem defined by Λ is regular in the sense of Proposition
2.2. For every x ∈ N , let R2x(Λ) ⊆ J
2
x(s
∗V (p)) be the vector subspace of 2-jets
j2xX of p-vertical vector fields along s that satisfy the Jacobi equations (41) at x.
If the natural projection p21 : R
2
x(Λ)→ J
1
x(s
∗V (p)) is surjective for every x ∈ N ,
then the radical of the valued 2-form (ω2)s vanishes.
Proof. According to (13), we have dΘΛ = (−1)
i−1dpiα ∧ dy
α ∧ vi + dH ∧ v. If
X(1) = V σ ∂∂yσ +
∂V σ
∂xj
∂
∂yσj
, Y (1) = W σ ∂∂yσ +
∂Wσ
∂xj
∂
∂yσj
, with V σ,W σ ∈ C∞(N),
then
(ω2)s(X,Y ) = (−1)
i−1
{
(V σWα − V αW σ)
(
∂piα
∂yσ ◦ j
1s
)
+
(
∂V σ
∂xj W
α − V α ∂W
σ
∂xj
) (∂piα
∂yσj
◦ j1s
)}∣∣∣
j1s
vi.
If we assume the vector field X belongs to rad(ω2)s, then by evaluating at x the
equation (ω2)s(X,Y ) = 0, ∀Y ∈ TsS(N), we obtain
(46)
0 = [V σ(x)Wα(x)− V α(x)W σ(x)]
∂piα
∂yσ (j
1
xs)
+
[
∂V σ
∂xj (x)W
α(x) − V α(x)∂W
σ
∂xj (x)
] ∂piα
∂yσj
(j1xs), 1 ≤ i ≤ n.
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The assumption in the statement implies that given arbitrary values for W β(x)
and ∂W
β
∂xh (x), there exists an element j
2
xY ∈ R
2
x(Λ) projecting under the natural
mapping p21 : R
2
x(Λ)→ J
1
x(s
∗V (p)) onto the 1-jet at x the coordinates of which
coincide with these values. Accordingly, the coefficients of W β(x) and ∂W
β
∂xh
(x)
in (46) must vanish, i.e.,
(47)
0 = V α
(
∂piβ
∂yα ◦ j
1s
)
− V α
(
∂piα
∂yβ
◦ j1s
)
+ ∂V
α
∂xj
(
∂piβ
∂yαj
◦ j1s
)
,
1 ≤ i ≤ n, 1 ≤ β ≤ m,
0 = V α
(
∂piα
∂yβ
h
◦ j1s
)
, h, i = 1, . . . , n, 1 ≤ β ≤ m,
as the point x is arbitrary. Hence the formulas (47) are the equations for the
radical of (ω2)s. If we set
V = (V 1, . . . , V m), Om = (0, . . . , 0), Υ =
(
∂piα
∂yβ
h
)1≤i≤n,1≤α≤m
1≤h≤n,1≤β≤m
,
then the second group of equations in (47) can matricially be written as
(V, . . . , V )︸ ︷︷ ︸
n times
·
(
Υ ◦ j1s
)
= (Om, . . . , Om)︸ ︷︷ ︸ .
n times
If the variational problem defined by the density Λ is regular in the sense of
Proposition 2.2, then detΥ 6= 0; Hence V = 0.
Criterion 7.1. Next, we give a criterion in order to ensure that the condition
of Theorem 7.1 holds. According to (18) we have piα =
∂L¯
∂yαi
, where L¯ is the
first-order Lagrangian defined by (17), also see Theorem 4.1. As is known, the
Hessian metric of L¯ is the section of the vector bundle S2V ∗(p10) locally given by,
Hess(L¯) = ∂
2L¯
∂yαi ∂y
β
j
d10y
α
i ⊗ d10y
β
j . As mentioned in section 2 there is a canonical
isomorphism
I : (p10)
∗ (p∗(T ∗N)⊗ V (p))→ V (p10),
I
(
j1xs, (dx
i)x ⊗
(
∂
∂yα
)
s(x)
)
=
(
∂
∂yαi
)
j1xs
,
and dually,
I∗ : V ∗(p10)→ (p
1
0)
∗ (p∗(TN)⊗ V ∗(p)) ,
I∗
(
j1xs,
(
∂
∂xi
)
x
⊗ (dyα)s(x)
)
= (d10y
α
i )j1xs
.
Hence the Hessian metric can be viewed as a symmetric bilinear form
Hess(L¯)j1xs :Vj1xs(p
1
0)×Vj1xs(p
1
0)
∼=
[
(T ∗xN)⊗ Vs(x)(p)
]
×
[
(T ∗xN)⊗ Vs(x)(p)
]
→ R,
and we can define a linear map as follows:
Hess(L¯)♮j1xs
: (T ∗xN)⊗ (T
∗
xN)⊗ Vs(x)(p)→ V
∗
s(x)(p),
Hess(L¯)♮j1xs
(w1, w2, X1) (X2) = Hess(L¯)j1xs (w1 ⊗X1, w2 ⊗X2) ,
∀w1, w2 ∈ T
∗
xN, ∀X1, X2 ∈ Vs(x)(p).
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The matrix of Hess(L¯)♮j1xs
∣∣∣
S2(T∗xN)⊗Vs(x)(p)
is Υ♮ =
(
1
1+δij
[
∂piα
∂yγj
+
∂pjα
∂yγi
]
(j1xs)
)α
γ,i≤j
in the standard basis. Moreover, letting vγij =
∂2V γ
∂xi∂xj (x), and denoting by E
α
the right-hand side of the formula (41), this formula, evaluated at x, reads as
follows: vγij
∂piα
∂yγj
(j1xs) = E
α(x), which is a linear system with m equations in
the m2 n(n + 1) unknowns v
γ
ij , 1 ≤ i ≤ j ≤ n, and the matrix of this system is
precisely Υ♮. Consequently, if Hess(L¯)♮j1xs
is assumed to be surjective, then the
previous system is compatible.
Corollary 7.2. The radical of the valued 2-form (ω2)g corresponding to the
E-H Lagrangian density along an arbitrary extremal metric g, vanishes.
Proof. According to Theorem 7.1, in order to prove the corollary above, we
need only to verify that the projection p21 : R
2
x(Λ) → J
1
x(s
∗V (p)) is surjective
for every x ∈ N . By considering a system of normal coordiantes for the metric
g at the point x, and letting vab = V ab(x), vabij =
∂2V ab
∂xi∂xj (x), the equations (42)
evaluated at x, are written as follows:
0 = 12
[
εi (δaνδjµ + δaµδνj) δ
ib − εiδ
ijδaνδbµ − εaδ
abδiνδjµ
]
vabij
+εb(R
g)aµνb(x)v
ab
= εi2
(
vνiiµ + v
µi
iν − v
ii
µν − v
µν
ii
)
+ εb(R
g)aµνb(x)v
ab,
1 ≤ µ ≤ ν ≤ n,
which is a system with 12n(n+ 1) equations in the
1
4n
2(n+ 1)2 unknowns vijµν ,
1 ≤ i ≤ j ≤ n, 1 ≤ µ ≤ ν ≤ n, with vijµν = v
ij
νµ = v
ji
µν , and where the scalars v
ab,
1 ≤ a ≤ b ≤ n, can take arbitrary values. A particular solution to this system
is obtained by letting,
(48)
(i) εiv
ii
µν = εiv
µν
ii = 0
(ii) εiv
νi
iµ = εiv
µi
iν = −εb(R
g)aµνb(x)v
ab
}
, 1 ≤ µ ≤ ν ≤ n.
The equations (48)-(i) hold by setting viiµν = v
µν
ii , ∀i, µ, ν = 1, . . . , n, µ ≤ ν ,
while the equations (48)-(ii) hold by setting
vµiiν = v
νi
µi = 0, 2 ≤ i ≤ n
v1µ1ν = v
1ν
1µ = −ε1εb(R
g)aµνb(x)v
ab,
}
, 1 ≤ µ ≤ ν ≤ n.
Example 7.3. Below, we compute the presymplectic structure associated to
Example 7.2; i.e., we compute (ω2)g for the E-H Lagrangian density when
N = (R/2πZ)4 and g = εi(dx
i)2, ε1 = −1, ε2 = ε3 = ε4 = +1 by using
the basis Xkh , 1 ≤ h ≤ 8, k ∈ Z
4 of that example. We follow some ideas in [26,
Section 7] for our particular case.
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According to the previous notations and calculations, we have
(ω2)g(X,Y ) = (−1)
i−1
{(
V klW ab − V abW kl
) (∂piab
∂ykl
◦ j1g
)
+
(
∂V kl
∂xj W
ab − V ab ∂W
kl
∂xj
)(
∂piab
∂ykl,j
◦ j1g
)}∣∣∣
j1g
vi,
X(1) = V ab ∂∂yab +
∂V ab
∂xj
∂
∂yab,j
, Y (1) =W ab ∂∂yab +
∂Wab
∂xj
∂
∂yab,j
,
and from the formulas (22), (23) it follows:
∂pikl
∂yuv
◦ j1g = 0.
Therefore
(ω2)g(X,Y ) = (−1)
i−1ωi2(X,Y )vi,
where
ωi2(X,Y ) =
∑
k≤l
∑
a≤b
(
∂piab
∂ykl,j
◦ j1g
)(
∂V kl
∂xj W
ab − V ab ∂W
kl
∂xj
)
,
and, as a computation shows, the scalar differential forms ωi2 are given by
ω
1
2 =
1
2
(
∂W13
∂x3
+ ∂W
14
∂x4
+ ∂W
12
∂x2
)
V
11
−
1
2
(
∂W11
∂x2
+ ∂W
33
∂x2
+ ∂W
22
∂x2
+ ∂W
44
∂x2
)
V
12
−
1
2
(
∂W11
∂x3
+ ∂W
22
∂x3
+ ∂W
33
∂x3
+ ∂W
44
∂x3
)
V
13
−
1
2
(
∂W11
∂x4
+ ∂W
33
∂x4
+ ∂W
22
∂x4
+ ∂W
44
∂x4
)
V
14
+
(
∂W12
∂x3
+ ∂W
13
∂x2
−
∂W23
∂x1
)
V
23+ 1
2
(
∂W33
∂x1
+ ∂W
44
∂x1
+ ∂W
12
∂x2
−
∂W13
∂x3
−
∂W14
∂x4
)
V
22
+
(
∂W12
∂x4
+ ∂W
14
∂x2
−
∂W24
∂x1
)
V
24+ 1
2
(
∂W44
∂x1
+ ∂W
22
∂x1
−
∂W12
∂x2
+ ∂W
13
∂x3
−
∂W14
∂x4
)
V
33
+
(
∂W13
∂x4
+ ∂W
14
∂x3
−
∂W34
∂x1
)
V
34+ 1
2
(
∂W33
∂x1
+ ∂W
22
∂x1
−
∂W12
∂x2
−
∂W13
∂x3
+ ∂W
14
∂x4
)
V
44
−
1
2
(
∂V 13
∂x3
+ ∂V
12
∂x2
+ ∂V
14
∂x4
)
W
11+ 1
2
(
∂V 22
∂x2
+ ∂V
44
∂x2
+ ∂V
11
∂x2
+ ∂V
33
∂x2
)
W
12
+ 1
2
(
∂V 11
∂x3
+ ∂V
33
∂x3
+ ∂V
44
∂x3
+ ∂V
22
∂x3
)
W
13+ 1
2
(
∂V 22
∂x4
+ ∂V
33
∂x4
+ ∂V
11
∂x4
+ ∂V
44
∂x4
)
W
14
+
(
∂V 23
∂x1
−
∂V 13
∂x2
−
∂V 12
∂x3
)
W
23
−
1
2
(
∂V 33
∂x1
+ ∂V
44
∂x1
+ ∂V
12
∂x2
−
∂V 13
∂x3
−
∂V 14
∂x4
)
W
22
+
(
∂V 24
∂x1
−
∂V 14
∂x2
−
∂V 12
∂x4
)
W
24
−
1
2
(
∂V 22
∂x1
+ ∂V
44
∂x1
−
∂V 12
∂x2
+ ∂V
13
∂x3
−
∂V 14
∂x4
)
W
33
+
(
∂V 34
∂x1
−
∂V 14
∂x3
−
∂V 13
∂x4
)
W
34
−
1
2
(
∂V 22
∂x1
+ ∂V
33
∂x1
−
∂V 12
∂x2
−
∂V 13
∂x3
+ ∂V
14
∂x4
)
W
44
,
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ω
2
2 =
1
2
(
−
∂W12
∂x1
−
∂W23
∂x3
+ ∂W
44
∂x2
+ ∂W
33
∂x2
−
∂W24
∂x4
)
V
11
+ 1
2
(
∂V 12
∂x1
+ ∂V
23
∂x3
−
∂V 44
∂x2
−
∂V 33
∂x2
+ ∂V
24
∂x4
)
W
11
+1
2
(
∂W11
∂x1
+ ∂W
22
∂x1
−
∂W33
∂x1
−
∂W44
∂x1
)
V
12
−
1
2
(
∂V 11
∂x1
+ ∂V
22
∂x1
−
∂V 33
∂x1
−
∂V 44
∂x1
)
W
12
+
(
∂W12
∂x3
+ ∂W
23
∂x1
−
∂W13
∂x2
)
V
13
−
(
∂V 12
∂x3
+ ∂V
23
∂x1
−
∂V 13
∂x2
)
W
13
+
(
∂W24
∂x1
−
∂W14
∂x2
+ ∂W
12
∂x4
)
V
14
−
(
∂V 24
∂x1
−
∂V 14
∂x2
+ ∂V
12
∂x4
)
W
14
+ 1
2
(
−
∂W12
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(
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2 =
1
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−
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∂x2
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−
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24
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−
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−
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−
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−
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−
1
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−
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−
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−
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−
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−
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−
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−
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−
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−
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−
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)
V
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−
1
2
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−
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−
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−
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+
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−
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∂x2
−
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∂x3
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−
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−
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∂x2
−
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)
W
23
+ 1
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−
∂W11
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+ ∂W
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−
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∂x2
)
V
24
−
1
2
(
−
∂V 11
∂x2
+ ∂V
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∂x2
+ ∂V
33
∂x2
−
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∂x2
)
W
24
+ 1
2
(
−
∂W14
∂x1
−
∂W34
∂x3
+ ∂W
24
∂x2
+ ∂W
11
∂x4
−
∂W22
∂x4
)
V
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−
1
2
(
−
∂V 14
∂x1
−
∂V 34
∂x3
+ ∂V
24
∂x2
+ ∂V
11
∂x4
−
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∂x4
)
W
33
+ 1
2
(
∂W22
∂x3
+ ∂W
33
∂x3
−
∂W11
∂x3
−
∂W44
∂x3
)
V
34
−
1
2
(
∂V 22
∂x3
+ ∂V
33
∂x3
−
∂V 11
∂x3
−
∂V 44
∂x3
)
W
34
+ 1
2
(
−
∂W14
∂x1
+ ∂W
34
∂x3
+ ∂W
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∂x2
)
V
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−
1
2
(
−
∂V 14
∂x1
+ ∂V
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∂x2
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W
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ωi2(X
k
1 , X
l
1) = 0, ω
i
2(X
k
2 , X
l
2) = 0,
ωi2(X
k
3 , X
l
2) = 0, ω
i
2(X
k
7 , X
l
2) = 0,
ωi2(X
k
3 , X
l
3) = 0, ω
i
2(X
k
5 , X
l
3) = 0,
ωi2(X
k
5 , X
l
5) = 0, ω
i
2(X
k
7 , X
l
3) = 0,
ωi2(X
k
7 , X
l
5) = 0, ω
i
2(X
k
7 , X
l
7) = 0,
ωi2(X
k
8 , X
l
8) = 0,
1 ≤ i ≤ 4,
ωi2(X
k
6 , X
l
5) = 0, ω
i
2(X
k
8 , X
l
5) = 0, i 6= 4,
ω42(X
k
6 , X
l
5) = −ik3(k1 + l1) exp
(
i
[
(k1 + l1)x
1 + k3x
3
])
,
ω42(X
k
8 , X
l
5) = −
i(k1+l1)
2 exp
(
i
[
(k1 + l1)x
1
])
,
ωi2(X
k
2 , X
l
1) = 0, ω
i
2(X
k
3 , X
l
1) = 0,
ωi2(X
k
5 , X
l
2) = 0, ω
i
2(X
k
6 , X
l
2) = 0,
ωi2(X
k
6 , X
l
3) = 0, ω
i
2(X
k
7 , X
l
6) = 0,
ωi2(X
k
8 , X
l
2) = 0, ω
i
2(X
k
8 , X
l
3) = 0,
ωi2(X
k
8 , X
l
7) = 0,
i 6= 2,
ω22(X
k
2 , X
l
1) = c21 exp
(
i
[
(k1 + l1)x
1 + (k3 + l3)x
3 + k4x
4
])
,
c21 =
i
2
((k4)2+k1l1−k3l3)((l1)2−(l3)2)+((k1)2+(k3)2)((l1)2+(l3)2)
k4(l3)2,
,
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k
3 , X
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1) = c31 exp
(
i
[
(k1 + l1) x
1 + (k3 + l3)x
3
])
,
c31 =
i
2
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k3(l3)2
,
ω22(X
k
5 , X
l
2) = 2il1 exp
(
i
[
(k1 + l1)x
1 + l3x
3 + l4x
4
])
,
ω22(X
k
6 , X
l
2) = c62 exp
(
i
[
(k1 + l1)x
1 + (k3 + l3)x
3 + l4x
4
])
,
c62 = −i
(k3k1l1−(k3)
2l3−2l1l3+k3(l1)
2+k3(l3)
2+k3(l4)
2)
l4
,
ω22(X
k
6 , X
l
3) = c63 exp
(
i
[
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1 + (k3 + l3)x
3
])
,
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(k3k1l1−(k3)
2l3+k3(l1)
2−2l1l3+k3(l3)
2)
l3
,
ω22(X
k
7 , X
l
6) = i(k1 + l1)l3 exp
([
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3)
])
,
ω22(X
k
8 , X
l
2) = −
i
2
k1l1+(l1)
2+(l3)
2+(l4)
2
l4
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(
i
[
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1 + l3x
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4
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,
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i
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exp
(
i
[
(k1 + l1)x
1 + l3x
3
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,
ω22(X
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i
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[
i(k1 + l1)x
1
]
,
ωi2(X
k
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l
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i
41 exp
(
i
[
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1 + k2x
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4
])
,
1 ≤ i ≤ 4,
c141 = −
i
4
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2+k1(l3)
2−2l1(l3)
2
l23
,
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i
4
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3−k3(l1)
2l3+[(k1)2+(k3)2][(l1)2+(l3)2]−k1l1(l3)2+k3(l3)3+(k4)2[(l1)2−(l3)2]
k2(l3)2
,
c341 = −
i
4
k3(l3)
2−2(l1)
2l3+k3(l1)
2
(l3)2
,
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i
4k4
(l1)
2−(l3)
2
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,
ω12(X
k
4 , X
l
2) =
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2
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exp
(
i
[
(k1 + l1)x
1 + k2x
2 + (k3 + l3)x
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4
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,
ω22(X
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2) = c42 exp
(
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[
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4
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,
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i
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,
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exp
(
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,
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(
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4
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,
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l
3) =
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exp
(
i
[
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1 + k2x
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4
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,
ω22(X
k
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3) = c43 exp
(
i
[
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4
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,
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,
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k
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(
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2 + (k3 + l3)x
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4
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,
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,
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,
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,
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4
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(
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4
])
,
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i
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,
c364 =
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2 ,
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i
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6) = i
[
(k3)
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2
]
exp
(
i
[
(k1 + l1)x
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3
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,
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,
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ω12(X
k
7 , X
l
4) = −
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(
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[
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4
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,
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2 exp
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2 + l3x
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4
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,
ω32(X
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l
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4l2
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From the previous formulas it follows the closed 3-form ω2(X
k
a , X
l
b) is exact
except in the following cases, where [ω3] denotes the cohomology class of a closed
3-form ω3:[
ω2(X
k
5 , X
l
4)
]
= ik1 [v4] , k1 + l1 = l2 = l3 = 0,[
ω2(X
k
6 , X
l
4)
]
= −
ik3((k3)2−k1)
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l
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l
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]
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ω2(X
k
8 , X
l
4)
]
= il14 [v1] , l2 = l3 = l4 = 0,[
ω2(X
k
8 , X
l
4)
]
= il34 [v3] , k1 + l1 = l2 = l4 = 0,[
ω2(X
k
8 , X
l
4)
]
= il44 [v4] , k1 + l1 = l2 = l3 = 0,[
ω2(X
k
4 , X
l
1)
]
= 8iπ3 (k1)
2
k2
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k
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l
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]
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i
4
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2
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ω2(X
k
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l
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]
= 8π3c¯341 [v3] , k1 + l1 = k2 = k4 = 0,
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i
4
k3(l3)
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2
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k
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.
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