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Referat:
Quantitative Magnetresonanzbildgebung (MRI) wurde als Technik zum Erhalt verbesserter In-
formation u¨ber In-vivo-Gehirngewebe auf mikrostruktureller Ebene vorgeschlagen. Ku¨rzlich wurde
gezeigt, dass ein lineares Relaxationsmodell verwendet werden kann, um den Gehalt einiger biochemis-
cher Komponenten (Myelin und Eisen) aus Relaxationskarten (T1 und T ∗2 ) in postmortalen men-
schlichen Gehirnproben quantitativ zu bestimmen. Diese Arbeit entwickelt eine Methode zur quanti-
tativen Bestimmung von Myelin und Eisen aus Relaxationskarten unter In-vivo-Bedingungen. Dies
wird durch Einfu¨hrung einer neuartigen Aufnahmetechnik (Multi-Echo-Erweiterung des MP2RAGE)
fu¨r die gleichzeitige Abbildung von T1, T ∗2 (und magnetischer Suszeptibilita¨t) erreicht, die schneller
als separate Erfassungen sein kann und gleichzeitig den Vorteil hat, co-lokalisierte Karten intrinsisch
zu erzeugen, wodurch die Notwendigkeit der Registrierung entfa¨llt. Die Verzerrung, die von der Bil-
dregistrierung herru¨hrt, ist weiter charakterisiert worden, und es wird gezeigt, dass sie eine deutliche
Verzerrung in quantitativen MRI-Karten einfu¨hrt. Die Quantifizierung von Myelin und Eisen wird er-
reicht, indem man Vorwissen aus der Literatur integriert, um die linearen Koeffizienten des Modells zu
kalibrieren. Die Abha¨ngigkeit der Relaxationsparameter von der biochemischen Zusammensetzung
in Gehirngeweben wird mit Ex-vivo-Experimenten weiter untersucht. Parallel dazu wurden Post-
mortem-Untersuchungen durchgefu¨hrt, um den Beitrag anderer Gewebekomponenten zur Relaxation
zu bestimmen. Insbesondere wird gezeigt, dass die hyaluronanbasiserte extrazellula¨re Matrix eine
marginale, aber messbare Komponente in Relaxationskarten in Ex-vivo-Experimenten ist. Wa¨hrend
neue Fortschritte erforderlich sind, um die mikrostrukturellen Untersuchungen von Hirngeweben zu
verfeinern, ist diese Arbeit ein wichtiger Schritt in der In-vivo-Histologie mit MRI.
Quantitative magnetic resonance imaging (MRI) has been proposed as a technique for obtaining im-
proved in vivo information on brain tissues at the microstructural level. It has been recently shown
that a linear model of relaxation can be used to quantitatively determine the content of some biochem-
ical components (myelin and iron) from relaxation maps (T1 and T ∗2 ) in post-mortem human brain
specimens. This work develops a method for quantitatively determining myelin and iron from relax-
ation maps under in vivo conditions. This is obtained by introducing a novel acquisition technique
(a multi-echo extension of the MP2RAGE) for the simultaneous mapping of T1, T ∗2 (and magnetic
susceptibility), which can be faster than separate acquisitions, and has the advantage of producing
intrinsically co-localized maps, thus removing the need for image alignment (registration). The bias
deriving from image registration is further characterized and it is shown to introduce significant bias
in quantitative MRI maps. The quantification of myelin and iron is obtained by combining prior
knowledge from the literature to calibrate the linear coefficients of the model. The dependence of
the relaxation parameters from the biochemical composition in brain tissues is further explored with
ex vivo experiments. In parallel, post-mortem investigations are conducted to determine the contri-
bution to relaxation from other tissue components. In particular, the hyaluronan-based extracellular
matrix is shown to be a marginal but measurable component in relaxation maps in ex vivo experi-
ments. While novel developments are required to refine the microstructural investigations of brain
tissues, this work is an important step toward in vivo histology with MRI.
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Zusammenfassung (in English)
The brain is the primary organ associated with cognitive abilities in most animals,
notably humans. Despite a long-standing interest in understanding the functioning of the
brain, neuroscience is a very active research field, and many important questions are still
open. One of the main reasons for this is related to the scarcity of suitable experimental
methods for investigating the brain with sufficient detail under in vivo conditions. Magnetic
resonance imaging (MRI) is one of the most important methods for biomedical investiga-
tions, particularly in neuroscience, due to its superior ability in separating different tissue
types and the high levels of safety it provides. This technique combines the principles of
Nuclear Magnetic Resonance (NMR) with advanced manipulations of the electromagnetic
fields to obtain spatially resolved information and can operate in a regime compatible with
in vivo conditions.
Quantitative Magnetic Resonance Imaging (qMRI) has emerged as a promising tech-
nique for obtaining microstructural information on biological tissues. Compared to
traditional MRI acquisitions, where the primary goal is to obtain information on the
spatial distribution of the imaging sources, qMRI aims at obtaining spatial mappings that
measure the parameters describing the underlying physical effects, in particular: the NMR
relaxation times (or rates), magnetic susceptibility, etc. Besides a better characterization
of the imaged system, qMRI offers significant improvements in terms of reproducibility, at
the cost of substantially longer acquisition times. Moreover, the quantitative information is
typically obtained by combining different images from separate acquisitions, often requiring
an alignment procedure (registration) to ensure consistent localization of the imaging
sources, especially when the co-localization is lost due to the repositioning of the sample
between the separate acquisitions.
It has been recently shown, and validated by combining qMRI measurements and
quantitative elemental analysis with Particle Induced X-rays Emission (PIXE) in ex vivo
experiments, that a linear model can reliably link the relaxation rates and the content of
some biochemicals (specifically, myelin – a fatty compound produced by nerve cells which
is of relevance in neuroscience – and iron compounds). However, this finding is not readily
applicable to in vivo experiments. The main issues to overcome are: (i) the long acquisition
times which typically limit the applicability to clinical settings; (ii) the movements of the
alive subject between acquisitions may require a registration step, which could introduce
biases; (iii) the different relaxation regimes between ex vivo and in vivo experiments,
which prevent the direct application of the previously obtained results; (iv) the lack of
alternate techniques to obtain information on biochemical content that are suitable for in
vivo experiments. Additionally, the aforementioned ex vivo investigations only considered
myelin and iron compounds in the linear model of relaxation. However, other tissue
components may play a significant role in relaxation processes.
In this work, an adaptation of the linear model of relaxation to the in vivo case is
presented. To achieve this, advances in the acquisition methods and data analysis are
investigated.
A novel acquisition technique, ME-MP2RAGE, is proposed. This is a multi-echo
extension of the MP2RAGE pulse sequence, which is a self-corrected method for obtaining
T1 relaxation maps. The extension allows for the additional acquisition of T ∗2 relaxation
and magnetic susceptibility, χ, maps simultaneously and typically in a shorter time. Using
voxel-wise comparisons with more established mapping techniques, the newly proposed
method is shown to produce substantially equivalent maps compared to separate standard
qMRI acquisitions.
One of the advantages of the simultaneous acquisition is that it renders superfluous the
registration of the different maps to the same coordinate system. To better understand this
benefit, the bias associated with the registration step is characterized for each quantitative
map. It is found that the registration step can have a global effect comparable to a mild
(for T1) to moderate (for T ∗2 ) increase in the noise levels. The effects are significantly
stronger when focusing on boundary contributions.
Using the ME-MP2RAGE sequence, simultaneous relaxation maps are acquired and
used for the quantification of myelin and iron in vivo. This was obtained by using the
prior information from chemical assays (found in the literature) to statistically determine
the average biochemical content in specific brain regions, which is, in turn, used, together
with the MRI measurements, to calibrate a linear model of relaxation that can be applied
with moderate success to the whole brain. This approach does not require a separate
experiment to determine the biochemical content in the same samples that are investigated
with MRI.
In parallel, ex vivo investigations are performed to identify the contributions of new
biochemicals to relaxation parameters for potential refinements of the linear relaxation
models. In particular, the hyaluronan component of the extracellular matrix is studied
using a novel method for post-mortem investigations, with improved control over the
experimental parameters. Subtle effects related to the enzymatic removal of hyaluronan in
relaxation maps are detected. These can be neglected, in first approximation, for linear
models of relaxations, but are of interest for a deeper understanding of the biophysical
basis of relaxation in brain tissues.
While novel developments are required to refine the microstructural investigations of
brain tissues with MRI, this work is an important step toward in vivo histology, particularly
for the quantification of biochemical components.
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Content
Chapter 1: A Preview introduces the work and outlines its main purpose, methods and
results, and includes a brief summary of the content of the thesis; the information presented
here is explained in greater detail throughout the work.
Chapter 2: State of the Art describes the state of the art in neuroscience for brain tissue
microstructure.
Chapter 3: Objectives states the main purposes and objectives of the work, both providing an
overview of the general goal and by explaining in greater details the focus of each chapter
of the experimental part.
Notes
• While the material is presented in relatively simple terms, a reader not familiar with the
topics may benefit from reading Part II after Chapter 1.
• Most of the content of Section 1.3 is proposed verbatim at the beginning of each part.
Ph.D. Thesis - Riccardo Metere 25

Investigating Brain Tissue Microstructure using Quantitative MRI Part I
Chapter 1
A Preview
1.1 Background
The brain is the primary organ associated with cognitive abilities in most animals, notably humans.
Despite a long-standing interest in understanding the functioning of the brain, neuroscience
is a very active research field, and many important questions are still open. One of the main
reasons for this is related to the scarcity of suitable experimental methods for investigating the
brain with sufficient detail under in vivo conditions. Many analysis techniques have adequate
performances in terms of spatial and spectral1 resolution to investigate biological tissues ex vivo
because the samples can sustain more harsh conditions in a relatively inert state during which
the acquisition is performed. The biophysical models obtained from these experiments usually
require some adaptations to be useful for in vivo investigations, where potential measurements
need to employ the least invasive methods available.
Magnetic Resonance Imaging (MRI) is one of the most important methods for biomedical
investigations, particularly in neuroscience, due to its superior ability in separating different
tissue types and the high levels of safety it provides. This technique combines the principles of
Nuclear Magnetic Resonance (NMR) with advanced manipulations of the electromagnetic fields
to obtain spatially resolved information and can operate in a regime compatible with in vivo
conditions. However, with the current technology there are severe restrictions on the spatial,
temporal and spectral resolutions that can be achieved, and, usually, a trade-off is required
where one resolution is obtained at the expenses of the others. For in vivo experiments, such
limitations can be significant. For example, in vivo Magnetic Resonance Spectroscopy (MRS)
techniques are typically superior in terms of spectral resolutions compared to standard imaging
experiments, but the spatial information is often restricted to a single voxel of a few centimeters.
On the other hand, standard imaging acquisition can achieve remarkable resolutions down to
hundreds of micrometers under in vivo conditions, but a single image can have an acquisition
time in the order of several minutes. By contrast, fast imaging techniques can sacrifice some of
the resolution to obtain shorter acquisitions that can have a temporal resolution of a few seconds
1Spectral information refers to any non-spatial and non-temporal measurable quantity that a given technique is
sensitive to, for example: mass-to-charge ratio in mass spectroscopy imaging, relaxation times/rates and magnetic
susceptibility in magnetic resonance imaging, scattered photon density at a given energy for optical imaging, etc.
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or less. These performances, while remarkable, are simply not enough to study the functioning
of the brain, where significant neuronal activity can happen as fast as a few milliseconds or less,
the cellular structures can be as small as a few micrometers, and the molecular complexity is
so overwhelming that there is a huge amount of different compounds simultaneously present
within a single cell. Hence, not a single MRI modality is suitable for studying the brain in its full
complexity, and more sophisticated approaches are essential for the advancement of neuroscience.
In recent years, there have been significant research efforts toward the improvement of
Quantitative Magnetic Resonance Imaging (qMRI) techniques. These techniques exploit NMR
physical models to obtain parametric information of the samples that are related to specific
physical quantities, in particular: NMR relaxation times (or rates), magnetic susceptibility, etc.
The main advantages offered by these techniques is that they provide some spectral information
with a reasonable trade-off with regards to spatial and temporal resolutions. One of the most
important applications of qMRI in neuroscience is related to the investigation of the tissues
microstructure. In fact, despite the overwhelming complexity of the molecular and cellular
structures of biological tissues, it has been shown that certain properties of the tissues can be
observed using a combination of MRI acquisitions. This is of particular relevance in neuroscience,
as it is believed that microstructural information can provide insights both on the normal
functioning of the brain and on neurological pathologies that are currently poorly understood.
In particular, ex vivo experiments have shown that simple biophysical models can successfully
link relaxation parameters and the concentration of specific biochemicals.
1.2 Investigating Brain Tissue Microstructure using Quantita-
tive Magnetic Resonance Imaging
qMRI has emerged as a promising technique for obtaining microstructural information, partic-
ularly on biochemical content. Compared to traditional acquisitions, qMRI offers significant
improvements in terms of reproducibility, at the cost of substantially longer acquisition times.
Moreover, the quantitative information is typically obtained by combining different images from
separate acquisitions, often requiring an alignment procedure (registration) to ensure consis-
tent localization of the imaging sources, especially when the co-localization is lost due to the
repositioning of the sample between the separate acquisitions.
It has been recently shown, and validated by combining qMRI measurements and quantitative
elemental analysis with Particle-Induced X-rays Emission (PIXE) in ex vivo experiments, that a
linear model can reliably link the relaxation rates and the content of some biochemicals (specifically,
myelin – a fatty compound produced by nerve cells which is of relevance in neuroscience – and non-
haemin2 iron compounds). However, this finding is not readily applicable to in vivo experiments.
The main issues to overcome are: (i) the long acquisition times which typically limit the
applicability to clinical settings; (ii) the movements of the alive subject between acquisitions may
require a registration step, which could introduce biases; (iii) the different relaxation regimes
between ex vivo and in vivo experiments, which prevent the direct application of the previously
obtained results; (iv) the lack of alternate techniques to obtain information on biochemical
2Haemin (or hemin) is an iron-containing biochemical found in the human blood.
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content that are suitable for in vivo experiments. Additionally, the aforementioned ex vivo
investigations only considered myelin and iron compounds in the linear model of relaxation.
However, other tissue components may play a significant role in relaxation processes.
In this work, an adaptation of the linear model of relaxation to the in vivo case is presented.
To achieve this, advances in the acquisition methods and data analysis are investigated.
A sophisticated, self-corrected method for obtaining T1 relaxation maps, is extended to allows
for the additional acquisition of T ∗2 relaxation and magnetic susceptibility, χ, maps simultaneously
and typically in a shorter time. Using voxel-wise comparisons with more established mapping
techniques, the newly proposed method is shown to produce substantially equivalent maps
compared to separate standard qMRI acquisitions.
One of the advantages of the simultaneous acquisition is that it renders superfluous the
registration of the different maps to the same coordinate system. To better understand this
benefit, the bias associated with the registration step is characterized for each quantitative map.
It is found that the registration step can have a global effect comparable to a mild (for T1) to
moderate (for T ∗2 ) increase in the noise levels. The effects are significantly stronger when focusing
on boundary contributions.
Using the newly proposed method, simultaneous relaxation maps are acquired and used for
the quantification of myelin and iron in vivo. This was obtained by using the prior information
from chemical assays (found in the literature) to statistically determine the average biochemical
content in specific brain regions, which is in turn used, together with the MRI measurements, to
calibrate a linear model of relaxation that can be applied with moderate success to the whole
brain. This approach does not require a separate experiment to determine the biochemical
content in the same samples that are investigated with MRI.
In parallel, ex vivo investigations are performed to identify the contributions of new bio-
chemicals to relaxation parameters for potential refinements of the linear relaxation models. In
particular, the hyaluronan component of the extracellular matrix is studied using a novel method
for post-mortem investigations, with improved control over the experimental parameters. Subtle
effects related to the enzymatic removal of hyaluronan in relaxation maps are detected. These
can be neglected, in first approximation, for linear models of relaxations, but are of interest for a
deeper understanding of the biophysical basis of relaxation in brain tissues.
While novel developments are required to refine the microstructural investigations of brain
tissues with MRI, this work is an important step toward in vivo histology, particularly for the
quantification of biochemical components.
1.3 An Overview
Part I: Introduction provides a general introduction to the work.
Chapter 1: A Preview introduces the work and outlines its main purpose, methods and
results, and includes a brief summary of the content of the thesis; the information
presented here is explained in greater detail throughout the work.
Chapter 2: State of the Art describes the state of the art in neuroscience for brain
tissue microstructure.
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Chapter 3: Objectives states the main purposes and objectives of the work, both pro-
viding an overview of the general goal and by explaining in greater details the focus
of each chapter of the experimental part.
Part II: Theory discusses the theoretical foundations of the work.
Chapter 5: Elements of Brain Science explores the basis of brain science from a
physicists perspective.
Chapter 6: Basic Principles of Magnetic Resonance Imaging gives a concise de-
scription of the physics behind MRI.
Part III: Experiments present the core experimental work.
Chapter 7: Simultaneous Quantitative Mapping of Relaxation Times and Mag-
netic Susceptibility with the Multi-Echo MP2RAGE Pulse Sequence intro-
duces, optimizes and validates the pulse sequence Multi-Echo Magnetization-Prepared
2 RApid Gradient Echoes (ME-MP2RAGE) for the simultaneous acquisition of T1,
T ∗2 and magnetic susceptibility χ in vivo at sub-millimeter resolution with favorable
acquisition times.
Chapter 8: Estimating the Bias Associated with Rigid-Body Registration in
quantitative MRI of the Brain determines the bias associated with the registration
step in sub-millimeter qMRI of the brain.
Chapter 9: Quantifying the Myelin and Iron Content of the Brain in vivo with
MRI using a Linear Model of Relaxation applies a linear model of relaxation
to qMRI data, acquired with ME-MP2RAGE, for predicting, under in vivo conditions,
the non-haemin iron and myelin content in brain tissues.
Chapter 10: Detecting the Hyaluronan-based Extracellular Matrix in Brain
Tissues with quantitative MRI characterizes the contribution of the hyaluronan-
based extracellular matrix component on the T1 and T ∗2 relaxation parameters of
post-mortem brain tissues.
Part IV: Conclusion summarizes the results obtained and indicate future directions.
Chapter 11: Conclusions states and discusses the main implications of the results
presented in this work.
Chapter 12: Outlook provides some insights on the possible future of this line of research.
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Chapter 2
State of the Art
This chapter introduces the state of the art in the investigation of the brain tissue microstructure
under in vivo conditions. Hence the emphasis is on Magnetic Resonance Imaging (MRI) techniques,
especially Quantitative Magnetic Resonance Imaging (qMRI). Some ex vivo experiments are
also discussed, because of their relevance to tissue microstructure. Research that investigate the
brain dynamics and its relation to cognitive activities is not covered, e.g. Functional Magnetic
Resonance Imaging (fMRI), Positron Emission Tomography (PET), Single-Photon Emission
Computed Tomography (SPECT), MagnetoEncephaloGraphy (MEG), ElectroEncephaloGraphy
(EEG), Functional Near-InfraRed Spectroscopy (fNIRS), etc.
2.1 Traditional MRI
The first observation that different tissue types have specific relaxation times [Damadian, 1971]
is precedent to the invention [Lauterbur, 1973] and refinement [Mansfield and Maudsley, 1977] of
MRI for medical applications. Not much later, comprehensive studies of relaxation times in various
tissue types were published [Bottomley et al., 1984, 1987]. In the same years, rapid 3D imaging
was introduced [Frahm et al., 1986a,b; Haase et al., 2011]. Due to technological limitations, qMRI
of the whole-brain was considered not clinically advantageous, and much of the research focused
on obtaining a great variety of contrasts either by varying the acquisition parameters of existing
techniques to produce different weighting (e.g. T1 -w, T2 -w, T ∗2 -w, ρ -w) or by introducing new
pulse sequences like Rapid Acquisition with Relaxation Enhancement (RARE) [Hennig et al.,
1986], magnetization transfer contrast [Wolff and Balaban, 1989], Magnetization-Prepared RApid
Gradient Echo (MPRAGE) [Mugler and Brookeman, 1990], etc.
Many techniques for interpreting the contrast variations in MRI images in terms of tissue
microstructure have been suggested. In particular, it has been proposed that T1 effects mostly
reflect myelin content [Clark et al., 1992], while T2, T ∗2 [Drayer et al., 1986] and magnetic
susceptibility (through phase imaging) [Liu et al., 2015] are indicative of iron content. An
estimate of myelin / myelination has been investigated using a ratio of Fast Low-Angle SHot
(FLASH) images with different weighting (T1 -w/T ∗2 -w) [Ganzetti et al., 2014]. Magnetization
Transfer (MT) contrast has been indicated to directly probe the myelin content [Wolff and
Balaban, 1989]. However, these techniques typically failed at obtaining a proper quantification of
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iron or myelin and the relation between image contrast and the underlying tissue microstructure
is not clear.
Beyond biochemical composition, other microstructural factors have an effect on MRI. For
example, Gradient-Recalled Echo (GRE) imaging techniques (notably FLASH) are sensitive to
tissue anisotropy [Wharton and Bowtell, 2012]. Deeper investigation of these aspects would
require more sophisticated MRI experiments, as discussed in the following sections.
2.2 Diffusion MRI
Diffusion is one of the most successful techniques for probing the tissue microstructure using MRI
[Basser et al., 1994]. The reason behind this success is related to the fact that this technique
provides information (typically a diffusion tensor) on the preferential directions along which
spins will diffuse within each voxel (the voxel being the smallest volume element being imaged),
and this has direct applications to study fiber bundles in White Matter (WM) [Pierpaoli et al.,
1996]. The technique is being used extensively for a number of applications and it is the de facto
standard for investigating diffusion properties in biological tissues, both in in vivo and ex vivo
experiments [Johansen-Berg and Behrens, 2013]. A growing number of more sophisticated models
have been proposed to go beyond the tensor model to gain further insights on the microstructure
[Assaf et al., 2004, 2008; Zhang et al., 2012; Winston, 2012], mostly providing refined information
on the fiber distribution within a voxel. Furthermore, diffusion techniques allowed for obtaining
microstructural information beyond fiber orientations. In particular, the myelin g-ratio (defined
as the inner to outer ratio of diameter for the myelin sheaths) [Stikov et al., 2015; Mohammadi
et al., 2015] was estimated from a combination of diffusion and MT measurements.
2.3 Quantitative MRI
2.3.1 Relaxation
The seminal works on Nuclear Magnetic Resonance (NMR) [Bloch, 1946; Bloembergen et al.,
1948; Solomon, 1955; Bloembergen and Morgan, 1961; Abragam, 1961] already indicated a
strong sensitivity of the NMR signals to the chemical environment in which the excited spins
are embedded. In particular, it has been shown that the relaxation rates of diluted solutions
are proportional to the ion concentrations. However, this observation is of limited use for brain
tissues where the molecular environment of the imaged spin is extremely complex, with many
different interacting atoms and molecules heterogeneously distributed at different spatial scales
from the molecular distances up to the voxel size and beyond. The validity of single compartment
relaxation maps has been questioned [Whittall et al., 1999], and multi-compartment models have
been explored both for T2 [MacKay et al., 2006] and T1 [Labadie et al., 2014]. The significantly
lengthier acquisitions required for multi-compartment analysis render in vivo experiments of the
full brain impractical with current technologies. Notwithstanding these limitations, the original
observation of the relation between myelin and iron content to T1 and T ∗2 values [Drayer et al.,
1986; Clark et al., 1992] has been verified by post-mortem qMRI experiments combined with
elemental distribution measurements using Particle-Induced X-rays Emission (PIXE) [Stu¨ber
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et al., 2014]. A similar result using in vivo experiments has not been obtained so far, and is one
of the main goals of this thesis.
2.3.2 Magnetic Susceptibility
MRI can directly probe magnetic field variations from the phase of the signals [Haacke et al.,
2004] and magnetic susceptibility can be computed from it [Marques and Bowtell, 2005] using
sophisticated procedures [Haacke et al., 2015] for which a consensus has not been reached yet.
The magnetic susceptibility is an electro-magnetic property of tissues, it is directly related to the
microstructure and can be measured with other techniques [O’Connor, 1996]. In brain tissues, it
has been suggested to reflect iron content [Schweser et al., 2011] and to be sensitive to anisotropy
[Lee et al., 2010]. However, it is unclear whether the magnetic susceptibility maps obtained from
MRI, often termed as Quantitative Susceptibility Mapping (QSM), are superior to relaxation
techniques. Post-mortem experiments suggest that relaxation maps are superior for multi-variate
linear regression [Stu¨ber et al., 2014].
2.3.3 Magnetization Transfer
The MT effects can be characterized in a quantitative fashion using a series of experiments with
varying preparation pulses [Henkelman et al., 1993] resulting in Quantitative Magnetization
Transfer (qMT). Even with the simpler binary models, this technique offers a relatively rich set of
parameters with more or less direct link to tissue microstructure. However, qMT requires complex
modeling which limits its applicability to in vivo settings, especially because of the extremely
long acquisitions. Simplified models (sometimes with reduced quantitative characteristics) [Sled
and Pike, 2000; Helms et al., 2008b], optimized acquisitions [Cercignani and Alexander, 2006]
and refined analysis techniques have been proposed [Mu¨ller et al., 2013], but no technique has
yet emerged. Nevertheless, important microstructural results have been obtained. For example,
an extended modeling with four microstructural compartments has been explored in ex vivo
experiments [Barta et al., 2015], and an orientation-dependent effect on qMT parameters was
observed in WM [Pampel et al., 2015].
2.4 Other MRI techniques
2.4.1 Magnetic Resonance Spectroscopy
Magnetic Resonance Spectroscopy (MRS) is the technique of choice for studying metabolite
concentrations, due to its superior spectral resolution compared to imaging experiments, but it
is considered of limited efficacy for the study of the brain tissue microstructure because it cannot
efficiently probe for the larger molecules that compose the microstructural scaffold [de Graaf,
1998]. However, it can be coupled with diffusion weighting to obtain exclusive cell-specific
information [Palombo et al., 2017].
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2.4.2 Chemical Exchange Saturation Transfer
Chemical Exchange Saturation Transfer (CEST) provides similar information as MRS, with
increased spatial resolution at the cost of reduced spectral resolution. The experiment is similar
to MT contrast, but probes for smaller biomolecules [Guivel-Scharen et al., 1998], and can be
used, for example, to quantify pH [Ward and Balaban, 2000], but it has not been used for
characterizing tissue microstructure [van Zijl and Yadav, 2011].
2.5 Non-NMR-based techniques
Histological, histochemical and immunohistochemical stainings analyzed with optical microscopy
are the most common techniques for investigating brain tissue microstructure [Suvarna et al., 2013].
These techniques can be used to characterize the distribution of a large number of compounds
and structures in thin fixed slices, providing provide superior resolution and specificity compared
to qMRI, but they are not compatible with in vivo conditions. While often considered the
standard for microstructural analyses, extreme care must be taken to ensure that results from
this technique retain quantitative information [Floyd, 2013].
Radiography and (X-rays) Computed Tomography (CT) are the major non-MRI techniques
for in vivo investigations. Unfortunately, the poor contrast offered in soft tissues renders these
experiments of little value for studying the brain tissue microstructure.
Additional techniques for microstructural investigations of tissues are:
• Electron microscopy is typically used for nanostructural investigation [Kizilyaprak et al.,
2014] but recent advances in serial acquisition may be used for microstructural investigations
[Denk and Horstmann, 2004; Wanner et al., 2015].
• PIXE can be used to quantitatively measure the elemental composition of tissues [Johansson
et al., 1995].
• Raman spectroscopy has been proposed as an accurate and specific tool to characterize
biological material [Butler et al., 2016] with prospects for imaging [Zhang et al., 2010;
Stewart et al., 2012] in vivo in-place [Hanlon et al., 2000].
• Ultrasonic backscattering has been proposed to probe tissue microstructure [Oelze et al.,
2002].
• A number of different imaging techniques based on mass spectroscopy have been developed
for quantitative analyses of specimens capable of probing both large molecules and trace
elements, like Matrix-Assisted Laser Desorption/Ionization (MALDI), Laser Ablation
ElectroSpray Ionization (LAESI), etc. [Woods and Jackson, 2006; Nemes et al., 2010; Wu
et al., 2013; Dreisewerd, 2014].
2.6 Conclusion
Several techniques exist for microstructural investigations in brain tissues. While some of them
outperform MRI in spatial resolution and specificity, they typically cannot be performed in vivo.
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For this reason, investigating brain tissue microstructure using qMRI is an attractive option
toward in vivo histology [Weiskopf et al., 2015]. The quantification of myelin and iron in vivo
is an open problem in neuroscience with potential important clinical and research applications
[Barbosa et al., 2015; Bakshi et al., 2008].
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Chapter 3
Objectives
3.1 Summary
The broad objectives of this work are to improve the models and methods for investigating the
brain tissues microstructure – and in particular the chemical composition – through Quantitative
Magnetic Resonance Imaging (qMRI), in order to refine the understanding of the biophysical
basis of the Magnetic Resonance (MR) signals.
In particular, the aim is to adapt the linear relaxation model for predicting myelin and iron
content from T1 (R1) and T ∗2 (R∗2) quantitative maps under in vivo conditions, and to investigate
potential deviation from this model.
For obtaining this, two sets of investigations were devised: (i) in vivo experiments for
improving the acquisition and measurement of relaxation maps; (ii) ex vivo experiments to
explore the limitations of such models.
Different aspects of the in vivo experiments are of interest to a broader range of applications,
and for this reason, they have been presented and discussed separately in Part III1.
The first investigation details a method for improving in vivo quantitative mapping of T1 and
T ∗2 (and magnetic susceptibility), which are required for the chemical composition estimations
using aforementioned model. This was obtained by introducing a new pulse sequence that allows
for the simultaneous acquisition of T1 and T ∗2 . The simultaneous acquisition allows for avoiding
the registration (alignment) step, and, to better understand the advantages of this aspect, the
bias associated with registration was investigated. By combining the relaxation maps obtained
with the new pulse sequence with knowledge from the chemical composition, a quantification
method for myelin and iron is proposed and evaluated.
However, the state-of-the-art relaxation models only consider myelin and iron as sources of
relaxation. For this reason, additional potential sources of relaxation were investigated in ex
vivo experiments. In particular, the contribution of the hyaluronan-based extracellular matrix
component on the relaxation parameters was explored on post-mortem human brain samples.
Each of these aspects is discussed autonomously in the corresponding chapters in such a way
that they are mostly self-contained. The following sections give an overview of the sub-objectives
pursued in each of these chapters.
1However, note that the chapters discussing in vivo experiments share (mostly) the same data.
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3.2 Simultaneous Quantitative Mapping of Relaxation Times
andMagnetic Susceptibility with the Multi-Echo MP2RAGE
Pulse Sequence
Objective To introduce, optimize and validate the pulse sequence Multi-Echo Magnetization-
Prepared 2 RApid Gradient Echoes (ME-MP2RAGE) for the simultaneous acquisition of T1,
T ∗2 and magnetic susceptibility χ in vivo at sub-millimeter resolution with favorable acquisition
times.
As qMRI has emerged as a valuable tool in investigating the brain tissue microstructure,
there has been an increasing interest is faster quantitative acquisition techniques. The different
mappings are usually obtained through a number of separate acquisitions, typically at the same
resolution and Field Of View (FOV). This acquisition scheme has the drawback of requiring:
• a registration step, which increases the complexity of post-processing and introduces
potentially significant unwanted biases;
• typically a significantly longer acquisition time compared to weighted acquisitions, like
T1 -w or T ∗2 -w.
To overcome these issues, a novel acquisition scheme, ME-MP2RAGE, is introduced. This
extends the relatively popular Magnetization-Prepared 2 RApid Gradient Echoes (MP2RAGE)
sequence, used for obtaining a T1 -w image with optimized contrast and a T1 map, for obtaining
additionally T ∗2 and magnetic susceptibility χ maps. This acquisition scheme has the potential
to solve or mitigate the drawbacks of separate acquisitions.
This is explored in Chapter 7.
3.3 Estimating the Bias Associated with Rigid-Body Registra-
tion in quantitative MRI of the Brain
Objective To determine the bias associated with the registration step in sub-millimeter qMRI
of the brain.
While qMRI is increasingly used for investigating brain tissues microstructure, a multi-
parameter approach with separate acquisitions requires the registration of the separately acquired
images to obtain co-localized information. An investigation of the effects of the registration step
in qMRI is currently lacking. This might be because:
• if acquisition techniques cannot be simultaneous, the registration is unavoidable;
• such step is considered as relatively benign in preserving the accuracy and precision of the
information, as compared to other sources of noise (thermal, physiological, motion, etc.);
• it is difficult to disentangle the contribution from the registration step and other sources of
bias.
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However, with the increasing interest in the fine structure of tissues, observable with the
increasingly high resolution of qMRI under in vivo conditions, it becomes important to investigate
effects that might be more relevant at lower spatial scale. This is especially important when
the predicting models are based on the assumption of perfect co-localization of the input data.
Therefore, the determination of the registration bias will help in evaluating the acquisition
trade-offs for simultaneous versus non-simultaneous multi-parameter qMRI acquisitions.
This is explored in Chapter 8.
3.4 Quantifying the Myelin and Iron Content of the Brain in
vivo with MRI using a Linear Model of Relaxation
Objective To apply a linear model of relaxation to qMRI data, acquired with ME-MP2RAGE,
for predicting, under in vivo conditions, the non-haemin iron and myelin content in brain tissues.
It is widely accepted that the main contribution to T1 relaxation in brain tissues comes
from myelin (or, more generally, lipids), while T ∗2 is mostly driven by the strong paramagnetic
properties of non-haemin iron compounds. Several methods have been proposed for estimating in
vivo the differences in tissues composition based on Magnetic Resonance Imaging (MRI) images.
However, techniques not based on qMRI suffer from poor reproducibility. Such measurements,
relying on the acquisition protocol for the generation of contrast, produce results that depend on
the sequence parameters and acquisition device, and therefore they are difficult to reproduce
across subjects and sites. Recently, a linear model of relaxation has been proposed for the
quantification of non-haemin iron and myelin content in brain tissues. Such model has been
validated in post-mortem specimens, and, being based on qMRI acquisition, holds the potential
of producing reproducible results. However, the translation to the in vivo case is non-trivial, due
to the difficulty in obtaining sufficient information on the underlying tissue microstructure.
The knowledge of myelin content in the brain is relevant to a number of research topics as
well as clinical applications, because of the strong relationship with myelin and axons myelination.
This provides information on the connection pathways between neurons and also provides
information on pathologically relevant demyelinating processes, e.g. in multiple sclerosis, etc.
In parallel, the iron metabolism is associated with the functioning of specific structures in the
brain, and altered iron concentrations have been postulated or observed in a number of diseases,
e.g. Parkinson’s Disease, etc. Therefore, it is important to obtain a reproducible method (using
qMRI) for determining the non-haemin iron and myelin content in brain tissues under in vivo
conditions.
This is explored in Chapter 9.
3.5 Detecting the Hyaluronan-based Extracellular Matrix in Brain
Tissues with quantitative MRI
Objective To characterize the contribution of the hyaluronan-based extracellular matrix
component on the T1 and T ∗2 relaxation parameters of post-mortem brain tissues.
The study of the longitudinal relaxation dependence on the concentrations of the tissue
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components has evidenced a strong contribution from myelin (or, more generally, macromolecules
and lipids) and, to a lesser extent, non-haemin iron in brain tissues. Similarly, the study of
the reduced transverse relaxation dependence on the concentrations of the tissue components
indicates a strong contribution from non-haemin iron (notably the iron stored in ferritin) and a
milder dependence on myelin content. However, other components may play a significant role in
MR relaxation mechanisms, for example, the hyaluronan-based extracellular matrix, which is a
high-molecular-mass polysaccharide. Its contribution has not been investigated yet.
However, the hyaluronan found in the extracellular matrix, due to its high molecular mass
and its reticular structure in brain tissues, may be a significant partner for both T1 and T ∗2
relaxation processes either directly or by modulating other relaxation processes by virtue of its
structure. If the hyaluronan content variations can be detected through MRI, this can be used to
further investigate its role in the functioning of the normal brain tissues as well as in pathological
conditions, e.g. Alzheimer’s Disease, Dementia, etc. Therefore, it is of interest to observe the
effects of the hyaluronan component in qMRI.
This is explored in Chapter 10.
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Chapter 4
Related Works
Some of the material that will be presented in Part III (Chapters 7 to 10) originated (or is
otherwise related to) the following works:
Chapter 7: Simultaneous Quantitative Mapping of Relaxation Times and Magnetic
Susceptibility with the Multi-Echo MP2RAGE Pulse Sequence
• [Metere et al., 2015b]
R. Metere, H. E. Mo¨ller, G. Kru¨ger, T. Kober, and A. Scha¨fer. Simultaneous Quanti-
tative Mapping of T1, T2*, and Magnetic Susceptibility with Multi-Echo MP2rage
at 7 T. In Proceedings of the ISMRM 23rd Annual Meeting & Exhibition, Toronto,
Canada, May 2015b. Oral Presentation, Magna Cum Laude Award
• [Metere et al., 2017b]
R. Metere, T. Kober, H. E. Mo¨ller, and A. Scha¨fer. Simultaneous Quantitative
MRI Mapping of T1, T2* and Magnetic Susceptibility with Multi-Echo MP2rage.
PLOS ONE, 12(1):e0169265, Jan. 2017b. ISSN 1932-6203. doi: 10.1371/journal.
pone.0169265. URL http://journals.plos.org/plosone/article?id=10.1371/
journal.pone.0169265
Chapter 8: Estimating the Bias Associated with Rigid-Body Registration in quan-
titative MRI of the Brain
• [Metere et al., 2016b]
R. Metere, A. Scha¨fer, and H. E. Mo¨ller. Bias in quantitative MRI from misregistration
effects and noise. In ESMRMB 2016 33rd Annual Scientific Meeting, volume 29 of 1,
page 188, Vienna, Austria, Sept. 2016b. Springer Link. doi: 10.1007/s10334-016-0569-9.
Lightning talk, E-Poster
• [Metere et al., 2017a]
R. Metere, P.-L. Bazin, and H. E. Mo¨ller. Estimating the Bias Associated with Image
Registration in MRI. In Proceedings of the ISMRM 25th Annual Meeting & Exhibition,
Honolulu, Hawaii, USA, Apr. 2017a. Poster
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Chapter 9: Quantifying the Myelin and Iron Content of the Brain in vivo with MRI
using a Linear Model of Relaxation
• [Metere and Mo¨ller, 2016]
R. Metere and H. E. Mo¨ller. Linear Models for Estimating Myelin and Iron Content in
the Brain. In Proceedings of the ISMRM 24th Annual Meeting & Exhibition, Singapore,
May 2016. E-Poster
Chapter 10: Detecting the Hyaluronan-based Extracellular Matrix in Brain Tissues
with quantitative MRI
• [Metere et al., 2015a]
R. Metere, M. Morawski, H. Marschner, C. Ja¨ger, T. Streubel, S. Geyer, K. Reimann,
A. Scha¨fer, and H. E. Mo¨ller. Possible Contribution of the Extracellular Matrix to
the MRI Contrast in the Brain. In Proceedings of the ISMRM 23rd Annual Meeting &
Exhibition, Toronto, Canada, May 2015a. Power Pitch, Magna Cum Laude Award
• [Georgi et al., 2016]
J. Georgi, R. Metere, M. Morawski, C. Ja¨ger, and H. E. Mo¨ller. Investigation of the
Influence of the Extracellular Matrix on Water Diffusion in Brain and Cartilage. In
Proceedings of the ISMRM 24th Annual Meeting & Exhibition, Singapore, May 2016.
Power Pitch
• [Metere et al., 2016a]
R. Metere, M. Morawski, C. Ja¨ger, and H. E. Mo¨ller. Quantitative MRI Explorations
of the Hyaluronan-Based Extracellular Matrix in Brain Tissues. In Proceedings of the
ISMRM 24th Annual Meeting & Exhibition, Singapore, May 2016a. E-Poster
General tools and methods (used in the thesis)
• [Metere and Mo¨ller, 2017b]
R. Metere and H. E. Mo¨ller. PyMRT and DCMPI: Two New Python Packages for
MRI Data Analysis. In Proceedings of the ISMRM 25th Annual Meeting & Exhibition,
Honolulu, Hawaii, USA, Apr. 2017b. E-Poster
• [Metere and Mo¨ller, 2017a]
R. Metere and H. E. Mo¨ller. Obtaining accurate and fast unwrapped phase images.
In Proceedings of the ISMRM 25th Annual Meeting & Exhibition, Honolulu, Hawaii,
USA, Apr. 2017a. Poster
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Part II
Theory
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Content
Chapter 5: Elements of Brain Science describes the main components of the brain and its
tissues.
Chapter 6: Basic Principles of Magnetic Resonance Imaging provides some insights on
the physics behind Magnetic Resonance Imaging (MRI).
Notes
• This part introduces some of the classical concepts in neuroscience and magnetic resonance
imaging.
• No novel ideas are developed or discussed.
• The presentation focuses on elements that are relevant to the rest of the thesis.
• The content is presented from a physicists perspective, and a full discussion is beyond the
scope of this work.
• Each chapter is self-contained and may be omitted if the reader is familiar with the topics
discussed therein.
• Deeper and more organic presentations of these topics can be found in the references
indicated at the end of each chapter.
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Chapter 5
Elements of Brain Science
5.1 A Brief History of Neuroscience
Figure 5.1: Egyptian hiero-
glyph for the word “brain”.
This appears in the Edwin Smith
Papyrus dated between approx-
imately the 17th and 16th cen-
tury BCE.
The lack of appropriate techniques for investigating the human
anatomy resulted in a relatively poor understanding of the function
of the brain in early civilizations. For example, ancient Egyptians,
at least until half 1st millennium BC, removed the brain during
mummification, as they associated the heart with the mind. Later,
ancient Greeks (e.g. Alcmaeon of Croton and Hippocrates) started
to recognize the role of the brain in thinking.
It was not until 4th century BC that Herophilus of Chalcedon
and Erasistatus of Chios, and later the Galen, studied somewhat
systematically the anatomy of the brain and started recognizing
structures like the cerebrum, the cerebellum, the ventricles and
other anatomical features of the nervous system.
Much knowledge of the brain from early civilization was rediscovered during the middle
ages by Islamic scientists like Al-Zahrawi and Avicenna, and by the 14th century the first
anatomy textbooks in Europe, by Mondino de Luzzi, contained a description of the brain. The
Renaissance period welcomed even more detailed accounts of brain anatomy by Andreas Vesalius,
Rene´ Descartes, Thomas Willis, and Leonardo Da Vinci among others.
With the invention of the microscope in the late 16th century, scientist started investigating
the structure of biological tissues at scales below the “naked” eye resolution, starting the era of
micro- investigations.
In the 18th century, Luigi Galvani pioneered explorations of the effects of electricity in nerves,
and these studies were further advanced by Jean Pierre Flourens, Paul Broca, and Richard Caton
with experiments using localized lesions, leading to the hypothesis of the link between brain
regions and specialized functions.
The development of staining procedures for nervous tissues allowed Camillo Golgi and, later,
Santiago Ramo´n y Cajal to explore, through microscopic imaging techniques, the cellular and
sub-cellular structure of cells in nervous tissues, leading to the identification of the neurons as the
cellular basis of brain functioning, expanding the works by Robert Hooke, Anton van Leeuwenhoek,
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and Theodor Schwann, who advocated for the cellular hypothesis of living organisms. In the
same years, Julius Bernstein and Edgar Adrian established the fundamental electro-chemical
principles at the basis of nerves stimulation.
During the 20th century, neuroscience started to become accepted as a separate discipline,
embracing both psychiatry and neurology.
With the discovery of X-rays by Wilhelm Conrad Ro¨ntgen, it was possible for the first time
to obtain images of living organisms with a non-invasive procedure, but this new technique was
not readily applicable to neuroscience, due to the poor sensitivity to soft-tissue differences.
The invention of Magnetic Resonance Imaging (MRI) following the work by Raymond
Damadian, Paul Lauterbur, Peter Mansfield and many others, was a major breakthrough for
biological imaging because it allowed for the first time the non-invasive investigation of soft-tissues
in living organisms at large scales, including the real-time visualization of brain activity through
vascular effects.
5.2 Brain Organization and Structure
The brain, together with the spinal cord, are the constituents of the Central Nervous System
(CNS) in all vertebrates and most invertebrates, in particular humans. Broadly speaking, the
function of the CNS is to elaborate the environmental stimuli and to modulate the behavior of
the organism based on such stimuli. A schematic of the overall appearance of the brain and its
surroundings is illustrated in Figure 5.2.
White Matter (WM) Gray Matter (GM)
Cerebrospinal FluidCerebellum
Cerebrum
Brain Stem
Skull (Bone)
Scalp (Skin)
Figure 5.2: Head Anatomy with Some Labels.
Sagittal, transverse (axial) and coronal (frontal) view of a human head averaged from multiple MRI scans.
Some parts of the brain and its surrounding structures are labeled. The labeling is not exhaustive. The
data is from the Montreal Neurological Institute (MNI)-152 T1 -w template at 500 µm provided with
FMRIB Software Library (FSL).
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5.2.1 The Brain
The brain is the main organ of the central nervous system and consists primarily of nerve cells
that make up for the nerve tissues. It is contained inside the cranium (part of the skull, which is
the main head bone structure) which has a relatively rounded shape. The brain is divided into:
the cerebrum, the cerebellum, and the brain stem. The cerebrum, which constitutes the main
part, is further divided into two symmetrical hemispheres (left and right). Each hemisphere
comprises four lobes: frontal, parietal, temporal and occipital. The cerebellum is substantially
smaller than the cerebrum and is located in the rear lower part of the cranium. Just below the
cerebrum and in front of the cerebellum, the brain stem connects the brain to the spinal cord.
The volume of the human brain is roughly between 1000 and 1500 cm3 [Allen et al., 2002], and
an ellipsoid with axes 20× 15× 15 cm would roughly encase it. The cerebrum, cerebellum and
brain stem typically accounts for approximately 88%, 10% and 2% of brain volume (respectively).
5.2.2 Support Structures
The brain is enclosed in a series of membranes called meninges: dura mater, arachnoid mater
and pia mater. The pia mater is enclosing the brain tissues directly, while the dura mater is
found closer to the bone.
Between the arachnoid and the pia mater, there is a clear, colorless fluid, called CerebroSpinal
Fluid (CSF). This is produced from the blood in the inner part of the brain, absorbed in the
arachnoid granulations, and has a similar composition as the blood plasma. There is ≈ 125 mL
of CSF in the head, but this fluid is constantly being replaced, with ≈ 500 mL produced daily.
Larger volumes of CSF are found in the ventricles, which are located in the inner part of the
brain. The function of CSF is to provide mechanical and immunological protection, as well as to
regulate the fluid and blood pressure inside the brain.
5.2.3 Blood Supply
The oxygenated blood coming from the heart is served to the brain via a complex network of
arteries, whose main entry point is at the bottom part of the skull, next to the brain stem.
The blood reaching most of the brain tissues is filtered by a highly selective semipermeable
membrane, the Blood-Brain Barrier (BBB), serving as a biochemical protection, thus preventing
microorganisms as well as large molecules from getting into the tissue. The filtered vessels
permeate the brain tissues with a high level of granularity through increasingly smaller capillaries,
so that it is believed that every single brain cell is at most 10 µm from blood supply. The
deoxygenated blood is drained away from the brain through a similarly complex vein network.
A constant blood supply to the brain is vital for its functioning because the tissue will quickly
(within minutes) die if oxygen is not being delivered. Additionally, the metabolism of nerve cells
requires glucose and cannot use lipid supplies (which would be scarce anyway because of the
Blood-Brain Barrier).
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5.3 Nerve Cells
The main cellular populations of the human brain are: neurons, neural glial cells (also called
neuroglia, glia or glial cells) and neural stem cells.
Of the roughly 200 billion brain cells, approximately 100 billion are neurons and another
100 billion are glial cells, while less than 1% are neural stem cells [Williams and Herrup, 1988;
Azevedo et al., 2009]. Such proportions are not homogeneous throughout the brain, and the
glia-to-neuron ratio can be as high as approximately 15 : 1 in specific brain regions. Also the
neurons are not distributed equally in the brain, and around 80% are found in the cerebellum.
5.3.1 Neurons
Neurons are the nerve cells that are responsible for the generation and transmission of nerve
impulses (see Figure 5.3).
Figure 5.3: Diagram of a neuron cell, its inner components and its surroundings.
Source: https://en.wikipedia.org/wiki/File:Complete_neuron_cell_diagram_en.svg
They consist of a large (≈ 4–100 µm diameter) cell body (soma) from which a number of
extensions protrude toward other neurons. These extensions are called dendrites and axons,
and they receive or send (respectively) electrochemical signals to other neurons. The different
functions of dendrites and axons determine their appearance, the former being thin and branched,
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while the latter are typically long (the longest up to ≈ 1 m) with a thicker ending, called
axon terminal, which is separated from the dendrites (typically) of the next neuron by a small
extracellular gap called the synaptic cleft. To improve the electrical conductivity, and hence the
speed and energy efficiency of nerve impulses, some of the axons are wrapped in a relatively
thick fatty compound, produced by specialized cells, called myelin.
Neurons can be classified according to their structure (which can reflect their functions to
some extent) depending on the number, the topology and the appearance of the dendrites, the
axons and the soma.
5.3.2 Neural Glia
Neural glial cells serve the purpose of providing support for neurons. They vary in size and
structure, depending on the exact function being performed, but are typically smaller than
neurons.
The principal types of glial cells found in the brain are:
• Microglial cells are the smallest glial cells. They are specialized macrophages, thus
capable of phagocytosis or “cell eating”, and they serve as the primary immune system of
brain tissues. Microglia are found throughout the brain, possess the ability to move, and
they multiply when the brain is damaged.
• Oligodendrocytes are the cells that make up for the myelin sheets around the axons in
the CNS. A single oligodendrocyte can wrap the axons of many neurons, up to ≈ 1 µm of
myelin sheet in length per axon. They are the last cells to be generated in the CNS.
• Astrocytes (or astroglia) are the most abundant type of glia. Their main purpose is to
assist neurons in its functioning. They can be of different shape but perform very similar
functions. In particular, they form the cellular basis of the Blood-Brain Barrier and regulate
the level of chemicals involved in neural activation, signal conduction and transmission.
Astrocytes can also regulate vascular constriction.
• Ependymal cells constitute the outer skin-like part of the brain tissue. They are involved
in CSF production and regulation as well as being involved in neuronal generation [Johansson
et al., 1999].
The role and cellular interaction of neural glia are not yet fully understood.
5.3.3 Neural Stem Cells
Neural stem cells are the stem cells found in brain tissues. Like other stem cells, they can
differentiate into multiple cell types, in particular neurons and glia. Their reproduction can be
symmetric (and both daughter cells are stem cells) or asymmetric (and result in a stem cell and
a specialized cell). They are most abundant during brain development and significantly reduce
(but persist) throughout life.
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5.3.4 Extracellular Space
The extracellular space of brain tissues is composed primarily of a hyaluronan-based Extra-
Cellular Matrix (ECM). This constitutes typically only a few percent of the total volume in brain
tissues, but its distribution is can vary significantly. It is believed that ECM plays an active role
in neuronal plasticity, i.e. the cellular re-assembly of nervous tissue, but these mechanisms are
still object of investigations.
5.4 Neuronal Activity
The brain functioning is reflected by a small but measurable electrochemical activity, which
is mainly driven by sodium Na+, potassium K+ and calcium Ca2+ ions transport, and it is
modulated by a class of specialized chemicals called neurotransmitters.
The signals travel within the neurons, and specifically the axon, via an electric impulse (an
action potential). Instead, the transmission of information from one neuron to another is electro-
chemical and relies on neurotransmitter. The assembly that permits inter-neuron communication
is called a synapse (see Figure 5.3). There are over one hundred distinct neurotransmitters, each
one with its own specific biochemical pathway of functions. Major neurotransmitters are: amino
acids like glutamate, aspartate, D-serine, γ-aminobutyric acid (GABA), glycine; gasotransmit-
ters like nitric oxide (NO), carbon monoxide (CO), hydrogen sulfide (H2S); monoamines like
dopamine (DA), norepinephrine (noradrenaline; NE, NA), epinephrine (adrenaline), histamine,
serotonin (SER, 5-HT); trace amines like phenethylamine, N-methylphenethylamine, tyramine,
3-iodothyronamine, octopamine, tryptamine, etc; peptides: somatostatin, substance P, cocaine
and amphetamine regulated transcript, opioid peptides; purines like adenosine triphosphate
(ATP), adenosine; and others like acetylcholine (ACh), anandamide, etc.
The details of neuronal activity are understood to a fair degree for a single neuron, but the
collective effects and the more complex interactions are still subject to investigation.
5.5 Brain Tissues
There are mainly two types of tissue found in the brain: Gray Matter (GM) and White Matter
(WM). These tissue types differ substantially in macroscopic appearance, cellular and biochemical
composition.
In particular, GM has a gray macroscopic appearance and a gel-like consistency. The main
cellular constituents of GM are: smaller neurons, astrocytes, microglia, the soma of large neurons
and very few myelinated axons. The astrocytes found in the GM are called protoplasmic
astrocytes and have a characteristic shape with many relatively long (compared to the cell body)
projections with similar density in all directions.
By contrast, WM has a paler macroscopic appearance and a harder consistency. It is composed
primarily of myelinated axons, oligodendrocytes and microglia. The astrocytes found in the WM
are called fibrous astrocytes and are characterized by a prolonged shape (thus very different in
shape from protoplasmic astrocytes, but with similar functions).
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The tissue microstructure typically refers to the arrangement and disposition at the mi-
crometer scale, which is typically driven by cellular structures. However, since, at a first level
of approximation, the interest is toward larger regions with similar structures, these can be
driven by other smaller (like single or compound biochemicals) or larger (like cellular aggregates)
structures. For example, higher myelin content is indicative of the presence of a number of
rod-shaped fatty structures, which can be displaced coherently to form nerve fiber bundles.
In this regard, there is an ongoing interest in determining myelin distribution in vivo because
of its role in cognitive functions as well as clinical relevance in relatively widespread diseases
like multiple sclerosis and dementia. Similar interests are toward iron, which is believed to be
involved in Alzheimer’s and Parkinson diseases.
5.6 Biochemical Composition
The elemental and molecular constituents of all parts of the brain are roughly the same on a mm
scale, but their fine (microstructural) arrangements are believed to determine the different roles
played by each part. The chemical elements abundance in the brain is overall not significantly
different from other parts of the living organisms and three most abundant elements (oxygen,
carbon and hydrogen) account for roughly more than 90% of both its mass and the number atoms.
The most abundant molecules in brain tissues are: water (≈ 65–85%), proteins (≈ 10–20%) and
lipids (≈ 5–15%).
Significant amount of metals, like calcium Ca, sodium Na, potassium K, iron Fe, copper Cu,
zinc Zn can be found throughout the brain, but some of them are typically not dissolved in the
cytoplasm or the extracellular space.
In particular, most of the non-haemin iron is collected in ferritin, which is an intracellular
globular protein (of around 12 nm) that contains an iron core with up to 4500 iron Fe3+ ions
[Andrews et al., 1992].
The different biochemical present in the brain tissues are an extremely large numbers and
their complex interactions are still an open area of research.
5.7 Death and Fixation
A significant amount of the knowledge of brain tissue microstructure comes from the investigations
of ex vivo specimens with optical or otherwise microscopic techniques that are not compatible
with in vivo conditions. However, a number of biochemical processes characterize the in vivo
to ex vivo transition, and some of these, beyond altering the biochemical conditions, can alter
the tissue microstructure. Some techniques have been developed to preserve to some extent
the arrangement or at least the topology of cell membranes and some of the larger surrounding
macromolecules. This is believed to appropriately reflect the microstructural properties of brain
tissues.
In brain tissues, soon after the oxygen supply of a cell is interrupted, the active processes
keeping digestive enzymes confined are released into the cytoplasm thereby initiating the cellular
self-digestion (autolysis), and putrefaction (or decay) processes (typically also involving the action
of microbes and fungi) disrupt the microstructural arrangement. To prevent this, the brain tissue
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may be treated with a fixative, which will halt (or at least greatly decelerate) the biochemical
reactions (for example by altering the structures of the enzymes), thus partly preserving the
tissues. There are many fixation techniques, some based on chemicals and some other based on
physical processes, but the most common technique is using ParaFormAldehyde (PFA) aqueous
solution. The stabilization of the structures is through cross-linking, which is the combination
of different parts of two or more different macromolecules, thereby compromising (typically
irreversibly) their biological functioning.
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Chapter 6
Basic Principles of Magnetic
Resonance Imaging
Magnetic Resonance Imaging (MRI) is a biomedical technique that allows for the imaging of
samples under in vivo conditions. The physics mechanism at the foundation of MRI is the
Nuclear Magnetic Resonance (NMR), which describe the interaction of electromagnetic fields
with half-integer spin nuclei. Under certain conditions, such interaction generates a signal that
can be detected through a coil and further analyzed to obtain imaging information.
The importance of MRI in biomedical applications relies on: (i) the frequency of the interacting
electromagnetic waves is in the Radio Frequency (RF) range, and the samples are typically much
smaller than the penetration length of RF radiation in biological tissues; (ii) the hydrogen atoms,
which are extremely abundant in biological samples, produce a strong NMR signal; (iii) the
NMR signal is very sensitive to its environment at the molecular scale, and therefore chemically
heterogeneous samples lead to signal differences, which is at the basis of the contrast in MRI.
The dynamics of the MRI experiment is as follows:
1. the sample to be imaged is positioned in a region of space with a relatively strong and
homogeneous magnetic field B⃗0 (typical field strength are in the Tesla range);
2. an additional magnetic field with a well-known spatial distribution G (typically a linear
gradient) is superimposed to the main magnetic field;
3. using a coil, an RF radiation B⃗+1 is used to excite the nuclei located in the region in space
matching a specific value of the magnetic field;
4. the excited nuclei relax to ground state over time and emit back electromagnetic RF
radiation which depends on the properties of the sample (distribution of the spin density,
relaxation mechanisms, diffusion behaviors, etc.), which is measured using again a coil that
modulates the signal according to its receive profile B−1 ;
5. the last three step are repeated over time to adequately sample the information coming
from different regions of the sample - and the timings for the manipulation of G⃗ and B⃗+1
and the acquisition of B⃗−1 are controlled by the MRI pulse sequence;
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6. the acquired signals are collected and analyzed to obtain an image of the sample.
6.1 Spin Dynamics
6.1.1 Non-interacting Spins in a Magnetic Field
A proton1 interacts with an external magnetic field B⃗0 (conventionally oriented in the zˆ direction)
through the spin coupling. The Hamiltonian H describing this interaction is given by:
H = −µ⃗ · B⃗0 ≡ −ℏγI · B⃗0 (6.1)
where m⃗u is the magnetic moment of the particle, γ is the gyromagnetic or magnetogyric
ratio, I is the spin operator and ℏ is the reduced Planck constant. Since the proton spin can
only have half-unity values, the energy levels associated with this Hamiltonian are separated by
an energy difference ∆E given by:
∆E = E↑ − E↓ = γℏB0 ≡ ℏω (6.2)
where ω is the so-called Larmor frequency.
An ensemble of N identical protons, for which their mutual interaction is ignored, can be
described by a bulk magnetization M⃗ . For such ensemble at a given temperature T in an external
magnetic field, a population difference in the energy levels exists, which is well approximated by
the Boltzmann distribution:
N↑
N↓
∝ exp
(
− ∆E
kBT
)
(6.3)
where N↑ and N↓ are the populations with higher and lower energies respectively and kB is
the Boltzmann constant.
This determines a macroscopic net magnetic moment M⃗0 equal to (for ℏω ≪ kBT , which is a
good approximation for K ≈ 300 K):
M⃗0 ≈ ω
2
4kBT
ρB0 (6.4)
It can be shown that for time-varying magnetic field B⃗ the evolution of M⃗0 obeys the
differential equation:
d
dt
[
M⃗0
]
= γM⃗0 ∧ B⃗ (6.5)
If B⃗ can be decomposed into the constant field B⃗0 and a circularly-polarized field B⃗1 in the
plane orthogonal to B⃗0, then the equation of motion can be written in a simple form in the frame
of reference rotating at the Larmor frequency where the components B⃗, now called B⃗eff depend
only on B⃗1 and B⃗0 separately.
1Note that other particles with spin can be treated similarly.
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6.1.2 Interacting Spins (or Relaxation Mechanisms)
The Hamiltonian of two interacting spins [Solomon, 1955], described by the spin operators I and
S, can be written as:
H = HM − ℏγII · B⃗0 − ℏγSS · B⃗0 +H′ (6.6)
with γI and γS being the gyromagnetic ratio of each spin, HM the Hamiltonian of the motion
of the spins and H′ is a perturbation term which can be any type of interaction. One of the
simplest non-vanishing perturbation is the dipole-dipole interaction:
H′ = −ℏ
2γIγS
b3
[3(I · x⃗)(S · x⃗)− (I · S)] (6.7)
with b the distance between the two spins, and x⃗ the position operator.
The solution to the Schro¨dinger equation for this Hamiltonian will give rise four eigenstates
of the longitudinal components of the spin operators and four eigenstates for the transverse
components of the spin operators. The transition probabilities between these eigenstates (w
for longitudinal and u for the transverse case) determine the spin dynamics for the respective
components of the macroscopic magnetization for the two spins.
In addition to the rotational component derived above, it can be shown that there will be a
linear combination of two exponential decays. However, for the case of identical particles (I = S),
or when the perturbation H′ is the dominant term (and the macroscopic magnetization of one of
the spin is entirely longitudinal), then these can be shown to reduce to single exponential decays.
These two cases are very important since they describe a pure liquid and a single ion in a pure
liquid (simple solutions).
This special case traduces in the so-called Bloch equations:
d
dt
[
M⃗
]
= γM⃗ ∧ B⃗ − R⃗ · (M⃗ − M⃗0) R⃗ =
⎡⎢⎢⎣
R2
R2
R1
⎤⎥⎥⎦ ≡
⎡⎢⎢⎣
1
T2
1
T2
1
T1
⎤⎥⎥⎦ M⃗0 =
⎡⎢⎢⎣
0
0
M0
⎤⎥⎥⎦ (6.8)
where R⃗ is the relaxation vector, and its components are the transverse R2 (≡ 1/T2) and
longitudinal R1 (≡ 1/T1) relaxation rates (inverse of times).
These equations are extensively used in NMR and MRI to describe the time evolution of
magnetization.
6.2 The NMR Signal
Consider a time-varying magnetic field that is given by the superposition of a constant magnetic
field B⃗0 with a time-varying magnetic field B⃗+1 which is switched on for a certain duration τ and
then it is equal to zero. The B⃗+1 is typically a RF pulse.
If τ ≪ min(T1, T ∗2 )2, then, during τ , the evolution of magnetization can be solved with the
Bloch equations without relaxation. The magnetization vector in the rotating frame M ′ will
2Actually, it can be shown that: T1 > T ∗2 .
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rotate to form an angle α (the flip-angle) with respect to B⃗0, given by:
α = γ
∫ τ
0
dt′
[
B+1 (t′)
]
(6.9)
Fixing the origin of time t = 0 at the end of τ , the transverse M ′xy and longitudinal M ′z
magnetization components in the rotating frame for t > 0 are given by:
M ′xy(t) =M ′xy(0) exp
(
− t
T2
)
M ′z(t) =M0′ − [M0′ −M ′z(t)] exp
(
− t
T1
)
(6.10)
In the laboratory frame, the transverse magnetization reads:
Mxy(t) =Mxy(0) exp
(
− t
T2
)
exp(− i γBt) (6.11)
Hence, the transverse component of the magnetization Mxy is rotating (in addition to the
exponential decay), and this produces a varying magnetic field which, by virtue of Faraday’s law
of induction, can be detected using a coil with receive profile B⃗−1 to produce a signal S(t) ∝Mxy.
More complex forms of B⃗+1 produce even more complex evolutions of the magnetization. This
is at the basis of NMR, and it is extensively used in pulse sequence programming.
Of particular interest is the situation where two RF pulses are applied one after each other
separated by a certain time TE/2, because it gives rise to the phenomenon of spin echo (which
is the reason why TE is called the echo time). In its simplest form, the second RF pulse flips
the magnetization by 2π = 180◦ in the transverse plane. This causes the build-up of transverse
magnetization with a maximum at t = TE . This effect is related to spins with different resonant
frequencies being refocused by the second pulse. A similar effect can be obtained with gradients
(which will be introduced soon), resulting in a gradient echo.
If the spins contributing to the bulk magnetization are subject to a spatially varying magnetic
field, then the exp(− i γBt) can be separated into an average B-value term and a term describing
the contributions from the deviation from this value ∆B⃗′. This generates an additional decay
term driven by T ′2 ≡ 1
i γ∆B⃗′ and the resulting transverse magnetization reads:
Mxy(t) =Mxy(0) exp
(
− t
T ∗2
)
exp(− i γBt) (6.12)
where 1T ∗2 =
1
T2
+ 1T ′2 (T
∗
2 is called the reduced relaxation time) and B refers to the average
value experienced by the spins.
6.3 From the Signals to the Images
One way to obtain spatial information from NMR experiments is to introduce a spatially (and
temporally) modulated magnetic field B⃗G3. In its simplest form, this is varying linearly and is
denoted by G⃗ = ∇BG,z, so that BG,z = x⃗ · G⃗.
Consider a spatial distribution of spins ρ(x⃗ in a static field B⃗0 along the zˆ direction, which
has been excited by some B⃗+1 , and it is now subject to G⃗. The measured NMR signal will be the
volume integral of the distribution of transverse magnetization Mxy(x⃗, t):
3Only the component parallel to B⃗0 needs to be controlled.
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S(t) ∝
∫
V
dx⃗
[
Mxy(x⃗, t)
]
(6.13)
=
∫
V
dx⃗
[
Mxy(x⃗, 0) exp
(
− t
T ∗2
)
exp(− i γB0t) exp
(
− i γ
∫ t
0
dt′
[
x⃗ · G⃗(t′)
])]
(6.14)
By defining k⃗ = γ2π
∫ t
0 dt
′
[
G⃗(t′)
]
, it becomes clear that the distribution of transverse magneti-
zation Mxy(x⃗, t) is (proportional to) the k⃗ Fourier transform of the signal S(t). This formalism
is referred to as k–space.
Note that, in general, both components of T ∗2 = T ∗2 (x⃗) have a separate spatial dependence:
T2(x⃗) and T ′2(x⃗).
If one acquires the signal in a regular k–space grid, it is possible to reconstruct an image by
performing a 3D discrete Fourier transform of the digitized signal. It becomes clear that even if it
was possible to manipulate the G⃗ arbitrarily without any penalty, covering a regular 3D grid can
be time-consuming because to access larger values of the k–space require waiting for a certain
amount of time. Additional limitations come from the exp
(
− tT ∗2
)
term, because the signal may
be too low by the time the desired k–space position is reached. Under this circumstances, a
number of excitations are used (when possible) to cover the desired portion of k–space.
6.4 The FLASH Pulse Sequence
These and other issues have been tackled over the past years, resulting in a number of pulse
sequences for obtaining images with different features. One such imaging method that serves
as the basis of a number Quantitative Magnetic Resonance Imaging (qMRI) sequences is the
Fast Low-Angle SHot (FLASH) pulse sequence [Frahm et al., 1986a]. The time between two
consecutive RF excitations (the repetition time TR) is typically much shorter than both T1 and
T2. The signal is obtained by reaching a steady-state condition.
The FLASH signal expression is given by:
S(t) = ξB−1 M0 sin(α) exp(−TE/T ∗2 )
1− exp(−TR/T1)
1− cos(α) exp(−TR/T1) (6.15)
where ξ is a scanner-dependent scaling constant required to convert the magnetization into a
signal voltage, and all other symbols have been already defined.
The pulse sequence diagram of the FLASH sequence is reported in Figure 6.1 alongside a
visualization (in 2D) of the k–space coverage.
The FLASH technique is widely adopted for clinical practice. The acquisition of multiple
gradient echoes, which is at the basis of FLASH (and a number of other imaging sequences
[Mugler and Brookeman, 1990; Yarnykh, 2007; Marques et al., 2010]) is typically referred to as
Gradient-Recalled Echo (GRE) acquisition (sequence, block, etc.).
6.5 Magnetic Susceptibility
Typically, only the magnitude of S(t) is used for determining the spatial distribution of the
transverse magnetization because the phase of the signals depends on the spatial inhomogeneity
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Figure 6.1: Diagram of the FLASH pulse sequence (in 2D).
The RF line indicates the spin manipulation achieved using an RF excitation with the coil. The Gx and
Gy lines indicate the activity of gradients in the xˆ and yˆ directions, respectively. The Analog-to-Digital
Converter (ADC) line indicate the activation of the receiver electronics. The FLASH sequence covers
the k–space with multiple parallel lines. Each line is acquired in a separate portion of duration TR. For
each TR, the momentum (i.e. the integral over time) of Gy is reduced so that the combination of the two
gradients brings k⃗ at the left edge of the k–space that is going to be acquired, but each time at a different
height. After this initial shift, the k–space is swept in the xˆ direction and during that time a signal is
acquired. At the end of the sequence, all the k–space lines are acquired. A number of simplifications
have been made to improve clarity (e.g. the Gz gradient in the z⃗ direction is not shown, gradient can be
switched on instantaneously, some gradients activity like the spoilers were omitted, etc.)
∆B⃗0(x⃗) of the main magnetic field B⃗0.
This depends both on the technical imperfections of B⃗0 and on the magnetic field generated by
the object being imaged itself. Since the two components have very different spatial frequencies,
it is possible to numerically separate them, and the part depending on the object can be used for
weighting conventional images, resulting in Susceptibility Weighted Imaging (SWI).
In more sophisticated approach, it is possible to model the magnetic perturbation of the
object via its magnetic susceptibility χ. This is the degree to which the object will respond to an
external magnetic field and it is an intrinsic property of matter which relates the magnetization
M⃗ and the magnetic field B⃗:
M⃗ = χ 1
µ0µr
B⃗ ≡ χ(1 + χ)−1 1
µ0
B⃗ ≈ χB⃗
µ0
(6.16)
While χ is usually described as a (hermitian) tensor of rank 2, here the discussion is restricted
to the component parallel to B⃗0 because the other components of the magnetic field are negligible4.
The spatial distribution of the magnetic field ∆B⃗0
′
z(x⃗) can be expressed in terms of the
4But not zero, as this would violate Maxwell equations.
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magnetization as:
∆B⃗0
′
z(x⃗) =
µ0
4π
∫
V
dx⃗
[
1
|x⃗− x⃗′|3
(
3M⃗(x⃗) · (x⃗− x⃗
′)
|x⃗− x⃗′|2 (x⃗− x⃗
′)− M⃗(x⃗′)
)]
(6.17)
By replacing M⃗ , expressing this in the Fourier domain, and using the convolution theorem of
the Fourier transform, this global equation simplifies to a local equation given by:
∆B⃗0
′
z(k⃗) = B0χ(k⃗)D(k⃗) D(k⃗) =
(
1
3 −
(k⃗ · Bˆ0)2
|⃗k|2
)
(6.18)
This can be used to compute the magnetic susceptibility χ from the measured ∆B⃗0(x⃗)
(obtained from the phase), provided that the internal and external contributions can be separated.
6.6 More on Imaging
In this section, a number of advanced aspects are briefly introduced because they will be used in
the following sections. In particular, reduced k–space coverage and B0 / B+1 inhomogeneities are
mentioned.
A number of techniques have been devised for shortening the acquisition time, which are
based on reducing the amount of k–space being effectively measured. Since the spin density
is a real quantity, under ideal conditions, the k–space acquired in MRI is symmetric (this is a
fundamental property of the Fourier transform), hence it does not need to be acquired in full: this
is called partial Fourier imaging. Additionally, it can be shown that the MRI images are sparse
in some domain. By exploiting this and a number of assumptions on the acquisitions, including
collecting the signal from an array of coil elements (a phased array [Roemer et al., 1990]), it is
possible to acquire only selected k–space lines, while still being able to obtain an image. One such
technique [Griswold et al., 2002], Generalized auto-calibRAting Partially Parallel Acquisitions
(GRAPPA) systematically skip a number of lines (determined by the so-called GRAPPA factor),
and uses an eigenvalue approach, calibrated on a portion of the k–space where full coverage is
achieved, to approximate the k–space lines that were not measured. Other, more sophisticated,
techniques exist [Uecker et al., 2014].
All the experiments presented in this work were performed at 7 T at which the Larmor
frequency of the proton is ≈ 300 MHz. This field strength has only recently (and not everywhere)
been approved for clinical imaging. Compared to lower fields, it has improved Signal-to-Noise
Ratio (SNR) and increased Contrast-to-Noise Ratio (CNR) for phase imaging, but it suffers
from relatively inhomogeneous B0 and B+1 profiles. The B0 homogeneity dictates the level of
accuracy of the constant B0 assumption and it is reflected in many aspects of imaging. Perhaps
the one which is more related to qMRI is that the worse the B0 inhomogeneity, the higher the T ′2
contribution to T ∗2 , which, among other effects, can reduce the signal in some areas. For improving
B0 homogeneity, it is essential to perform the shimming, which is obtained by superimposing
to B0 a number of magnetic fields independently generated. The B+1 inhomogeneity causes the
spins to experience different flip angles depending on their location. Besides introducing biases
in the images, this can be a safety issue because to higher B+1 values correspond higher energy
deposition on the object and in vivo experiments shall not exceed what can be tolerated by the
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living organism. For improving B+1 homogeneity, a promising technique is to reduce use multiple
simultaneous transmit elements, but this is still an active area of research. Both B0 and B+1 can
be mapped to obtain insights on the actual experimental conditions.
6.7 Further References
• [Brown et al., 2014]
R. W. Brown, Y.-C. N. Cheng, E. M. Haacke, M. R. Thompson, and R. Venkate-
san. Magnetic Resonance Imaging: Physical Principles and Sequence Design.
John Wiley & Sons, May 2014. ISBN 978-1-118-63397-7. Google-Books-ID:
rQGCAwAAQBAJ: main source for the information presented here.
• [Abragam, 1961]
A. Abragam. The Principles of Nuclear Magnetism. Clarendon Press, 1961.
ISBN 978-0-19-852014-6. Google-Books-ID: 9M8U JK7K54C: discusses the physics
of nuclear magnetic resonance.
• [Slichter, 2013]
C. P. Slichter. Principles of Magnetic Resonance. Springer Science & Busi-
ness Media, June 2013. ISBN 978-3-662-12784-1. Google-Books-ID: pWzr-
CAAAQBAJ: is similar in scope to the above.
• [Cercignani et al., 2017]
M. Cercignani, N. G. Dowell, and P. S. Tofts. Quantitative MRI of the Brain:
Principles of Physical Measurement. CRC Press, Dec. 2017. ISBN 978-1-315-
36355-4. Google-Books-ID: 1dArDwAAQBAJ: presents MRI of the brain from a
quantitative perspective.
• [Buxton, 2002]
R. B. Buxton. Introduction to Functional Magnetic Resonance Imaging: Prin-
ciples and Techniques. Cambridge University Press, Jan. 2002. ISBN 978-
0-521-58113-4. Google-Books-ID: pi3ogRUXxgYC: covers the basics of MRI for
applications to Functional Magnetic Resonance Imaging (fMRI).
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Part III
Experiments
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Content
Chapter 7: Simultaneous Quantitative Mapping of Relaxation Times and Magnetic
Susceptibility with the Multi-Echo MP2RAGE Pulse Sequence introduces, op-
timizes and validates the pulse sequence Multi-Echo Magnetization-Prepared 2 RApid
Gradient Echoes (ME-MP2RAGE) for the simultaneous acquisition of T1, T ∗2 and magnetic
susceptibility χ in vivo at sub-millimeter resolution with favorable acquisition times.
Chapter 8: Estimating the Bias Associated with Rigid-Body Registration in quan-
titative MRI of the Brain determines the bias associated with the registration step in
sub-millimeter qMRI of the brain.
Chapter 9: Quantifying the Myelin and Iron Content of the Brain in vivo with MRI
using a Linear Model of Relaxation applies a linear model of relaxation to qMRI data,
acquired with ME-MP2RAGE, for predicting, under in vivo conditions, the non-haemin
iron and myelin content in brain tissues.
Chapter 10: Detecting the Hyaluronan-based Extracellular Matrix in Brain Tissues
with quantitative MRI characterizes the contribution of the hyaluronan-based extra-
cellular matrix component on the T1 and T ∗2 relaxation parameters of post-mortem brain
tissues.
Notes
• Each chapter contains a reasonably self-contained description of the experiments, including:
– a brief introduction;
– a description of the methods;
– a presentation of the results;
– a discussion of the results;
– a summary of the conclusions;
Because of this, some redundancy and/or repetition - especially in the introduction and in
the methods is inevitable. When possible this has been limited to specific subsections and
/ or signaled with a footnote as appropriate.
• The material presented in the following chapters contributed to the a number of published
work, as indicated in the last section of every chapter.
• The Chapters 7 to 9 share large portions of the experimental data.
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Chapter 7
Simultaneous Quantitative Mapping
of Relaxation Times and Magnetic
Susceptibility with the Multi-Echo
MP2RAGE Pulse Sequence
7.1 Introduction
Quantitative Magnetic Resonance Imaging (qMRI) has become a useful tool in brain research
as well as for clinical applications, due to the possibility of directly comparing results across
subjects and sites. The relaxation times that are measured with these techniques are essential for
understanding the biophysical mechanisms underlying image contrast. Recently, the relationhip
between relaxation times and brain tissue composition has been highlighted [Callaghan et al.,
2015; Stu¨ber et al., 2014]. For example, it has been shown that the effective transverse relaxation
time, T ∗2 , is influenced mainly by non-haemin iron and, to a lesser extent, by macromolecular
content, whereas the longitudinal relaxation time, T1, depends on myelin but only little on iron
content [Stu¨ber et al., 2014; Bazin et al., 2014]. 3D T1 volume maps are also frequently used for
differentiating brain tissue types, especially for White Matter (WM), Gray Matter (GM), and
CerebroSpinal Fluid (CSF) segmentation [Bazin et al., 2014; Keuken et al., 2014; Marques et al.,
2010; Streitbu¨rger et al., 2014].
T1 maps can be obtained, for example, with the Fast Low-Angle SHot (FLASH) [Frahm et al.,
1986a; Haase et al., 2011] pulse sequence employing different flip angles [Helms et al., 2008a]
or with inversion-recovery sequences [Rooney et al., 2007; Wright et al., 2008]. Recently, the
Magnetization-Prepared 2 RApid Gradient Echoes (MP2RAGE) sequence has been proposed for
an efficient 3D mapping of T1 [Van de Moortele et al., 2009; Marques et al., 2010]. Assuming that
the recovery can be characterized by a single exponential, accurate T1 estimates are obtained, as
long as the acquisition parameters are chosen to achieve sufficient insensitivity to inhomogeneities
of the Radio Frequency (RF) transmit magnetic field, B+1 .
Mapping of T ∗2 requires a Gradient-Recalled Echo (GRE) acquisition scheme, with Multi-Echo
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(ME) sampling at different times, TE,i. Usually, a Multi-Echo Fast Low-Angle SHot (ME-FLASH)
sequence is employed for T ∗2 -related relaxometry, because the acquisition scheme of the FLASH
sequence is relatively high robustness against inhomogeneities of the main magnetic field, B0.
In recent years, Quantitative Susceptibility Mapping (QSM) has been developed to measure
another intrinsic property of tissues, the bulk magnetic susceptibility χ [Marques and Bowtell,
2005; de Rochefort et al., 2010; Liu et al., 2009, 2011; Schweser et al., 2012; Shmueli et al., 2011;
Wharton et al., 2010]. It employs maps of the spatial variation of B0 extracted from the signal
phase of a FLASH - or other GRE sequences [Scha¨fer et al., 2009]. The technique has led to
the possibility of differentiating between diamagnetic myelin and paramagnetic iron deposition
[Schweser et al., 2010, 2012; Langkammer et al., 2013; Chen et al., 2014; Fritzsch et al., 2014]
that is already exploited in brain research and clinical applications.
The typical drawback of quantitative mapping techniques is that they often require longer scan
times compared to weighted acquisitions, like T1 -w and T ∗2 -w FLASH or Magnetization-Prepared
RApid Gradient Echo (MPRAGE) [Mugler and Brookeman, 1990]. This imposes limitations in
clinical studies where the available scan time is often restricted. Hence, more versatile sequence
implementations permitting the simultaneous acquisition of image data with different contrasts
are of interest.
For qMRI, acquisition schemes allowing for simultaneous acquisitions of multiple parameters
is attracting not only to improve acquisition times, but also because it ensures intrinsically
consistent co-location of the multiple relaxation maps, thus rendering the volume registration
step redundant.
This work introduces the Multi-Echo Magnetization-Prepared 2 RApid Gradient Echoes
(ME-MP2RAGE) pulse sequence, a modification of the MP2RAGE sequence allowing for the
acquisition of ME volumes. This permits the simultaneous measurements of T1, T ∗2 , and χ. After
careful parameters optimization using computer simulations and experimental verification, the
maps obtained with ME-MP2RAGE are shown to have similar accuracy as the reference maps
obtained with separately acquired MP2RAGE (for T1) and ME-FLASH (for T ∗2 and χ) sequences.
7.2 Methods
In order to investigate whether the ME-MP2RAGE sequence permits robust mapping of T1, T ∗2
and χ, a two–step approach is adopted:
i. the effects of the acquisition parameters on the accuracy and precision of the maps are
investigated by simulations and experiments;
ii. after finding a suitable set of parameters, the reproducibility of the maps was evaluated in
comparison to standard MP2RAGE or ME-FLASH results.
Unless otherwise noted, simulations, data analyses, and the visualization of the results were
performed using Python and its “scientific ecosystem” SciPy [Oliphant, 2007; Millman and
Aivazis, 2011; Hunter, 2007]. The software tools developed for this work are freely available as
open source software (notably PyMRT and DCMPI [Metere and Mo¨ller, 2017b]).
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7.2.1 Description of the Pulse Sequence
The ME-MP2RAGE is an evolution of the MPRAGE pulse sequence [Mugler and Brookeman,
1990]. The main idea behind MPRAGE is to combine the strong T1 weighting, typical of inversion
recovery sequences, with a rapid GRE acquisition, typical of of the FLASH sequence. This is
achieved by interleaving an inversion pulse (preparation) with a short GRE acquisition block,
usually with partial k–space coverage, at nominal TI , and the full k–space acquisition is obtained
through repeating this inversion prepared block. The trade-off of this approach is between the
consistency of the T1 weighting across the k–space1 and the acquisition: larger GRE blocks allow
for fewer repetitions of the preparation (hence less acquisition time), but at the same time implies
that some of the k–space lines are acquired further from the nominal TI (hence with different T1
weighting). Typically, this acquisition scheme is not very efficient in terms of signal recording per
unit of time, as a significant portion of the TR of MPRAGE is spent waiting for the evolution
of the longitudinal magnetization. The MP2RAGE [Marques et al., 2010] exploits this fact to
introduce a second GRE block with identical k–space coverage, which is used to obtain an image
at a second TI . This is used to cancel out some (ideally all) of the non-T1 weighting of the image
obtained with MPRAGE. Figure 7.1 shows a comparison of the longitudinal magnetization for
MPRAGE and MP2RAGE within the time interval of an inversion repetition.
Figure 7.1: Inversion recovery in MPRAGE and MP2RAGE.
Mz is plotted as a function of t: Mz(t) =M0(1− 2 exp(−t/T1)). During the GRE blocks only a portion
of the k–space is typically acquired, and multiple repetitions are required to obtain the full image. Note
the zero crossing at t = T1 ln 2. If a GRE block is acquired during the crossing, the phase of the signal
is required to distinguish between before and after the zero, as the magnitude is always positive. For
completeness, the values used to generate this plot are reported: M0 = 1 arb.units, T1 = 1200 ms,
TI = 2400 ms for MPRAGE, TI,(1,2) = 750, 2400 ms for MP2RAGE, and each block’s duration is
n · TR,GRE = 900 ms (where n is the number of k–space lines acquired within the block and TR,GRE is the
repetition time of the GRE acquisition).
1This effect is often described in terms of the T1 Point-Spread Function (PSF).
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The ME-MP2RAGE sequence, whose pulse diagram is shown in Figure 7.2, is obtained from
MP2RAGE by acquiring multiple gradient echoes for each phase-encoding step.
RF
GRO
GPE,1
GPE,2
TA TB TC
TI,1
TI,2
n TR,GRE
TR,seq
α1 α2
1st GRE Block 2nd GRE BlockINV
Figure 7.2: Schematic diagram of the ME-MP2RAGE sequence.
After an adiabatic inversion pulse (INV), two GRE readout blocks are collected with excitation pulse flip
angles, α1 and α2. Both GRE blocks consist of n acquisitions of k–space lines, each of duration TR,GRE,
stepping linearly through the second phase-encoding direction (as in standard MP2RAGE). To each
TR,seq corresponds a k-space line acquisition for the first phase-encoding direction. The center of k-space
is acquired at times TI,1 and TI,2. Examples of the additional mono-polar gradient lobes of the ME
readouts are indicated by blue color. The sequence repetition time, TR,seq, is defined as the time between
two successive inversion pulses. The total acquisition time is thus defined by TR,seq multiplied by the
number of steps in the second phase-encoding direction. Note that the first and the second phase-encoding
direction may be interchanged.
The signal expression for MP2RAGE [Marques et al., 2010] is also valid for ME-MP2RAGE.
Briefly, the signals ρ1 and ρ2 for each inversion time TI,(1,2) (at any echo time, TE,i) are given
by:
ρ1 = ξM0S1 ·
{[−ηMzss
M0
EA + (1− EA)
]
C1
n
2−1 + (1− E1)1− C1
n
2−1
1− C1
}
(7.1)
and
ρ2 = ξM0S2 ·
{[
Mz
ss
M0
E−1C + (1− E−1C )
]
C2
−n2 + (1− E1)1− C2
−n2
1− C2
}
(7.2)
where:
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• E1 ≡ exp(−TR,GRE/T1);
• E2 ≡ exp(−TE,i/T ∗2 );
• EA ≡ exp(−TA/T1);
• EC ≡ exp(−TC/T1);
• C1 ≡ E1 cosα1;
• C2 ≡ E1 cosα2;
• S1 ≡ E2 sinα1;
• S2 ≡ E2 sinα2;
• η ≡ [1−Mz(0+)/Mz(0−)]/2 is the inversion efficiency of the adiabatic pulse, with Mz(0−)
and Mz(0+) the longitudinal magnetizations immediately before and after the application
of the pulse, respectively [Mildner et al., 2014];
• ξ is a scanner-dependent scaling constant required to convert the magnetization into a
signal voltage;
• M0 is the equilibrium magnetization;
• Mzss is the steady-state longitudinal magnetization;
• n is the number and TR,GRE is the repetition time of the RF excitations in each GRE block;
• TA, TB, and TC denote, respectively, the interval between the initial inversion pulse and
the first GRE block, between the two GRE blocks, and from the end of the second GRE
block to the next inversion pulse.
• T1 and T ∗2 are the longitudinal and transverse relaxation times.
The expression forMzss is obtained by solving the Bloch equations of the MP2RAGE sequence
with appropriate boundary conditions:
Mz
ss =Mz0,rf(Mzn,rf(Mz0,rf(Mzn,rf(Mz0,rf(
− ηMzss, T1, TA), T1, n, TR,seq, α1), T1, TB), T1, n, TR,seq, α2), T1, TC)
(7.3)
where:
Mz
n,rf(Mz, T1, n, TR, α) =Mz(exp(−TR/T1) cosα)n
+M0(1− exp(−TR/T1))1− (exp(−TR/T1) cosα)
n
1− exp(−TR/T1) cosα
(7.4)
Mz
0,rf(Mz, T1, t) =Mz exp(−t/T1) +M0(1− exp(−t/T1)) (7.5)
is the time evolution of the longitudinal magnetization when n consecutive identical RF
excitation pulses are applied (Mzn,rf), or during the absence of RF excitation (Mz0,rf).
The (complex) signals from the two inversion-contrast image volumes are combined to obtain
the ME-MP2RAGE signal ρ:
ρ = Re
[
ρ∗1 · ρ2
|ρ1|2 + |ρ2|2
]
(7.6)
where x∗ denotes the complex conjugate of x and Re
[
x
]
returns the real part of x.
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The T1 maps are obtained by inverting the ME-MP2RAGE signal expression ρ for T1. While
ρ is obtained analytically, the inversion for T1 is numerical and restricted to a specific range –
effectively obtaining a ρ: T1 look-up table – because the analytic expression for ρ(T1) is non-
invertible. Several parameter combinations can yield equivalent T1 maps as soon as specific
requirements on the parameters are met, as detailed in [Marques et al., 2010].
The same equations can also be used to show that the (absolute) signal level of the image
volume recorded at TI,2, being acquired later on the recovery curve, is generally larger than the
one recorded at TI,1, in agreement with experimental observations. Hence, the second inversion
image volume was employed for obtaining T ∗2 and χ estimates throughout this work. Instead,
the T1 estimates were always obtained from the inversion contrast recorded with the first echo.
7.2.2 Simulation Studies
The sensitivity of the ME-MP2RAGE signal to B+1 variations was assessed through simulations
based on the Bloch equations, where the signal ρ(T1) was calculated as a function of B+1 . In
particular, ρ(T1) was plotted for a nominal B+1 and with ±20% and ±40% variations (through
the flip angles α of the GRE blocks, but not for the adiabatic inversion pulse). The convergence
of the B+1 -varying curves to the original signal expression indicates insensitivity to inhomogeneity
of the B+1 field.
Because of the well-known B+1 inhomogeneity at 7 T, the nominal flip angle, αnom, may differ
significantly from the effective flip angle, αeff , generated experimentally in a tissue. For more
realistic comparisons, the flip angle values of the simulations and the experiments were matched
using the efficiency factor ηα ≡ αeff/αnom, where αeff was determined experimentally using B+1
maps.
The ME-MP2RAGE sequence yields T1 maps through an inversion-recovery acquisition where
a mono-exponential recovery constant is estimated from two support points, TI,(1,2), by inverting
the signal expression for T1. Similarly, T ∗2 maps are obtained via a fitting procedure, where a
mono-exponential decay constant is interpolated on ME measurements.
It is possible to investigate, through Monte-Carlo-like simulations, with the addition of Rician
noise [Gudbjartsson and Patz, 1995], how the Signal-to-Noise Ratio (SNR) and the number and
distribution of the support points affect the quality of the relaxation constant estimates. In
particular, nT = 100 different relaxation time values from the intervals T1/ ms ∈ [500, 3500]
and T ∗2 / ms ∈ [2, 60] were assumed. For each, Nsim = 20000 simulations of the obtained signal
levels were performed and fitted using a bounded trust-region reflective algorithm [Branch et al.,
1999] with boundaries between 0 and 5 s, using the exact value as the starting point. The mean
and the standard deviation of these simulations were calculated for each point in the interval
considered.
Based on typical experimental results, the SNR was set to 25, 50, or 100 for both inversion-
recovery and mono-exponential decay. The inversion-recovery simulations for T1 mapping were
obtained with 2 support points but varying first inversion time TI,1/ ms ∈ [500, 1500] and overall
duration of the sampling ∆nTI ≡ (TI,2 − TI,1)/ ms ∈ [1500, 3500] both in 200 ms steps. The
mono-exponential decay simulations for T ∗2 mapping were obtained with an initial echo time
TE,1 = 3 ms but varying support points (or number of echoes) nE ∈ {2, 3, 4, 5, 10, 15, 20} and
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final echo time (TE,n/ ms ∈ [5, 50] in 5 ms steps (constrained to ∆TE/ ms ∈ [2, 10]). The
robustness of the estimation was assessed using the average over all the nT relaxation time values
of: (i) the difference between the mean of the Nsim fitted values and the exact values µ¯∆,sim;
(ii) the standard deviation of the Nsim fitted values σ¯sim.
7.2.3 Acquisition Parameter Considerations
This work targets at acquiring multiple quantitative maps of the full brain at a sub-millimeter
resolution with an acquisition time similar to current clinical practice, which implies that only a
restricted set of acquisition parameter values are desirable or accessible. In order to benefit from
the simultaneous mapping approach, the following conditions should be met:
i. the T1 map obtained with ME-MP2RAGE should be as accurate as a corresponding map
acquired with MP2RAGE;
ii. the acquisition time required for ME-MP2RAGE should be shorter than the sum of the
acquisition times of corresponding MP2RAGE and ME-FLASH scans.
The following effects were observed while varying the most relevant acquisition parameters:
(a) lower values of α1,2 translate into improved B+1 insensitivity but also lower SNR, which
directly affects the accuracy and precision; to maximize SNR, α2 was set to the Ernst
angle, assuming T1 ≈ 1.6 s as the mean of the expected values for WM (≈ 1.2 s) and GM
(≈ 2.0 s) [Rooney et al., 2007; Wright et al., 2008];
(b) the number of k-space lines per GRE block affects its duration and limits the range of
possible inversion times; n increases with matrix size and Field Of View (Field Of View
(FOV)) and may be decreased through a Parallel Acquisition Technique (PAT) like for
example Generalized auto-calibRAting Partially Parallel Acquisitions (GRAPPA);
(c) the choice of TI,(1,2) has an effect on the B+1 sensitivity and the accessible value range for
T1 estimates as well as its precision;
(d) the repetition time of the sequence, TR,seq, defines the total acquisition time and also has
an (indirect) impact on the sensitivity to B+1 variation;
(e) a short first TE is desirable to maximize the SNR for T1 mapping; however, a relatively long
(later) TE in the order of 15 ms is useful for χ mapping (at the cost of longer TR,GRE with
concomitant constrains for matrix size and FOV) because it increases the Contrast-to-Noise
Ratio (CNR) of the phase images and avoids possible anisotropy bias in the WM caused by
non-linear phase evolution at short TE [Wharton and Bowtell, 2012, 2015]; finally, acquiring
more echoes improves T ∗2 mapping but might require a larger bandwidth, ∆ν∗.
Because of the relatively large number of parameters (and, hence, optimization criteria) and
their complex relations, it is impossible to define an unbiased cost function that simultaneously
maximizes the accuracy and precision of all maps.
For this reason, a manual optimization approach was used:
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i. initially, the FOV, matrix, and PAT parameters were defined to determine n;
ii. then, the number of echoes is set to the maximum within a fixed TR,GRE and ∆ν∗, long
enough for reliable T ∗2 and χ mapping
iii. lastly, all other parameters were adjusted to achieve sufficient B+1 insensitivity, and T1
coverage and accuracy with the minimum possible TR,seq.
For the MP2RAGE acquisitions, a similar optimization approach was used, since the values
suggested by [Marques et al., 2010] were not optimal for the desired resolution and FOV. In this
case, the shorter TR,GRE (due to nE = 1) allowed to increase the number of k–space lines acquired
in each GRE block, which was exploited to decrease the acquisition time. This was achieved both
by shortening TR,seq and by switching the first and second phase-encoding directions, so that
the GRAPPA-accelerated direction determines the number of required TR,seq. However, in this
case, the obtained acquisition parameters cause a systematically lower and potentially ambiguous
T1 estimate in the CSF value range, which is not relevant in most applications. Note that this
feature is intrinsic to the MP2RAGE-based T1 estimation procedure (see also: Figure 7.3) and
the acquisition parameters should be adjusted to avoid this issue in the interval of interest.
Exploratory measurements (summarized in the supplementary information of [Metere et al.,
2017b]) with a large coverage of different acquisition parameters were used to test the reliability
of the simulations. The manually chosen parameters were then validated on a cohort of subjects
for additional group statistics.
7.2.4 MRI Experiments
Quantitative 3D Magnetic Resonance Imaging (MRI) of the brain was performed in 19 healthy
subjects (9 females / 10 males, 20–32 years) on a Magnetom 7T scanner (Siemens Healthcare,
Erlangen, Germany).
This study was approved by the Ethics Committee at the Medical Faculty of the University
of Leipzig (application n.: 273-14-25082014). All participants had given informed written consent
prior to the examination.
The ME-MP2RAGE pulse sequence was provided by Siemens. The acquisitions were per-
formed using a monopolar readout (to avoid potential effects related to a constant offset in the
gradients system), GRAPPA along the first Phase-Encoding (PE) direction, and 6/8 partial
Fourier factors (both for the first and the second PE direction). The in vivo experiments were
divided into two studies.
Study 1: Exploration
In Study 1, exploratory measurements were performed with a circularly-polarized transmit/-
24-channel receive head coil and a 32-channel receive version of the same coil design (Nova
Medical, Wilmington, MA, USA) to evaluate the following range of acquisition parameters:
FOV between 224×224×145.6 mm3 and 192×168×112 mm3 with nominal isotropic resolutions
in the 0.6–0.9 mm range; GRAPPA acceleration factors, f = 2–3; TR,seq = 4700–8000 ms;
TI,(1,2) = 750–1100, 2750–3500 ms; α1,2 = 2–5, 3–10 deg; TE = 2.32–23.05 ms; nE = 3–6; and
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∆ν∗ = 280–500 Hz/px yielding total acquisition times, Tacq = 5:55–22:25 min. MP2RAGE and
ME-FLASH data were also recorded for the validation of the results with acquisition parameters
similar to previously published values [Keuken et al., 2014; Marques et al., 2010; Streitbu¨rger
et al., 2014] or in-house standard settings. The FOV, nominal resolution, and GRAPPA
acceleration were matched to the specific ME-MP2RAGE acquisition; further parameters were: for
MP2RAGE TR,seq = 5000–8000 ms; α1,2 = 4–5, 3–10 deg; TI,(1,2) = 800, 2400 ms; TE = 2.15 ms;
∆ν∗ = 280 Hz/px; Tacq = 9 : 42 min; and for ME-FLASH TR = 31–35 ms; α = 10–11 ms;
TE = 2.94–29.59 ms; nE = 5–6; ∆ν∗ = 280–500 Hz/px; Tacq = 6:04–12:40 min.
Study 2: Validation
From the exploratory results, a preferred set of ME-MP2RAGE parameters (see Table 7.1) was
derived to test, in Study 2, the intra-subject reproducibility with a FOV of 192×144×134.4 mm3
(axial orientation, first PE direction from right to left, second PE with 14% oversampling) and
an acquisition matrix of 320× 280× 224 (i.e., 0.6 mm isotropic nominal resolution).
These scans were recorded with the 32-channel coil on 7 of the 19 subjects. To obtain reference
data, further measurements were made in the same sessions with MP2RAGE and ME-FLASH
(parameters included in Table 7.1) using the same FOV, matrix size, orientation, GRAPPA
acceleration, and partial Fourier settings.
A typical session, thus, consisted of two MP2RAGE, two ME-FLASH and two ME-MP2RAGE
acquisitions acquired in random order without repositioning.
Parameter Units ME-MP2RAGE MP2RAGE ME-FLASH
TR,seq [s] 6.0 5.0 –
TI,(1,2) [s] 0.75, 2.90 0.80, 2.40 –
α1,2 / α [◦] 4, 6 4, 4 11
TR,GRE / TR [ms] 18.1 5.9 31
nE [#] 4 1 5
TE (first) [ms] 2.45 2.35 3.00
∆TE [ms] 4.14 – 6.00
Tacq [min : sec] 19:14 9:42 11:32
Table 7.1: Manually optimized acquisition parameters.
These parameters correspond to those used for the simulations in Figure 7.3 and for the acquisitions of
Study 2 with a nominal spatial resolution of 0.6 mm (isotropic).
In some sessions, additional B+1 maps were acquired with 3 mm isotropic nominal resolution
employing an in-house modification (based on complex instead of magnitude images) of the
Actual Flip-angle Imaging (AFI) technique [Yarnykh, 2007]. Due to time restrictions, these
maps were acquired in place of either ME-FLASH or MP2RAGE scans; thus, in such cases,
ME-FLASH or MP2RAGE reproducibility results are not available.
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Figure 7.3: Sensitivity of ME-MP2RAGE to B+1 variations.
T1 values are plot as a function of the (ME)-MP2RAGE signal ρ, with additional consideration for
±20% and ±40% B+1 variations. The more the different plots converge, the more the acquisition will
be insensitive to B+1 inhomogeneities. Several parameters combinations are considered: the manually
optimized ME-MP2RAGE, MP2RAGE with the same parameters as ME-MP2RAGE, the manually
optimized MP2RAGE with and without swapping of the phase encoding directions, the MP2RAGE
optimization presented in the original paper Marques et al. [2010]. Note that for some combinations of
the parameters there is an upper limit on the estimated T1, beyond which the function is bi-valued: in
this case, T1 values exceeding the limit (e.g., in CSF) would be underestimated.
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7.2.5 Image Processing
T1 maps were reconstructed by a ρ: T1 look-up table with linear interpolation using the on-line
algorithms integrated in the Image Calculation Environment (ICE) provided by the vendor.
T ∗2 maps were reconstructed off-line by log-linear least-squares fitting to the signal magnitudes,
using the standard polynomial fit approach based on singular value decomposition.
The χ maps were obtained through a QSM analysis implementing the Superfast Dipole
Inversion (SDI) method, using the C++ ODIN library [Jochimsen and von Mengershausen, 2004].
Such mapping was based on the phase of the echo acquired at the longest TE for ME-MP2RAGE
(TE = 14.77 ms), and a similar value (TE = 15.00 ms) was used for the ME-FLASH reference
scans in order to improve comparability. The SDI method [Schweser et al., 2013] consists of:
(i) unwrapping of the phase images using a Fourier method [Schofield and Zhu, 2003], which offers
the advantage of describing singularities as continuous functions; (ii) estimating the magnetic
field variation ∆B0 from the phase assuming linear evolution by dividing the phase by γTE .
(iii) high-pass filtering for the removal of background field through the Sophisticated Harmonic
Artifact Reduction on Phase data (SHARP) approach [Schweser et al., 2011]; (iv) converting the
∆B0 into relative units - Parts Per Billion (ppb) - by dividing the values by 10−9 B0. (v) solving
the field-to-source inversion problem using the Thresholded K-space Division (TKD) approach.
Image segmentation and registration of brain tissues were accomplished using the FMRIB
Software Library (FSL), Ver. 5.0 [Jenkinson et al., 2012]. For each subject, a brain mask was
generated using the following steps: (i) selecting the GRE readout at TI,2 for MP2RAGE or
ME-MP2RAGE, or the FLASH images; (ii) applying the FSL’s Brain Extraction Tool (BET)
(with the ‘robust brain center estimation flag’ -R active); (iii) filtering BET’s result with a
Gaussian kernel (for smoother edges) with standard deviation σ = 0.5 px; (iv) thresholding for
values above 5% of the maximum; (v) applying binary erosion with a “spherical” kernel of diameter
1 px, iterated 5 times (to remove the outer layer of CSF). Maps were then linearly co-registered
using the FMRIB’s Linear Image Registration Tool (FLIRT) with rigid-body transformations,
the correlation ratio metric and the previously obtained mask as weights. Once the volumes were
registered, the non-brain tissues were masked out.
7.2.6 Statistical Analyses
Results obtained with ME-MP2RAGE were compared against MP2RAGE as reference for T1
maps, and against ME-FLASH as reference for T ∗2 and χ maps. The equivalence of the maps was
evaluated voxel–wise with 2D correlation histograms and difference images. For the quantification
of correlations and mutual consistency of the maps, the following parameters were investigated:
1. The squared Pearson’s correlation coefficient, r2, as an indication of how well the test
measurements reproduce the reference measurements (neglecting the noise of the reference
measurements).
2. The means and standard deviations of the image volumes’ difference, as an estimate of
respectively accuracy and precision,
µD =
1
N
N∑
i=1
(yi − xi) and σD =
√ 1
N
N∑
i=1
((yi − xi)− µD)2, (7.7)
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as well as their absolute difference,
µ|D| =
1
N
N∑
i=1
|yi − xi| and σ|D| =
√ 1
N
N∑
i=1
(
|yi − xi| − µ|D|
)2
, (7.8)
where xi and yi are the signal intensities of the two images (the test data and in the
reference data, with the same size) at the voxel position defined by the index i (restricted
to the mask), and N is the number of voxels after the masking step. Note that µ|D| and
σ|D| are equivalent (except for a factor
√
2) to the average and standard deviation of the
Euclidean distance from the identity line in the 2D histogram, and reflect the combined
effects of deviation from the identity line and (random) spreading.
While r2 is often used in correlation studies, it only reflects potential deviations from a linear
relationship, but it is not sensitive to the slope of the linear component of the relationship. It is
thus of limited relevance if the measured values should be, ideally, identical as in the current
case. As r2 is dimensionless, it more directly permits inter-modality comparisons. The accuracy
and the precision of the measurement can be estimated by µD and σD, respectively (in units of
the quantity being measured). Additionally, if the accuracy is good, that is when µD ≈ 0, then
µ|D| (along with σ|D| as its error) may be used as an estimate of the overall reproducibility.
A sensible reference for these parameters is the size of the values range of the obtained maps.
For brain tissues at 7 T, typical values ranges are summarized in Table 7.2.
Map Units Range Range Size
T1 ms [700, 3500] 2800
T ∗2 ms [1, 60] 59
χ ppb [−99, 99] 198
Table 7.2: Typical in vivo values ranges for T1, T ∗2 and χ at 7 T.
Note that the exact χ range depends on the reference adopted, but not its size. The T1 and T ∗2 of CSF is
longer than what is considered in these ranges, but with typical acquisitions this is sacrificed for improved
experimental conditions in the measurement of other brain tissues.
Note that these parameters are quite sensitive to outliers and may vary considerably depending
on the efficacy of some of the procedures used in this work (e.g., the brain tissue masking, the
fits used to calculate the maps, the registration, the considered value range, etc.).
7.3 Results
7.3.1 Relaxation Simulations
The overall results obtained by relaxometry simulations, presented in Figure 7.4, indicate that,
for all the tested SNRs, the number of echoes and their distribution affects the T ∗2 mapping,
while the specific choice of inversion times (for the range examined in this study) is less critical
for T1 mapping. Indicatively, choices of inversion times according to TI,1/2 < T1 < 2TI,2 and
echo times according to TE,1 < T ∗2 < TE,max (where max indicates the largest value) yield robust
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estimates of T1 and T ∗2 , respectively, unless the SNR is insufficient. As expected, with higher
SNR, the robustness of the estimation increases. The dependence from the actual value of the
relaxation time constant is highlighted in Figure 7.5, where the results are from the simulations
for the specific settings of TI and TE matching the values used in the experimental acquisitions.
They indicate that the accuracy and precision (represented graphically by the distance from the
identity line and by the size of the error area, respectively) depend on the exact value of the
relaxation times, and at this level of SNR are comparable between the test (ME-MP2RAGE)
and the reference (MP2RAGE for T1, ME-FLASH for T ∗2 ) sequences.
7.3.2 B+1 Sensitivity
A typical ηα distribution for in vivo experiments at 7 T is reported in Figure 7.6, showing multiple
histograms of ηα measured in brain tissues with the 32-channel coil. The mean plus/minus
standard deviation were 0.8± 0.2. This provides an estimate of the ηα for better matching the
(ME)-MP2RAGE experiments and simulations. Hence, flip angle values used in the simulations
were divided by 0.8 and rounded to the nearest integer to obtain corresponding settings for αnom
in the experimental protocols.
The B+1 sensitivity of the (ME-)MP2RAGE signal intensity ρ as a function of T1, for different
acquisition parameters settings, is presented Figure 7.3. The underlying acquisition parameters
are those from Table 7.1, or the ones suggested in the original MP2RAGE work [Marques
et al., 2010]. These graphs were used to visually inspect the B+1 sensitivity, and the acquisition
parameters were selected accordingly. The level of the steady-state magnetization Mzss is the
major factor affecting B+1 sensitivity, while the accessible T1 range is mostly influenced by the
specific choice of α1,2 and TI,(1,2). Therefore, the number of k-space lines acquired in each GRE
block, n, and TR,GRE, which relate directly to the image resolution and SNR (through the flip
angle), have a stronger impact on the B+1 sensitivity when the inter-acquisition times TA, TB,
and TC are shorter. Therefore, a longer TR,seq is needed for higher accuracy and robustness.
7.3.3 MRI Experiments
The results from the exploratory Study 1 (summarized in the supplementary information of
[Metere et al., 2017b]) were used to investigate the impact of the acquisition scheme on the
mapping. Further results obtained with a nominal resolution of 0.6 mm will be discussed in
greater detail below. For higher resolutions, the statistical analyses did not indicate a strong
impact from the particular imaging sequence. At lower resolutions, T1 maps obtained with
ME-MP2RAGE and MP2RAGE were also essentially identical, whereas T ∗2 and χ maps obtained
with ME-FLASH seemed slightly more accurate than those obtained with ME-MP2RAGE. This
counter-intuitive observation is explained by the different PE schemes used in ME-MP2RAGE
acquisitions with lower (e.g., 0.9 mm with first PE direction from head to foot) or higher (e.g.,
0.6 mm with first PE direction from left to right) nominal resolutions, which yielded stronger
restrictions in the choice of TE,max (and, hence, less accurate T ∗2 fits) for the lower-resolution
scans.
Based on the combined results from the simulations and Study 1, the parameters in Table 7.1
were defined for an in-depth evaluation of data acquired with a high nominal resolution of 0.6 mm.
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Figure 7.4: Simulations for the T1 and T ∗2 relaxation parameter fits.
Rows refer to SNR levels of 25, 50 and 100, respectively, while the columns refer to T1 (recovery) and
T ∗2 (decay) fits. Each panel contains a plot of the mean µ¯sim and standard deviation σ¯sim of the over the
Nsim simulations of fitted relaxation time constant at a given SNR for varying sampling schemes. In the
T1 plots, the x-axis indicate ∆nTI ≡ (TI,2 − TI,1), while the different lines refer to varying TI,1. In the T1
plots, the x-axis indicate ∆nTE ≡ (TE,n − TE,1), while the different lines refer to varying nE . In both
plot series, the y-axis indicate µ¯sim and σ¯sim.
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Figure 7.5: Simulations for T1 and T ∗2 fits performances at SNR = 50.
Rows refer to T1 (a, b) and T ∗2 (c, d) simulations, while columns indicate the choice of the simulation
parameters reflecting the acquisition: ME-MP2RAGE (a, c), MP2RAGE (b) or ME-FLASH (d). Each
panel contains a plot of the estimated relaxation time as a function of the exact value, with the error
bars indicating the standard deviations, σT , for N = 20000 simulations. The distance from the identity
line indicates the expected accuracy, while the size of the error bars reflects the expected precision. For
T1 / exponential recovery simulations, the range 0.5–3.5 s was probed, and the matching acquisition
parameters simulated were TI,(1,2) = 800, 2400 ms for ME-MP2RAGE, and TI,(1,2) = 750, 2900 ms for
MP2RAGE. For T2 / exponential decay simulations, the range 2–60 ms was probed, and the matching
acquisition parameters simulated were nE = 4, TE,1 = 2.5 ms, ∆TE ≈ 4.2 ms for ME-MP2RAGE, and
nE = 5, TE,1 = 3.0 ms, ∆TE = 6.0 ms for ME-FLASH.
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Figure 7.6: Measured B+1 efficiency histograms.
The B+1 inhomogeneity is displayed as histograms of the flip-angle accuracy factor inside the brain of six
healthy human volunteers. Voxels outside the head or not containing brain tissue were masked out. The
dashed lines indicate the mean (thick line) plus/minus the standard deviations (thin lines) of ηα across
subjects.
An example of the data obtained with the ME-MP2RAGE sequence is presented in Figure 7.7.
A comparison of T1 maps acquired with ME-MP2RAGE and with MP2RAGE is shown
in Figure 7.8. Similar comparisons of T ∗2 and χ maps derived with ME-MP2RAGE and with
ME-FLASH are shown in Figures 7.8 and 7.10, respectively. These results are based on single
subject acquisitions. Note that the χ maps are displayed in gray scale to be consistent with the
QSM literature, but a diverging color map with linear luminance could be a better option for
representing signed data ([Smith and van der Walt, 2015]).
The 2D histograms of voxel-by-voxel correlations for T1 maps underline that the acquisition
scheme produces very consistent results, both for within- as well as across-sequence comparisons.
This is also supported by the mean and standard deviations of the image volumes’ differences,
µD and σD, being close to zero (relative to the T1 value range). However, some deviation is
observed for very long T1 values corresponding to CSF voxels, as anticipated, because the selected
MP2RAGE acquisition parameters were expected to systematically underestimate these values
(see also Figures 7.3 and 7.8 and section 7.2.3)
For the T ∗2 and χ maps, the 2D histograms and voxel-by-voxel correlations indicate that both
ME-MP2RAGE and ME-FLASH do not achieve a similar degree of global reproducibility as
observed for the T1 maps. While both T ∗2 and χ maps are essentially compatible across sequence
types with µD values close to zero, the σD values are not negligible and, at least in the case of
T ∗2 , of almost the same order as the value range. Also, the bias introduced in the QSM results
by the phase singularity artifacts in the phase images seems to be relatively independent of the
acquisition scheme. However, this does not seem to indicate inaccuracy of a specific acquisition
scheme as the reproducibility does not substantially change for the within-sequence comparison.
These results were consistently observed for all subjects.
The group statistics results are reported in Figure 7.11.
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Figure 7.7: Example images obtained from an ME-MP2RAGE acquisition.
Each row represents a different echo time. The columns show in order: first inversion magnitude (1st)
and phase (2nd); second inversion magnitude (3rd) and phase (4th). Magnitude images are shown in
arb.units, while phase images are in radians, both using a gray scale. Note that: (i) the phase images for
the first inversion point show an abrupt change in their value corresponding to the zero crossing of the
signal in the T1 recovery curve; (ii) the phase images for the second inversion point present some coil
combination-related phase singularity artifacts resulting in a corresponding degradation of the QSM maps
at these locations.
This indicates that the T1 maps are slightly more reproducible with the ME-MP2RAGE
acquisition and the cross-reproducibility is limited by the MP2RAGE results. On the contrary,
for both T ∗2 and χ, the ME-FLASH acquisitions perform better in the test-retest reproducibility,
and the ME-MP2RAGE acquisitions limit the cross-reproducibility. In all cases, the averaged
µD is effectively vanishing, thus indicating the substantial absence of systematic biases. The
inter-acquisition averages of µD, σD, µ|D|, σ|D| for the test ME-MP2RAGE acquisition, for the
reference MP2RAGE and ME-FLASH acquisitions, and for the cross-comparisons are always
within twice their respective standard deviations (and very often only within one). Additionally,
the r2 parameters for different acquisition schemes of the same mapping are always within a
standard deviation of each other. This suggests that the accuracy, precision and reproducibility
of the mappings are only marginally dependent on the tested acquisition schemes. The complete
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Figure 7.8: Test-retest reproducibility comparison for T1.
Single subject acquisition of T1 maps acquired with (a) ME-MP2RAGE, (c) MP2RAGE and (e) their
difference, and test-retest reproducibility evaluation with voxel-by-voxel correlation 2D histograms for (b)
ME-MP2RAGE, (d) MP2RAGE, and (f) ME-MP2RAGE versus MP2RAGE. Note how the CSF voxels
are underestimated by the MP2RAGE as a result of the specific choice of the acquisition parameters.
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Figure 7.9: Test-retest reproducibility comparison for T ∗2 .
Single subject acquisition of T ∗2 maps acquired with (a) ME-MP2RAGE, (c) ME-FLASH and (e) their
difference, and test-retest reproducibility evaluation with voxel-by-voxel correlation 2D histograms for (b)
ME-MP2RAGE, (d) ME-FLASH, and (f) ME-MP2RAGE versus ME-FLASH.
Ph.D. Thesis - Riccardo Metere 85
7.3: Results Chapter 7: Simultaneous qMRI with ME-MP2RAGE
Figure 7.10: Test-retest reproducibility comparison for χ.
Single subject acquisition of χ maps acquired with (a) ME-MP2RAGE, (c) ME-FLASH and (e) their
difference, and test-retest reproducibility evaluation with voxel-by-voxel correlation 2D histograms for (b)
ME-MP2RAGE, (d) ME-FLASH, and (f) ME-MP2RAGE versus ME-FLASH.
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Figure 7.11: Summary of the test-retest group results.
The group average and standard deviation results of the correlation parameters µD, σD, µ|D|, σ|D|, r2 are
reported for the T1, T ∗2 and χ maps acquired during Study 2. For µD, σD, µ|D|, σ|D| lower is better, for
r2 higher is better.
list of the individual results is reported in the supplementary material of [Metere et al., 2017b].
7.4 Discussion
7.4.1 Acquisition Parameters
In this work, simulations and exploratory MRI experiments were employed to optimize an
ME-MP2RAGE sequence modification for high-resolution simultaneous mapping of T1, T ∗2 , and
χ. The proposed set of acquisition parameters is specifically tailored to the tested resolutions
and FOV. The software tools developed for this work can effectively be used for optimizing the
acquisition parameters for different use cases. However, their limitations should be properly
considered.
Particularly, the solutions of the Bloch equations for evaluating the B+1 sensitivity are ignoring
the experimentally available SNR. This is of particular relevance when considering that the T1
maps are more insensitive to B+1 inhomogeneities at lower (relative) Mzss, which is typically
achieved by lowering the flip angles α1,2 or increasing the TR,seq. However, this might have
a negative impact on the acquisition time or the SNR (depending on TR,GRE, which in turn
determines the Ernst angle).
The fitting procedures that were used to infer the influence of SNR and sampling points on
the accuracy and precision of the estimated relaxation time constants (i.e., T1 from TI,(1,2) and
T ∗2 from different TE,i) are based on the implicit assumption that the signal is well modeled
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by a mono-exponential function. However, recent works suggest that more complex curves
(e.g., multi-exponential) might be required for modeling both longitudinal [Labadie et al., 2014]
and transverse [Hwang et al., 2010; van Gelderen et al., 2012; Wharton and Bowtell, 2012]
magnetization behaviors. More elaborate acquisition schemes with many more support points
would be required to further investigate this aspect, which is neglected at this level.
Additionally, while the physical experiment is fundamentally identical, the methods for
obtaining T1 are slightly different for the simulation and the measurements. While the simulations
rely on the fitting of magnitudes images, the measurements use a combination of the complex
images to obtain the MP2RAGE signal which is then converted to T1 via a look-up table (see also
Figure 7.3). In fact, the MP2RAGE approach is more accurate [Marques et al., 2010], essentially
because the phase images provide additional information, particularly for the first inversion
image, where the magnitude-only images have very low intensity due to the proximity to the
zero-crossing in the inversion recovery curve for the typical T1 of brain tissues. Therefore, the
simulation constitutes a lower limit (except for SNR considerations) to the accuracy of the T1
estimates.
The proposed procedure for the choice of the acquisition parameters requires a manual
optimization, which inherently implies a certain degree of arbitrariness. While a more formal
approach would be possible, there are several aspects that should be considered. Firstly, the
arbitrariness is inherent to the problem, because a particular desired feature (e.g., resolution,
accuracy, speed) is obtained at the expenses of the others. For example, it would be possible
to write a cost function for B+1 insensitivity and a cost function for the coverage of a specific
range of T1 values. However, there is no unbiased way of combining the two without introducing
some degree of arbitrariness, and further weights would need to be integrated into the model
in order to cover the most relevant aspects of the acquisition. Such weights might not have
immediate physical links with the desired features, making it difficult to find a rationale for
their definition. Secondly, given the structure of the manifold parameters to be explored, there
exist several suboptimal combinations as already suggested in the original work [Marques et al.,
2010], and an optimization algorithm might not find the best solution. Although a metric could
be defined to describe the marginal gain associated with slight changes in parameters (e.g.,
by taking the partial derivatives of “first order” cost functions with respect to the parameters
optimized by the other cost functions), this would lead to a much more complex mathematical
model and would introduce additional arbitrary weights. Lastly, given the limits to specify
sequence parameters on the protocol level (e.g., the flip angle can only be set to integer values
in the current implementation), an automated optimization procedure is likely to produce a
set of parameters that is not accessible with the same exactness in an experimental situation.
Ultimately, this does not justify the additional complexity of such an approach. For these
reasons, the simulation parameters were chosen with a rationale based on provisions of the
desired resolution and scan time. These results were then extensively tested experimentally, thus
providing additional information on the impact of aspects that were neglected or only partially
addressed by the simulations.
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7.4.2 Simultaneous Parameter Mapping
Focusing on the voxel-by-voxel comparisons of results obtained with different or the same
acquisition modalities, a major point to discuss is the validity of the method for assessing the
impact of the acquisition technique on the map accuracy. Since there was no direct access to the
“ground truth”, the maps obtained with ME-MP2RAGE were tested against more well-established
acquisition techniques (used as “gold standard” for the specific map). Based on this, two different
acquisition schemes are considered to be experimentally equivalent if they have the same degree
of reproducibility (e.g., similar µD and σD) as two separate repetitions with the same sequence.
This rationale relies on the assumption that the assessment of the reproducibility is unbiased.
However, the registration step may have an important effect on the parameters used to
quantify reproducibility. This bias is always present (for non-simultaneous acquisitions), arising
from the numerical interpolation required to address geometrical transformations acting on a
sub-voxel scale—even in ideal cases where other spatial inaccuracies due to movements of the
subject during the acquisition or noise associated with physiological processes could be ignored.
The registration bias is expected to be more pronounced for T ∗2 (and, partially, also for χ) maps
of the brain, because the inter-voxel values fluctuations are observed at a much finer spatial
scale compared to the measured T1 maps. These differences would be mostly localized at the
boundaries of regions characterized by different average values (e.g. GM/WM, GM/glscsf, etc.)
and may be sufficiently strong to be captured by the global coefficients and plots considered. A
characterization of registration-related biases is presented in Chapter 8.
The absence of registration biases in the simultaneous ME-MP2RAGE acquisition may permit
a more precise combination of T1, T ∗2 and χ maps. This is illustrated in Figure 7.12, where a
close-up of the separately acquired maps is shown together with the simultaneously acquired
ones. It is clearly visible the degradation of the quality (contrast loss and increased blurriness)
in the T1 maps that were registered onto the T ∗2 (and hence χ) maps, as compared to the those
obtained using ME-MP2RAGE.
Nevertheless, the lower reproducibility that is observed even for the reference acquisitions
of the T ∗2 and χ maps (compared to T1) may not entirely be explained by registration issues,
and further investigation is required to elucidate other potentially relevant sources of error, for
example: SNR differences, physiological noise or motion. This would improve the understanding
of the link between the tissue microstructure and T ∗2 mapping at a finer level. To reduce the
effect of noise in these maps, it would be possible to introduce in the fit algorithm a regularization
term incorporating additional information, for example from neighboring voxels [Labadie et al.,
2014; Hwang et al., 2010] or from less noisy acquisitions like the simultaneously measured T1.
Regardless of the acquisition scheme, the results also indicate a higher reproducibility of χ
results compared to T ∗2 . However, this result would need a more careful validation, because of
the possible confounding registration effects. Additionally, the QSM results are obtained on a
smaller volume (due to limitations of the processing pipeline) and this difference may be very
relevant, especially because the T ∗2 from the voxels excluded for QSM are likely the strongest
contributors to T ∗2 poorer reproducibility performance (because of their higher relaxation time
values, while the acquisition parameters were optimized for values up to ≈ 45 ms).
The SNR available for T ∗2 and χ estimates was inherently lower for ME-MP2RAGE as
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Figure 7.12: Visual appearance of the registration bias in T1 maps.
The T1 map obtained with MP2RAGE was registered onto the T ∗2 map obtained with ME-FLASH is
showed side-by-side to a corresponding T1 map acquired with ME-MP2RAGE, which is already registered
to the T ∗2 map. The T1 from ME-MP2RAGE is significantly sharper and delineated as compared to the
correspoing MP2RAGE map, as result of the registration step. For completeness, also the respective T ∗2
and χ maps are shown. Note that there is not exact voxel-wise correspondence across rows - only across
columns.
compared to ME-FLASH with the tested parameters. This is because substantially longer TR
(corresponding to TR,GRE) values and higher flip-angles were used for ME-FLASH. Additionally,
the SNR of the second GRE block in (ME-)MP2RAGE is inversely modulated by T1 relaxation.
Despite these differences in the SNR, the reproducibility coefficients are within their respective
errors across acquisition schemes, suggesting that either the mapping or the comparison procedure
(or both) are relatively insensitive to the subtle SNR variations under experimental conditions.
Of note, when choosing TE for both ME-FLASH and ME-MP2RAGE, potential effects related
to the phase difference between water and fat were ignored. This was not a significant issue
because usually the fat contribution to the signal in brain tissues is negligible, since most lipid
molecules are immobilized in membranes and will have a T ∗2 in the µs range, which is too short
to be observed with the typical echo times of a standard ME-FLASH experiment. Otherwise, the
T ∗2 maps would have shown an acquisition-related bias, which would have caused, for example,
the µD parameter between different acquisition to appreciably deviate from zero, and this was
not observed.
The T1 values obtained from the Region Of Interest (ROI)-based analysis indicate excellent
agreement with [Wright et al., 2008] for WM, while GM values are consistently lower in the
experiments. This might be explained by a slightly different definition of the ROIs and varying
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partial voluming effects, especially with CSF. T ∗2 values are generally in agreement with previously
published results (e.g., [Govindarajan et al., 2015; Mangeat et al., 2015]), although it should
be noted that T ∗2 results are always modulated – and therefore biased – by the B0 shimming.
The susceptibility results are relative to an arbitrary reference, which was chosen to obtain an
average susceptibility value very close to zero. For this reason, the group-averages may be of
limited significance in this case.
In its current form, the ME-MP2RAGE pulse sequence achieves simultaneous acquisition of
T1, T ∗2 , and χ maps as a trade-off between resolution, SNR, and scan time. The tested parameters
(Table 7.1) showed that a slightly reduced SNR to stay within the constrained acquisition time
was still sufficient for relatively accurate simultaneous mapping. A more significant impact on
the map accuracy, however, is expected for more aggressive reductions of the scan time (e.g.,
by further increasing the GRAPPA factor). Instead, if the resolution and FOV constraints are
relaxed, it is possible to reach the point where the MP2RAGE and its ME variant have identical
scan times, but the latter allows the simultaneous acquisition of T1, T ∗2 and χ maps without
a further penalty for the achieved accuracy. This situation might be more interesting for 3 T,
where typical resolutions are lower. This aspect remains to be experimentally investigated, but
the already mentioned simulation tools can be effectively used to predict the reliability of T1
estimates.
Further sequence developments may allow to address some of the current limitations of
ME-MP2RAGE. A finer control over timing and k-space coverage will improve the flexibility
of the sequence, thus allowing for better trade-offs in resolution, scan time, and maps accuracy.
This could be achieved for example by mixing the first and the second phase encoding directions
in each GRE block (eventually integrating compressed sensing techniques) and/or by using a
different number (and eventually timings) for the acquired echoes across the GRE blocks, but
this would require both major modification to the sequence code and careful consideration of the
effects on the T1 point-spread function, and ultimately a separate study to evaluate its accuracy
in estimating T1 maps.
Such modifications may also lead to the opportunity of acquiring more sampling points in the
inversion recovery curve. This is interesting because it might offer an effective and time-saving
sequence for the purpose of investigating non-mono-exponential behaviors, and hence partial
volumes effects.
Alternatively, the additional inversion images could be used to completely factor out the B+1
dependence of T1 maps, opening up to the possibility of substantially shorter acquisition times
by relaxing the requirements on the inversion times. Given that the B+1 spatial dependence is
captured relatively well by lower resolution images, which can be acquired using a relatively fast
protocol [Eggenschwiler et al., 2012], the same could be achieved by directly using a separately
acquired B+1 map. This is true for both MP2RAGE and ME-MP2RAGE acquisitions.
Another approach toward the acquisition of multiple images at different inversion times was
recently proposed with the Magnetization-Prepared N RApid Gradient Echoes (MP2RAGE)
sequence [Kecskemeti et al., 2016], where a radial readout scheme is employed instead of the
Cartesian one, as previously proposed for MPRAGE [Sto¨cker and Shah, 2006].
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7.5 Conclusion
The ME-MP2RAGE scheme with an appropriate choice of acquisition parameters permits the
simultaneous quantification of T1, T ∗2 , and magnetic susceptibility χ in vivo at 7 T. The resulting
maps are reasonably well comparable to results obtained from more-established techniques, such
as standard MP2RAGE and ME-FLASH. The time required for recording multiple 3D maps
simultaneously, even at the high nominal resolution of 0.6 mm, is shorter than the time required
to obtain corresponding maps from separate acquisitions. This aspect is even more favorable at
lower resolutions, where the timing is more flexible and the acquisition becomes more efficient
with the current pulse-sequence design.
This sequence modification may allow researchers and clinicians to gain additional useful
tissue information from a single experiment with improved consistency regarding subtle head
motion and without a need for registration of image volumes with different contrast.
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Chapter 8
Estimating the Bias Associated with
Rigid-Body Registration in
quantitative MRI of the Brain
8.1 Introduction
A number of research and clinical applications of biological imaging techniques rely on combining
images acquired using different modalities. The process of determining the location of mutual
signal sources from different images is usually obtained through image analysis techniques, and
particularly image registration, which is the process of transforming different images into a
common coordinate system. The registration (or co-registration) step is required prior to any
combination or further analysis of the information from the two different acquisitions.
Image registration is an active research field and a number of methods have been developed
[Zitova´ and Flusser, 2003; Salvi et al., 2007; Oliveira and Tavares, 2014], some of them specifically
tailored to brain science applications [Avants et al., 2011; Jenkinson et al., 2012]. The complexity
of the registration depends on the transformation subspace that is being searched for. The more
general methods are collectively called “non-linear registration” where usually diffeomorphisms
are considered, while “linear registration” deals with linear and affine transformations. If it is
possible to assume the sample to be a rigid body, the registration step simplifies to a subclass of
linear transformations. For multi-modal acquisitions of the same sample, this assumption is often
relatively well satisfied for the brain. In contrast, non-linear registration is typically required
when dealing with the group analysis of multiple brain samples.
Recently, the combination of multiple images using Quantitative Magnetic Resonance Imaging
(qMRI) for investigating living tissues microstructure gained popularity [Weiskopf et al., 2013,
2015], as a result of the availability of relatively high field scanners for clinical settings, which
permit reasonable acquisition times for a number of qMRI mappings.
While the combination of data from heterogeneous imaging techniques requires an image-based
linear registration in most cases, some image acquisition techniques in qMRI offer the possibility
of simultaneously acquiring multiple maps like the Multi-Echo Magnetization-Prepared 2 RApid
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Gradient Echoes (ME-MP2RAGE) method presented in Chapter 7 and others [Ma et al., 2013;
Sukstanskii et al., 2017; Shcherbakova et al.]. However, simultaneous acquisition techniques may
have issues not present in the corresponding separate acquisitions and usually it is required to
carefully consider the benefits and the shortcomings of the available acquisition techniques.
Therefore, it is of interest to determine if the registration step introduce a significant bias
in the final qMRI maps, and to what extent such bias should be considered when evaluating
simultaneous versus non-simultaneous acquisitions.
The reason why the image registration step is expected to introduce a significant bias is
illustrated in one dimension in Figure 8.1.
Figure 8.1: Example of the registration bias in 1 dimension.
f(x) is defined as a combination of two Gaussian distributions. The bias is expressed in terms of the
relative error η defined as η ≡ |max[f(x)−f(x+δ)]||max[f(x)]| . The (lack of) registration is expressed in terms of the
offset δ. These plots show that a significant bias is present even for relatively small values of the offset.
For example, δ = 0.2 corresponds to 1% of the support of the function, and this causes a bias of η = 11%
for the proposed function, but this would be visually hard to distinguish as f(x) and f(x+ δ) are almost
superimposed.
There, it is shown that even a small offset1 can introduce a significant and non-uniform bias
when the expected distribution is the one without the offset.
This work only considers rigid-body registration, which is the most relevant for multi-
parameter mappings.
1The offset is small compared, for example, to the support of the function.
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8.2 Methods
Registration solves the problem of: (i) determining which parameters characterizing a family
of transformation minimizes some metrics between some input image and a reference image;
(ii) applying the newly determined transformation to the input image to obtain the registered
image.
These steps may introduce different sources of bias, and their effect should be separated if
possible.
Briefly, the idea of this work is to study the effects of rigid-body registration by obtaining
some metrics as a function of the “quality of registration”. Given that on a real case scenario the
ground truth “quality of registration” is unknown, the amount of ”registration” is manipulated
synthetically on measured data to mimic the behavior of the registration procedure on actual
data. This is achieved by considering the following scenarios:
• misalignment, when an image is compared with itself after the application of a rigid-body
transformation: this indicates to what extent an improper registration can affect the
accuracy and precision of the data;
• self-registration, when an image is compared with itself after being registered using
itself as reference (after a rigid-body transformation): this indicates the minimum bias
introduced into the data by the registration step as a whole;
• inverted misalignment, when an image is compared with itself after the application
of a rigid-body transformation followed by its inverse (effectively applying the identity
transformation): this helps in estimating the error associated with the application of a
specific transformation (i.e. interpolation errors).
Since the bias associated with image-based registration depends, at least in principle, on
the images being processed, the analysis was performed in parallel for T1, T ∗2 and magnetic
susceptibility χ maps.
Unless otherwise noted, simulations, data analyses, and the visualization of the results were
performed using Python and its “scientific ecosystem” SciPy [Oliphant, 2007; Millman and
Aivazis, 2011; Hunter, 2007]. The software tools developed for this work are freely available as
open source software (notably PyMRT and DCMPI [Metere and Mo¨ller, 2017b]).
8.2.1 MRI Experiments
Quantitative 3D Magnetic Resonance Imaging (MRI) of the brain was performed in 10 healthy
subjects (5 females / 5 males, 20–29 years) on a Magnetom 7T scanner (Siemens Healthcare,
Erlangen, Germany) using a circularly-polarized transmit / 32-channel receive head coil (Nova
Medical, Wilmington, MA, USA)2.
This study was approved by the Ethics Committee at the Medical Faculty of the University
of Leipzig (application n.: 273-14-25082014). All participants had given informed written consent
prior to the examination.
2The acquisition is the same as Study 2 of Section 7.2
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The acquisitions were performed using the ME-MP2RAGE pulse sequence with the following
parameters: (i) the total acquisition time of Tacq = 19 : 14 min; (ii) the repetition time of
the sequence of TR,seq = 6.0 s; (iii) the inversion times TI,(1,2) = 0.75, 2.90 s; (iv) the flip
angles α1,2 = 4◦, 6◦; (v) the repetition time inside the Gradient-Recalled Echo (GRE) blocks
TR,GRE = 18.1 ms; (vi) nE = 4 echoes starting at TE = 2.45 ms with inter-echo distance of
∆TE = 4.14 and a monopolar readout (to avoid potential effects related to a constant offset in the
gradients system); (vii) Generalized auto-calibRAting Partially Parallel Acquisitions (GRAPPA)
along the first Phase-Encoding (PE) direction with factor 2 and 24 reference lines;; (viii) 6/8
partial Fourier factors (both for the first and the second PE direction); (ix) a Field Of View
(FOV) of 192× 144× 134.4 mm3 (axial orientation, first PE direction from right to left, second
PE with 14% oversampling); (x) an acquisition matrix of 320× 280× 224 (i.e., 0.6 mm isotropic
nominal resolution).
To investigate the potential impact of the acquisition scheme, further measurements were
made in the same sessions with Magnetization-Prepared 2 RApid Gradient Echoes (MP2RAGE)
( Tacq = 9:42 min, TR,seq = 5.0 s, TI,(1,2) = 0.80, 2.40 s, α1,2 = 4◦, 4◦, TR,GRE = 2.35 ms) and
Multi-Echo Fast Low-Angle SHot (ME-FLASH) ( Tacq = 11:32 min, TR = 31 ms, α = 11◦,
first TE = 3.00 ms, nE = 5, ∆TE = 6.00 ms) using the same FOV, matrix size, orientation,
GRAPPA acceleration, and partial Fourier settings.
8.2.2 Image Processing
The central part of image processing is to calculate the quantitative MRI maps3.
T1 maps were reconstructed by a ρ: T1 look-up table with linear interpolation using the
on-line algorithms integrated in the Image Calculation Environment (ICE) provided by the
vendor.
T ∗2 maps were reconstructed off-line by log-linear least-squares fitting to the signal magnitudes,
using the standard polynomial fit approach based on singular value decomposition.
The χ maps were obtained through a Quantitative Susceptibility Mapping (QSM) analysis
implementing the Superfast Dipole Inversion (SDI) method, using the C++ ODIN library
[Jochimsen and von Mengershausen, 2004]. Such mapping was based on the phase of the echo
acquired at the longest TE for ME-MP2RAGE (TE = 14.77 ms)) was used. The SDI method
[Schweser et al., 2013] consists of: (i) unwrapping of the phase images using a Fourier method
[Schofield and Zhu, 2003], which offers the advantage of describing singularities as continuous
functions; (ii) estimating the magnetic field variation ∆B0 from the phase assuming linear
evolution by dividing the phase by γTE . (iii) high-pass filtering for the removal of background
field through the Sophisticated Harmonic Artifact Reduction on Phase data (SHARP) approach
[Schweser et al., 2011]; (iv) converting the ∆B0 into relative units - Parts Per Billion (ppb) -
by dividing the values by 10−9 B0. (v) solving the field-to-source inversion problem using the
Thresholded K-space Division (TKD) approach.
Image segmentation and registration of brain tissues were accomplished using the FMRIB
Software Library (FSL), Ver. 5.0 [Jenkinson et al., 2012]. For each subject, a brain mask was
generated using the following steps: (i) selecting the GRE readout at TI,2 for MP2RAGE or
3This is similar to what is presented in Section 7.2
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ME-MP2RAGE, or the Fast Low-Angle SHot (FLASH) images; (ii) applying the FSL’s Brain
Extraction Tool (BET) (with the ‘robust brain center estimation flag’ [-R] active); (iii) filtering
BET’s result with a Gaussian kernel (for smoother edges) with standard deviation σ = 0.25 px;
(iv) thresholding for values above 5% of the maximum; (v) applying binary erosion with a
“spherical” kernel of diameter 1 px, iterated 3 times (to remove the outer layer of CerebroSpinal
Fluid (CSF)), followed by a binary dilation with the same kernel iterated 1 times (to minimize
loss of brain tissues)4. The brain tissues mask is generated (and applied) only to the reference
maps.
8.2.3 Misalignment, Self-Registration, Inverted Transformation
All maps have been preprocessed and analyzed in the following scenarios.
Misalignment
The image is compared to itself after the application of an image transformation. The following
transformations have been considered:
• translation with an offset (identical in all axes) in the range 0–1 px with 10 different
sampling points, and additionally for larger offsets of 2, 5 and 10 px;
• rotation with a rotation angle in the range 0–1 ◦ with 10 different sampling points, and
additionally for larger rotations of 2, 5 and 10 ◦;
• rotation followed by a translation (or rototranslations) using the same offsets and rotation
angles as above;
• addition of Gaussian white noise with zero mean and standard deviation in the range of
0–10% and additionally 20%, 50% and 100% of the values range (as defined earlier for each
maps).
The first three are rigid-body transformations. The last transformation is the only non-geometric
transformation, and it is used as a reference. When relevant, the transformations were imple-
mented using spline cubic interpolation. Note that, by extension, the term “misalignment” will
be used also when considering noise addition, albeit this is strictly not a misalignment.
Self-Registration
The image is compared against itself after the application of an image transformation and the
subsequent application of a linear registration procedure (using the FMRIB’s Linear Image
Registration Tool (FLIRT) with rigid-body constraints, the correlation ratio metric and the
previously obtained mask as weights). The same transformations as above were considered.
4This combination is expected to improve the smoothness of the mask borders
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Inverted Transformation
The image is compared against itself after the application of an image transformation followed
by its inverse. Theoretically, the combination of a given transformation followed by its inverse
result in the identity. The same transformations as above were considered.
Combining Results
Due to technical constraints, it was not possible to perform the full analysis for all possible
combination of parameters and acquisitions.
In particular, for a single subject and a single acquisition (for T1, T ∗2 and χ maps) all
different rigid-body transformations were considered. In contrast, for all grouped analyses, only
the rotations followed by translations were included and their transformation parameters were
sampled more sparsely (only 5 points between 0 and 1 for the offsets and angles).
To test the reproducibility of the results: (i) dependence on acquisition sequence was
investigated on a single subject; (ii) intra-subject variability was tested on a single subject using
data acquired with the same sequence; (iii) inter-subject variability was studied on all available
data acquired with the same sequence.
8.2.4 Statistical Analyses
The spatial distribution of the bias is assessed qualitatively using difference and Laplacian-
weighted difference maps.
The Laplacian weight is introduced for better characterization of edges / boundaries effects.
This is calculated as the Laplacian of the image, rescaled to the size of the value interval (for the
specific map being considered) and with values exceeding 1.5 set to 1.5 (to reduce the effects of
poorly estimated values).
For the quantification of the bias, the following parameters (later referred to as the correlation
parameters) were calculated5:
1. The squared Pearson’s correlation coefficient, r2 of the images and their transformed
counterparts.
2. The means and standard deviations of the image volumes’ difference, as an estimate of
respectively accuracy and precision,
µD =
1
N
N∑
i=1
(yi − xi) and σD =
√ 1
N
N∑
i=1
((yi − xi)− µD)2, (8.1)
where xi and yi are the signal intensities of the two images (the test data and in the
reference data, with the same size) at the voxel position defined by the index i (restricted
to the mask), and N is the number of voxels after the masking step.
3. The squared Pearson’s correlation coefficient r2W of the images and their transformed
counterparts, both weighted by the Laplacian of the reference image.
5This is similar to what is presented in Section 7.2
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4. The means and standard deviations of the image volumes’ difference weighted by the
Laplacian of the reference image, as an estimate of respectively accuracy and precision at
the boundaries of homogeneous regions:
µW =
1
N
N∑
i=1
wi (yi − xi) and σW =
√ 1
N
N∑
i=1
wi ((yi − xi)− µW )2, (8.2)
with xi, yi, i and N as above, and wi are the voxel-wise Laplacian weights.
The global accuracy and the precision of the measurement can be estimated by µD and σD,
respectively (in units of the quantity being measured), while the local and boundaries-weighted
accuracy and precision are best reflected by µW and σW .
A sensible reference for these parameters is the size of the values range of the obtained maps.
For brain tissues at 7 T, typical values ranges are summarized in Table 8.1.
Map Units Range Range Size
T1 ms [700, 3500] 2800
T ∗2 ms [1, 60] 59
χ ppb [−99, 99] 198
Table 8.1: Typical in vivo values ranges for T1, T ∗2 and χ at 7 T.
Note that the exact χ range depends on the reference adopted, but not its size. The T1 and T ∗2 of CSF is
longer than what is considered in these ranges, but with typical acquisitions this is sacrificed for improved
experimental conditions in the measurement of other brain tissues.
Note that these parameters are quite sensitive to outliers and may vary considerably depending
on the efficacy of some of the procedures used in this work (e.g., the brain tissue masking, the
fits used to calculate the maps, the registration, the considered value range, etc.).
These coefficients were combined together for group analyses, and, when relevant, their group
mean and standard deviation (interpreted as the error on the mean) were calculated.
The registration bias is thereby defined in terms of σD for global effects and in terms of σW
for local effects.
8.3 Results
8.3.1 Spatial Distribution
The spatial effects of misalignment of single subject data using the rototranslation rigid body
transformation and addition of white noise are illustrated in Figures 8.2 to 8.4 using difference
images (both simple and Laplacian-weighted) between the transformed and the reference data
respectively for T1, T ∗2 and χ.
The voxel-wise differences for the difference images are qualitatively different depending
on the transformation. In particular, their spatial distribution is: (i) heterogeneous for the
rototranslation (and, in general, for the geometric transformations), with larger variations near
the boundaries between high-contrast regions; (ii) homogeneous for the noise level addition (by
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Figure 8.2: Spatial distribution effects of misalignment on T1 maps.
The input T1 data (a) and the normalized Laplacian weight (d) are presented alongside the unwegihted
and Laplacian-weighted difference for both rototranslations - (b), (e) - and noise addition - (c), (f).
Figure 8.3: Spatial distribution effects of misalignment on T ∗2 maps.
The input T ∗2 data (a) and the normalized Laplacian weight (d) are presented alongside the unwegihted
and Laplacian-weighted difference for both rototranslations - (b), (e) - and noise addition - (c), (f).
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Figure 8.4: Spatial distribution effects of misalignment on χ maps.
The input χ data (a) and the normalized Laplacian weight (d) are presented alongside the unwegihted
and Laplacian-weighted difference for both rototranslations - (b), (e) - and noise addition - (c), (f).
construction). By contrast, the Laplacian-weighted difference image is heterogeneously distributed
for both cases, as a result of the weighting. The voxel-wise distribution is qualitatively similar
for different geometric (rigid-body) transformations and for different values of the transformation
parameters. Visually, the different maps show different sensitivities to misalignment, and T1
maps seems less affected than T ∗2 maps, while it is difficult to assess χ maps results at this level.
8.3.2 Effects of Transformations
The quantitative dependence of µD, σD, r2, µW , σW , r2W on the transformation parameters values
(angles and offsets, noise level percent) is reported in Figure 8.5 for misalignment, self-registration
and inverted transformations on the cohort of subjects for all considered quantitative maps (T1,
T ∗2 and χ).
The correlation parameters tend to deteriorate significantly for larger transformations.
The µD parameter only show a dependence on the transformation parameters values in
the case of relatively large misalignments. When the misalignment is reverted, either through
misregistration or inverting the transformation, its value is 0 within the group standard deviation.
The value of this coefficient is in any case very close to 0 when compared to the scale of the
sizes of values ranges for the different maps. The µW parameter show a similar behavior. The
most relevant difference is a residual effect on the self-registered maps which does not nullify
completely within the error, especially when self-registering the noised images. This may be an
indication that the registration step is actually decreasing the co-localization of the information.
By contrast, both σD and σW have a strong dependence on the transformation parameters
Ph.D. Thesis - Riccardo Metere 101
8.3: Results Chapter 8: Registration Bias in qMRI
Figure 8.5: Effects of transformations for inter-subject data.
In each subplot the correlation parameters are plotted as a function of the transformation. Rows: σD, r2,
µW , σW , r2W . Columns: T1, T ∗2 and χ. Abbreviations: inv, inverted transformation; mis, misalignment
transformations; self: self-registration transformations; rot+tra, rototranslations; noise, noise addition.
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values, the transformation types and the map types. The noise addition is, by construction, linear
on its parameter. The self-registration systematically reduce the value of the σD parameter,
while the value of σW is typically larger for self-registration after a certain map dependent value
of the noise level increase. The dependence of rototranslation on its parameter seems to follow
a fractional exponent polynomial behavior for misalignment, while for the inversion and the
self-registration, a “sub-unit peak” is observed in both σD and σW . The peak baseline is varying
depending on the considered maps, while its baseline is largely independent of the transformation
parameter. The height of the peak is map dependent, but, in general, the σW peak correspond to
a larger value of noise level addition compared to σD. The existence of the “sub-unit peak” for
rototranslations is an indication that, for transformations not compromising the FOV, the effects
of rotation is substantially independent of the angle of the rotation (after a certain threshold) and
therefore the self-registration performances are driven by the translations. Finally, the inverted
transformations have always lower values than their self-registration counterparts.
Both the r2 and r2W show similar, but inverted, behavior as σD and σW . This is because
the least bias is reflected by vanishing (and non-negative) σD and σW coefficients, while for r2
and r2W the least bias translates to values approaching 1 with values below indicating increased
bias. Specifically, while the noise addition for r2 and r2W is not linear but only proportional to
its parameter, the “sub-unit peak” as well as the trends related to inverted and self-registration
parameters are all comparable (but inverted) to the σD and σW cases.
Lastly, the results seems quantitatively different for T1, T ∗2 and χ, with the T ∗2 maps being
the most sensitive to the registration biases, while the T1 maps are the most robust against such
effects, and the χ maps show intermediate behavior.
8.3.3 Geometric Transformations, Intra-subject, Acquisition Variabilities
The above results are indicative of inter-subject variability and are indicative of the general
behavior of the registration bias (within the limits of the method). The dependency on different
geometric transformations, intra-subject variability and pulse sequence acquisition is tentatively
illustrated in the Figures 8.6 to 8.8, where the σD and σW parameters are reported as a function
the transformation parameters values (angles and offsets, noise level percent) for misalignment,
self-registration and inverted transformations (similarly to Figure 8.5).
With reference to Figure 8.6, the misalignment results of the geometric transformations,
while depending both on the considered map type and on the specific transformation being
considered, are not qualitatively different from each other. This suggests that, in general, the
effects of rigid-body misalignments can be effectively investigated on rototranslations. A notable
exception is when the misalignment is an integer-valued translation: in that case, the bias for
the inverted and self-registration analyses are significantly lower than when a rotation is also
included. Because of the way the transformation parameters were sampled, it is important to
remember that the lines connecting the points in Figures 8.5 to 8.8 are only a guidance to the
eye, and, in general, the “sub-unit peak” in inverted and self-registration plots should be roughly
replicate throughout the transformation parameters range, periodically with a period of 1.
The relatively consistent results obtained on multiple repetitions of the same acquisition
(Figure 8.7) indicate that the results are relatively well reproducible for a given map and
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Figure 8.6: Effects of different geometric transformations on single subject data.
Both σD and σW (respectively) appear in each row. A different map type T1, T ∗2 and χ (respectively) appear
in each column. With each subplot, the considered parameter is plotted as a function of the transformation
parameter. Inverted transformations (inv) are in shades of blue, misalignment transformations (mis) are
in shades of orange, and self-registration transformations (self) are in shades of green. Rotations (rot),
translations (tra), rototranslations (rot+tra) and noise addition (noise) are shown.
Figure 8.7: Effects of transformations for multiple repetitions on single subject data.
Both σD and σW (respectively) appear in each row. A different map type T1, T ∗2 and χ (respectively) appear
in each column. With each subplot, the considered parameter is plotted as a function of the transformation
parameter. Inverted transformations (inv) are in shades of blue, misalignment transformations (mis) are in
shades of orange, and self-registration transformations (self) are in shades of green. Both rototranslations
(rot+tra) and noise addition (noise) are shown.
acquisition. However, when a different acquisition method is used (Figure 8.8), the results vary
significantly and show a generally larger error compared to the case of multiple repetitions of
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Figure 8.8: Effects of transformations for different acquisitions on single subject data.
Both σD and σW (respectively) appear in each row. A different map type T1, T ∗2 and χ (respectively) appear
in each column. With each subplot, the considered parameter is plotted as a function of the transformation
parameter. Inverted transformations (inv) are in shades of blue, misalignment transformations (mis) are in
shades of orange, and self-registration transformations (self) are in shades of green. Both rototranslations
(rot+tra) and noise addition (noise) are shown.
the same acquisition. This indicates that the pulse sequence acquisition characteristics have an
influence on the self-registration bias, although the exact value is difficult to predict.
8.4 Discussion
8.4.1 Quantifying the Registration Bias
The heterogeneous spatial distribution of the difference maps indicates that the registration bias
is driven by local differences. This justifies the use of the contrast-dependent Laplacian weighting
for obtaining additional information of the local effects of the registration bias.
The effects of misalignments of varying magnitude, especially in comparison to the effects of
noise addition, provide some insight on the sensitivity of the considered maps to the registration
step. The misalignment results reported in Figure 8.5 indicate that even for relatively small
transformations (sub-voxel translation, sub-degree rotations), the geometric transformation has
a global effect (as evidenced by the σD values) of the order of a few percent increase in the noise
levels, and such effect is even more prominent locally (as evidenced by the σW values) where
it matches higher values for noise additions. By definition, the noise level must correspond to
the value of σD relative to the values ranges as defined in Table 8.1 for the different map types.
More precise estimated are reported in Table 8.2 for all considered maps (within 1%). Note that,
because of the relatively high resolution of the acquisitions, the considered sub-unit misalignment
is acting on the scale of approximately 300 µm.
Additionally, it is possible to experimentally estimate a lower bound on the minimum registra-
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global local
Map noise level abs. σD rel. σD noise level abs. σW rel. σW
T1 6% 160± 10 ms 5.7± 0.4% 16% 130± 20 ms 4.5± 0.7%
T ∗2 57% 34± 6 ms 60± 10% 128% 49± 9 ms 80± 20%
χ 8% 17± 1 ppb 8.6± 0.5% 17% 15± 1 ms 7.6± 0.5%
Table 8.2: Noise addition matching sub-unit misaligned rototranslation.
The linear interpolation of the noise level matching the σD and σW (respectively) misalignment results
for the rototranslations of 0.4 px offset and 0.4◦ angle are reported for the group combined results. The
group average and standard deviations for σD and σW are also reported, both on absolute levels and
relative to the size of the corresponding values range as defined in Table 8.1.
tion bias by considering the σD (global) and σW (local) self-registration results corresponding to
the baseline of the “sub-unit peak” in the rototranslations. Since the peak baseline is approached
for integer values, the 1.0 px offset and 1.0◦ angle rototranslations self-registration results were
used, as reported in Table 8.3.
global local
Map abs. σD rel. σD noise level abs. σW rel. σW noise level
T1 51± 5 ms 1.8± 0.2% 2% 50± 10 ms 1.9± 0.4% 6%
T ∗2 18± 3 ms 31± 5% 31% 27± 5 ms 46± 8% 44%
χ 5.3± 0.4 ppb 2.7± 0.2% 3% 5.7± 0.6 ppb 2.9± 0.3% 6%
Table 8.3: Lower bound of the minimum registration bias.
The lower bound of the minimum registration bias, defined as the σD (global) and σW (local) of the
self-registration 1.0 px offset and 1.0◦ angle rototranslation group averages, is reported (both on absolute
levels and relative to the size of the corresponding values range as defined in Table 8.1) alongside the
linear interpolation of the matching misaligned noise level.
Note that here the experimental lower bounds is to be understood in the sense that the
co-registration of different maps with different noise distributions cannot outperform the self-
registration results, which are - in contrast - obtained on data with identical noise, and this is
equivalent to the noiseless case (the noise is considered as being part of the signal). In fact, the
difference in correlation parameters between the self-registration of noised images and the purely
noised images is an indication that registration algorithms will degrade the spatial correlation
of the images even for already perfectly registered images. Incidentally, this also suggests that,
especially for noisy images, the registration step may not improve co-registration.
To partially compensate for this effect, the typical registration bias is (arbitrarily) defined as
the σD (global) and σW (local) of (approximately) the “sub-unit peak” of the rototranslation
self-registration results, yielding a systematically higher value than the one that would be obtained
by randomly sampling the space of transformation parameters. Since the “sub-unit peak” is
approached for half integer values, the typical registration bias is defined with the 0.4 px offset
and 0.4◦ angle rototranslations self-registration results, as reported in Table 8.4.
While determining the maximum is not possible, as the registration procedure can always fail,
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global local
Map abs. σD rel. σD noise level abs. σW rel. σW noise level
T1 74± 8 ms 2.6± 0.3% 3% 80± 20 ms 2.9± 0.7% 10%
T ∗2 26± 5 ms 44± 8% 44% 39± 7 ms 70± 10% 66%
χ 8.4± 0.5 ppb 4.2± 0.3% 4% 9.4± 0.9 ppb 4.7± 0.5% 11%
Table 8.4: Lower bound of the typical registration bias.
The lower bound of the typical registration bias, defined as the σD (global) and σW (local) of the
self-registration 0.4 px offset and 0.4◦ angle rototranslation group averages, is reported (both on absolute
levels and relative to the size of the corresponding values range as defined in Table 8.1) alongside the
linear interpolation of the matching misaligned noise level.
the typical registration bias is a more realistic estimate. Yet, this might still be a conservative
estimate, since the registration procedure, as noted earlier, is not guaranteed to improve co-
localization.
The registration bias can originate either from the error on estimating the transformation and
from interpolation effects. If the exact transformation is known, it is possible to disentangle the
two concomitant effects by comparing the self-registration (susceptible to both effects) and the
inverted results (susceptible only to interpolation). The difference between the self-registration
and the inverted results for all the correlation parameters is roughly constant for each map type,
as reported in Table 8.5.
global local
Map abs. σD rel. σD abs. σW rel. σW
T1 20± 2 ms 0.71± 0.07% 24± 2 ms 0.7± 0.4%
T ∗2 5± 1 ms 8± 2% 8± 2 ms 14± 3%
χ 3± 2 ppb 2± 1% 3± 1 ppb 1.5± 0.5%
Table 8.5: Non-interpolation component of the registration bias.
The non-interpolation component of the registration bias, defined as the average over the transformation
parameters of the difference between the self-registration and the inverted transformation for σD (global)
and σW (local), is reported (both on absolute levels and relative to the size of the corresponding values
range as defined in Table 8.1) alongside the linear interpolation of the matching misaligned noise level.
The error is estimated as the standard deviation over the transformation parameters of the difference
between the self-registration and the inverted transformation.
These results indicate that the major contributor to the lower bound on the typical registration
bias (as earlier defined) is the interpolation, which accounts for more than two-thirds of its value.
However, nothing can be conclusively said on the marginal contribution of the interpolation to
the true registration bias.
8.4.2 Limitations of the Methods
The different sensitivity to misalignment for the different maps can be directly compared using
the r2 coefficients (see Figure 8.5). It is evident that the T ∗2 results are by far more sensitive to
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misalignment than either T1 or χ, with T1 being the most robust against misalignments.
This may be explained by: (i) the intrinsic different spatial frequency components for each
of the map types; (ii) a significant variation in the accuracy of the estimation for the T1, T ∗2
and χ maps. For example, the T1 maps are obtained with a bounded look-up table that can
ensure that all values are within the corresponding values range. On the contrary, T ∗2 maps are
calculated using unbounded fitting and this is likely to produce outliers for voxels with insufficient
Signal-to-Noise Ratio (SNR). Additionally, for T ∗2 , contrarily to the other maps, the inverted
transformation does not restore the correlation levels back to unity. Given that the inverted
transformation results are essentially interpolation errors, this is compatible with the hypothesis
that the T ∗2 outliers may be principal contributors to the relatively high T ∗2 registration bias.
This is also supported by the large variance observed in T ∗2 results obtained from different pulse
sequence acquisitions, since the FLASH acquisitions were obtained with a larger number of TE
better distributed over time and therefore the fit error for such acquisition is expected to be
generally lower (see Chapter 7). Note also that the interpolation effects are the result of both
the forward and backward transformation, and they do not typically cancel out, thus suggesting
a potential source of overestimation for the registration biases.
The comparison with the noise level increase was implemented at the level of the estimated
map, but this may be significantly different from the noise present at the level of the acquisitions,
since qMRI maps are typically obtained by combining multiple acquisitions and calculation
procedures with variegated error propagation characteristics. When the estimates are obtained
from data with zero-mean noise of comparable level, the error on the estimate is typically lower
than the error of each data point. This should be considered when evaluating the simultaneous
versus non-simultaneous trade-off.
The registration bias results may be dependent on the specific algorithm used for registration,
but, in this work, this aspect was not investigated. For example, the metrics used for the
registration may have a significant impact on the registration step [Avants et al., 2011].
While the interpolation step is the major contributor to the typical registration bias measured,
this may not be true when registering data with different noise. This might be because the
different noise distribution, may cause the registration algorithm to find a local minimum of the
geometric transformation that is essentially dependent on the specific noise distribution, and
thus not reflecting the actual co-localization of the signals. This situation is more likely to occur
with noisier images, as evidenced by the results on the self-registration of increased noise level
images. The impact of different interpolations was not investigated in the present study, but it is
known that this is a crucial step of image registration [Mahmoudzadeh and Kashou, 2013]
With regards to the comparison between rigid-body misalignment and addition of noise, the
visual appearance of the results for this work is dependent on the choice of the values ranges for
the maps.
Finally, the registration bias estimated in the earlier section, does not take into account the
different possible registration strategies (and the likely different performances of the algorithm)
for a number of situations that are typically encountered in qMRI. For example, inter-modal
registration is considered more difficult to achieve compared to intra-modal, because the different
image contrasts may render the algorithm more susceptible to noise, especially for relatively
symmetrical objects.
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8.4.3 Mitigating Registration Effects
The only way of avoiding registration biases in qMRI is to perform simultaneous (hence intrinsically
co-registered) acquisitions. However, this may come at the cost of decreased SNR, increased
acquisition time, or increased artifacts (e.g. from motion). Additionally, not all quantitative maps
can be acquired simultaneously. For this reason, it is important to discuss other strategies for
mitigating registration biases. These are all based on improving the accuracy of the registration
step.
The registration bias may be reduced by performing the registration earlier in the image
reconstruction pipeline, where there is a larger amount of data available for mitigating the effects
associated to the interpolation. For example, translations are lossless (for spatial frequency
above twice the sampling) when performed on the complex k–space data, by virtue of the
Nyquist–Shannon sampling theorem. Additional strategies for reducing interpolation effects
may include the upsampling the data, or carefully choosing which image should be used as the
reference and which one should be registered. Instead, better robustness against noise could be
obtained by estimating the transformation by performing the registration on edges-preserving
denoised data instead of the original images. If the qMRI maps that need to be co-registered are
obtained from images with similar contrasts, it may be preferable to estimate the transformation
by performing the registration on the source images rather than on the final maps.
Given the relatively high degradation of the correlation parameters for sub-unit geometric
transformations, and the typical precision of the independent measurements of the geometric
transformation parameters [Maclaren et al., 2013], the use prospective motion correction systems
may reduce the registration bias by: (i) performing the registration step at an earlier stage in the
image reconstruction pipeline as discussed above; (ii) estimating the transformation parameters
using additional ad-hoc data. However, this would only work if the registration works at the
limits of the Nyquist–Shannon sampling theorem.
Additionally, since the registration step may also reduce the degree of co-localization of
the imaging sources as evidenced earlier, when there are reasons to believe the data is already
relatively well co-registered (for example for post-mortem acquisitions), skipping the registration
step completely may prove beneficial, especially for low SNR data.
Finally, a different approach could be to attempt to correct for the image registration bias by
using image fusion techniques [Restaino et al., 2016; Thevenaz et al., 2000, 1998; Simone et al.,
2002]. While the preservation of quantitative information in some image fusion techniques has
been already investigated, e.g. pansharpening [Vijayaraj et al., 2006], it is unclear whether these
methods are beneficial in qMRI, although some applications of data fusion to MRI have already
emerged [Herna´ndez et al., 2010; Dolezel et al., 2012].
8.5 Conclusion
Image registration introduces a heterogeneously distributed bias in qMRI that is difficult to
measure or estimate directly. However, it is possible to measure a lower bound on the typical
registration bias through a self-registration approach, both globally and locally - at the boundaries
of high-contrast regions, where the bias is mainly located. The value of this lower bound is
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globally comparable to a mild (for T1 and χ) to moderate (for T ∗2 ) increase in the noise levels
(depending on the considered map), but locally the effects are more prominent and compare to
a much higher increase in the noise levels. The major contributor to the lower bound of the
typical registration bias is the interpolation error, and registration strategies which significantly
reduce interpolation effects are likely to reduce its magnitude. However, given the relatively
high sensitivity of the considered maps to small misalignments, the true registration bias could
be significantly larger, and, especially for noisy images, the registration procedure may even
degrade the co-localization of information. Finally, this result is especially important when
considering the trade-offs associated with the choice of simultaneous versus non-simultaneous
multi-parameter qMRI acquisitions, and prospective motion correction systems.
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Chapter 9
Quantifying the Myelin and Iron
Content of the Brain in vivo with
MRI using a Linear Model of
Relaxation
9.1 Introduction
The knowledge of the biochemical composition of brain tissues is of considerable importance in
neuroscience, and this problem has been tackled by researchers for several decades.
Traditionally, these investigations were performed through staining of thin slices later examined
with optical techniques or, more quantitatively, with chemical assays of post-mortem brain samples
from multiple donors [Brady et al., 2012].
While Nuclear Magnetic Resonance (NMR), and hence Magnetic Resonance Imaging (MRI),
are very sensitive to the molecular surrounding of the spins that generate the signals, a substantial
specificity is usually achieved with spectroscopic techniques. The trade-off for this specificity
is much longer acquisition times, which render imaging techniques very challenging if not
impractical.
Nevertheless, given the chemical composition of human brain tissues, iron Fe compounds
[Drayer et al., 1986] and myelin (or, more generally, lipids and other macromolecules) [Clark et al.,
1992] have been identified as two of the principal contributors [Stu¨ber et al., 2014; Callaghan
et al., 2015] to contrast in MRI.
The myelin and iron contrasts in MRI are typically explained as a reflection of: (i) the
effective interaction of water with (some portions of the) myelin which determines mainly a
strong change in the longitudinal relaxation time, and (ii) the strong paramagnetic properties of
iron compounds with unpaired electrons, which is reflected primarily in the transverse relaxation
time.
Many techniques for interpreting the contrast variations in MRI images in terms of iron
and myelin have been proposed. For example, the iron has been investigated using T2/T ∗2 or
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phase imaging techniques [Bartzokis et al., 1993; Barbosa et al., 2015; Liu et al., 2015], while
an estimate of myelin / myelination has been proposed using a ratio of Fast Low-Angle SHot
(FLASH) images with different weighting (T1 -w/T ∗2 -w) [Ganzetti et al., 2014]. Magnetization
transfer contrast has been proposed to directly probe the myelin content [Wolff and Balaban,
1989], while multi-exponential analysis of T1 [Labadie et al., 2014] or T2 [Alonso-Ortiz et al.,
2015] has been used to investigate myelin water (the water trapped between myelin sheets), and
a refinement of magnetization transfer techniques with the inclusion of diffusion information
has been used for the measurement of the myelin g-ratio (defined as the inner to outer ratio of
diameter for the myelin sheaths) [Stikov et al., 2015].
Typically, the above methods are either based on weighted images, which are relatively fast
to acquire, but lack the reproducibility of quantitative techniques, or require complex acquisition
schemes and analyses. Additionally, with a few exceptions, systematic ex vivo validations are
lacking, beyond the general observation of similar contrast in histological images with appropriate
staining (e.g. Perls’ Prussian blue for iron and Gallyas Silver for myelin).
Note that, due the long acquisition times (typically up to half an hour) that characterize the
imaging methods, local effects related to the iron in the blood generally average out and such
acquisitions are sensitive mostly to non-haemin iron. This is different from Blood Oxygen Level
Dependent (BOLD) experiments used in Functional Magnetic Resonance Imaging (fMRI) where
the experimental conditions are set to maximize the sensitivity to susceptibility-driven variations
of the signal associated with a vascular activity.
The myelin and iron quantifications are of interest for clinical studies of neurological disorders,
as well as for the investigation of the brain tissue microstructure [Heath et al., 2017; Barbosa
et al., 2015; Acosta-Cabronero et al., 2016b,a].
Recently, with the increasing popularity of Quantitative Magnetic Resonance Imaging (qMRI)
techniques, a more precise relation of relaxation times to iron and myelin content in brain tissues
has been proposed and investigated [Rooney et al., 2007; Stu¨ber et al., 2014]. In particular, it
was suggested an approximately linear dependence of the relaxation rates with the content of
the relaxation agents for brain tissues. This is consistent with the theoretical framework of the
Bloembergen, Purcell, Pound (BPP) – or, more precisely, Solomon, Bloembergen, Morgan (SBM)
– theory in simple liquids. Additionally, the linear model was validated with ex vivo experiments
that used Particle-Induced X-rays Emission (PIXE) for measuring the elemental composition of
a thin slice of cortex, thus allowing direct measurement of the iron content and a quantitative
estimate of myelin (based on phosphorus P and sulfur S measurements as well as a number of
working assumptions) [Stu¨ber et al., 2014]. It should be noted, however, that, while the SBM
theory for simple liquids provides some justification for using a linear model, none of the above
works indicate that the brain tissue does generally behave like a simple liquid.
In this work, a method for quantifying myelin and iron content of the brain tissues in
vivo is proposed and tentatively validated. Different methods and models (including some
non-linear) are additionally explored. The data acquisition is performed using the Multi-Echo
Magnetization-Prepared 2 RApid Gradient Echoes (ME-MP2RAGE) pulse sequence, which is an
ideal choice given its ability to measure simultaneously T1 and T ∗2 at competitive resolutions and
with comparable (or shorter) acquisition times compared to separate Magnetization-Prepared
2 RApid Gradient Echoes (MP2RAGE) and Multi-Echo Fast Low-Angle SHot (ME-FLASH)
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acquisitions (see Chapter 7).
9.2 Methods
The initial works on NMR [Bloch, 1946; Bloembergen et al., 1948; Solomon, 1955; Bloembergen
and Morgan, 1961; Abragam, 1961] developed the BPP – or SBM – theories for the characterization
of the relaxation properties of interacting spin. These theories describe relatively well the NMR
relaxation properties of simple liquids (pure and single solute solutions).
Briefly, both R1 and R2 are expressed in terms of the transition probabilities between the
eigenstates of the longitudinal and transverse components of spin operators [Solomon, 1955].
Such transition probabilities can be calculated to obtain an expression for the relaxation rates in
terms of the Larmor frequency ω and the correlation time τc which is a parameter that describes
the molecular dynamics. For example, considering the dipole-dipole interaction of the spins in
paramagnetic solutions, the relaxation rates read [Solomon, 1955]:
R1 = 2Kτc
(
1
1 + (ωI − ωS)2τc2 +
3
1 + ω2Iτc2
+ 61 + (ωI + ωS)2τc2
)
(9.1)
R2 = Kτc
(
4 + 11 + (ωI − ωS)2τc2 +
3
1 + ω2Iτc2
+ 61 + ω2Sτc2
+ 61 + (ωI + ωS)2τc2
)
(9.2)
where K = ℏ
2γ2I γ
2
S
20b6 , I and S refer to proton and electron spins, γ is the gyromagnetic ratio, ω
is the Larmor frequency, and b is the inter-proton distance.
The τc parameter depends on a number of properties of the solution, including the tem-
perature T and the ion concentration. In particular, τc is approximately proportional to the
ion concentration, i.e. for diluted solutions, an increased number of ions translates into more
probability of interaction for two spin species. If the ωτc-like terms are negligible (or, more
precisely, when the ω difference is much smaller than the correlation times), the relaxation rates
themselves are also (approximately) linear on the ion concentration. The above equations were
derived for two interacting spins and can be applied to single ion species in aqueous solutions,
where the protons are intended to be those of water and the electron spins are those of the
ion. If more than two ion species are present, the above equation is generally not appropriate
anymore. However, for diluted solutions, the probability of interactions between two ions is very
low. Within this limit (also called ”fast exchange limit”) [Rooney et al., 2007], the two diluted
ion species can be treated separately and the relaxation rates will be additive.
If this model is valid also for brain tissues, then, under certain conditions, it should be
possible to determine the concentration of ions from the knowledge of relaxation rates.
Unless otherwise noted, simulations, data analyses, and the visualization of the results were
performed using Python and its “scientific ecosystem” SciPy [Oliphant, 2007; Millman and
Aivazis, 2011; Hunter, 2007]. The software tools developed for this work are freely available as
open source software (notably PyMRT and DCMPI [Metere and Mo¨ller, 2017b]).
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9.2.1 A Linear Model of Relaxation
For multiple (non-interacting) non-ferromagnetic agents in an aqueous solutions (i.e. in the
fast-exchange limit), it can be assumed that relaxation rates are approximately additive [Rooney
et al., 2007]:
R1 = R1(H2O) +
∑
i
r1,iXi (9.3)
R2 = R2(H2O) +
∑
i
r2,iXi (9.4)
where r1 and r2 are the longitudinal and transverse relaxivities1 (respectively), X is the
relaxant content (expressed as mass fraction), and i identifies the magnetic agents or relaxants.
It has been proposed, and recently validated in ex vivo studies [Stu¨ber et al., 2014], that
these equations approximately hold for brain tissues where the considered relaxants are myelin
(or, more generally, lipids) and (non-haemin) iron. Note that these models were validated using
R∗2 in place of R2.
Neglecting the contributions from other relaxants (and assuming that R∗2 has the same linear
behavior as R2 – but different relaxivity), these equations can be written as:[
R1
R∗2
]
=
[
r1,My r1,Fe
r∗2,My r
∗
2,Fe
] [
XMM
XFe
]
+
[
R1[bl]
R∗2[bl]
]
(9.5)
or, in vector form:
P⃗ = AX⃗ + P⃗0 (9.6)
where P⃗ ≡ (R1, R∗2), X⃗ ≡ (XMM, XFe),A ≡ [[r1,My, r1,Fe], [r∗2,My, r∗2,Fe]] and P⃗0 ≡ (R1[bl], R∗2[bl]).
Here, the baseline relaxations (identified by the bl index) refer to the water-based solution in
which brain tissues are embedded.
If the A and P⃗0 can be determined under in vivo conditions, it is possible to invert Equa-
tion (9.6) to obtain direct information on the contents:
X⃗ = A−1(P⃗ − P⃗0) = A−1P⃗ −A−1P⃗0 ≡ A−1P⃗ + P⃗A,0 (9.7)
(where P⃗A,0 is defined by the equation) and therefore R1 and R2 maps can be converted to
myelin and iron maps.
9.2.2 Determination of Model Parameters
Because of the difficulties in obtaining information on the relaxants’ content under in vivo
conditions, the relaxivities A and the base relaxations P⃗0 cannot be measured directly. Hence,
other approaches must be pursued.
Here, two methods are proposed: (i) combining information from in vivo MRI experiments
and post-mortem chemical assays on specific brain regions; (ii) adapting the relaxivities obtained
directly from the ex vivo experiments.
1More precisely, mass fraction relaxivities; in principle, for any quantity describing the composition of a mixture,
a different relaxivity r must be defined. This distinction should be irrelevant in first approximation.
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Combination of in vivo MRI with Post-Mortem Chemical Assays
Under the assumption that different brain regions have a chemical composition and qMRI
parameters that are consistent across a sufficiently homogeneous population, it is possible to
compute the model parameters by measuring the relaxation parameters P⃗ in vivo and estimating
the relaxants’ content X⃗ from post-mortem chemical assays in each Region Of Interest (ROI)
where this information is accessible, if some conditions on the number of ROIs are met.
This allows a direct estimation of A−1 and P⃗A,0 which are required for direct calculation of
the content from the relaxation parameters. A and P⃗ could be computed with simple algebraic
operations.
In this formulation, at least three equations / ROIs are needed to fully determine the
coefficients for a specific relaxant. Since two relaxants are being investigated, a minimum of six
equations / ROIs is required. Note that the ROIs are not required to be different across different
relaxants, and actually having information on both relaxants from the same ROI may help in
obtaining a better estimate.
If information on more than three ROIs is present, it is also possible to perform a least-
square minimization fit. This formulation lends itself to generalization beyond the linear model,
allowing to explore different regressions of the form Xi = f(P⃗ ) where f is a generic function and
i ∈ {My,Fe} identify the relaxant agent.
In this work, the relaxants content – or, more precisely, the mass fraction of compounds
related to a specific relaxant – are estimated from the literature on a number of ROIs. In
particular, the myelin information was obtained from [Randall, 1938], assuming that the myelin
content that is observed with MRI is indeed equivalent to the lipid content [Leuze et al., 2017],
and converted to percent units of wet weight, as reported in Table 9.1.
Similarly, iron information was obtained from [Hallgren and Sourander, 1958], and converted
to Parts Per Million (ppm) units (of wet weight), as reported in Table 9.2. In addition, values
for CerebroSpinal Fluid (CSF) were similarly obtained from [Nagai and Kanfers, 1971; LeVine
et al., 1998] and reported in the respective tables. In the MRI maps, the lateral ventricles are
used as ROI probability mask for CSF.
The closed-form solutions were calculated by inverting the affine equations algebraically
using the Computer Algebra System (CAS) capabilities of SciPy. Likewise, their error was
calculated using error propagation on a function f(x⃗) under Gaussian assumption: ∆f(x⃗) =∑
i∆xi
⏐⏐⏐ ∂∂xi [f(x⃗)]⏐⏐⏐ (where ∆ indicates the error and i runs through all components of the
independent variable x⃗). Different closed-form solutions can be computed and eventually
combined together by averaging the determined coefficients, eventually using the inverse of the
standard error squared as weights.
Unless otherwise noted, the fits were performed using Orthogonal Distance Regression Fit
(ODR Fit) [Brown and Fuller, 1990] (since the errors on the independent variables cannot be
ignored) on XMM and XFe separately, to increase the number of fitting points (due to the reduced
amount of simultaneous information from the literature).
The following analyses were performed:
• cf -based methods, which rely on combining model parameters obtained from closed-form
solutions:
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Region N Water Myelin (Lipids)
[#] [% (wet weight)] [% (wet weight)]
Frontal White Matter 23 70.6± 2.5 16.26± 0.93
Parietal White Matter 23 69.9± 1.7 17.20± 0.81
Brain Stem 23 71.7± 1.6 15.36± 0.98
Thalamus 23 75.8± 1.9 11.40± 0.71
Caudate 23 81.4± 2.4 6.21± 0.92
Frontal Cortex 23 84.1± 1.5 5.08± 0.39
Parietal Cortex 23 83.5± 1.2 5.42± 0.38
Cerebrospinal Fluid 95 100.0± 0.1 (2.5± 0.1) · 10−3
Table 9.1: Water and myelin content in different brain regions.
This is obtained by chemical assays as detailed in [Randall, 1938], except for the CSF values which were
taken from [Nagai and Kanfers, 1971]. N refers to the number of samples, while the indicated error is
the value of the group standard deviation (with the exception of CSF for which the nominal error in
absence of explicitly stated error is reported. Note that some of the ROIs from the original paper were
omitted because no suitable probability mask was found. The estimate of the myelin content is based on
the measured lipid fraction, and as such it is overestimating (to various degrees depending on the ROI)
the actual myelin content.
Region N Iron
[#] [ppm (wet weight)]
Globus Pallidus 55 213± 35
Putamen 56 133± 34
Caudate 58 93± 21
Thalamus 52 48± 12
Parietal Cortex 37 38.1± 6.7
Frontal Cortex 58 29.2± 4.1
Frontal White Matter 59 42.4± 8.8
Cerebrospinal Fluid 9 0.61± 0.18
Table 9.2: Iron content in different brain regions.
This is obtained by chemical assays as detailed in [Hallgren and Sourander, 1958], except for the CSF
values which were taken from [LeVine et al., 1998]. N refers to the number of samples, while the indicated
error is the value of the group standard deviation. Note that some of the ROIs from the original paper
were omitted because no suitable probability mask was found.
– cf-(w-)avg-all calculation of the closed-form affine solution for all possible valid
choices of the relaxants / ROIs, then combined by a (weighted) average using as
weights (only for the weighted case) the inverse of the calculated errors squared;
– cf-(w-)avg-same is similar to cf-(w-)avg-all except that only models for which
both relaxants’ content is known, i.e. excludes models using globus pallidus and
putamen (brain stem and parietal white matter) because no myelin (iron) information
(respectively) is available;
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– cf-(w-)avg-q[N] selects the closed-form models that are present in all the top Nth-
quantile (percentile) of the quality metrics used for validation (see Section 9.2.5) from
all possible valid choices of the relaxants / ROIs, then combined as textbfcf-(w-)avg-all;
– cf-(w-)avg-avrg is similar to cf-(w-)avg-q[N] except that selects the models above
the average instead of the Nth-quantile;
– cf-min-q selects the ROIs combination for which the combined quality parameter
used for validation is minimal (see Section 9.2.5);
– cf-min-fvu selects the ROIs combination for which the fraction of unexplained
variance from the literature values is minimal (see Section 9.2.5);
• odr-based methods, which obtain model parameters from ODR Fit (using the components
of X⃗ for f(x⃗) and P⃗ = x⃗):
– odr-affine uses a linear (affine) regression model of the form: f(x⃗) = Ax⃗+ b⃗ with A
and b⃗ to be determined;
– odr-s-affine uses a linear (affine) regression model as odr-affine where XMM and XFe
are fitted simultaneously;
– odr-u-affine uses a univariate linear (affine) regression model where XMM only
depends on R1 and XFe only on R∗2;
– odr-x-affine uses a linear (affine) regression model as odr-affine where the CSF data
point was removed;
– odr-[N]-poly (for a N = 2, 3) uses an N degree polynomial regression model of the
form: f(x⃗) = b⃗ +∑iAix⃗i where i = 1, ..., N , with Ai and b⃗ to be determined (the
power operation is element-wise);
– odr-[N]-root (for a N = 2, 3) uses an N degree root regression model of the form:
f(x⃗) = b⃗+∑iAix⃗1/i where i = 1, ..., N , with Ai and b⃗ to be determined (the power
operation is element-wise);
– odr-mixed uses a super-linear model regression model constituted by all affine terms
with the inclusion of an additive term depending on both relaxations simultaneously,
thus of the form: f(x⃗) = Ax⃗+ b⃗+ c∏i xi where i runs through all elements of x⃗, with
A, b⃗, c to be determined;
• other methods, based neither on ODR Fit nor on closed-form solutions:
– lsq-affine uses a linear least-square fitting for determining the model parameters,
ignoring the errors on both the dependent and the independent variables.
Post-Mortem Relaxivities Adaptations
Another method for obtaining A (and P⃗0) is to use the ex vivo results (for which there is a
more direct way of accessing the information on the relaxants content) [Stu¨ber et al., 2014]
and adapt them to the in vivo regime. Therefore, the ex vivo parameters were corrected for
ParaFormAldehyde (PFA) fixation fPFA and temperature T effects [Bottomley et al., 1984;
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Rooney et al., 2007; Birkl et al., 2014, 2016]. A correction for the strength of the main magnetic
field was not necessary since both the in vivo measurements of this study and the reference
ex vivo measurements [Stu¨ber et al., 2014] were performed at the same field strength (7 T).
Otherwise, an additional correction factor would have been required.
The following empirical function was used for determining the relaxivities:
ri(B0, T , fPFA) = ri,ref ·
(
B0
B0,ref
)αi
· βi(T ref , T ) · γi(fPFA) (9.8)
where the αi, βi and γi are empirical conversion parameters accounting for field strength,
temperature and fixation states effects (respectively), i refer to the longitudinal and (reduced)
transverse relaxation rates, the ref label indicates the reference ex vivo acquisition and the other
symbols have been defined earlier in this section.
The field strength dependence is introduced on the provisions of the R1 dependence proposed
in [Bottomley et al., 1984], assuming that a similar relation also holds2 for R∗2. The proposed
dependence of the longitudinal relaxation values from B0 is given by:
R1 = AγB0B (9.9)
with A and B to be determined empirically, and dependent on tissue type (see Table 12 of
[Bottomley et al., 1984]).
Since the ex vivo and the in vivo experiments were conducted at the same field strength, the
values of αi are irrelevant and the empirical function is independent of B0.
The values for β and γ were extrapolated from the results presented in Table 2 of [Birkl
et al., 2016]. In particular β1,2∗ were obtained by calculating the ratio of the average T1 and
T ∗2 values for all reported ROIs for fixed tissues at 22◦ and 37◦, obtaining: β1 = 1.13 ± 0.22
and β2∗ = 1.12 ± 0.19. Similarly, γ1,2∗ were obtained by calculating the ratio of the average
T1 and T ∗2 values for all reported ROIs for fixed tissues at 37◦ and in vivo values, obtaining:
γ1 = 0.277± 0.052 and γ2∗ = 0.68± 0.12. Standard errors were calculated based on the standard
deviations of the ROIs.
The original ex vivo results were obtained for iron content expressed in terms of parts per
million of dry weight, while the myelin content was expressed as volume fraction. To convert this
to the percentage of wet weight, the relaxivities for myelin were left untouched, given that the
density of water at 37◦ is very close to 1, within less than 1% [Lide, 2004], and therefore the error
on the relaxivities is dominated by other sources. By contrast, the iron content was converted
from dry to wet weight by using the average water content in brain tissues as reported in Table 1
of [Randall, 1938] (with its standard error): 75.9± 2.2%. These were used to correct the A and
P⃗0 reported in [Stu¨ber et al., 2014]. Finally, the model parameters for estimating the myelin and
iron content A−1 and P⃗A,0 were obtained by using the algebraic relations of Equation (9.7).
This method is abbreviated as pmb in the results.
2This is generally not true for R2, where the static term in Equation (9.1) can dominate the τcω dependent
terms.
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9.2.3 MRI Experiments
In order to obtain R1 and R∗2 maps, quantitative 3D MRI of the brain was performed in 10
healthy subjects (5 females / 5 males, 20–29 years) on a Magnetom 7T scanner (Siemens
Healthcare, Erlangen, Germany) using a circularly-polarized transmit / 32-channel receive head
coil (Nova Medical, Wilmington, MA, USA)3.
This study was approved by the Ethics Committee at the Medical Faculty of the University
of Leipzig (application n.: 273-14-25082014). All participants had given informed written consent
prior to the examination.
The acquisitions were performed using the ME-MP2RAGE pulse sequence with the following
parameters: (i) the total acquisition time of Tacq = 19 : 14 min; (ii) the repetition time of
the sequence of TR,seq = 6.0 s; (iii) the inversion times TI,(1,2) = 0.75, 2.90 s; (iv) the flip
angles α1,2 = 4◦, 6◦; (v) the repetition time inside the Gradient-Recalled Echo (GRE) blocks
TR,GRE = 18.1 ms; (vi) nE = 4 echoes starting at TE = 2.45 ms with inter-echo distance of
∆TE = 4.14 and a monopolar readout (to avoid potential effects related to a constant offset in the
gradients system); (vii) Generalized auto-calibRAting Partially Parallel Acquisitions (GRAPPA)
along the first Phase-Encoding (PE) direction with factor 2 and 24 reference lines; (viii) 6/8
partial Fourier factors (both for the first and the second PE direction); (ix) a Field Of View
(FOV) of 192× 144× 134.4 mm3 (axial orientation, first PE direction from right to left, second
PE with 14% oversampling); (x) an acquisition matrix of 320× 280× 224 (i.e., 0.6 mm isotropic
nominal resolution).
9.2.4 Image Processing
The central part of image processing is to calculate the quantitative MRI maps4.
R1 maps were obtained by inverting the T1 maps reconstructed by the ρ: T1 look-up table
[Marques et al., 2010; Metere et al., 2017b] with linear interpolation using the on-line algorithms
integrated in the Image Calculation Environment (ICE) provided by the vendor.
R∗2 maps were obtained by inverting the T ∗2 maps reconstructed off-line by a linearized
least-squares fitting to the signal magnitudes integral expression [Pei et al., 2015] (modified to
include all possible window sizes) after correcting for Rician noise bias [Gudbjartsson and Patz,
1995].
Image segmentation and registration of brain tissues were accomplished using FMRIB Software
Library (FSL), Ver. 5.0 [Jenkinson et al., 2012] and Advanced Normalization Tools (ANTs),
version ANTsX-ANTs-37ad4e2 [Avants et al., 2011].
Each subject map was brought to Montreal Neurological Institute (MNI) space using the
1 mm templates provided in FSL as reference. The procedure involved a rigid registration, a linear
registration and a non-linear registration (with the Symmetric Normalization approach) using
ANTs on the uniform images calculated from the first echo of the ME-MP2RAGE data, after
skull-stripping using FSL’s Brain Extraction Tool (BET) with -f 0.2 settings. The calculated
transformation parameters were then applied on the previously obtained relaxation maps.
3The acquisition is the same as Study 2 of Section 7.2 and Section 8.2.
4This is similar to what is presented in Section 7.2 and Section 8.2.
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The probability masks for each ROI were obtained from the Oxford-Harvard Cortical and
Subcortical Atlases as included in FSL. Frontal and parietal white matter and cortex were
obtained by multiplying the white matter and cortex probability maps with the frontal and
parietal lobes regions (after binary dilation with a spherical kernel of 25 mm radius for a better
inclusion of brain tissues).
Then, the registered images were group averaged and the corresponding group standard
deviation maps were also calculated. These maps were used to calculate mean values on specific
ROIs, which are then used for the determination of model parameters.
In general, the computation of values from maps on ROIs were calculated by computing
the weighted average of each voxel of the ROI probability mask with probability above a 75%
threshold, using as an additional weight the inverse of the group standard deviation squared.
This approach ensured that the ROI-averaged values are dominated by voxels consistent across
the group with a high probability of belonging to the desired ROI. This method was used for
obtaining both (i) R1 and R∗2 values for determining the model parameters, and (ii) XMM and
XFe values for validation / self-consistency check (see Section 9.2.5).
By combining the R1 and R∗2 maps with the previously discussed models, myelin and iron
content maps were estimated for the whole brain. The estimations can be applied to images in
the native space and in the MNI space likewise. The XMM and XFe estimates applied on the
registered maps were group averaged and the corresponding group standard deviation maps were
calculated and used for ROIs estimates, similar to what has been done for the relaxation maps.
9.2.5 Validation
The validation of the models requires knowledge of the myelin and iron content in the brain for
the same specimens that were acquired with qMRI. Lacking this, it is still possible to check the
self-consistency of the models.
Firstly, the myelin and iron maps should be able to reproduce the literature values reported
in Tables 9.1 and 9.2. To reflect this, it is possible to consider as a quality metric the fraction of
variance unexplained FVU defined as:
FVU = VARresVARtot
≡ SSresSStot (9.10)
where VAR indicates the variance, SS is the sum-of-squares, while res and tot refers to the
residuals and the total estimates, i.e. SSres =
∑
i(fi − yi)2 and SStot =
∑
i(yi − y¯)2 with yi being
the data, fi the estimates, y¯ = 1n
∑
i yi is the average of the data, n is the number of data points
and VAR ≡ SS/n. Note that FVU is related to the coefficient of determination R2, which is
considered a measure of how well a measure is replicated by a model (similarly to the squared
Pearsons’ correlation coefficient), by the relation:
FVU = 1−R2 (9.11)
The relaxants’ content values on each ROI were calculated using the procedure described in
Section 9.2.4.
Additionally, based on the observation that the relaxants content values should be within a
certain range, it is possible to define an additional quality measurement that complements the
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FVU. In particular, the myelin content shall not exceed the non-water content, hence, for all
voxels, it is sensible to assume that values above 30% are unlikely. The upper bound limit on
the iron content is a less obvious, but a sensible value could be 350 ppm which approximately
corresponds to value of the most iron-rich ROI as indicated in the literature [Hallgren and
Sourander, 1958] (plus its indicated standard deviation). The content of both relaxants should
be strictly positive by definition. This gives the following ranges: 0% < XMy < 30% and
0 ppm < XFe < 350 ppm. On these provisions, an additional quality metric QO can be defined
as the average value outside the expected range I multiplied by the number N of voxels for
which the value is outside the expected range, and divided by the size of the expected range to
give a dimensionless quantity. In symbols, this reads:
QO,j =
µi(|µg(X)i,j |)
Ij
(9.12)
where j indicate the relaxant, µi indicates the mean over i, µg(X) is the group average map
of the content for j and i runs for every voxel within the brain tissues mask that is outside the
expected range I.
Another desirable property of the estimated maps is to have minimal group variance. To
reflect this, the quality metric QV is defined as:
QV,j =
µi(σg(X)i,j)
Ij
(9.13)
where j indicate the relaxant, µi indicates the mean over i, σg(X) is the group standard
deviation map of the content for j and i runs for every voxel within the brain tissues mask that
is outside the expected range I.
All quality metrics are reported in % and lower values should correspond to better models.
The different quality metrics are combined together using the geometric mean, as this is the
most faithful mean when averaging normalized results [Fleming and Wallace, 1986]. This final
metric is defined both for overall results (Q) and for each relaxant (QMy and QFe) separately.
To show how predictive a model is for single subject data, the myelin and iron estimates for
each subject are reported in each of the considered ROI.
9.3 Results
9.3.1 Relaxation Maps
The group average and standard deviation of the non-linearly coregistered relaxation maps
obtained with ME-MP2RAGE are reported in Figure 9.1 with masked-out non-brain tissues. As
expected, both maps show a relatively rich contrast, with R1 maps evidencing Gray Matter (GM)
/ White Matter (WM) separation, while iron-rich structures are more easily seen in R∗2 maps.
Note the overestimation of the R∗2 values near the nasal cavity, which appears as a darkening in
the bottom part of the coronal view of the group average R∗2 map. This is likely caused by the
poorer performances of the B0 shimming in that portion of the FOV. The darker line delineating
the brain reflects the performances of the registration procedure and the accuracy of the brain
mask.
Ph.D. Thesis - Riccardo Metere 121
9.3: Results Chapter 9: Quantifications using a Linear Model of Relaxation
Figure 9.1: Group relaxation rates (average µg and standard deviation σg).
Sagittal, transverse (axial) and coronal (frontal) views are presented. The group variations are reflected by
σg and the maps indicate that, in relative terms, R1 values are more consistent across subjects compared
to the R∗2 values. Notably, this is not evenly distributed across the brain, with clearly visible patterns
resembling anatomical structures.
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The group standard deviations indicate the level of the reproducibility of the results. The
R1 maps seem to be appreciably more reproducible than the R∗2. Notably, the higher standard
deviation values for R∗2 are located in correspondence with the darkening corresponding to poor
B0 shimming, and for CSF and GM voxels close to CSF.
The relaxants content and the relaxation rates for the available ROIs are visualized in
Figure 9.2 and the corresponding values are reported in Table 9.3
Figure 9.2: Graphical summary of relaxants and relaxation rates.
This is the visualization of the same data reported in Table 9.3.
9.3.2 Model Parameters and Validation
The R1 and R∗2 group averaged maps were used to calculate myelin and iron content maps
with all the methods described earlier, and their results were evaluated using the previously
introduced quality metrics. A summary of the performances of all the tested models is presented
in Figure 9.3.
These results indicate that a number of methods yield overall similar results. In general,
the approach yielding a minimum for one of the relaxants does not always correspond to the
minimum for the other relaxant (although the results are very close).
Focusing to the closed-form-based methods: (i) using the weighted average does not necessarily
decrease the quality scores, although weighted average results are generally better than the
unweighted counterparts; (ii) when using unweighted averages, there seems to be an optimal
number of best solutions, among which cf-avg-q50 yields best results; (iii) the minimum Q
closed-form model (cf-min-q) yields overall best results.
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Figure 9.3: Quality metrics for each estimation method.
Each column (pairwise) report a different quality measure, as described in Section 9.2.5. Odd columns
(except the last) refer to myelin, while even columns refer to iron. The methods are reported in each row
and are described in Section 9.2.2. For all scores, lower values indicate better results. The FVU indicate
how accurate the estimated values are (compared to the literature). The QO parameter indicates the
tendency to yield myelin or iron estimates outside the expected range. The QV parameter measures the
amount of group variance (which should ideally be minimal). Best results are obtained with odr-affine,
lsq-affine, cf-min-q, cf-avg-q50, cf-w-avg-all.
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XMM XFe R1 R
∗
2
[%] [%] [s−1] [s−1]
BrainStem (BSt) 15.36± 0.97 0.799± 0.058 33± 11
Caudate (Cau) 6.21± 0.92 93± 21 0.673± 0.035 36.0± 8.6
CerebroSpinalFluid (CSF) 2.50 · 10−3 ± 1.0 · 10−4 0.61± 0.18 0.232± 0.025 5± 12
FrontalCortex (fGM) 5.08± 0.39 29.2± 4.1 0.58± 0.12 29± 14
FrontalWhiteMatter (fWM) 16.26± 0.92 42.4± 8.8 0.934± 0.043 38.0± 5.5
GlobusPallidus (GPa) 213± 35 0.940± 0.047 76± 12
ParietalCortex (pGM) 5.42± 0.38 38.1± 6.7 0.59± 0.18 31± 13
ParietalWhiteMatter (pWM) 17.20± 0.81 0.932± 0.044 38.1± 4.4
Putamen (Put) 133± 34 0.734± 0.032 45.7± 7.0
Thalamus (Tha) 11.40± 0.71 48± 12 0.812± 0.038 38.4± 5.8
Table 9.3: Numeric summary of relaxants and relaxation rates.
This is the same data shown in Figure 9.2 reported as a table. The information in the first two columns is
also reported in Tables 9.1 and 9.2, respectively.
Among the ODR Fit procedures, the odr-affine gives overall best performances. However, the
Q values are not as low as when using the minimum Q closed-form model. The affine variants
odr-x-affine and odr-s-affine perform noticeably worse. The univariate fits (odr-u-affine) also
have higher Q values than the linear fit. The polynomial, root models score marginally better in
the FVU values, but remarkably worse for all other metrics, when compared the other estimates.
When fitting ignoring the errors (lsq-affine), the results are better than the ODR Fit, but
not as good as the minimum Q closed-form model.
The model parameters estimated from the post-mortem results do not produce accurate
results: myelin content is typically severely underestimated, while the iron content computation
often produces non-physical results (e.g. negative values).
The performances in each ROI are presented in Figures 9.4 and 9.5 for some of the methods.
This shows which regions are better matching with the results from the literature. The pmb
results are consistently far from the literature values, while almost all of the other presented
methods are matching the literature within their respective errors in most of the ROIs. Of note,
the myelin estimates in the globus pallidus (for which no literature value is available) sometimes
yield negative values. A similar behavior is observed with iron estimates in the CSF.
A 3D visual representation of the affine ODR Fit is shown in Figure 9.6. This visually shows
that the bivariate fit is better than the univariate one.
The numerical results for some of the model parameters for A−1 and P⃗A,0 are reported in
Table 9.4. These can be used to estimate the relaxivities and the baseline relaxation values in
vivo, as reported in Table 9.5. Note that, as expected, the relaxivities values are positive and the
baseline relaxation values match those of CSF.
Using the model parameters for the odr-affine, the grouped average and standard deviations
of the myelin and iron content maps were obtained as shown in Figure 9.7. Visually similar
results, but with different values (within a few percent for myelin and a dozen of ppm for iron)
would be obtained using lsq-affine or cf-min-q. The B0-related overestimation of R∗2 seems to
corrupt the myelin and iron content maps alike. Also, both standard deviation maps present
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Figure 9.4: Comparison of selected myelin content predictions in each ROI.
Only the most relevant method tested have been reported. The predicted values should match the
literature values (in green). The literature values for CSF are so close to zero that are not seen in the
plot, while for the other ROIs for which a value is not displayed the corresponding values from literature
are missing.
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Figure 9.5: Comparison of selected iron content predictions in each ROI.
Only the most relevant method tested have been reported. The predicted values should match the
literature values (in green). The literature values for CSF are so close to zero that are not seen in the
plot, while for the other ROIs for which a value is not displayed the corresponding values from literature
are missing.
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Figure 9.6: 3D visualization of the ODR linear (affine) fit.
The myelin and iron content are reported as a function of both relaxation rates. The source ROI for
each data point is also indicated (refer to Table 9.3 for the abbreviated ROI names). Alongside a full 3D
visualization, projection in the R1 / relaxant and in the R∗2 / relaxant spaces for both XMM and XFe are
also presented. These show that R1 or R∗2 alone are insufficient for XMM or XFe estimations.
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A−1[0, 0] A−1[0, 1] A−1[1, 0] A−1[1, 1] PA,0[0] PA,0[1]
[% s] [% s] [ppm s] [ppm s] [%] [ppm]
cf-w-avg-all 43.3± 3.9 −0.429± 0.078 −75± 87 4.0± 1.3 −7.92± 0.64 −5.2± 5.8
cf-avg-all 28.5± 3.9 0.112± 0.078 405± 87 −1.9± 1.3 −14.74± 0.64 −131.6± 5.8
cf-avg-q50 41.4± 3.1 −0.366± 0.046 −104± 73 4.10± 0.65 −8.08± 0.45 −15.3± 6.3
cf-min-q 46± 53 −0.5± 1.1 −160± 320 4.5± 3.7 −9± 14 20± 110
odr-affine 47.2± 4.6 −0.50± 0.10 −205± 58 5.48± 0.84 −7.8± 1.6 16± 31
odr-u-affine 23.1± 2.2 4.2± 1.2 −5.9± 1.4 −94± 45
pmb 3.529± 0.033 −0.0062± 0.0022 −1964± 11 22.39± 0.81 −0.759± 0.030 233± 11
lsq-affine 44.7± 4.4 −0.429± 0.092 −164± 69 4.82± 0.80 −8.1± 1.3 7± 28
Table 9.4: Model parameter values for some linear (affine) methods.
These can be used for estimating the myelin and iron content in human brain tissues from in vivo
experiments at 7 T. The methods were defined in Sections 9.2.2 and 9.2.2. The errors are determined
differently depending on the method: (i) for closed-form solutions obtained from averaging multiple
independently computed closed-form solutions, the (weighted) standard deviation is reported as the error;
(ii) for single closed-form solutions and for the post-mortem relaxivities adaptation, the error is obtained by
computing the standard error from the error on the input parameters; (iii) for ODR Fit and least-square
fits, the standard error of the fit is reported. The odr-affine, lsq-affine, cf-min-q, cf-avg-q50, cf-w-avg-all
give reasonably consistent results (within their respective error). The other methods are reported for
comparison. In particular, the pmb method results are significantly off compared to the others.
A[0, 0] A[0, 1] A[1, 0] A[1, 1] P0[0] P0[1]
r1,My r1,Fe r
∗
2,My r
∗
2,Fe R1[bl] R∗2[bl]
[s−1 %−1] [s−1 ppm−1] [s−1 %−1] [s−1 ppm−1] [s−1] [s−1]
cf-w-avg-all 0.0284 3.06e-3 0.536 0.309 0.241 5.85
cf-avg-all 0.0190 1.13e-3 4.12 -0.290 0.429 22.6
cf-avg-q50 0.0311 2.77e-3 0.788 0.314 0.294 11.2
cf-min-q 0.0326 3.24e-3 1.12 0.332 0.230 4.47
odr-affine 0.0351 3.22e-3 1.31 0.303 0.222 5.44
odr-u-affine 0.0432 0.238 0.256 22.5
pmb 0.335 9.23e-5 29.4 0.0528 0.233 10.0
lsq-affine 0.0332 2.95e-3 1.13 0.308 0.247 6.98
Table 9.5: Relaxivities and baseline relaxation values for some linear (affine) methods.
Values were computed from Table 9.4 using Equation (9.7). The methods were defined in Sections 9.2.2
and 9.2.2. Given the complexity of computing the error for inverse matrices and matrix multiplications,
the error was omitted. Note that the P⃗0 values match the relaxation rates for CSF reasonably well for the
methods odr-affine, lsq-affine, cf-min-q, cf-avg-q50, cf-w-avg-all and pmb.
higher values in correspondence of the higher deviations observed for R∗2. This may indicate that,
to some extent, these results are limited by the apparent poorer reproducibility of R∗2 compared
to R1. These remarks hold for most of the tested estimation methods.
A panoramic of the single subject results is shown in Figure 9.8 with quantification on each
ROI reported in Figure 9.9.
The maps for all subjects appear visually similar, but the exact values show some degree of
variations in specific ROIs. When the single ROIs are considered, some apparent outliers can be
observed in some of the ROIs, but since they are not consistent among ROIs, the interpretation
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Figure 9.7: Group relaxant content (average µg and standard deviation σg).
Sagittal, transverse (axial) and coronal (frontal) views are presented. The group variations are reflected by
σg and the maps indicate that, in relative terms, R1 values are more consistent across subjects compared
to the R∗2 values. Notably, the standard deviation values are not evenly distributed across the brain, with
clearly visible patterns resembling anatomical structures.
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Figure 9.8: Single subject myelin and iron content maps.
The first two rows refer to myelin quantifications, while the last two rows show iron content. Visually, the
overall contrast is well reproduced, but a closer look reveal some inter-subject variation.
of this effect is unclear, although some inter-subject variation is expected. Of note, the GM
values seems slightly underestimated for myelin and substantially overestimated for iron.
9.4 Discussion
These experiments show that it is possible to quantitatively estimate myelin and iron content in
the brain from R1 and R∗2 maps, using a linear model of relaxation, whose parameters can be
determined by combining statistical information on the myelin and iron composition from the
literature with MRI results.
A number of different approaches for determining the model parameters have been investigated,
with varying degree of effectiveness in the myelin and iron predictions, as measured by the
considered quality parameters.
9.4.1 Limits of the Method
An important aspect to consider in this work is the lack of measurements of simultaneous myelin
and iron content on the same sources where the relaxation rates were measured. In fact, the
relaxation rates and the relaxants’ estimates come from different experiments from different
subjects. Because of this, direct validation of the results is not possible. While the group statistics
is expected to mitigate this issue, the available sample sizes are a limiting factor. The group
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Figure 9.9: Single subject quantifications on ROIs.
The quantification for myelin and iron on the different ROIs for each subject are shown with the violet
to yellow colors, while the value from the literature is reported in green. Some values are missing, since
they were not reported in the literature [Hallgren and Sourander, 1958; Randall, 1938; Nagai and Kanfers,
1971; LeVine et al., 1998].
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size for the MRI experiments is typically considered sufficient for estimating a single parameter.
In this work, no parameter is explicitly estimated across subjects, since it is assumed that the
myelin and iron content, as well as the relaxation rates in each ROI, is consistent among subjects,
and the generally low intensity of the group standard deviation maps is an indication that this
assumption is reasonably valid. Instead, the small number of ROIs (8) for each relaxant, leaves a
total of 5 Degrees-of-Freedom (DOF) for the multivariate single linear regression that has been
typically been performed. For this reason, the proposed model is prone to overfitting in current
experiments. To increase the predictive power, the only option available would be to increase
the number of ROIs, or of data points in general. While a cross-validation schemes on the ROIs
could be explicitly implemented (like leave-p-out cross-validation) to address how well a model
would generalize for the whole brain, this could not have been performed consistently for all
methods, because, for example, the ROIs available for the different ODR Fit-based method vary.
On the other hand, the evaluation of the different closed-form (weighted) average on different sets
of ROIs can be regarded as a non-exhaustive cross-validation on the ROIs. There, the relatively
close values for all three quality parameters in cf-(w)-avg-q[N] results indicate that these linear
models (and those with similar values for the model parameters, like odr-affine or lsq-affine) will
be reasonably well predictive.
If the relaxation rates and the relaxants’ content were from the same subject, the relatively
good stability of the in vivo conditions would weaken the requirement on the number of subjects,
as sufficient statistics for the model estimation can be reached through the number of voxels.
A cross-validation scheme could be used to test the predictivity of these models for different
subjects. However, given the relatively homogeneous population that was used, it would have
been difficult to estimate the effects from potential confounding factors (e.g. age, sex, etc.),
leaving the question on the predictivity essentially open. For example, iron accumulates in the
brain throughout lifetime [Hallgren and Sourander, 1958], and performing the very same study in
a population with a different age distribution could lead to different model parameters because
the underlying assumption that the group average iron content is the same may not hold equally
well. A study on a larger cohort of subjects is required to assess the predictivity of these models
for clinical applications.
The observed variability among subjects is affected by the inter-subject variations of the
relaxants’ content. The quantitation on the ROIs is also affected by errors originating from the
imperfect registration to MNI space. It is difficult to assess the extent to which an imperfect
modeling would influence the observed results.
A possible source of error is also the potential mismatch between the ROIs as defined in
the MRI experiments and in the two different main sources of information for the chemical
composition of the brain tissues [Hallgren and Sourander, 1958; Randall, 1938; Nagai and Kanfers,
1971; LeVine et al., 1998].
The proposed validation is expected to mitigate the effects of overfitting and reduced sample
size, but given its heuristic nature, it has some limitations. In particular, the proposed validation
is based on three parameters to assess the quality of the estimates:
• The FVU parameter determines how well a method will reproduce the literature value.
However, this uses mostly the same information that is used to determine the model
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parameters, and therefore it should be considered more a self-consistency check than a
proper validation.
• The QO parameter measures the number and strength of the deviation of the voxel-wise
estimates from some reasonable expected range. This range is again based on literature
values that were measured on relatively large ROIs, while the voxels are typically orders of
magnitude smaller. Hence the values obtained are considerably more sensitive to eventual
local variations and this potential difference is not captured well by the parameter. The
parameter is expected to mitigate overfitting issues because it depends on the value of each
voxel outside the expected range, and not just the ROIs.
• The QV parameter indicates how much group variance is introduced with the linear
transformation relative to the expected values range. While this parameter will be limited
by the group variance of the input data, it is not clear whether the most accurate estimates
will minimize its value, but a minimal group variance of the estimated maps indicates
consistent results, and this partially reflects the stability of the estimates. The parameter
is expected to mitigate reduced sample size effects, since it depends on the group variance
of the predicted parameters.
Note that a transformation that substantially underestimates the myelin and iron content
will produce low values for both QO and QV but, in that case, the FVU values are expected to
increase. This can be seen for example in the pmb estimates for myelin.
Since the last two quality parameters are defined somewhat heuristically, they should be
considered only indicative of the quality of the estimates. Hence, the method minimizing Q
may not be the most accurate one. By contrast, methods with higher values of Q will certainly
indicate poor estimates.
Note also that the assumption that myelin content is equal to the lipids fraction is likely to
overestimate myelin with varying proportions depending on the ROI.
This analysis (and many others [Stu¨ber et al., 2014; Weiskopf et al., 2013]) are based on
simplistic modeling of the relaxation rates. The measured T1 and T ∗2 maps describe apparent
values. It was shown that both T2 (and hence T ∗2 ) [Whittall et al., 1999] and T1 [Labadie et al.,
2014] are better described by multi-component fits. However, such analysis would require a more
complex acquisition technique that it is typically not feasible for clinical applications (requiring
longer acquisition times, reduced resolution and/or FOV).
9.4.2 Post-Mortem Relaxivities Adaptations
In the post-mortem human brain sample investigated in [Stu¨ber et al., 2014], a linear model
of relaxation explained relatively well the relationship between relaxation rates and relaxants
contents.
However, the proposed adaptation to the in vivo case was not consistent with the results from
the literature [Hallgren and Sourander, 1958; Randall, 1938; Nagai and Kanfers, 1971; LeVine
et al., 1998], as indicated for example by the relatively high values for the FVU parameter.
The correction factors for temperature and fixation state were computed based on data
obtained from experiments using a different preparation protocol [Birkl et al., 2016]. This might
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be a significant source of error, given the relatively poor stability of the relaxation parameter
values among different ex vivo experiments [Shepherd et al., 2009a,b].
Additionally, the empirical model proposed to correct for temperature and fixation effects
of Equation (9.8) may not be accurate enough. For example, in [Birkl et al., 2016] (i) the
parameters describing the linear dependence on temperature depend on the considered ROIs, and
(ii) experiments were conducted at another field strength, but the proposed correction assumes
that temperature and fixation corrections are independent of field strength. [Birkl et al., 2016]
Another possible reason behind the failure of the post-mortem relaxivities adaptations is the
limited coverage of relaxation values from the original experiments, since the relaxivities were
derived only in relatively small specimens from the cortex, and may not be valid for whole brain
estimates.
9.4.3 Linear Models
The most successful methods for determining the myelin and iron contents were all based on
linear (affine) models. The ODR Fit-based method is considered the most appropriate for
determining the model parameters from the combination of relaxation parameter measures and
chemical assays measures for selected ROIs in different sample populations, given that the error
is dominated by relatively large group variations in both the dependent and independent variable.
However, the estimates obtained with this method can be problematic. For example, the myelin
content in globus pallidus is poorly estimated (i.e. meaningless negative values for the relaxant’s
content are obtained!). Other methods, like cf-min-q, cf-avg-q50 and lsq-affine perform better in
terms of Q. The cf-min-q is likely a spurious result reflecting the limitation of the QO and QV .
However, both the other two methods ignore the error associated with the prior information for
the model parameter estimation. Hence, the lower values observed for Q may be an indication of
imperfect error estimates. This is further supported by the fact that the closed-form averaged
results outperform their respective weighted-average counterparts in a substantial number of
cases. Different results may be obtained by using as error the group standard deviation corrected
for the group size. In general, substantially better results may be obtained by increasing the
group size for both the chemical assays and the MRI experiments.
9.4.4 Beyond the Linear Models
The fact that a single linear model gives reasonably good results throughout the brain, but the
same model can fail locally in some ROIs may be an indication of the need to go beyond a simple
linear model. A straightforward extension would be to consider multiple linear models adapting
to the different tissue types, as suggested by [Rooney et al., 2007].
On the other hand, the linear model for relaxation was suggested on the grounds of the SBM
theory for the NMR relaxation in simple liquids. However, a number of experiments (for example
the literature on microstructural diffusion studies [Johansen-Berg and Behrens, 2013], among
others) do indicate that this approximation does not generally hold in brain tissues. Hence,
the success of the linear model may be related more to the relatively narrow variation in the
relaxation conditions for brain tissues.
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If the linear model is viewed as a simplification of a more complex underlying function, a
natural extension to the model would be to describe the relationship between relaxants and
relaxation rates as a polynomial expression, mimicking a Taylor expansion. This was attempted
when exploring polynomial and root relations in the data through the super-linear ODR Fit
(odr-[N]-poly, odr-[N]-root, odr-mixed). While the results of the fits indicated generally less
predicting ability for these models (since they resulted in lower Q scores), the small number of
points available for fitting substantially weakens any generalization of these conclusions.
In fact, a significantly larger number of data points would be required to refine the regression,
and this would allow for even more sophisticated analyses like the use of Artificial Neural Network
(ANN) as universal function approximator [Hornik et al., 1989]. While such approaches could be
very effective for estimating the relaxants’ content, advances in the biophysical models are still
required for better understanding the influence of the underlying tissue microstructure.
9.5 Conclusion
Quantitative myelin and iron content maps can be estimated in vivo using MRI. The quantifica-
tions are achieved by calibrating a linear model of relaxation (using both R1 and R∗2) with group
average myelin and iron content from the literature in selected brain regions. This was obtained
for the first time in this work.
Despite the shortcomings and the limitations of the method, and the need for improved
validations, this result is a significant step toward in vivo histology using MRI and holds the
potential of being a powerful tool for biomedical research and clinical applications.
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Chapter 10
Detecting the Hyaluronan-based
Extracellular Matrix in Brain
Tissues with quantitative MRI
10.1 Introduction
Quantitative Magnetic Resonance Imaging (qMRI) is a promising technique for obtaining
microstructural information of the brain tissue. In particular, the relaxation times, which are
sensitive to the biochemical composition, have been linked to the myelin [Clark et al., 1992]
and iron [Drayer et al., 1986] content. The analysis of a combination of ex vivo qMRI and
Particle-Induced X-rays Emission (PIXE) experiments has shown that the myelin and iron
contents determine, to a large extent, the relaxation parameters through a linear model [Stu¨ber
et al., 2014]. The same model has been extended to the in vivo case in Chapter 9, where it was
used for quantifying myelin and iron using Magnetic Resonance Imaging (MRI). However, there is
some experimental indication of the relevance of other contributions to the relaxation parameters
[Rooney et al., 2007; Callaghan et al., 2015]. Based on the results from experiments in synthetic
samples [Laurens et al., 2012] and on the connective tissues from articulations [Nishioka et al.,
2012; Li and Majumdar, 2013], the hyaluronan component of the Extra-Cellular Matrix (ECM)1
is suspected to have an effect on qMRI parameters in the brain.
In the brain tissue, the ECM is composed primarily of Hyaluronic Acid (HA) or hyaluronan
(hyaluronate being its conjugate base), which is a non-sulfated GlycosAminoGlycan (GAG)
[Toole, 2004]. GAGs are long unbranched polysaccharide consisting of a repeating disaccharide
unit. In hyaluronan, the disaccharide unit is glucuronic acid (GlcUA) and N-acetylglucosamine
(GlcNAc): [−β(1, 4)−GlcUA− β(1, 3)−GlcNAc−]n. The typical length of hyaluronan chains is
in the 2–25 µm range, having roughly 2000–25000 polymer units and a relative molecular mass
of 106–107. Contrarily to other GAGs, the hyaluronan is synthesized from the plasma membrane.
HA is involved in cell proliferation and migration, and, due to its biochemical properties, it can
1The ECM is a collection of molecules that surround cells in tissues, providing structural and biochemical
support.
Ph.D. Thesis - Riccardo Metere 137
10.2: Methods Chapter 10: Hyaluronan Extracellular Matrix in qMRI
both act as a lubricant and form gel-like structures due to its relatively high number of negative
charges. While hyaluronan is believed to play a role in tissue plasticity both in normal and
pathological conditions [Morawski et al., 2012; Moshayedi and Carmichael, 2013; Valenzuela
et al., 2014], the mechanisms are still poorly understood, and investigations in this direction
would benefit from the possibility of monitoring hyaluronan content using MRI.
The hyaluronan-based ECM of brain tissues can be effectively and selectively removed by
the enzymatic digestion with hyaluronidase, thereby disassembling the macromolecular ECM
scaffold, as shown in Figure 10.1. This opens to the possibility of studying the effects of the
hyaluronan removal in post-mortem samples. The experiment consists of measuring the qMRI
parameters before and after the enzymatic digestion of hyaluronan. The digestion process is
relatively lengthy (usually between 2 and 4 weeks for sample sizes of a few centimeters) and
requires the sample to be kept in an aqueous solution at ≈ 37 ◦C.
In this work, the effects of the hyaluronan component of the Extra-Cellular Matrix on the
relaxation parameters T1 and T ∗2 of brain tissues are investigated in ex vivo experiments with
improved control over the experimental conditions. This is obtained by simultaneously measuring
over time (at regular intervals) the two similar human brain specimens (digested and control).
10.2 Methods
10.2.1 Sample Preparation
A small sample harvested from the thalamic region of a deceased male donor (age: 49, cause-of-
death: heart failure, with no indication of neuropathological abnormalities, post-mortem delay2:
40 hours) is split into two parts of approximately 30×20×5 mm: one to be used for the digestion
and one for control.
Both samples were fixed with 4% ParaFormAldehyde (PFA) for ≈ 6 weeks to prevent tissue
decay. Subsequently, they were stored in a 100 mM, pH = 7.4 Phosphate-Buffered Saline (PBS)
solution at 4 ◦C both to stop the fixation process and to remove the excess PFA. The excess PFA
has two major effects for imaging: (i) it significantly reduces the relaxation times, notably T2,
thus limiting the available Signal-to-Noise Ratio (SNR); (ii) it produces ghosting due to chemical
shift artifact from the hydrogen H atoms bonded to the carbon C atom of the oxymethylene
monomer.
The two samples were placed into two separate semi-spherical Poly-Methyl-MethAcrylate
(PMMA) containers, as shown in Figure 10.2. The flat surface was covered with a paraffin
embedding which included a small hillock for maximizing the amount of sample surface in contact
with the solution. The sample was fixed to the paraffin using cyanoacrylate glue with the aid of
a small piece of paper to improve gluing on paraffin. The use of paraffin helps reduce magnetic
susceptibility artifacts near the contact surface of the sample. Each container had a small hole
for changing the embedding solution.
One sample was treated with hyaluronidase added to the PBS solution, while the other one
was used as a control. The hyaluronidase enzyme was from bovine testis (Sigma H3884), with
2Named also post-mortem interval and shortened as either PMD or PMI: this is the time between the death
and the beginning of the fixation process.
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Hyaluronan (HA) and HA-Synthetase
Chondroitin Sulfate ProteoGlycan (CSPG) Aggrecan
Chondroitin Sulfate ProteoGlycan (CSPG) Brevican
PRE (before digestion) POST (after digestion)
Hyaluronan and Proteoglycan Link Protein 1 (HAPLN1)
Tenascin-R (TNR)
Neuron
Extracellular Space Extracellular Space
Neuron
Figure 10.1: Change of the extracellular matrix molecular structure with digestion.
The ECM of brain tissues is composed primarily of hyaluronan polymer chains, which are anchored via
hyaluronan synthase in the membrane of cell somata and proximal dendrites. The specialized neuronal
ECM thus forms perineuronal networks and additionally provides an accumulation of Chondroitin Sulfate
ProteoGlycanss (CSPGs) (Aggrecan and Brevican), which bind to the hyaluronan chains. The Hyaluronan
and Proteoglycan Link Protein 1 (HAPLN1) proteins stabilize the interaction between hyaluronan and
CSPG. Finally, the Tenascin-R (HAPLN1) glycoprotein binds to CSPGs forming a quaternary complex
surrounding neurons. The CSPGs are characterized by GAG side chains, which have a strong negative
charge and are hypothesized to determine the physiological function of the neuronal ECM.
a concentration up to ≈ 4500 units/ml. Both samples were kept in a thermostat at 37 ◦C for
≈ 7 weeks (including the coil used for the measurements), while being temporarily brought to
room temperature almost daily for ≈ 3 hours during the MRI measurements. After ≈ 6 days the
solution was changed to initiate the digestion. Every approximately 8 days, and for 3 times, the
solutions for the two samples was replaced. This was done to ensure high enzymatic activity
in the digested sample. The solution of the control sample was also changed to better match
the thermal and fixative history of the digested sample. Given that the hyaluronan enzymatic
digestion for samples of similar size never required more than two weeks, the duration of the
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Figure 10.2: Schematic diagram of the sample holder.
This is complemented by an unmodified section of a corresponding MRI acquisition. Each hemisphere was
independent of the other. Materials were as follows: (i) containers: PMMA; (ii) separators: PolyEthylene
TerEphthalate (PETE); (iii) embedding: paraffin wax; (iv) seals: paraffin film; (v) solution: PBS aqueous;
(vi) sample: Thalamus from human brain; (vii) glue: cyanoacrylate; (viii) enzymes: hyaluronidase. The
seal was removed and a new one was applied following each exchange of the solutions.
digestion was increased to ≈ 6 weeks under the assumption that efficiency of the digestion would
be significantly reduced during scanning and replacing of the solutions.
10.2.2 MRI Experiments
Quantitative 3D MRI maps of T1 and T ∗2 were obtained on a Magnetom 7T scanner (Siemens
Healthcare, Erlangen, Germany) using a circularly-polarized transmit / receive custom-made coil
consisting of two crossing circular coil elements orthogonal to each other.
Both maps were acquired using: (i) no parallel acquisition acceleration; (ii) 6/8 partial
Fourier factors (both for the first and the second Phase-Encoding (PE) direction); (iii) a Field
Of View (FOV) of 64.0× 64.0× 63.36 mm3; (iv) an acquisition matrix of 192× 192× 192 (i.e.,
333×333×330 µm nominal resolution). The FOV and resolution are chosen to be as close as the
scanner would allow to 64× 64× 64 mm3, corresponding to 333 µm isotropic resolution.
The T1 acquisitions were performed using the Magnetization-Prepared 2 RApid Gradient
Echoes (MP2RAGE) pulse sequence with the following parameters: (i) the total acquisition
time of Tacq = 9 : 36 min; (ii) the repetition time of the sequence of TR,seq = 4.0 s; (iii) the
inversion times TI,(1,2) = 0.35, 1.40 s; (iv) the flip angles α1,2 = 8◦, 8◦; (v) the echo time of the
Gradient-Recalled Echo (GRE) excitation TE = 2.45 ms; (vi) the repetition time inside the GRE
blocks TR,GRE = 6.85 ms.
The T ∗2 acquisitions were performed using a Multi-Echo Fast Low-Angle SHot (ME-FLASH)
pulse sequence with the following parameters: (i) the total acquisition time of Tacq = 19:02 min;
(ii) the repetition time TR = 55 ms; (iii) the flip angle α = 17.2◦; (iv) nE = 6 echoes starting
at TE = 3.32 ms with inter-echo distance of ∆TE = 6.95 and a monopolar readout (to avoid
potential effects related to a constant offset in the gradients system).
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Since these experiments are on post-mortem samples, which are subject to negligible apparent
motion within a single session (except for the frequency drift of the main magnetic field, which
is typically corrected for at the beginning of each acquisition), the benefits of simultaneous
acquisitions are greatly reduced. Also, given the different range of relaxation times, using
Multi-Echo Magnetization-Prepared 2 RApid Gradient Echoes (ME-MP2RAGE) would have
required an unfavorable trade-off in terms of inversion times and number echoes, which could
have potentially degraded the T1 and T ∗2 . For these reasons, the slightly more time consuming
separate MP2RAGE and ME-FLASH acquisitions were performed.
To better characterize the experimental conditions, B0 and B+1 maps were acquired. The
B0 maps were obtained from the phase of the same multi-echo Fast Low-Angle SHot (FLASH)
acquisitions used for T ∗2 . The B+1 maps were measured, using a modification of the Actual Flip-
angle Imaging (AFI) pulse sequence (to include the phase of the images for improved accuracy)
with the following parameters: (i) the total acquisition time of Tacq = 07 : 42 min; (ii) the
repetition time of the sequence of TR = 450 ms; (iii) the repetition time ratio nTR ≡ TR,1TR,2 = 8;
(iv) the flip angle α = 90◦; (v) the echo time TE = 1.65 ms; (vi) no partial Fourier (i.e. full
k–space coverage); (vii) an acquisition matrix of 32 × 32 × 32 (i.e., 2 mm isotropic nominal
resolution).
The typical session comprised four interleaved repetitions of the MP2RAGE and the ME-
FLASH, and a final single AFI acquisition. Only the first acquisition was used in the analysis,
since the thermal difference between the scanner room and the thermostat was large enough
that the temperature effects on relaxation parameters for the different acquisitions within the
same session would be a significant source of bias. The acquisitions started approximately 6 days
before the digestion and lasted for ≈ 47 days.
10.2.3 Image Analysis
T1 maps were reconstructed by the ρ: T1 look-up table [Marques et al., 2010; Metere et al.,
2017b] with linear interpolation using the on-line algorithms integrated in the Image Calculation
Environment (ICE) provided by the vendor.
T ∗2 maps were obtained by log-linear least-squares fitting to the signal magnitudes, using the
standard polynomial fit approach based on singular value decomposition.
B0 maps were estimated based on the phase evolution of the first two echoes divided by the
echo spacing, the gyromagnetic ratio of the proton γ, and the magnetic field strength B0 of the
experiment. The resulting maps are expressed in Parts Per Billion (ppb).
B+1 maps were computed dividing the measured flip angle αmeas. [Yarnykh, 2007] (obtained
using the ratio of the complex images instead of the magnitudes only) with the nominal flip
angle α to obtain the flip angle efficiency ηα, which is equivalent to the relative B+1 map.
Masks for both the digested and the control samples were obtained by value thresholding
the second inversion image of the MP2RAGE (exploiting the different T1 values for the PBS
solution and post-mortem human brain tissues) followed by Gaussian smoothing with σ = 2 px
and binary erosion with a “spherical” kernel of diameter 1 px, iterated 3 times, to remove outer
voxels. Affine registration matrices were computed for the two different samples separately
(since the two hemispheres are being repositioned every time the solution is replaced) using
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FMRIB’s Linear Image Registration Tool (FLIRT) from FMRIB Software Library (FSL) v.5.0,
least-squares metric, and the masks as weighting.
For each of the different maps (T1, T ∗2 , B0, B+1 ), the volume mean and standard deviations
were computed inside the masks of both the digested and the control samples, for every acquisition
over time, and the time series were reported. A moving (or running) statistics over time was
computed with the time series with a sliding window of 12 data points. The average and the
standard deviation (used as an estimate of the error) were computed. The Pearson’s correlation
coefficient, r, for each combination of the time series were calculated.
Finally, averaged quantitative relaxation maps were computed corresponding to the state
before (pre) and after (post) the enzymatic digestion using 12 time points (the same size as
the sliding window of the running statistics). The difference images were also computed. The
averaging corresponds in time to: (i) a period of ≈ 6 days before to ≈ 6 days after the beginning
of the digestion for the pre state, and (ii) the last ≈ 12 days of the experiments, starting ≈ 35 days
after the beginning of the digestion, for the post state.
10.2.4 Histological Staining
Both the digested and the control samples were stained for HA using biotinylated Hyaluronan
Binding Protein (bHABP) after the MRI experiments. After the digestion, the samples were
immersed in 30% sucrose PBS with 0.1% sodium azide for cryoprotection and then frozen-sliced
with a cryomicrotome Zeiss Hyrax S30 with the freezing unit Zeiss Hyrax KS34 (Carl Zeiss
AG, Jena, Germany). The resulting 30µm (nominal) thick slices were collected in PBS with
0.1% sodium azide and treated with: (i) aqueous 60% methanol and 2% oxygen peroxide for
1 hour; (ii) PBS with 0.05% Polysorbave 20, 2% bovine serum albumine, 0.3% milk powder and
0.5% donkey serum (blocking solution) for 1 hour; (iii) washing in PBS with 0.05% Polysorbave
20; (iv) incubation with the primary antibody biotinylated Hyaluronan Binding Protein with
dilution 1 : 100 (Calbiochem, San Diego, California, USA) overnight at 4◦C; (v) washing in
PBS with 0.05% Polysorbave 20; (vi) incubation with biotinylated secondary antibodies Donkey
anti-Mouse, Donkey anti-Rabbit, Donkey anti-Goat (Dianova, Barcellona, Spain) with dilution
1 : 1000 for 1 hour; (vii) incubation with ExtrAvidin-peroxidase (Sigma Aldrich, Merck KGaA,
Darmstadt, Germany) with dilution 1 : 2000 for 1 hour; (viii) visualization by a nickel-enhanced
peroxidase reaction with 3, 3′ − diaminobenzidine. Sections were mounted on glass slides and
cover slipped with Entellan (Sigma Aldrich, Merck KGaA, Darmstadt, Germany) in toluene. The
tissues were imaged using a Keyence BZ-9000 Fluorescence Microscope (Keyence, Osaka, Japan)
with a nominal resolution of 34µm. Photoshop CS2 (Adobe Systems, Mountain View, CA, USA)
was used to process the images with minimal alterations to brightness, contrast or saturation.
The whole procedure was conducted at and the images were provided from a collaboration with
the Paul Flechsig Institute, Faculty of Medicine, University of Leipzig.
The staining had the purpose of: (i) confirming the effectiveness of the hyaluronan digestion,
and (ii) giving an insight on the expected hyaluronan distribution within the investigated samples.
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10.3 Results
Single session measurements of the T1 and T ∗2 maps right before and long after the digestion are
presented in Figure 10.3. The digested and the control samples have a slightly different volume.
There seems to be no characteristic appearance associated with the hyaluronan removal.
Figure 10.3: Example of acquisition before and after the digestion.
The volume and the shape of the control and the digested sample match only approximately. The PRE
state refer to before the beginning of the digestion (odd columns), while POST indicate after the digestion
treatment (even columns). No distinctive feature for the hyaluronan digestion is observed.
The time series for T1 and T ∗2 maps, along with B0 and B+1 maps are reported in Figure 10.4.
The volume mean, standard deviation and mean difference for each map are reported as a
function of time. Most of the values are relatively unstable within the displayed range, with
the notable exception of the mean value of the T ∗2 and the standard deviation value of the B0
from the control sample. From these time series it is difficult to observe any effect related to
the hyaluronan removal. Also, it could be difficult to quantify any change associated with the
digestion by comparing two single time point before and after the hyaluronan digestion, especially
when only the difference is considered. The time series of the volume standard deviations are
also oscillating over time. This effect is difficult to interpret, especially because the value of the
standard deviation, other factors remaining constant, depends on the magnitude of the relaxation
times being investigated.
The same time series after running statistics over time is reported in Figure 10.5. The
relaxation times show a clear trend over time. Specifically, the T1 and T ∗2 values are reduced by
roughly 20 ms and 1 ms (respectively) as a result of the hyaluronan digestion, and this correspond
to approximately 5% and 4% of the measured volume average T1 and T ∗2 values (respectively). On
the contrary, the B0 and B+1 maps are oscillating over time even after averaging, thus suggesting,
that they have limited use for investigating the effects of hyaluronan removal, being more related
to the scanner adjustments. Additionally, the volume standard deviation time series averaged
over time show larger variations for the digested sample compared to the control. This may be a
further indication of the microstructural effects of the digestion.
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Figure 10.4: Time series for the relaxation and the magnetic field maps.
With few exceptions, the fluctuations of the volume mean values over time are larger then the difference
between the first and the last time points, rendering difficult to detect any change related to the hyaluronan
removal. The red vertical line indicate the beginning of the digestion, while the subsequent yellow vertical
lines indicate a change of the solution for both samples.
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Figure 10.5: Time-averaged time series for the relaxation and the magnetic field maps.
The different time evolution of the control and the digested sample is now clear. This is further evidenced
by the volume mean difference time series, and the difference between the first and the last point indicate
the change of the relaxation time values associated to the hyaluronan digestion. The red vertical line
indicate the beginning of the digestion, while the subsequent yellow vertical lines indicate a change of the
solution for both samples.
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The Pearson’s correlation coefficient for such time series is computed in Figure 10.6, both for
the unprocessed and the running averaged cases. Some moderate correlations are observed for
the unprocessed time series, and these would generally increase after averaging. The averaged
results are less sensitive to higher frequency fluctuations like scanner adjustments. Focusing
on the correlation between the control and the digested samples on a given map: (i) strong
correlations (|r| > 0.75) are observed for T1 and B+1 ; (ii) virtually no correlation is observed
for T ∗2 ; (iii) a moderate correlation is observed for B0, and this increases substantially after
averaging. The correlation among the different maps for a given sample indicate that: (i) as
expected, T1 and T ∗2 correlates moderately to B+1 and B0 respectively; (ii) there is a relatively
good correlation between T1 and both T ∗2 and B0 for the control sample, while for the digested
sample is remarkably poorer, except for B0 after averaging; (iii) the correlation between B+1 and
B0 for the digested sample increases after averaging; (iv) no substantial correlation is observed
between T ∗2 and B1. The correlations between control and digested samples among different
maps, even when being relatively high, should be regarded as spurious.
Figure 10.6: Pearson correlation of the time series.
The averaged T1 and T ∗2 maps of the registered images are reported in Figure 10.7 for the
first and last 12 points of the time series. The difference image is also shown. Beyond confirming
the results observed with the averaged time series, the visualization of the maps indicate some
registration mismatch between the pre and post digestion states, as evidenced by some smaller
structures being overemphasized in the difference images (e.g. the dot on the bottom left corner
of the control sample images). Some heterogeneity in the difference maps is observed on a Region
Of Interest (ROI) basis.
The optical staining for both the control and the digested samples are reported in Figure 10.8.
This confirms that the removal of hyaluronan was effective. It also provides some insight on the
hyaluronan distribution within the samples. However, a quantitative comparison with the MRI
results is rendered difficult by: (i) the lack of registration procedures that are accurate enough
for this kind of data; (ii) the absence of information on the initial hyaluronan content before the
treatment; (iii) the problem of converting optical staining images to quantitative information.
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Figure 10.7: Averaged maps before and after the digestion (including their difference).
T1 and T ∗2 maps are reported respectively in odd and even rows. The first two rows depict the control
sample, while the last two show the digested sample. The states, before (pre) and after (post) and their
difference are reported in the columns. The scale of the difference images reduced by a factor of 5 for both
positive and negative values (hence a combined factor of 2.5). Even when comparing with the optical
staining of Figure 10.8, it is difficult to visually assess whether the changes reflect the hyaluronan content
difference at the single voxel level. However, the control sample seems to be more homogeneous in the
central portion of the image compared to the digested sample, where the bottom-left area seems to be
more affected the the remaining parts of the sample.
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Control Digested
Figure 10.8: Optical histology staining for hyaluronan in the samples.
The staining used bHABP. Both the control and the digested samples are shown. The image of the control
sample shows the typical distribution of hyaluronan for the thalamic region. The picture of the digested
sample confirms the effectiveness of the enzymatic treatment.
10.4 Discussion
10.4.1 Observing the Hyaluronan
The possibility of detecting the hyaluronan component using MRI has been initially explored in
[Metere et al., 2015a]. The results reported there suggested the presence of some effects related
to the hyaluronan, but the experimental setup would not allow exploring other concomitant
processes taking place during the digestion period and not specific to the removal of hyaluronan.
For this reason, a second experiment was performed where a control sample, undergoing the same
process of the digestion except for the addition of the enzyme, was measured simultaneously to
the digested one [Metere et al., 2016a]. This investigation showed that the effects of the removal
of hyaluronan are comparable in magnitude to other confounding experimental conditions that
are difficult to control (e.g. temperature, scanner adjustments, etc.). In parallel, diffusion and T1
relaxation experiments on bulk samples from animal origin showed some effects related to the
hyaluronan removal in T1 but not on diffusion [Georgi et al., 2016].
The most important result of this experiment is the confirmation that an appreciable decrease
in both T1 and T ∗2 is associated to the removal of the hyaluronan, as evidenced by comparing
the time-averaged time series of the digested and the control samples. This confirms earlier
preliminary results [Metere et al., 2015a] which indicated some effects on relaxation times
associated to the removal of the hyaluronan, but with an intensity similar to other concomitant
processes and fluctuations related to the experimental conditions [Metere et al., 2016a]. In
particular, it was shown that a single measurement of both the digested and the control samples
may be insufficient to conclusively detect the effects of the hyaluronan removal, and averaged
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results are required.
The directionality of this result is the opposite of what the theory [Solomon, 1955] and
experiments [Laurens et al., 2012] would predict for hyaluronan in water, as higher concentrations
of the relaxant are associated with shorter relaxation times (or longer relaxation rates). Instead,
this experiments show lower T1 and T ∗2 values associated with hyaluronan absence, in agreement
with similar experiments in brain tissues [Georgi et al., 2016; Metere et al., 2015a, 2016a]. This
suggests that the presence of hyaluronan in brain tissues may prevent or reduce the mechanisms
at the basis of both longitudinal and transverse relaxation. The exact mechanisms may be related
to the tissue microstructure but are currently unknown.
The average relaxation times, even for the control sample, are not stable over time, indicating
that additional processes may be altering the microstructure of the tissues at the same time as
the digestion.
The analysis of the correlation between the relaxation maps and the field maps indicate that
the exact values being measured for the relaxation times are related to the scanner adjustments,
with B0 having a stronger effect on T ∗2 and B+1 on T1, as expected.
However, the difference of the averaged relaxation maps do not show a pattern that can
be clearly associated to the hyaluronan content, and the detection of hyaluronan voxel-wise is
beyond the capabilities of current experiments.
Given the relatively small size of the hyaluronan effects to relaxation times, its inclusion
into linear models of relaxation can be, in first approximation, neglected. However, given the
large number of compounds present in brain tissues which might have effects of comparable size,
the contribution of non-myelin and non-iron compounds should be further investigated. This is
consistent with the findings of the need for additional components to fully explain relaxation
parameters [Rooney et al., 2007; Callaghan et al., 2015].
10.4.2 Limitations of the Method
The proposed method for determining the hyaluronan contribution to relaxation parameters is
relatively sophisticated. The choice of having two samples from the same brain specimen helps in
reducing inconsistent values for relaxation times associated with the fixation procedure and the
post-mortem interval [Shepherd et al., 2009b,a]. When the samples are measured together, the
bias that is dependent on the scanner adjustments should be correlated for the two samples, but
it is not identical, due to the B0 and B+1 inhomogeneities. The spherical shape of the sample,
even if consisting of two separate and only approximate hemispheres, should help in obtaining
better shimming, i.e. more homogeneous B0 field distribution.
Contrarily to what is typically done for post-mortem experiments, the samples were embedded
in an aqueous solution, which has the disadvantage of producing an unwanted Nuclear Magnetic
Resonance (NMR) signal, thus reducing the SNR and requiring a relatively large FOV, which in
turn limits significantly the achievable resolution. The need for acquiring images of the samples
during the digestion would have rendered impractical a shift to non-aqueous solutions only
for the measurements, because such changes would normally require the sample to reach some
steady-state-like hydrodynamic conditions.
Lacking an Magnetic Resonance (MR)-compatible thermostat, temperature effects were
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controlled by performing the scans at the same time after the samples were removed from the
thermal bath. This assumes a constant temperature of the scanner room, which was checked to
be effectively true within 1◦C.
The use of cyanoacrylate for mechanically stabilizing the position of the samples within the
sample holders caused the introduction of B0 field distortions near the contact surface. No better
alternative could be found.
Another aspect that needs to be considered is that the sample holders were not extremely
stable over time, since it was required to reassemble them every time the solution was changed.
This was also accompanied by a small by appreciable leakage of solution over time. Anticipating
this, the treated sample was always in the lower hemisphere to prevent accidental contamination
of the control. This geometrical arrangement may have introduced some systematic error, because,
for example, the leaked liquid may have caused an asymmetrical performance of the shimming,
and the small air bubbles collecting at the top part of each hemisphere were closer to the sample
for the digested case. Both effects are likely to have had an impact on the substantially lower
values for T ∗2 and B0 observed for the digested sample.
To compensate for these and other biases generating at the sample surface, the masks were
eroded. The masking step is therefore critical when computing the volume statistics.
The control over scanner adjustment was achieved by acquiring multiple time points during
the treatment. An alternative (or complementary approach) would have been to use the same
transmit currents and shimming settings. However, due to the need for repositioning between
different data points, this would have lead to comparable uncertainties with respect to the field
inhomogeneities, but could have resulted in images of lower quality.
The B0 maps do not only reflect the performance of the shimming, but are also related to
the magnetic susceptibility of the samples, which may vary over time by virtue of the digestion
procedure.
A source of problems in the voxel-wise analysis is the fact that the samples were subject to
small but detectable deformation over time, which would require some non-linear registration to
be performed. This may also have some impact on the volume statistics, since it leads to either
inconsistent masking or slightly different voxel distributions depending on whether the masking
is performed in the native space or in the registered space. In this work, the registered space was
used for computing the volume statistics, and non-linear registration was not performed.
10.5 Conclusion
The removal of the hyaluronan component of the Extra-Cellular Matrix (ECM) has a subtle but
measurable effect on relaxation parameters. In particular, a reduction of both T1 and T ∗2 values
is associated to the digestion.
The experiments indicate some instability both in the experimental conditions and in the
microstructural state of the investigated samples, and further studies are required to better
characterize these aspects. However, with the current experimental design, it was possible to
observe an effect related to the hyaluronan removal, despite this had an intensity in the order of
a few percent of the relaxation time measured in the post-mortem brain tissues.
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The hyaluronan contribution to relaxation in linear models can be neglected in first ap-
proximation (for example in the in vivo investigations of Chapter 9), but it was shown to be a
measurable component of relaxation. This provides important insights for better understanding
the biophysical basis of relaxation. The cumulative contribution of potentially many other
components with a similar impact as hyaluronan needs further investigation. The proposed
experimental methods could be used to investigate other brain tissue components that can be
enzymatically removed.
Ph.D. Thesis - Riccardo Metere 151

Investigating Brain Tissue Microstructure using Quantitative MRI Part IV
Part IV
Conclusion
Ph.D. Thesis - Riccardo Metere 153

Investigating Brain Tissue Microstructure using Quantitative MRI Part IV
Content
Chapter 11: Conclusions states and discusses the main implications of the results presented
in this work.
Chapter 12: Outlook provides some insights on the possible future of this line of research.
Notes
• No new information is presented in the conclusion, but rather it is illustrated more clearly
how the objectives stated in Chapter 3 have been achieved.
• The conclusions from Part III (Chapters 7 to 10) are reported verbatim.
• The outlook includes information and ideas not discussed elsewhere in the thesis.
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Chapter 11
Conclusions
11.1 Summary
This work improves and characterizes novel experimental methods for investigating the brain
tissue microstructure. These methods are used for obtaining biochemical quantifications to in
vivo settings (extending previous results from ex vivo experiments. Additionally, it explores
possible extensions of the biophysical models.
To adapt the linear model of relaxation to in vivo conditions, the Magnetization-Prepared 2
RApid Gradient Echoes (MP2RAGE) pulse sequence has been extended to include Multi-Echo
(ME) acquisition. This allows for the simultaneous acquisition of both T1 and T ∗2 (and magnetic
susceptibility χ) with a typically shorter acquisition time compared to two separate acquisitions.
The simultaneous acquisition has the advantage of avoiding the registration step, which is shown
to introduce potentially very relevant biases in the relaxation maps. The relaxation maps obtained
with this novel method are then combined with prior information from the literature to calibrate
a linear model that can predict in vivo (with some limitations) the myelin and iron content of
brain tissues.
Complementarily, the subtle variations in relaxation parameters that are associated with the
hyaluronan component of the Extra-Cellular Matrix (ECM) have been observed for the first
time. This result indicates that the linear models of relaxation can neglect in first approximation
the contribution from hyaluronan. However, additional components (eventually with cumulative
effects) may require consideration for improved modeling, and the experimental methods developed
therein provide a state-of-the-art framework for studying components that can be enzymatically
removed.
The main achievements of this work are further presented in greater detail on a per-chapter
basis.
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11.2 Simultaneous Quantitative Mapping of Relaxation Times
andMagnetic Susceptibility with the Multi-Echo MP2RAGE
Pulse Sequence
The Multi-Echo Magnetization-Prepared 2 RApid Gradient Echoes (ME-MP2RAGE) scheme
with an appropriate choice of acquisition parameters permits the simultaneous quantification of
T1, T ∗2 , and magnetic susceptibility χ in vivo at 7 T. The resulting maps are reasonably well
comparable to results obtained from more-established techniques, such as standard MP2RAGE
and Multi-Echo Fast Low-Angle SHot (ME-FLASH). The time required for recording multiple
3D maps simultaneously, even at the high nominal resolution of 0.6 mm, is shorter than the time
required to obtain corresponding maps from separate acquisitions. This aspect is even more
favorable at lower resolutions, where the timing is more flexible and the acquisition becomes
more efficient with the current pulse-sequence design.
This sequence modification may allow researchers and clinicians to gain additional useful
tissue information from a single experiment with improved consistency regarding subtle head
motion and without a need for registration of image volumes with different contrast.
11.3 Estimating the Bias Associated with Rigid-Body Registra-
tion in quantitative MRI of the Brain
Image registration introduces a heterogeneously distributed bias in Quantitative Magnetic
Resonance Imaging (qMRI) that is difficult to measure or estimate directly. However, it is
possible to measure a lower bound on the typical registration bias through a self-registration
approach, both globally and locally - at the boundaries of high-contrast regions, where the bias
is mainly located. The value of this lower bound is globally comparable to a mild (for T1 and χ)
to moderate (for T ∗2 ) increase in the noise levels (depending on the considered map), but locally
the effects are more prominent and compare to a much higher increase in the noise levels. The
major contributor to the lower bound of the typical registration bias is the interpolation error,
and registration strategies which significantly reduce interpolation effects are likely to reduce
its magnitude. However, given the relatively high sensitivity of the considered maps to small
misalignments, the true registration bias could be significantly larger, and, especially for noisy
images, the registration procedure may even degrade the co-localization of information. Finally,
this result is especially important when considering the trade-offs associated with the choice
of simultaneous versus non-simultaneous multi-parameter qMRI acquisitions, and prospective
motion correction systems.
11.4 Quantifying the Myelin and Iron Content of the Brain in
vivo with MRI using a Linear Model of Relaxation
Quantitative myelin and iron content maps can be estimated in vivo using Magnetic Resonance
Imaging (MRI). The quantifications are achieved by calibrating a linear model of relaxation
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(using both R1 and R∗2) with group average myelin and iron content from the literature in selected
brain regions. This was obtained for the first time in this work.
Despite the shortcomings and the limitations of the method, and the need for improved
validations, this result is a significant step toward in vivo histology using MRI and holds the
potential of being a powerful tool for biomedical research and clinical applications.
11.5 Detecting the Hyaluronan-based Extracellular Matrix in
Brain Tissues with quantitative MRI
The removal of the hyaluronan component of the Extra-Cellular Matrix (ECM) has a subtle but
measurable effect on relaxation parameters. In particular, a reduction of both T1 and T ∗2 values
is associated to the digestion.
The experiments indicate some instability both in the experimental conditions and in the
microstructural state of the investigated samples, and further studies are required to better
characterize these aspects. However, with the current experimental design, it was possible to
observe an effect related to the hyaluronan removal, despite this had an intensity in the order of
a few percent of the relaxation time measured in the post-mortem brain tissues.
The hyaluronan contribution to relaxation in linear models can be neglected in first ap-
proximation (for example in the in vivo investigations of Chapter 9), but it was shown to be a
measurable component of relaxation. This provides important insights for better understanding
the biophysical basis of relaxation. The cumulative contribution of potentially many other
components with a similar impact as hyaluronan needs further investigation. The proposed
experimental methods could be used to investigate other brain tissue components that can be
enzymatically removed.
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Outlook
This work can be expanded into many different directions, both building upon its achievements
and addressing its critical points.
Regarding the Multi-Echo Magnetization-Prepared 2 RApid Gradient Echoes (ME-MP2RAGE)
pulse sequence, further optimization can lead to potential new applications. While this path may
be rewarding to some extent, it should be noted that this sequence is only one of the many for
acquiring the same parameters. However, the question of which is the optimal acquisition method
for measuring a given set of parameters is still open. In this view, the Magnetic Resonance
Imaging (MRI) community would significantly benefit from a mathematical framework capable
of providing an unbiased comparison of different acquisition techniques. The challenge of such
approach would be the difficulty of capturing all aspects of pulse sequences, especially in relation
to the performances that can be obtained under in vivo settings.
The characterization of the registration bias presented in this work indicates that simultaneous
acquisition may be beneficial for multi-parameter mapping. However, superior registration
methods could both mitigate this issue and improve the accuracy of the co-localization of
information in situations where a simultaneous acquisition is simply not possible (for example,
for inter-modality acquisitions). An interesting, yet largely unexplored, approach would be to
use the localization mismatch for boosting the resolution using image fusion techniques.
The post-mortem investigations for the determination of the sources of contrast in Quantitative
Magnetic Resonance Imaging (qMRI) relaxation maps are of limited direct applicability to in
vivo settings. Their main value resides in the potential insights that can be obtained to refine
biophysical models. In this sense, a systematic investigation of tissue components that can be
enzymatically digested may be too dispersive, and additional inputs from biology are required to
target further potential candidate for relaxation contributions.
Regarding the future developments of the biochemical quantifications using qMRI, it is
believed that this technique will enable the possibility of studying biological tissues in vivo,
opening up for exciting advances in histology with direct applications to clinical practice. In
facts, the methods developed in this work pave the way toward this.
The modeling pursued in the thesis moves toward a more data-driven approach compared to
what has been previously proposed.
Traditionally, there are two approaches to biophysical modeling:
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1. Starting from the basic physics principles, biological systems are modeled from first principles
in terms of its physical elements. Here, the distinction between physical and biophysical
modeling is minimal. Eventually, the system becomes so complex that some working
approximations are needed, which significantly limit the effectiveness of the modeling.
Typically (but not always), only simpler systems are successfully described using this
method.
2. The problem is divided into two separately optimized stages [Weiskopf et al., 2015]:
(i) the physical models that are used for estimating quantitative parameters as accurately
as possible, within the limits imposed by the complexity of biological systems and the
experimental restrictions; (ii) the biophysical models that are used to link the measured
(apparent) physical parameters to quantities of interest in biology.
In this work, this last method is further modified so that biophysical modeling is replaced by
a data-driven approach where insights from physics are used to guide a regression model toward
the quantities of biological interest. This has the advantage of not depending on the biophysical
models for predictions, and, as such, it typically offers superior predicting abilities (since it is not
limited by potential inaccuracies of the modeling), but has the disadvantage of providing little
(if any) intuition on its limitations.
The data-driven approach has been scarcely applied in neuroscience for microstructural
investigations of the tissues. One of the reasons for this is that it relies on high-quality data
in large amounts for being successful, but this kind of data acquisition, such as qMRI, has
gained popularity in neuroscience only recently. This is an area of largely unexplored but highly
promising experimental research, with immediate applications to the clinical domain.
Concretely, a data-driven coupling of MRI techniques with other modalities may successfully
permit to obtain information that would be typically acquired with such modalities using only
MRI (or vice versa). The now popular machine learning techniques are the ideal mathematical
tools to pursue this path.
Nevertheless, the traditional biophysical modeling should not be abandoned, but novel
approaches are required to effectively tackle the superior complexity of biological systems,
particularly in neuroscience. For example, the simplistic models used for relaxation measurements
in MRI should be abandoned at some point, in favor of a physically more accurate description of the
underlying system. One promising approach is toward hyper-realistic modeling based on multiple
techniques, but this has been limited thus far by the relatively high computing requirements of
these methods. Once this barrier is overcome, it may be possible that dimensionality reduction
techniques will guide towards simple yet effective biophysical models.
Regardless of which method will prove to be most successful, the work presented in this thesis
is an important step toward in vivo histology, particularly for the quantification of biochemical
components. This will ultimately lead to a better comprehension of the human brain, in the
hope to unravel its mysteries one day.
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