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Abstract 
This project was developed at an IT service company specialized in retail consulting, as a way 
to facilitate the Store Clustering step of the Assortment Planning process, which the company 
implements in many different retail clients.  Store clustering is the procedure of grouping the 
different Points of Sale of a retailer according to certain demand criteria in order to then use 
these clusters to allocate the product mix that better fit each cluster’s demand. These store 
clusters are defined according to store attributes, in a way that, idealy, groups stores that have 
similar demand patterns together. However, each of the store characteristics has a different 
impact on the resulting store demand, meaning that it should have a different weight on the 
clustering process. Currently this attribute weighting is allocated according to expert opinion. 
This project has the goal of using statistics and artificial intelligence to explore past sales data 
from the different stores in order to define these weights. 
In this work, two different fashion retailers with very different characteristics were considered. 
Although store clustering is a common process to all retail chains, fashion retailers were chosen 
for the constant changing nature of their environment, where most products don’t last long in 
the stores and customer preferences develop in a particularly quick way. 
In order to calculate the final attribute weights, both statistical and machine learning algorithms 
are considered. Xie-Beni Weighing is a statistical algorithm that looks into the ability the 
different attributes have of clustering the data, by dividing stores according to the attribute 
values and evaluating how well they explain sales data variations. 
For the machine learning algorithms, initial clusters were set according to past sales data and 
the resulting store classification was used in the algorithms as the output to be deduced from 
the store attributes inputed. The machine learning algorithms considered were Random Forest 
and Regularized Random Forest. From both of these, variable importance can be extracted 
directly, meaning attribute weights can be calculated right ahead. In another approach, weights 
were also measured through the out-of-bag estimate error rate in the Random Forest algorithm, 
comparing its value when all the attributes are used as input versus when one of them is left 
out. 
Once the weights are defined, it is necessary to understand what number of clusters is able to 
encompass them better. For that purpose, the number of cluster variable was tuned for each 
different clustering and its defined set of attribute weights, considering the Silhouette and the 
Calinski and Harabasz indexes. 
Considering the final clusters, and comparing them with actual sales data, it was found that a 
small number of clusters is desirable. It was also observed that the Xie-Beni Weighting doesn’t 
work well when the number of attribute values varies a lot between attributes and the out-of-
bag estimate error rate method causes problems when two variables contain very similar 
information, resulting in alienating both of them, when only one of them should be given a 
much lesser weight. Looking into how each method performed for each retailer, there is no 
evidence that  a specific algorithm fitted a specific type of retailer better. 
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1 Introduction 
1.1 Project framework and motivation 
Store attribute weighting for clustering is the evaluation of certain store attributes in their 
capacity to produce quality store clustering, that will in turn be used in the process of allocating 
products to groups of stores. A quality store clustering is defined as one that maximizes the 
probability of a product allocated to a cluster of stores to perform similarly in all those stores. 
This step is included within the Assortment Planning process, which deals with understanding 
which products to sell and where to sell them. Store Clustering happens after the definition of 
the products that are to be sold and before they’re allocated to stores, as a way to smooth this 
procedure as it isn’t feasible to allocate each product to each store individually. 
Although this is a common procedure to all retail chains, fast fashion is characterized by its 
dynamic nature, where new products have to be constantly matched with an ever-changing 
demand, making it especially important to target the right customers with the right products at 
the right time, and making, therefore, the quality of these clusters vital to a company’s success. 
KSR - Retail Consult is a company that works with the Oracle Retail Solutions, implementing 
them in retailers, while adapting the base software to their needs. This project has the goal of 
working as a complement to the Assortment Planning solutions regarding store clustering. 
Currently, the Assortment Planning solution relies on its users to input the attribute weights to 
form these clusters. 
1.2 Project Goals 
The process of selecting clustering attributes and their respective weights, as well as the ideal 
number of clusters is still mainly dependent on the opinion of experts, and, consequently, on 
their experience. Therefore, the goal of this project is to find and adapt statistical and artificial 
intelligence methods that can provide good features, weights, and number of clusters for the 
clustering process, without human opinion or as a decision support system for those who make 
these calls. 
The resulting clusters should provide a good assignment of all the Points of Sale regarding the 
expected demands of the costumers that visit them. The clusters should reflect the type of sales 
carried out at the stores, considering the factors that lead a customer to buy at a specific place, 
which could be physical proximity, store environment, and many others. 
With the consideration of two different fashion retailers, with different approaches to fast 
fashion, it was also thought to understand if there are methods that work better for a certain 
type of management. Since sales data can be aggregated at many different levels, understanding 
which level works better for each of the retailers ensures the best trade-off between the 
information the lower levels provide and the advantages of high aggregation, like lower 
influence of non-common data. 
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1.3 Methodology 
This project’s activities can be divided into 7 steps, as resumed in Figure 1. 
 
Figure 1 - Methodology. 
On a first approach to the problem, and as it is necessary to understand the context in which 
current state of the art solutions are used, there was a need to review Oracle’s Assortment 
Planning solution, which was taken as an example of good Assortment Planning practices that 
KSR – Retail Consult has implemented with good results. As store clustering is a step within 
the Assortment Planning process, it is vital to not only understand how it is being performed, 
but also what previous actions and decisions will affect it, as well as how the clusters will 
influence the following procedures. 
Based on the knowledge regarding the current assortment planning and store clustering 
procedures, the next step is to find existing methods that can be used to solve this particular 
problem. As attribute weighting for store clustering is quite an unexplored topic, variable 
weighting methods for other type of problems, such as decision making, were also studied. At 
the end of this step, the different available methods, their conditions, advantages, and 
disadvantages were analyzed and compiled. 
Data from the two retailers was then analyzed, starting with data discovery and understanding, 
as well as research of the fashion retailers to be analyzed. Data was pre-processed and re-
grouped into datasets that fit the different methods to be analyzed. The dataset was partitioned 
into training data, to be put through the different methods in order to obtain the weights, and 
testing data used, in the end, to compare the final store clusters to the actual sales values. 
After the different weighting methods were applied to the training data, the data matrix of the 
stores to consider for the clustering, with their respective attributes weighted, was divided into 
a given number of clusters. This number of clusters also needs to be defined, as different 
weights for different attributes may require a different number of store groups. After the number 
of clusters was tuned, the final store clusters were determined. 
These final clusters were then evaluated, comparing the different methods for each fashion 
retailer and analyzing the overall method quality, as well as their fit to each retailer. 
1.4 Structure of the Dissertation 
After this introduction, Chapter 2,  
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State of the Art, deals with the current practices regarding the impact of store attributes in store 
clustering. After this is established, various attribute weighting methods are considered, not 
only the ones conceived with clustering in mind, but also those more geared towards decision 
making problems. Both statistical and machine learning algorithms were looked into. Finally, 
and because to define clusters it is also needed to understand what’s the best number of clusters 
for a specific situation, different methods that tune this parameter were also considered.  
Chapter 3, Problem Definition, asserts, at first, where store clustering happens inside the bigger 
Assortment Planning process, understanding which steps affect and are affected by it, as well 
as the current practice for this step inside Oracle’s Assortment Planning and Advanced Store 
Clustering solutions. 
In this chapter, the Fashion Retailers to consider are defined according to their characteristics, 
type of available data, and store attributes to consider. 
Inside Chapter 4, Proposed Solution, the different methods are explained, taking into account 
their implementation using R Software, looking into the required preparations, as well as the 
specific tunings and calculations needed for each one of them. After this, the ways to evaluate 
the clusters are considered, as it is through the results from this evaluation indexes that the 
capability of each method to define attribute weights for the clustering process is to be 
determined. Afterwards, the different results are considered and analyzed, for the data of each 
Fashion Retailer and all the considered methods, and conclusions are drawn regarding each of 
them. 
Finally, in chapter 5, general conclusions are deduced and prospects of future work are defined. 
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2 State of the Art 
2.1 Store Attributes and Clustering 
Attribute weighting in store clustering is used in order to obtain better store clusters for the 
purpose of product allocation. Product allocation is the process of determining which stores 
will sell which products, for a given period of time. As big retailers deal with both a big number 
of stores and a wide range of products, allocating each product to each store individually 
becomes impossible. To allow a faster, yet still effective, allocation, stores are grouped into 
clusters, which, ideally, will sell the same products in a similar manner. 
These clusters are defined according to the characteristics of the stores within them, regarding 
their physical attributes, such as type of store and available space, or their customer base, which 
characterize the average consumer according to what they buy in each store, or, in some cases 
where this data is available, their demographics. However, these store characteristics have a 
different impact on the actual sales of the stores, for example the climate of the city usually has 
a different impact on the products sold when compared with the type of store. As such, the step 
of weighting all the available store attributes, in order to produce store clusters corresponding 
to these weights, is of extreme importance to achieve quality store clusters. Within the fast 
fashion market, characterized by constant change, these clusters are regularly updated as experts 
try to adapt the weight of each of the attributes to fit current trends. Some of the common 
attributes that can be consider are climate, which can vary from extreme hot to extreme cold, 
wet to very dry; geographic region, such as city, country, and continent; type of store, that could 
be brand-owned, a franchise or a department store; and store concept, used, for example, for 
beach stores. 
The attribute weighting for store clustering is, for the most part, a theoretical and subjective 
problem where the weight values are obtained through expert opinion and not data analysis. In 
fact, different authors have studied which clustering algorithms better suit this problem, taking 
both the attribute weight and the number of clusters as previously defined variables (Kargari 
and Sepehri 2012; Oner and Oztaysi 2018). Some other focus on understanding what influences 
these expert decisions and the impact they have on overall company performance (Bahng and 
Kincade 2014). 
Nonetheless, different algorithms have been developed in order to identify the important 
attributes, as well as their respective weights, for more general clustering processes. A majority 
of these algorithms (He, Xu, and Deng 2011; Chen and Wang 2006; Modha and Spangler 2003; 
Huang et al. 2005; Bai et al. 2011) focus on changing attribute weights in each step of the 
clustering process, based on the way the clusters evolve, which is not the goal of this project. 
Some other methods defined attribute weights a priori, however worked only under numerical 
data (Steinley and Brusco 2008), which isn’t viable since most store attributes are categorical.  
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Looking into algorithms which define attributes a priori and work well with categorical data, 
these can be divided into two groups, the ones that look into how well the attributes can cluster 
the rest of the data (Rahman and Islam 2015; Jia et al. 2013) and those who explore the attribute 
relationship and relevance using prediction models (Houtao Deng and Runger 2012a; Revathy 
and Lawrance 2017a; Doğan, Arditi, and Murat Günaydin 2008a). This latter type of predictors 
are based on decision tree and random forest algorithms and mostly used in classification or 
decision making problems or with a feature selection intent, however they can be adapted in 
order to obtain feature weights, which can then be used for clustering. 
2.2 Current Store Clustering Practices 
In order to obtain store clusters, multiple clustering algorithms can be used, however simpler 
methods, based on k-means, tend to be preferred as they require smaller processing times and 
computational power, while obtaining similar results, given the type of data usually available. 
These clusters are defined according to the main store attributes and the weight these should 
have in the clustering process, the current practice (Goodman 2016; Garro 2011) being that 
both the selection of the main attributes and the definition of their relative weights are set based 
on expert’s opinions. 
Bahng and Kincade (2014) explored the relationship between the relevant attributes experts 
considered in Assortment Planning and the type of company under study, as well the expert’s 
own demographics. They showed that the choice of relevant attributes changed not only based 
on the characteristics of the company but also depending on the age, sex and experience of the 
expert, with, for example, older experts usually opting for more traditional attributes, like store 
size, while their younger counterparts take into account the available information regarding the 
customer segment they want to target and their needs. This exposes the intrinsic partiality of 
the evaluation, showing that the quality of the assortment, and the consequent success of the 
company, depend on the demographics and experience of the experts involved in the assortment 
process. 
Many articles have undertaken to find out what makes a customer choose a store over another, 
with focus on both the physical attributes of the store, like layout and general aesthetic, and the 
type of products it offers, regarding quality, variety, price, etc. Moye (2000) concluded that 
“Sensory/Layout” and “Music/Aesthetics” accounted for a big part of the reasons customers 
opt for shopping in a store, with special emphasis on the first, while aspects like the dimension 
of the space didn’t appear to be as important. Thommpson et al (2018), on the other hand, found 
that “store features”, like layout, personnel, and presentation, explained a big part of the reason 
younger generations chose one store over another. This was also documented in a study 
involving university students (Makgopa 2018), which named store atmospheric attributes, 
“environmental cleanliness”, as well as store content, as relevant to the customer’s choice. 
With the constant development of information technology, more and more data is available to 
the decision makes, regarding customer preferences regarding products, but also points of sale 
(Şen 2008). However, only with correct interpretation of this data can valuable information be 
extracted. 
2.3 Attribute Weighting 
2.3.1 Xie-Beni Index Weighting 
Exploring the first type of methods that look into the clustering ability of the store attributes, 
Rahman and Islam (2015) proposed dividing the dataset according to the different attribute 
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values and evaluating the quality of the clusters each feature provides. In this method the cluster 
evaluation is done through the Xie-Beni Index (Xie and Beni 1991), given by the formula (2.1), 
which is based on fuzzy clustering (Ruspini 1969), the distance between categorical records 
being obtained through a similarity measure (Giggins and Brankovic 2012). 
 
XBa =
∑ ∑ uij
2‖Vi − Xj‖
2n
j=1
c
i=1
n min
i,j
‖Vi − Vj‖
2  ( 2.1 ) 
 
Where: 
 XBa is the Xie-Beni index of each attribute a 
 uij
  is the fuzzy membership of point j to the cluster i, given by formula (2.2), and 
 ‖Vi − Xj‖ is the Euclidean distance between the data point Xj and the center Vi. 
The fuzzy membership, which defines the level of membership of each point to each cluster is 
given by: 
 
uij
 =
(
1
d2(Xj, Vi)
)
1
m−1
∑ (
1
d2(Xj, Vi)
)
1
m−1
c
i=1
 ( 2.2 ) 
Where: 
 Xj is a data point, 
 Vi is a cluster center, and 
 m is a predefined fuzzifier parameter. 
Taking the Xie-Beni index, Rahman and Islam (2015) define the weight Wa (2.3) of each 
attribute based on the normalization of the index values, and where |A| is the total number of 
attributes. 
 
Wa = 1 −
XBa
∑ XBa
|A|
a=1
 ( 2.3 ) 
Where: 
 Wa is the weight of each attribute a, 
 XBa is the Xie-Beni index of attribute a defined in ( 2.1 ), and  
 |A| is the total number of attributes. 
2.3.2 Knowledge Entropy Feature Weighting 
The second of this type of methods (Jia et al. 2013) is based in knowledge entropy in rough 
sets, so as to understand the capability each attribute has of partitioning the dataset without 
needing to do any previous analysis. In rough set theory, first proposed by Pawlak (1982), 
knowledge is defined as the ability to classify data objects, considering the universe is a set and 
knowledge is the capability of creating partitions in such a set (M. Li and Zhang 2005). The 
relationship between rough sets and knowledge entropy was studied by Miao and Wang (1998), 
Store Attribute Weighting for Clustering in Fast Fashion 
7 
treating knowledge as a variable in rough set, given that the smaller the information entropy, 
the bigger the information and the smaller the uncertainty within the knowledge (Jia et al. 2013). 
Jia et al. (2013) propose that, after due preprocessing, which includes discretizing any 
continuous numerical attributes, the knowledge entropy of each attribute is calculated, 
considering the partitions its values create in the universe of the data set. The knowledge 
entropy caused by this partition is calculated through (2.4). 
  
H(aj) = 1 − ∑[p(Xi)]
2
n
i=1
 
( 2.4 ) 
Where: 
 aj is attribute j, 
 Xi is class i of attribute aj, and 
p(Xi) is the probability of the class Xi in data set U, defined in (2.5). 
 
p(Xi) =
|Xi|
|U|
 ( 2.5 ) 
Where: 
|Xi| is the number of elements in class Xi, and 
|U| is the number of elements in data set U.  
After the knowledge entropy is obtained, the attribute weight is defined as the normalization of 
the attribute’s knowledge entropy, through (2.6). 
 
Wj =
H(aj)
∑ H(aj)
n
j=1
 ( 2.6 ) 
Where: 
Wj is the weight of attribute j, and 
H(aj) is the information entropy of attribute j defined in ( 2.4 ).  
Jia et al. (2013) found that this weighting method “fully taps the information contained in each 
attribute”, which lead to better clustering results. However, the weights obtained were then used 
in spectral clustering and not a k-means type algorithm, meaning the results can be quite 
different. 
In both these methods all attributes are considered for the clustering, meaning that all attributes 
get assigned a weight, which is not always preferable, even if irrelevant attributes are set to 
have little importance. Having a reduced set of features allows not only for shorter training time 
and an easier interpretation of the model, but also increases generalization, which will reduce 
overfitting (Pundir and Amrita 2013a).  
2.3.3 Info-DTree 
Regarding the second type of attribute weighting, which looks into the attribute’s ability to 
predict a certain outcome, random forest and decision trees were the chosen prediction models, 
as they are quite simple to understand – especially when dealing with a small number of 
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attributes – and still allow good results. Tree models can handle numerical and categorical data 
simultaneously, as well as missing values, features with differing scales, non-linearity and 
synergies between attributes (Houtao Deng and Runger 2012b). 
The Info-Dtree method, proposed by Doğan, Arditi, and Murat Günaydin (2008b), exploits the 
resulting decision tree to take information about the relevance of the attributes, considering 
their location in the decision tree. The attribute weight is obtained through the sum of 
information gain each time the attribute appears in the tree multiplied by the proportion of input 
cases classified by the attribute. 
This method is rather simple and intuitive; however, the results obtained the considered article 
were not of the best quality. 
2.3.4 Regularized Trees 
Keeping the concept of a tree model, random forest analyzes different decision trees to obtain 
the best prediction these can provide and was found to be more accurate than single tree models 
(Breiman 2001a). Both Deng and Runger (2012b) and Revathy and Lawrance (2017b) work 
with tree-type algorithms to define the relevant features in a dataset. 
Different prediction algorithms, such as neural networks, support vector machine, regression 
models and Naïve Bayes (J. Li et al. 2017), have been used with the objective of feature 
selection and weighting. However, Random Forest presents the best accuracy in current data 
mining algorithms, it is able to work well with large unbalanced datasets, all the while not 
having issues with nominal data and not overfitting (Sahami et al. 1998). 
Deng and Runger (2012b) suggest a feature selection algorithm that can be applied to any tree-
type prediction algorithm, such as Random Forest (Breiman 2001b), C4.5 (Quinlan 1993), and 
Boosted Random Forest (Freund and Schapire 1996), and the algorithm was shown to be more 
successful when implemented along with Random Forest. The proposed framework, 
Regularized Trees, works in such a way that, at each node of the prediction tree, a new feature 
– not previously used in this same tree – is only selected if there’s a considerable gain in using 
it instead of an already selected feature, producing a more compact set of attributes that define 
the dataset. This variable selection process that happens at each node is described 
mathematically in (2.7). 
 
gainR(Xj) = {
λ ∗ gain(Xj)
gain(Xi)
   
Xj ∉ F
Xi ∈ F
 ( 2.7 ) 
Where: 
Xj is the new feature, 
Xi is a feature already selected for a previous split, 
λ is the coefficient that defines the penalty of selecting a previously unused features, and 
F is the set of features already used to split the tree in precious nodes. 
A new feature will only be selected if gain(Xj) is considerably larger than maxi(gain(Xi)). 
Considering that λ ∈ [0,1], values closer to 0 reflect a greater preference for selecting attributes 
previously used, while greater values will not penalize new splits as much. Deng and Runger 
(2012b) proposed working with λ = 0.5 after finding that the results did not vary significantly 
with the variation of λ. When compared with other prediction algorithms, Random Forest, with 
previously selected features defined using Regularized Random Forest (RRF), performed 
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similarly to Support Vector Machine based on recursive feature elimination SVM-RFE (Guyon 
et al. 2002), but in a more expedite way and without the need to set as much parameters. 
Regularized Trees (Houtao Deng and Runger 2012b) has feature selection as objective, and not 
feature weighting, however the results can be interpreted with the objective of obtaining feature 
relevance and, therefore, weight, similar to what is done by Pundir and Amrita (2013b). Feature 
selection algorithms can be classified as filters, where supervised learning is not used, wrappers, 
in which there’s a search for an optimal set of features to be used in a specific learner, or 
embedded methods, that uses the results of learners to make decisions about feature selection 
(Houtao Deng and Runger 2012b). Regularized Trees falls under the embedded method 
classification, as it uses a tree predictor to make conclusions about feature relevance, and not 
only to find out which features will work better in the specific tree algorithm. 
2.3.5 Random Forest Filter 
Revathy and Lawrance (2017b) use a Random Forest filter, where both the mean decrease 
impurity and mean decrease accuracy are used, to define the weight of the features to consider 
for a future classification. Impurity makes use of the Gini measure (2.8), which is used in order 
to choose the split with the highest impurity at each node, as through the formula (2.9), given 
that the average of all decreases in Gini impurity gives the “Gini importance” (Rosario and 
Thangadurai 2015). 
 GI(t) = 1 − ∑ p(k|t)2 ( 2.8 ) 
Where: 
GI(t) is the Gini Index in node t, and  
p(k|t) is the probability of class k being correctly discriminated at node t. 
 
 ∆GI(t) = PtGI(t) − PLGI(tL) − PRGI(tR) ( 2.9 ) 
Where: 
∆GI(t) is the Gini impurity in node t, 
PtGI(t) is the Gini Index of node t defined in ( 2.8 ), 
PtGI(tL) is the value of the Gini index on the left side of the node t, and 
PtGI(tR) is the value of the Gini index on the right side of the node t. 
Differently, the mean decrease accuracy handles “out-of-bag (OOB) errors”, which estimates 
prediction error. It works by permuting feature values and measure the decrease in the classifier 
accuracy, given that, for unimportant variables, the permutation should not cause a decrease in 
accuracy. Considering the permuted variables Xj, with j ∈ [1, M], where M is the total number 
of variables, the disturbed OOB sample is composed by all the Xj permuted variable along with 
the non-permuted variables. And the variable importance, given by (2.10) can be considered 
taking into account the impact the permutations have on the OOB error. 
 
VI(Xj) =
1
ntree
∑(errOOBf − errOOBfj) ( 2.10 ) 
Where: 
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VI(Xj) is the variable importance of the permuted variable Xj, 
ntree is the number of trees in a forest, 
errOOBf is the error of the tree f, and 
errOOBfj is the error of the tree f with the permuted variable Xj. 
2.4 Number of Clusters 
The number of clusters to consider when performing the clustering algorithm, after defining the 
attributes to use and their respective weights, is also an important problem to address, as any 
initially defined parameter influences the quality of the final results (Estiri, Omran, and Murphy 
2018). 
Regarding store clustering, ebp Global (2018) gives some guidelines about the relationship 
between the number of stores and the number of clusters to bundle them in, since having too 
many clusters can lead to worse performing assortments. Assortments with 5 to 6 clusters are 
recommended for smaller groups of 300 to 500 stores, while for bigger store populations of 
3000 to 4000, 8 to 12 store clusters are recommended. 
2.4.1 Intra and Inter Cluster Analysis 
Doan and Nguyen (2018) take into account intra (2.11) and inter (2.12) cluster analysis 
coefficients, defined by the distortion within a cluster and the distance between two clusters, 
respectively. 
 
α̅ =
d̅max
d̅avr
=
max
q
(√∑ w
l
(xil−xjl)
2  
k
l=1 )
∑ (√∑ w
l
(xil−xjl)
2  
k
l=1 )q
q
 
( 2.11 ) 
Where: 
α̅ is the intra cluster coefficient, 
 q is the number of distances between marginal points of the cluster, 
 k is the number of attributes to consider when evaluating the cluster, 
wl is the previously defined weight for dimension l ∈ [1, k], and 
(xil − xjl) is the difference between two marginal points i and j considering attribute l. 
As long as a cluster has more than one object, then α̅ ≥ 1, when a single-object cluster is being 
analyzed, α̅ = 0. 
 
β̅ =
ϕ̅min
ϕ̅avr
=
min
p
√∑ wl(xil − cjl)
2 k
l=1
∑ (√∑ wl(xil − cjl)
2 k
l=1 )p
p
 
( 2.12 ) 
Where: 
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β̅ is the inter cluster coefficient, 
p is the number of extremely marginal points, 
k is the number of attributes to consider when evaluating the cluster, 
wl is the previously defined weight for dimension l ∈ [1, k], and 
(xil − cjl) is the distance between the marginal point i and cluster center j considering attribute l. 
Doan and Nguyen (2018) then test different number of clusters in a Fuzzy C-Means-Extended 
algorithm, evaluating the quality of the clustering by using coefficient γ̅. The recommended 
number of clusters is that which minimizes γ̅, given by (2.13). 
 γ̅ = α̅max + (1 − β̅max) ( 2.13 ) 
Where: 
γ̅ is the coefficient to be minimized, 
α̅max is the maximum value of the intra clustering coefficient defined in ( 2.14 ), and 
β̅max is the maximum value of the inter clustering coefficient defined in ( 2.15 ). 
 α̅max = max
c
(α̅) ( 2.14 ) 
Where: 
α̅max is the maximum value of the intra clustering coefficient, 
 c is the number of clusters, and 
α̅ is the intra cluster coefficient defined in ( 2.11 ). 
 β̅max = max
c(c−1)
(β̅) ( 2.15 ) 
Where:  
β̅max is the maximum value of the inter clustering coefficient, 
c is the number of clusters, and 
β̅ is the inter cluster coefficient defined in ( 2.12 ). 
2.4.2 Kluster 
Looking into more complex algorithms, Estiri, Omran, and Murphy (2018) propose kluster, 
which applies four different methods to random subsets of the dataset, to find each an optimal 
cluster number. The kluster method gives different perspectives on the quality of the clusters, 
at the same time the sampling approach allows for a more expedite process. 
Kluster gives back the mean and mode of the results found by these four methods as a possible 
optimum number of clusters for the dataset, and can be described in four steps: 
1. Retrieve random sample, of size n, from the database. Collected data is given by 
(X1, X2, … , Xn). 
2. Run the cluster number approximation algorithm w to the retrieved data. The four 
methods included in w are Bayesian Information Criterion (BIC) (Fraley and Raftery 
2002), Calinski and Harabasz index (CAL) (Calinski and Harabasz 1974), Partitioning 
Around Medoids (PAM) (Kaufman and Rousseeuw 1987), and Affinity Propagation 
(AP) (Frey and Dueck 2007), such that w ∈ (BIC, CAL, PAM, AP). 
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3. Repeat 1 and 2 i times. This results in vector (kw1, kw2, … , kwi). 
4. Finally, using the obtained vector, calculate its mean and mode. 
Ünlü and Xanthopoulos (2019) also look into evaluating the number of clusters through 
multiple methods with “weighted consensus clustering”. Here the chosen indices are Silhouette 
(SH) (Rousseeuw 1987), Calinski and Harabasz (CAL), as well as Davies-Bouldin (DB) 
(Davies and Bouldin 1979). The ideal number of clusters is such that it maximizes the consensus 
index given by (2.16).  
 k∗ = arg max
k=2,…,kmax
CI(Pk) ( 2.16 ) 
Where: 
 k∗ is the ideal number of clusters, 
 k is the number of clusters, 
 kmax is the maximum number of clusters, and 
 CI(Pk) is the consensus index of the solution Pk, defined in (2.17). 
 
CI(Pk) = ∑ ψ(Pi, Pj)
i<j
 
( 2.17 ) 
Where: 
 CI(Pk) is the consensus index of the solution Pk, and 
 ψ(Pi, Pj) is the similarity between clustering solutions i and j. 
Considering that c is both the number of clustering solutions and the number of times to run the 
algorithms, the solutions are  Ƥ = {Pk; k = 2, … , c + 1}. The authors chose Adjusted Rand 
Index (ARI) (Hubert and Arabic 1985) as a similarity index ψ. 
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3 Problem Definition 
3.1 Assortment Planning and Store Clustering 
In retail, the very complex process of deciding which products to sell, and how to sell them, is 
critical to assure success. Any bad decision can cause unprecedented damage to the company’s 
revenue and image. Assortment planning is the process of selecting and planning products in 
order to maximize sales and profit, or just general company objectives, for a specified period 
of time and from which it is expected to get both the size of the starting purchase and the 
allocation plan for the considered period (Haertle and Albert 2018). It involves decisions 
regarding the process of buying new products to sell, product retention and elimination of 
current products (Host and Nilsson 1987). 
Oracle’s Assortment Planning process, illustrated in Figure 2 and will be further explained 
ahead, comprises many steps, from selecting which products to sell in a given time frame to the 
performance analysis of such products during their selling period (Goodman 2016). Cluster 
Maintenance, which involves both the definition of new clusters and the update of ones already 
defined is one of the first steps of Assortment Planning, impacting all the following ones. 
 
Figure 2 - Assortment Planning process. 
In fashion retail, this process is even more important, as new products enter the stores every 
season, in some cases every week (Garro 2011), and there is no past sales data to analyze. The 
fashion industry is defined by short product lifecycles, volatile and unpredictable demand 
patters, high product variety, and long, complex, and low-flexibility supply processes (Şen 
2008). Therefore, fashion companies use Assortment Planning to develop a product mix 
(Haertle and Albert 2018), which specifies when and where a product should be available, at 
what price and subject to what kind of promotions, in order to meet overall company goals 
(Goodman 2016). 
As explained by Bahng et al (2011), both internal and external components contribute to the 
decisions made in the assortment planning process. Internal factors include budget, available 
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store space, defined brand image, historic sales, product evaluation – sellability and selling 
period evaluation -, product cost and markups and inventory; while the demand and 
characteristics of the target market, available information on fashion trends, competitors’ own 
assortment planning decisions, supplier evaluation, economic conditions and weather 
information all influence the assortment planning from an external perspective. 
Store Clustering represents a vital step in Assortment Planning, as it is part of the process that 
defines which products will be available, in which quantities, at which time period, and at which 
price, in each point of commerce (Oracle 2016). It is important to note that Store Clustering is 
applicable to not only physical stores, but also to any other channel used to sell the products, 
like a brand website or a multi-brand mobile app (Goodman 2016). 
3.2 Oracle’s Basic and Advanced Store Clustering 
Oracle’s Basic Clustering (Goodman 2016) is comprised of four steps, from defining the 
clustering parameters to approving the final clusters. First, it starts with a revision of the goals 
defined in the previous Assortment Planning steps, looking into how they relate to the stores, 
and definition of the attribute weights or the breakpoints that make sense for that specific 
assortment. These weights can vary within and between periods, which means that, as the 
market evolves, store clustering can be constantly adapted. After setting which attributes to use 
in the particular clustering, the clusters are determined. In this step, the user can choose between 
the two available clustering algorithms – Breakpoint and BaNG (Batch Neural Gas) – and, next, 
look into the performance of the points-of-commerce to cluster, as well as the performance 
group they have been assigned to, under the defined clustering method. These performance 
clusters can then be further divided according to other store attributes. Once the clusters are 
obtained, further reviews can be done, now looking into how the achieved clusters impact the 
overall Assortment Plan. Finally, if everything is found to be according to the user’s 
requirements, the point of commerce clusters are approved and the clustering process is done. 
Advanced Store Clustering (Oracle 2016) is part of Oracle’s Advanced Science Engine Cloud 
Services solution and it offers the option of looking into what-if scenarios in order to evaluate 
the performance of different clusters under different circumstances. The cluster 
recommendation for each scenario is given considering cluster evaluation measures, such as 
mean square distance. Advanced clustering can take into account the characteristics of the 
customers, but, in order to provide the best results, it needs data such as point-of-sale data – 
aggregated by SKU, store and week -, product attributes, location attributes, customer segment 
profiles, and market hierarchy. 
Currently, Oracle’s Advanced Store Clustering uses store characteristics as the clustering 
attributes, given that these characteristics are chosen by experts. The clustering can be done 
through the Breakpoint or the BaNG algorithms. The Breakpoint algorithm is a hierarchical 
clustering algorithm, in which sales and profit margins are used to group higher level clusters 
and, then, user specified attributes further divide these “cluster parent” into lower level clusters. 
In this algorithm, exemplified in Figure 3, the attributes (for example, climate), and the different 
values they can take, are the input variables, while the final number of clusters is concluded 
based on these user-defined breakpoints. 
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Figure 3 - Hierarchical Clustering through Breakpoint (Oracle 2016). 
On the other hand, the BaNG algorithm relies on user specified attributes and their respective 
weights, as well as the number of clusters. As exemplified in Figure 4, there is only one level 
of resulting clusters, defined by the attributes to consider, their weight, and their possible values. 
The quality of the final clusters is, therefore, more influenced by the specialist’s inputs. The 
BaNG algorithm, much like k-means, is related to neural networks and uses crisp assignment 
of data points to clusters. It has shown, however, to perform better than k-means, converging 
faster and without initialization problems (Cottrell et al. 2006).  
 
Figure 4 - Weighted Clustering through BaNG (Oracle 2016). 
3.3 Influence of Store Clustering 
As previously mentioned, the defined clusters will influence the steps that succeed to the Cluster 
Maintenance. The Fill the Wedge process uses store clusters to assign a specific product 
assortment to a group of stores, based on the overall assortment goal, as well as store cluster 
characteristics (Figure 5). Looking into the clusters defined in Figure 4, different products 
would be assigned to clusters with different types of customers, as it is to be expected that 
different types of customers will have different needs. At the same time, while some products 
should be sold by stores with both higher and lower performances, it may be of the interest of 
the company to only sell some products on high-performance stores. 
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Figure 5 - Fill the Wedge (Oracle 2015). 
In a traditional wedge the assortment is made considering sales volume, so that stores with more 
sales would sell all products, while stores with less sales would sell only the higher ranking 
products, meaning the ones which are expected to sell more. Oracle’s Tailored Wedge, 
however, takes into account characteristics like, for example, customer attributes, so it is 
important that the clusters that enter this process take into account the needs of their customers, 
and not necessarily the level of sales the stores have. 
The quality of the obtained clusters also influences the Buying Plan and the subsequent 
Size/Pack Allocation processes, as these take the assortment defined by store cluster in the Fill 
the Wedge step and define a time phased plan of inventory, receipts and distribution. 
Finally, the “In-Season” Analysis looks into the difference between the planned and actual 
sales, considering data like preferences of each customer segment or how much each channel 
or store is selling. This means that stores will be analyzed within their defined cluster. Besides 
being used to make in-season decisions, this process also gives insights on the quality of the 
overall Assortment Planning, as big deviations from the plan with no explanation expose a poor 
planning process. 
3.4 Characterization of the retailers 
Fashion Retailer 1 (FR1) is an international retailer, present in 4 continents and 32 different 
countries, which distributes through their own stores, franchisers, department stores, and online 
stores. Although their products are also sold in different online retailers, these sales aren’t the 
focus of the analysis, as each of the online retailers are responsible for all of their distribution 
and stock control decisions. FR1 has well defined seasons, with spring/summer starting in late 
November, and its regular season ending in the beginning on May, while the regular fall/winter 
season run through the rest of the year. 
As clearance is used as a way to sell excess stock at the end of the season, its sales depend on 
the products already available at the stores, and, as such, clearance sales data should not be 
considered when defining clusters that are expected to reflect the normal demand of a store. 
Besides, only sales regarding new products are considered for each season, as products from 
past seasons could be sold as either carry-on items, which would maintain the same price range, 
and whose predicted demand could be deducted from previous seasons, or as clearance items 
that were kept in store even after the regular clearance period from its own season. Furthermore, 
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and although these can diverge from store to store and happen all throughout the regular season, 
promotion sales are considered as a part of regular sales, as these are usually regular occurrences 
for which the retailer prepares for, and are also recorded together with regular sales in this 
specific fashion retailer. 
The attributes used to define the cluster are the ones predefined by the fashion retailer, in the 
case of FR1, the available data classifies stores regarding their distribution “channel”, the 
“country” and “continent” in which they’re located, and their available “space” for each 
subclass. 
Table 1 - Examples of FR1 store attributes. 
Store Channel Country Continent 
Space 
Subclass 1 
(m^2) 
Space 
Subclass … 
(m^2) 
Space 
Subclass n 
(m^2) 
store_1 Department Store Portugal Europe 0,001 … 0,023 
store_2 Franchising Japan Asia 1,03 … 0,58 
Fashion Retailer 2 (FR2) sells products from different brands, and, currently, has stores only 
within one country. These stores can either sell products from only one brand, or a combination 
of them, being that these last stores can either be characterized as general stores, which sell 
products from many different brands, or combo stores, which only sell two or three brands. The 
focus of the analysis is one of these specific brands, Brand 1 (B1), which is targeted at a young 
fashionable segment, meaning it is much more susceptible to trends, and is sold in all the types 
of stores previously mentioned. 
Unlike FR1, FR2 doesn’t have well defined seasons, with many products being sold throughout 
the whole year, or for specific occasions with no regards to season. This could be explained by 
the fact that FR2 stores, although all within the same country, serve cities with a large variation 
of weather conditions between them, some of which  with very small local variation: for 
example, some beach shops sell summer clothing all year round. Fashion Retailer 2 separates 
its promotional, clearance, and regular sales data, therefore only the regular data will be 
considered. As products often sell through different seasons without interruption, all regular 
sales of the product are to be considered. 
The available store classification for FR2 is defined as the “region” of the country where it is 
located, “type of store”, “concept”, “climate”, and “zone”. 
The definition of the store clusters is made for each of the product classes, as it is expected that 
the sales variation of different classes behave differently, for example while jeans may sell 
similarly in different climates, heavy coats are not expected to have that pattern of demand. 
Inside product classes, the comparison between stores can be made on different levels, 
considering the subclass, the product group, the product, or the product and its size. 
The consideration of size, although interesting in an environment where the stores serve a huge 
diversity of customers, has to consider the issue of size consistency. Sizes often vary between 
products, seasons, and even suppliers. Taking these expected variations into account, as well as 
the small size variations observed between stores (Figure 6), comparing sales at the size level 
is not justifiable. 
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Figure 6 - Boxplots of the variation of the percentage of sales from FR1 stores each size represents. 
For both the retailers in analysis, comparing sales units at the product level is, at first glance, 
the best option, as it takes into account the preference of customers regarding color, fabric, 
style, and price. Nonetheless, an analysis on the subclass level could also be interesting, as it 
looks into the way a type of product usually sells, not taking into account the trends that usually 
affect the choice of specific style. However, information about the buying power and style 
preferences are lost, as products of very different price ranges, with different styles and colors 
are aggregated. Regarding sales by product price range, while in FR1 most stores sell products 
with a similar price range distribution (Figure 7), with some outliers to consider, in FR2 (Figure 
8) the percentage of products of each price range varies quite a lot showing that this, unlike 
size, price range is a variable relevant for store separation. 
 
Figure 7 - Boxplots of the variation of the percentage of sales from FR1 stores each Price Range represents. 
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Figure 8 - Boxplots of the variation of the percentage of sales from FR2 stores each Price Range represents. 
Considering the different product aggregation levels available (Figure 9), the intermediate level 
between the product (SKUP) and the "Subclass" is “SKUG”, a group of products, which takes 
into account variables like style but not color, and, sometimes, may vary in price, but not 
significantly. The best relationship between detecting interesting differences between stores 
and their demand, and the advantages of working on a higher product level, such as lower 
influence of outliers, must be analyzed, taking into account that different retailers could benefit 
from working at different aggregation levels. 
Therefore, sales data is to be analyzed according to three different levels of aggregation: 
“SKUP”, “SKUG”, and “Subclass”. These levels are all above the “SKU” level that takes size 
into account, which doesn’t vary widely between stores, and below the “Class” level, for which 
the clusters are created. The “Family” level, between “Class” and “Subclass”, often provides a 
similar classification to “Class” with only one additional differentiator, most often considering 
the “Class” of a product along with its season. Because the season variable is to be analyzed 
separately, by either considering different clusters for different seasons or by not differentiating 
between season, this “Family” product level wasn’t considered. 
 
Figure 9 - Pyramid of product levels. 
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4 Proposed Solution 
4.1 Algorithm implementation 
In order to test the algorithms, a couple of product classes from each fashion retailer were 
selected. In the case of FR1, women’s t-shirts and dresses were chosen, as these collectively 
represent over 40% of total regular sales. The available data spans 3 full years and the beginning 
of a fourth year, relative to the spring/summer season, which is to be used as the final testing 
data. 
In the case of FR2, only data of one of the multiple brands was considered, choosing, again, 
two different classes, long sleeved shirts and trousers. As the available data is relative to 3 full 
years, the seconds half of the third year was used as the final test data, using the initial 2,5 years 
to calculate the attribute weights. 
For this analysis, MySQL software is used for data aggregation and simple calculations, while 
R software is used for deeper analysis and visualization. The data is to be analyzed in sales units 
by store, for each of the levels of aggregation that is being analyzed. In FR1, the Subclass, 
SKUG, and SKUP levels are considered, while for FR2 only Subclass and SKUP are analyzed 
as most product groups (SKUG) are only composed of one product (SKUP). For FR1, as there’s 
a distinction between seasons, this data is also grouped by season for each store. 
Before proceeding with the analysis, it is necessary to make sure the data complies with the 
chosen weighting algorithms. As one of the FR1 store attributes is continuous, “space”, and the 
algorithms deal with categorical data, it is necessary to discretize this variable. For this, and as 
the variable’s values varied quite a lot, from less than 0,5 m^2 to more than 120 m^2 of space 
available for each class at each store, a clustering of the available space values was performed, 
using the “NbClust” function, of the “NbClust” R package, which clusters data by first defining 
the best number of clusters within a range, according to different clustering methods. The 
number of clusters range was set as [2,10] as it is not desirable to define too many space tiers, 
and the applied method was k-means, with Euclidian distance. 
After this, different preparations are necessary for the Xie-Beni Index Weighting and for the 
tree-based algorithms (Regularized Trees and Random Forest Filter). 
The Xie-Beni Index Weighting algorithm is used to find out the clustering power of different 
attributes. The data allocated to the attribute weight definition, regarding older sales, is divided 
into different cluster structures, one for each store attribute being considered, and each cluster 
is composed of stores with the same attribute value. For example, in the cluster structure used 
to evaluate the clustering power of the attribute “country”, each store is allocated to the cluster 
of its country, resulting on a cluster of stores for each country. 
To evaluate these cluster structures, according to their past sales, the Xie-Beni Index (2.1) of 
each one is calculated. For this, it is necessary to choose a fuzzifier parameter m, which can 
vary from 1 to ∞, being that a value of m=2 was chosen, as values between 2 and 3.5 are more 
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stable, and a lower value reflects a higher weight for the distances between data points and 
cluster centers. Function “cls.scatt.data”, from R package “clv” was used to define each of the 
cluster centers. 
This weighting method results in values between 0 and 1 for each attribute, however they sum 
is not equal to one. To make sure this happens, the final weight is the relative weight of each 
attribute, in comparison to all the others. 
In order to apply the forest based algorithms, first it is necessary to create initial clusters, taking 
into account past sales, as these clusters are to be used as output to these learning algorithms. 
To create these clusters, R package “NbClust” was used, as it evaluates the quality of the 
clusters for different number of partitions, according to multiple indexes and distance measures. 
The k-means method was chosen, and the range of the number of clusters was set at [2:20], as 
having too many clusters would go against the final goal of having only a few store grouping 
to allocate products to.  
With the clusters defined, 3 tree based methods are employed, all of them classification 
algorithms that take the store attributes as input values, and the previously defined cluster as 
output. 
The Regularized Trees, described in 2.3.4, are obtained through the “RRF” function of the 
“RRF” R package, where both the input and output variables are selected, and the “mtry” 
parameter is tuned, with the expected out-of-bag error as the comparison metric, which is to be 
minimized. The “mtry” parameter corresponds to the number of attributes randomly sampled 
as candidates at each tree split, and ranges from 1 to the number of attributes. The number of 
trees in each forest was set to 1000, as it is seen as a sufficient number to train the algorithm, 
while also maintaining an acceptable computational time. The weight of each attribute is the 
result of the mean increase of the Gini Index of each variable divided by the sum of all mean 
increased of the Gini indexes, which can be directly extracted from the “RRF” function. 
For the Random Forest Filter, attribute importance can be directly extracted from the 
“randomForest” function in R, from the R package of the same name. Here, much like for 
Regularized Trees, the “mtry” parameter has to be tuned, and the number of trees to consider 
in each forest was set to 1000, for the previously explained reasons. Attribute weight is obtained 
by normalizing the resulting variable importance, i.e. by dividing each importance value by the 
sum of all of them. 
Finally, attribute weight was also calculated from a sensitivity analysis point of view, taking 
into account the out-of-bag estimate error result from the “randomForest” function. Attributes 
were excluded from the input variables one by one, considering that the gain in estimate error 
when an attribute is not included is expected to be related to this attribute’s importance. 
Once weights were defined, they were be used to cluster the stores for which products are going 
to be allocated in the following season. The clusters were obtained through the neural gas 
method, using the convex cluster function “cclust”, from the R package with the same name, 
considering the maximum iterations as 10000. To tune the number of clusters to use for each 
of the weight groups, the Calinski and Harabasz and the Silhouette (Thinsungnoen et al. 2015) 
indexes, also used in the kluster method described in 2.4.2, were used to measure the quality of 
the clusters. Both of these indexes are calculated through the function “cluster.stats”, present in 
the “fcp” R package, and evaluate the relationship between inter and intra cluster variation, with 
higher values being desirable. 
All of these algorithms are implemented using free R Software, making use of free R packages. 
While the computational time varies between methods all of these can be performed in a matter 
of hours. Although, for example, the out-of-bag estimate error rate method takes “a”+1 times 
longer to compute than Random Forest Filter, as it has to run the Random Forest algorithm for 
each of the “a” store attributes to consider, these calculations can still be performed within a 
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day. This, in addition to the fact the store clustering process is usually performed only once at 
the beginning of each season, can justify higher computational time costs if it is the case that 
these more expensive algorithms prove to work better. 
4.2 Algorithm evaluation 
In order to evaluate the quality of the store clusters resulting from the above described 
algorithms, they were associated with the real sales data not considered to calculate the weight. 
By evaluating the clusters taking into account real sales, it is possible to understand if the stores 
are associated with the right clusters. 
The Silhouette index looks exactly at this parameter, with higher values of average silhouette 
width, which varies between -1 and 1, representing more compact clusters, and less likelihood 
that a store should belong to a different cluster. 
In addition, the Within Sum of Squares (WSS) (Thinsungnoen et al. 2015) gives insights about 
the dispersion of a cluster, the objective being to choose clusters of stores that sell as similarly 
as possible. Because these values can only be compared against each other and don’t give an 
account of the quality cluster on their own, they’ll be used as a secondary evaluation measure, 
and only considered to compare methods within each class and aggregation level. 
4.3 Results 
4.3.1 Fashion Retailer 1 
Table 2 shows the evaluation of the clustering results with the weights calculated by each of 
the models for the “dress” class according to the Silhouette and WSS indexes. 
Table 2 - Evaluation of the clusters resulting from each weighting method for class “dress” of FR1. 
 SKUP Level SKUG Level Subclass Level 
 Silhouette 
WSS 
(*10^3) 
Silhouette 
WSS 
(*10^3) 
Silhouette 
WSS 
(*10^3) 
Random Forest 
Filter 
-0,1778 645 -0,1280 632 -0,0705 8151 
OOB estimate 
error rate  
0,1551 624 -0,1171 585 0,2301 8312 
Regularized 
Trees 
-0,0909 656 -0,1731 695 -0,0525 8295 
Xie-Beni 
Weighting 
0,0279 584 -0,1133 595 0,0473 8200 
The out-of-bag estimate error rate method obtains the highest Silhouette values at both the 
SKUP and Subclass level, the fact that both these values are positive also indicate an acceptable 
quality of clustering, as the intra cluster variations are smaller than the variations between 
clusters. The Xie-Beni Weighting method also produced positive results, although not as high, 
being that, at the SKUP level, its WSS value is the lowest, showing that the clustering may not 
be as coherent, but the stores within each cluster are generally more similar to each other. 
Clusters on the SKUG level got overall worse Silhouette results across all methods, which 
indicates grouping at this level is not indicated for the considered class, “dress”. On the other 
hand, the Subclass level resulted in better clusters for all the methods. The higher quality of the 
Subclass clusters can be explained due to being done at a more aggregated level, where trends 
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don’t have such a big influence. The advantage of clustering at the SKUP level, instead of 
SKUG, could be due to the fact that SKUP takes into account stylistic elements such as color, 
which might be related to some of the store attributes that reflect different cultures, like the 
country and continent. 
On the SKUP level, the attribute weights (Table 3) derived through the out-of-bag estimate 
error rate show a great importance given to the “channel” attribute, with around 53,8%, as well 
as the “country” the store is located in (44,1%), with “continent” explaining the rest of the 
variance (2,1%). 
The presence of both “country” and “continent”, which combined make up more than 50% of 
the total weight, seems to indicate that cultural differences explain the different products people 
buy from the same product groups. 
The high weight of the “channel” attribute could be due to most people preferring a certain type 
of store when buying this specific class of products, “dress”, for example, people who usually 
make their purchases through e-tailers are likely to continue making their purchases there, 
instead of going to a department store. At the same time, different groups of people may prefer 
to shop at different types of store, as it is expected that someone who is specifically looking to 
buy clothing from this fashion retailer’s own brand is more likely to buy at a FR1 own retail 
store instead of a multi-brand department store. 
Table 3 - Attribute weights according to each weighting method for class “dress” of FR1 aggregated at the 
SKUP level. 
 Channel Country Continent Space 
Random Forest Filter 31,6% 44,1% 5,0% 19,4% 
OOB estimate error rate 53,8% 44,1% 2,1% 0,0% 
Regularized Trees 25,1% 49,2% 0,0% 25,7% 
Xie-Beni Weighting 49,9% 0,0% 50,0% 0,1% 
Comparing the weights obtained at the SKUP level, the ones obtained through the SKUG 
level’s best attribute weight method – Xie-Beni weighting –, the main difference is on the value 
attributed to the “country” and “continent” attributes, where “country” is given a significance 
of 0% and “continent” represents almost 50% of the clustering division (Table 4). This means 
the cultural differences are being evaluated at a much higher level, which doesn’t translate to 
such good clustering at the subclass level. These weight values are, however, very similar to 
the ones obtained through the same Xie-Beni index method for the SKUP level of aggregation, 
which has an acceptable silhouette value, combined with the lowest WSS, meaning that, again, 
some information is being lost in comparison to the out-of-bag estimate error rate method, but, 
at the same time, in this particular case, an aggregation at the SKUP level is more valuable. 
Table 4 - Attribute weights according to each weighting method for class “dress” of FR1 aggregated at the 
SKUG level. 
 Channel Country Continent Space 
Random Forest Filter 31,3% 44,3% 5,0% 19,4% 
OOB estimate error rate 44,9% 24,3% 12,8% 0,0% 
Regularized Trees 24,9% 49,2% 0,0% 25,9% 
Xie-Beni Weighting 49,9% 0,0% 50,0% 0,1% 
Although the results for the Xie-Beni weighting method were acceptable, it is important to note 
that this method doesn’t deal well with attributes which have considerably more attribute 
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values, giving them weights closer to zero in all situations. This happens in this case, as the 
attribute “country” has many more (32) attribute values than the other attributes, which number 
values range from 4 to 7, and, therefore, is given a weight of 0,0% at all aggregation levels by 
the Xie-Beni weighting method (Table 3, Table 4, Table 5). 
At the subclass level (Table 5), the out-of-bag estimate error rate method resulted in all the 
weight being put on the “channel” attribute, meaning that the type of store explains the variation 
in the sales of the subclass of dresses, which is in this specific retailer differentiated by fabric. 
The fact that variables like style, color, and price range are not taken into account may explain 
why variables that somehow explain the demography of the store’s customers were not taken 
into account. 
Table 5 - Attribute weights according to each weighting method for class “dress” of FR1 aggregated at the 
Subclass level. 
 Channel Country Continent Space 
Random Forest Filter 50,0% 32,1% 2,7% 15,2% 
OOB estimate error rate 100% 0,0% 0,0% 0,0% 
Regularized Trees 47,2% 34,2% 1,3% 17,3% 
Xie-Beni Weighting 50,0% 0,0% 49,9% 0,1% 
On both SKUP and Subclass level of aggregation, the best attribute weighting gave no 
importance to the variable “space”, which represents the size of the space available for the 
product class. This could be because although two stores may have similar spaces designated 
to sell dresses, the number of dresses from each specific subclass or from each product may 
vary widely between stores. 
For both the best clustering solutions, according to the silhouette index, at the SKUP and 
Subclass levels, 4 clusters were found to be ideal, while the best clustering result for the SKUG 
level had stores aggregated into 10 clusters, meaning that it is possible to work with good 
quality clusters even when working with a lower number of them. Additionally, the Xie-Beni 
weighting method at the SKUP level, which also produced acceptable results, did so in 9 
clusters, a much higher number than the one obtained through the out-of-bag estimate error rate. 
This could indicate that a smaller number of clusters makes it more likely that each store is 
allocated to the right cluster, however a bigger number of clusters results in clusters with stores 
more similar to each other. 
It is important to note that a lower number of clusters means a quicker allocation of products to 
stores, but also a smaller variation between offers at each type of stores, so, if the retailer intends 
on bigger diversification between types of stores, a different range for possible number of 
clusters should be defined up front, as some algorithms may result in better suited weights for 
a higher number of clusters. 
As for the t-shirts (Table 6), very distinct results were obtained, which could be explained by 
the fact that the algorithms work differently with the data available for this class, however the 
best clustering structures, with the higher Silhouette index value, continue to be at the Subclass 
level, followed by the SKUP level, and with the SKUG sales producing the worst clusters, this 
time with a positive, although still low, value. 
While for the dresses the out-of-bag estimate error produced the best results, here the Random 
Forest variable importance method showed good results for all aggregation levels, with positive 
silhouette values and good WWS results when compared to other methods.  
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Table 6 - Evaluation of the clusters resulting from each weighting method for class “t-shirt” of FR1. 
 SKUP Level SKUG Level Subclass Level 
 Silhouette 
WSS 
(*10^3) 
Silhouette 
WSS 
(*10^3) 
Silhouette 
WSS 
(*10^3) 
Random Forest 
Filter 
0,0909 1061 0,0314 1078 0,0274 25021 
OOB estimate 
error rate  
-0,1555 1014 0,0639 1113 -0,1814 27215 
Regularized 
Trees 
-0,1052 1000 -0,1435 1079 0,1326 27363 
Xie-Beni 
Weighting 
-0,1517 1187 -0,1865 1238 -0,4494 37597 
At the SKUP level (Table 7), looking at the weights attributed through the random forest 
method, a higher importance is given to the “channel” attribute yet again (57,6%), with 
“country” in second place (26,1%), followed by the “space” available (11,1%) and, finally, the 
“continent” (5,1%). The high “channel” and “country” weights can be explained in a similar 
manner as has been done for similarly high values found in the “dress” class. Here, however, 
“space” is given a rather relevant weight, which could be due to different allocation strategies, 
where, for example, bigger stores get a bigger variety of t-shirts. 
Table 7 - Attribute weights according to each weighting method for class “t-shirt” of FR1 aggregated at the 
SKUP level. 
 Channel Country Continent Space 
Random Forest Filter 57,6% 26,1% 5,1% 11,1% 
OOB estimate error rate 93,1% 0,0% 6,9% 0,0% 
Regularized Trees 20,9% 56,9% 0,0% 22,2% 
Xie-Beni Weighting 0,0% 0,0% 0,0% 100% 
Looking into the weights at the SKUG level of aggregation (Table 8) defined through the out-
of-bag estimate error rate, no weight is given to the “space” attribute yet again, with most of 
the importance being given to the store “channel” at 74,7%, followed by “country” (15,4%), as 
it happens at the SKUP level. The Random Forest Filter method, however, does attribute weight 
to the “space” attribute at this same level, at 15,4%. This makes it clear how differently both 
these methods allocate weight, even if both of them are based on the random forest algorithm. 
Both of them do give more importance to the “channel” and “country” variables, with 46,4% 
and 35,7% assigned to them, respectively, through the Random Forest Filter method. 
Table 8 - Attribute weights according to each weighting method for class “t-shirt” of FR1 aggregated at the 
SKUG level. 
 Channel Country Continent Space 
Random Forest Filter 46,3% 35,7% 2,6% 15,4% 
OOB estimate error rate 74,7% 15,4% 9,9% 0,0% 
Regularized Trees 21,5% 58,5% 0,0% 20,0% 
Xie-Beni Weighting 0,0% 0,0% 50,0% 50,0% 
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Finally, at the Subclass level of aggregation (Table 9), the regularized trees method resulted in 
the highest Silhouette value, with the highest weights being allocated to the “channel” and 
“country” attributes yet again. Unlike previous methods, however, the “continent” the store is 
located in was assigned a weight of 0%, while the available “space” was given an importance 
of 15,8%. The Random Forest Filter algorithm allocated similar weights to the attributes at this 
level of aggregation, however the “continent” of the store was attributed some weight, at 3,9%. 
These small differences, however, resulted in different optimal number of clusters, 6 for the 
Random Forest Filter method and 4 for the regularized trees. As observed previously, now 
working with similar value weights, higher numbers of clusters lead to the smallest WWS 
values, but also to lower silhouettes. 
Table 9 - Attribute weights according to each weighting method for class “t-shirt” of FR1 aggregated at the 
Subclass level. 
 Channel Country Continent Space 
Random Forest Filter 55,5% 28,3% 3,9% 12,3% 
OOB estimate error rate 73,1% 14,7% 10,6% 1,6% 
Regularized Trees 47,6% 36,6% 0,0% 15,8% 
Xie-Beni Weighting 0,1% 0,0% 49,9% 50,0% 
 
4.3.2 Fashion Retailer 2 
One of the classes chosen to analyze the methods in FR2 was “long sleeved blouses”. Table 10 
shows the evaluation indexes of the different weighting methods for sales data aggregated at 
the SKUP and Subclass level. The SKUG level wasn’t taken into account as these are almost 
always composed by only one product. 
Table 10 - Evaluation of the clusters resulting from each weighting method for class “long sleeved blouses” of 
FR2. 
 SKUP Level Subclass Level 
 Silhouette WSS (*10^3) Silhouette WSS (*10^3) 
Random Forest Filter -0,0422 2332 -0,1117 54819 
OOB estimate error rate  -0,1288 2198 -0,1109 55565 
Regularized Trees -0,0718 2258 -0,1955 54608 
Xie-Beni Weighting -0,0087 2390 -0,1921 59038 
It is clear that none of the method proved to be successful, as none of the Silhouette values are 
positive. Some of them, specifically the Xie-Beni weighting and the Regularized Trees methods 
at the SKUP aggregation level. At the Subclass level, however, all the Silhouette levels are 
quite low, showing none of the methods provided were able to assign quality weights. 
Considering a SKUP aggregation level, the weights obtained (Table 11) from the Xie-Beni 
method show that almost no importance is given to the “weather” attribute (0,0013%), while 
all the other attributes, “region”, “type” of store, store “concept”, and “zone”, share similar 
weights, at about 25%. The Random Forest Filter method, second best according to the 
Silhouette index, but with a smaller WSS value, attributes a relevant level of importance to all 
the store attributes, being that “weather” has the 2nd highest weight (23,1%), only beaten by 
“region”, at 25,8%. The lowest weight value was assigned to “concept” (11,2%). 
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While it created problems with FR1 by allocating values close to 0 for attributes with many 
possible attribute values, the Xie-Beni weighting method did not have this drawback with this 
fashion retailer. Although “weather” is given a very small value, number of different values per 
attribute for FR2 has much smaller variation than those for FR1, with the number of attribute 
values ranging between 3 and 8, with “weather” having 7 possible attribute values. 
Table 11 - Attribute weights according to each weighting method for class “long sleeved blouses” of FR2 
aggregated at the SKUP level. 
 Region Type Concept Weather Zone 
Random Forest Filter 25,8% 17,7% 11,2% 23,1% 22,2% 
OOB estimate error rate 0,0% 0,0% 0,0% 100% 0,0% 
Regularized Trees 29,1% 17,3% 0,0% 28,0% 25,6% 
Xie-Beni Weighting 25,0% 25,0% 25,0% 0,0% 25,0% 
Because 3 was the number of clusters found to work better with the weights allocated through 
these methods, the variation of the Silhouette and WSS indexes depends only on the weights 
attributed. 
The “trousers” class was also selected to evaluate the methods for FR2 (Table 12), and once 
again none of the methods was found to produce reliable clusters. In this class, however, the 
Random Forest Filter produced the best clusters, followed by the Xie-Beni index weighting, 
showing that these two algorithms produce the better quality clusters for this retailer. 
Here, however, the number of clusters found to work better for each of them is quite different, 
with 4 clusters for the Random Forest Filter method, and 8 for the Xie-Beni weighting. 
Although the number of clusters is double for the latter, the WSS value doesn’t change 
dramatically, meaning that using a method that makes use of a higher number of clusters doesn’t 
bring much reward in this particular class. This could be explained by the fact that, unlike the 
previously considered items, sales levels of most models of “trousers” are not so dependent on 
fast changing trends or environment characteristics, like weather. 
Table 12 - Evaluation of the clusters resulting from each weighting method for class “trousers” of FR2. 
 SKUP Level Subclass Level 
 Silhouette WSS (*10^6) Silhouette WSS (*10^6) 
Random Forest Filter -0,0927 677 -0,2101 2127 
OOB estimate error rate  -0,1808 653 -0,4486 1931 
Regularized Trees -0,4309 577 -0,0972 2231 
Xie-Beni Weighting -0,1502 665 -0,1348 2277 
Similarly to what happened with the “long sleeved blouses” class, the Random Forest Filter 
method resulted in relevant weights for all variables (Table 13), although with some big 
differences, for example, on the “concept” attribute, where its importance dropped to 4,5%. At 
the same time, “weather” and “region” were, again, attributed the highest weights, with 27,2% 
each, followed by “zone” (24,3%) and “type” of store (16,7%). 
The Xie-Beni Weighting also presents similar weights to those found in the previous class, with 
“weather” having even littler impact on the clustering with a weight of 0,0002%, while all the 
other variables have weights close to 25%. 
On the other hand, the Silhouette values at the Subclass level of aggregation were slightly better 
for the “trousers” subclass, using the Regularized Trees algorithm. This algorithm favors 
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attributes such as “weather”, with a weight of 32%, and “region” (27,2%), while the store 
“concept” seems is given a very low importance (0,1%). Although it has a higher value of the 
Silhouette index, this clustering also has a high WSS, meaning that clustering at this level is not 
beneficial. 
Table 13 - Attribute weights according to each weighting method for class “trousers” of FR2 aggregated at the 
SKUP level. 
 Region Type Concept Weather Zone 
Random Forest Filter 27,2% 16,7% 4,5% 27,2% 24,3% 
OOB estimate error rate 0,0% 7,1% 14,3% 78,6% 0,0% 
Regularized Trees 27,3% 17,3% 0,0% 31,0% 24,6% 
Xie-Beni Weighting 25,0% 25,0% 25,0% 0,0% 25,0% 
For both the considered classes, the out-of-bag estimate error obtained fairly bad results, 
contrary to what happened for FR1. The weights attributed by this method to the FR2 classes 
often had multiple attributes be given 0 importance, which didn’t happen in FR1. This method 
looks at the way eliminating an attribute from the input values affects the correct identification 
of the store’s cluster, meaning attributes whose information about the store’s sales can be 
obtained through another attribute, or a combination of them, are often discarded. If two 
attributes give very similar information regarding store sales, then they’ll both be dismissed, 
even if they should be accounted for in the clustering process. Taking this into account, it is fair 
to say that the information within the attribute “region”, which got weighted at 0% for all the 
out-of-bag estimate error algorithm attempts for this retailer, can also be explained by other 
attributes, however these were also being given weight of 0% (store “type” and “zone”). 
This resemblance between the attribute weights attributed to classes at the SKUP level seem to 
indicate that these classes sell similarly according to the defined attributes. This doesn’t mean, 
however that the same stores sell these products in a similar way, just that their sales are 
impacted on a similar scale by each of the attributes. 
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5 Conclusion and future work 
5.1 Conclusions 
For FR1, it is clear that, at all levels, the attribute “channel”, whether it is a regular brand-owned 
retail store, an e-tailer, a department store, or a franchise, is the most important attribute, 
followed by the “country” the store is located in. This would be expected, as these two variables 
can be used to break down the demography of the different types of customers the brand serves. 
Different algorithms were found to work better for different product classes. This could be 
because the types of sales these classes entail are quite different. Both classes, however, 
presented some similarities regarding the quality of the clusters at the different levels. The 
Subclass level aggregation resulted in better quality clusters, however it is important to take 
into account this level of aggregation doesn’t regard for variables like style and price range. 
The SKUP level, however, represents the biggest amount of information, and produced quality 
clusters nonetheless, especially when compared with the SKUG aggregation level, with less 
information, that resulted in worst clusters. Therefore, for this fashion retailer, working at the 
SKUP level of aggregation, taking into account customer preferences for fabrics, styles, colors, 
and price ranges, is the better option. 
In the case of FR2, the store attribute “region” was found to be the most relevant and, although 
the obtained clusters for this retailer were of lower quality, the Xie-Beni weighting and Random 
Forest Filter methods obtained the best results for the considered classes. It is important to note, 
however, that these algorithms evaluated the weight for these classes in a very similar manner, 
meaning that it could be the case that these two classes are just similar enough in their variation 
according to the considered attributes. 
The different weights each of these algorithms allocates to the same attributes, taking into 
account the same product class, could be explained through the fact that some attributes may 
qualify customer groups in a similar manner, for example, the attribute “concept”, which 
includes values like “beach” stores, may give similar information about the expected sales as 
“weather”. This overlap in the variation explained by each of the attributes can result in one 
being favored over the other in certain algorithms. 
In this retailer, the SKUP level of aggregation also proved to be the best option, with rather 
poor quality clustering coming from a Subclass aggregation. 
As an algorithm wasn’t found to be clearly better when applied to FR1’s data and the similarities 
between the results found for each of FR2’s product classes could be due to these being 
coincidentally similar, the ideal scenario should consider to have all algorithms be tested for all 
the classes, settling for the one which produces the more cohesive clusters, given a certain 
number cluster range the retailer intends to work with. 
As the clustering process usually only happens once every season, it is viable to always adapt 
the algorithms to both the new company needs and the most recent sales data. 
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Nonetheless, the Xie-Beni weighting method shouldn’t be considered when the number of 
attribute values varies widely between attributes, like it is the case in Fashion Retailer 1, where 
the attribute “country” always has a low weight, due to its big number of possible values when 
compared with other attributes. 
Besides this, the OOB estimate error rate doesn’t work very well when two or more attributes 
reflect a very similar information gain, as it tends to give both of them very low weights, even 
if they are relevant to the clustering process separately. 
This results in the Random Forest Filter and Regularized Trees being the most reliable methods, 
which could fit any type of retailer. However, OOB estimate error rate did work very well for 
the FR1, probably due to it not considering attributes that reflect on very similar variations on 
the data. 
Finally, regarding the number of clusters, for both retailers, a higher number of clusters means 
a smaller Silhouette index, where it is more likely some stores are allocated to the wrong cluster, 
but also a smaller WSS, meaning the stores within a cluster are more similar to each other. 
Given the results obtained in this project, across all considered aggregation levels, a smaller 
number of clusters – ranging from 3 to 6 – is recommended, however retailers may want to 
offer very different things in many stores, and for this diversification goal, a higher number of 
clusters has to be set. Thus, it should remain a managerial decision to understand the ideal range 
of number of clusters to consider, being that this range should be inputted up front, so as to take 
it into account when defining the initial clusters from which the weights are to be deduced from. 
5.2 Future Work 
As the final number of clusters can vary between weighting methods and has a big impact on 
the final results, future work could be focused on understanding the number of clusters that 
would better work for certain managerial goals, such as sales growth or targeting new customers 
through a higher variety of products across stores. 
Another issue is to realize if, instead of different retailers, different classes of products can be 
better clustered according to different methods. Different typologies of products can have very 
different types of data, ranging from a small number of products, spread throughout all stores, 
that sell a large number of units, to a big number of products, each of them available in a small 
number of stores, which sell very few units. 
In order to take into account recent developments in buying patterns, considering past seasons 
to have a differently weighted relevance in the initial clustering that will lead to the attribute 
weights could also lead to interesting results, as it is allows for some sales patterns to emerge, 
as stores’ markets may shift. 
Also looking into the constant development of shopping trends, and as mentioned in many 
decision making variable selection process studies, the inclusion of an expert opinion variable 
in the weight allocation methodology may be beneficial. Instead of the current practice of 
having the whole process rely on experts, their opinion could just count as an add-on to the 
statistical and machine learning analysis of previous data. 
Besides this, all the calculations made throughout this project rely on sales data, meaning 
they’re dependent on previous managerial decisions, as two stores can serve customers with 
rather similar needs, however if the same products aren’t allocated to these stores, this 
connection is harder to find and the weight of the attributes they have in common isn’t going to 
be altered. Taking into consideration as an input to the attribute weighting process the previous 
decisions that lead to the current sales data, as well as how sales shifted as clusters were altered, 
could also lead to better results. 
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Finally, and because allocating products to stores isn’t only a fast fashion problem, these 
methods could be applied to other retail areas, either ones subject to constant quick changes 
similar to what is felt in the fashion industry, such as the electronics market, or others that seem 
to change in slower ways and face different challenges, like grocers. 
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