ABSTRACT Generally, a coprime planar array (CPA) incorporates two uniform planar subarrays with large inter-element spacing to achieve improved direction of arrival (DOA) estimation performance, where the two subarrays are usually interleaved in the same quadrant. In this paper, by separating the two subarrays in different quadrants, we design an unfolded CPA to achieve the augmented array aperture. We study the theoretical performance of 2-D DOA estimation with unfolded CPA via Cramer-Rao bound, which concludes that the unfolded CPA with two subarrays in centrosymmetric layout can outperform those in other layouts in DOA estimation performance. Furthermore, we propose an ambiguity-free multiple signals classification (AF-MUSIC) algorithm by stacking the received signals of two subarrays, and prove that the ambiguity problem can be suppressed with coprime property. Meanwhile, AF-MUSIC algorithm can fully exploit all the degrees of freedom and attain more accurate DOA estimates due to the joint utilization of autocorrelation and cross-correlation information. In addition, a successive scheme for AF-MUSIC algorithm is devised to relieve the computational burden. Finally, numerical simulations verify the effectiveness and superiority of the unfolded CPA and AF-MUSIC algorithm.
I. INTRODUCTION
Direction of arrival (DOA) estimation, which is one of the fundamental issues in the field of array signal processing, has been investigated for numerous engineering applications containing wireless communication, radar, medical imaging and sonar [1] , [2] . Over the decades, various algorithms, such as multiple signals classification (MUSIC) [3] and estimation of signal parameters via rotational invariance technique (ESPRIT) [4] , have been proposed for uniform linear array (ULA) [5] , uniform circular array (UCA) [6] and uniform planar array (UPA) [7] . However, the distance of adjacent sensors is limited to half wavelength to avoid phase ambiguity.
Over the years, sparse arrays, such as nested arrays [8] and coprime arrays [9] , have drawn significant attention due to the improvement of estimation accuracy, the enhancement of degree of freedom (DOF) and the mitigation of mutual coupling [8] - [14] . In fact, the nested array [8] typically contains at least one uniform linear subarray with inter-element spacing being smaller than half wavelength and the problem of mutual coupling still exists. In [9] , a general coprime linear array, which consists of two uniform linear subarrays with N and M sensors, was proposed, where the inter-element spacing is respectively M λ/2 and N λ/2, λ denotes the wavelength of the carrier wave. It is demonstrated that a coprime linear array with N + M − 1 sensors can attain O(NM ) DOFs and more accurate DOA estimates, which motivate considerable investigations on the coprime arrays. In [10] , a novel algorithm employing spatial smoothing technique was presented, where a positive semi-definite covariance matrix is constructed so that the subspace-based algorithms can be applied. However, a large number of snapshots are expected by the vectorization process to estimate an accurate covariance matrix of received signal. In [15] , a decomposed algorithm was presented for coprime linear arrays, which directly applies the traditional MUSIC algorithm to the two subarrays with global angular spectral search. The ambiguity problem can be eliminated by searching for the nearest estimates from the two subarrays. In [16] , a search-free method for DOA estimation with coprime arrays was devised to relieve the computational burden.
In practical applications, L-shaped arrays or planar arrays are employed for 2D DOA estimation. In [17] , a coprime symmetric cross array was utilized for 2D DOA estimation based on the forth-order-cumulants. In [18] , a general coprime planar array (CPA) was proposed and a partial spectral search (PSS) method was presented to estimate 2D DOAs. However, the PSS method involves the expensive 2D spectral search. In [19] , a computationally efficient approach for CPA was presented, which only needs one-dimensional (1D) spectral search among a finite angular sector. In [20] , a generalized CPA geometry was constructed for 2D DOA estimation, which has a more flexible array layout and an optimization of DOF. However, the methods in [18] - [20] are conducted with the two subarrays of the general CPA separately and the two subarrays are usually interleaved in the same quadrant, which damages the array aperture and degrades the estimation performance.
In this paper, from the aperture-augmented perspective, we design an unfolded CPA by splitting the two subarrays in different quadrants. We introduce three layouts of the unfolded CPA, denoted as Q2-CPA, Q3-CPA and Q4-CPA, by arranging one subarray in the first quadrant and assembling the other one in other quadrants. Moreover, we evaluate the theoretical performance of 2D DOA estimation with the unfolded CPA via Cramer-Rao Bound (CRB) [21] - [23] , which is employed as a benchmark for the lower bound on the mean square error (MSE) of unbiased DOA estimates. In particular, Q3-CPA with subarrays in the first and third quadrant outperforms the other layouts in estimation performance according to CRB results, which is also verified by extensive simulations. Additionally, we propose an ambiguity-free MUSIC (AF-MUSIC) algorithm for the unfolded CPA by jointly employing the received data of the two subarrays, while the methods in [18] - [20] operate with the two subarrays separately and involve ambiguity problem. We demonstrate that the ambiguous estimates can be suppressed with coprime property based on the theorem in [18] . Meanwhile, the AF-MUSIC algorithm can fully utilize DOFs and obtain improved estimation performance because autocorrelation and cross-correlation information are combined. To relieve the computational burden, a successive scheme for AF-MUSIC algorithm is presented by initializing DOAs with computationally efficient ESPRIT algorithm, which only involves 1D partial spectral search. Finally, simulation results corroborate the effectiveness and superiority of the proposed AF-MUSIC algorithm and the unfolded CPA. As follows, we summarize the main contributions of this paper. 1) We design an unfolded CPA to extend the array aperture of the general CPA. The unfolded CPA enables to obtain enhanced resolution and improved estimation performance. We provide three layouts of unfolded CPA, denoted as Q2-CPA, Q3-CPA and Q4-CPA, and study the theoretical performance of unfolded CPA via CRB. In particular, Q3-CPA can outperform the other two layouts. 2) We propose an AF-MUSIC algorithm for CPA to fully utilize DOFs and attain more accurate DOA estimates. Moreover, we demonstrate that the proposed algorithm can suppress the ambiguous angles with coprime property and real DOA estimates can be immediately obtained. 3) We devise a successive scheme for AF-MUSIC algorithm to remarkably save the computational cost, as compared with AF-MUSIC algorithm. The remainder of this paper is structured as follows. In Section II, configurations of the general and unfolded CPAs are introduced and CRBs are provided. The AF-MUSIC algorithm and the successive scheme are derived in Section III. Section IV gives the discussions about the unfolded CPA and the proposed algorithm. Numerical simulations are exhibited in Section V and we conclude this paper in Section VI.
Notations: We use upper-case (lower-case) bold characters to represent matrices (vectors). (·) −1 and (·) + denote the inverse and pseudo-inverse operators. (·) T , (·) * and (·) H respectively stand for the transpose, the conjugate and the conjugate transpose of a matrix or vector. ⊗, • and ⊕ are Kronecker product, Khatri-Rao product and Hadamard product, respectively. diag{·} denotes a diagonal matrix which utilizes the elements as its diagonal elements. E{·} denotes the expectation operator and Re{·} is the operator to take the real part of a complex matrix.
II. CPA CONFIGURATIONS AND CRB
A. GENERAL CPA As discussed in [18] and [19] , a general CPA contains two uniform planar subarrays with M 1 × M 1 and M 2 × M 2 sensors, where M 1 and M 2 are coprime integers and we assume M 1 > M 2 . The distance between two adjacent sensors of the subarray with M 1 × M 1 is d 1 = M 2 λ/2 while the second subarray has the inter-element spacing d 2 = M 1 λ/2, where λ stands for the wavelength of the carrier wave. The origin point is taken as the reference point and the two subarrays only overlap at the reference point. The general CPA usually has two subarrays interleaved in the same quadrant and Fig. 1 explicitly illustrates a prototype of the general CPA, where M 1 = 4 and M 2 = 3. As indicated in [25] , the array aperture is one of the fundamental factors that can determine the performance of an array antenna for DOA estimation. The two subarrays of the general CPA are conducted separately by the DOA estimation methods in [18] - [20] and usually twist in the same quadrant, which lead to the array aperture loss and estimation performance degradation.
B. UNFOLDED CPA
In this part, we augment the array aperture by unfolding the two subarrays of the general CPA in different quadrants. Specifically, we fix the subarray with M 1 × M 1 sensors in the first quadrant and assemble the other one with M 2 × M 2 sensors in the second quadrant, the third quadrant and the fourth quadrant, where we denote the three types of unfolded CPA as Q2-CPA, Q3-CPA and Q4-CPA. Particularly, we denote the general CPA as Q1-CPA for simplicity since it incorporates the two subarrays in the first quadrant. For a better illustration, we exhibit the three layouts in Fig. 2 , where M 1 = 4 and M 2 = 3.
Assume that K far-field narrow-band uncorrelated signals impinge on Q3-CPA in the xOy plane with angles (α k , β k )(k = 1, 2, . . . , K ), where α k ∈ (0, π) is the DOA of the k-th signal corresponding to the x axis and β k ∈ (0, π) is related to the y axis [24] . We define a transformation for simplicity as u k = cos α k ∈ (−1, 1) and v k = cos β k ∈ (−1, 1). The outputs of the two subarrays can be presented as [17] and [18] 
where
is the directional matrix of the i-th subarray and
T is the signal vector and n i (t)(i = 1, 2) is the additive white Gaussian noise vector of the i-th subarray with variance σ 2 n and mean zero. t = 1, 2, . . . , T , where T is the total number of snapshots. 
Correspondingly, the directional matrix of the Q1-CPA can be represented as
Similarly, for Q2-CPA and Q4-CPA,
where a
C. CRAMER-RAO BOUND
In this part, we compute the CRB for the unfolded CPA according to [21] - [23] . As each layout of the unfolded CPA is composed of two subarrays, the derivations for CRB of the three layouts are similar and we only give the detailed derivations for Q3-CPA. Construct the total directional matrix of the Q3-CPA as
where A 21 is composed of the second row to the last row of A 2 as the two subarrays overlap at the reference point. According to [21] - [23] , the CRB matrix can be represented by
denotes the k-th column of the total directional matrix A p and
In Section V, we will provide CRB results of the four CPA configurations, which shows the theoretical estimation performance of different CPA configurations for DOA estimation.
III. DOA ESTIMATION ALGORITHMS
In this section, we first review the existing method for CPA [18] . We present an AF-MUSIC algorithm to tackle the problems that the method in [18] encounters. Note that in this section, we employ Q3-CPA to derive the proposed algorithm. As the AF-MUSIC algorithm involves the global angular spectral search, additionally, we devise a successive scheme to relieve the computational burden with initialization.
A. REVIEW
In [18] , the subarrays of CPA are conducted separately and according to (1)-(2), the covariance matrix of the i-th subarray can be represented by
whereR s is the signal covariance matrix and
is an identity matrix. In practice, the sample covariance matrix is obtained with T snapshotŝ
Perform eigenvalue decomposition ofR i to achieve the noise subspace E n.i and the spatial spectral function of MUSIC for the i-th subarray can be constructed as [18] 
where u = cos α and v = cos β.
As the DOA estimates suffer from ambiguity problem, an effective ambiguity elimination method is presented in [18] . Furthermore, a PSS method is proposed by utilizing the linear relationship between the real and ambiguous DOA estimates, which can remarkably reduce the computational complexity. However, PSS method encounters ambiguity problem, the loss of DOF and the degradation of DOA estimation performance.
B. AF-MUSIC ALGORITHM
In this subsection, we derive the proposed AF-MUSIC algorithm with Q3-CPA to dispose of the problems that the methods in [18] - [20] encounter. In particular, the proposed algorithm can be applied to both the general CLA and the unfolded CPAs.
Instead of implementing the outputs separately, we stack the outputs of the two subarrays jointly as
T is the stacking directional matrix and n(t) = [n T 1 (t), n T 2 (t)] T . The corresponding total covariance matrix can be estimated with T snapshotŝ
The eigenvalue decomposition result of the total covariance matrixR can be denoted aŝ
whereÊ s andÊ n are the signal subspace and noise subspace matrix whileD s andD n contain the eigenvalues. According to the orthogonality between the noise and signal subspace, the spatial spectral function of MUSIC can be represented by
After searching over u ∈ (−1, 1) and v ∈ (−1, 1), the AF-MUSIC spectrum can be obtained and no ambiguous angle emerges, which can be demonstrated by Lemma I below based on Theorem I in [18] .
Lemma I: Assume (u k , v k ) is the real DOA of the k-th signal, there exists and only exists one DOA estimate pair (û k ,v k ) generating a spectral peak in the AF-MUSIC VOLUME 6, 2018 spectrum and hence (û k ,v k ) is the estimation of the real DOA (u k , v k ).
Proof: Assume that (û a k ,v a k ) is another one DOA estimate for the real DOA (u k , v k ) besides (û k ,v k ), and generates a spectral peak in the AF-MUSIC spectrum, which means
Specifically,
According to (23)- (24),
As is demonstrated in [18] , there are no {q 1,x , q 2,x } pair and {q 1,y , q 2,y } pair existing that satisfy (25) except for the case of q 1,x = q 2,x = 0 and q 1,y = q 2,y = 0, which means no ambiguous DOA estimate will arise.
End of the proof. As derived above, the proposed algorithm requires global angular spectral search, which is tremendously expensive. In the next subsection, we devise a successive scheme for the case of K < M 1 M 1 , where M 1 > M 2 , which can substantially decrease the computational complexity.
Remark 1: The AF-MUSIC algorithm can be applied to both the general CPA and the unfolded CPA. Due to the exploiting of the autocorrelation and cross-correlation information, the total DOF of the AF-MUSIC algorithm is M 1 M 1 +M 2 M 2 −1, which is far more than the methods in [18] and [19] with M 2 M 2 , where we assume
Remark 2: In this paper, as a prior assumption, the signal number K is known, which can be attained by Gerschgorin discs method, matrix decomposition method or information theory [26] , [27] .
C. THE SUCCESSIVE SCHEME According to (1) , the subarray with M 1 × M 1 sensors has uniform inter-element spacing and hence possesses the Vandermonde property, which means the computationally efficient ESPRIT algorithm [4] can be applied first to obtain initial DOA estimates.
The covariance matrix of the subarray with M 1 × M 1 sensors can be computed bŷ
By performing eigenvalue decomposition ofR 1 , the signal subspaceÊ s1 = A 1 T can be achieved and the estimation of v k can be obtained by
where y = diag{e
}, T is a full rank matrix,Ê s1,1 is the first row to the M 1 (M 1 − 1) row of E s1 whileÊ s1,2 is the M 1 + 1 row to the M 2 1 row. In the same way, the estimation of u k can be achieved according to x = diag{e
}. Nevertheless, the automatically paired DOA estimates (û a k ,v a k ) (k = 1, 2, . . . , K ) involve the ambiguity problem due to the larger inter-element spacing than half wavelength and all the ambiguous DOA estimates can be calculated by (23)- (24) . Fortunately, the unambiguous DOA estimates can be attained by computing the ambiguous estimates with (19) , where the uniqueness is verified in Lemma I. To achieve more accurate DOA estimates, we employ the unambiguous DOA estimate (û ini k ,v ini k ) to initialize the spatial spectral function of AF-MUSIC in (19) .
Unlike AF-MUSIC algorithm, which involves a 2D spectral search over global angular domain, u ∈ (−1, 1) and v ∈ (−1, 1), the successive scheme only requires 1D partial search, which can greatly save the computational complexity.
We exploit the rough estimateû ini k for the k-th signal to initialize the spatial spectral function (19) and the 1D spatial spectral function for v can be constructed as
As we have obtained the rough estimatev ini k for the k-th signal, we only need to search over a small sector, v ∈ (v ini k − ,v ini k + ), and then a more accurate DOA estimate for v k , denoted asv k , can be achieved by 1D partial spectral search, where is a tiny constant.
Subsequently, we can similarly construct the 1D spatial spectral function for u withv k as
Similarly, the partial search sector can be limited to u ∈ (û ini k − ,û ini k + ) and a more accurateû k can be attained. We summarize the detailed steps of the successive scheme in Scheme 1. In the next section, we will discuss the complexity of the successive scheme which can greatly save the computational complexity. Specifically, the estimations of DOAs can be computed byα
(30.b)
Scheme 1 Successive Scheme of the AF-MUSIC Algorithm for DOA Estimation
Input:
A s s(t) + n(t), t = 1, 2, . . . , T Output: Estimates of DOAs α k and β k , k = 1, 2, . . . , K
Step 1: Compute the total covariance matrixR according to (17) and decompose it to obtain the covariance matrixR 1 of the subarray with M 1 × M 1 sensors.
Step 2: Perform eigenvalue decomposition ofR andR 1 to attain the total noise subspaceÊ n and the signal subspaceÊ s1 .
Step 3: Conduct ESPRIT algorithm withÊ s1 to achieve the ambiguous DOA estimates and the initial estimates (û ini k ,v ini k ), k = 1, 2, . . . , K , can be acquired by computing the ambiguous estimates with (19) .
Step 4: Construct the 1D spatial spectral function for v according to (28) and search over v ∈ (v ini k − ,v ini k + ) to obtain a better estimatev k for the k-th signal, k = 1, 2, . . . , K .
Step 5: Construct the 1D spatial spectral function for u according to (29) withv k and search over u ∈ (û ini k − ,û ini k + ) to achieve a better estimateû k , k = 1, 2, . . . , K .
Step 6: The DOA angle estimates (α k ,β k ) can be achieved by (30), k = 1, 2, . . . , K .
IV. DISCUSSIONS A. DEGREE OF FREEDOM
The proposed AF-MUSIC algorithm can achieve up to
sensors, while the methods in [18] - [20] can attain M 2 M 2 DOFs at most since the proposed algorithm jointly exploits the autocorrelation and cross-correlation information. In particular, the successive scheme has M 1 M 1 DOFs, where M 1 > M 2 .
B. COMPLEXITY
In this part, we evaluate the complexity of the methods by only computing the complex multiplications. For the proposed AF-MUSIC algorithm, the computational complexity
, where the times of the global spectral search are
is the times of the partial spectral search for the successive scheme, d s = 0.0005 is the search step and = 0.05. We compare the complexity of TSS method [18] , PSS method [18] , the reduced-dimensional (RD) method [19] , the proposed AF-MUSIC algorithm and the successive scheme with Q3-CPA in Fig. 3 , where Fig. 3 and Fig. 4 that the AF-MUSIC algorithm suffers from the high computational complexity while the successive scheme can remarkably decrease the complexity. For the sake of clarify, we list the computational complexities of the methods in Table 1 . In addition, Table 2 gives the actual running time, computed by the MATLAB R2015b under the condition of Intel (R) Xeon (R) CPU E5-1607 v3 @3.10GHz and 8GB random access memory, where
, T = 100 and SNR = 12dB, which shows clearly that the successive scheme outperforms the other methods in complexity.
C. ADVANTAGES
In this part, we summarize the advantages of the unfolded CPA, the AF-MUSIC algorithm and the successive scheme.
1) The unfolded CPA enjoys enhanced resolution and improved DOA estimate accuracy due to a larger array aperture, as compared with Q1-CPA. In particular, Q3-CPA takes an advantage over the other layouts of the unfolded CPA in both resolution and accuracy.
2) The AF-MUSIC algorithm can obtain better DOA estimation performance than the methods in [18] - [20] as the proposed algorithm employs the total information, including the autocorrelation and cross-correlation information, whereas the others only exploit the autocorrelation information. Furthermore, the AF-MUSIC algorithm can fully utilize DOFs,
while the methods in [18] - [20] only have M 2 M 2 DOFs. Besides, the successive scheme can achieve
3) The successive scheme of the AF-MUSIC algorithm can remarkably relieve the computational burden, which only involves 1D partial spectral search while the methods in [18] - [20] and AF-MUSIC algorithm require 2D spectral search.
V. SIMULATIONS
In this section, we provide the simulation results of the unfolded CPA and the proposed AF-MUSIC algorithm, compared with the general CPA (Q1-CPA) and the methods in [18] , [19] . Each CPA configuration contains two uniform planar subarrays respectively with M 1 ×M 1 = 4×4 = 16 and performance,
where α k and β k are the DOAs of the k-th signal.α k,l andβ k,l are the corresponding estimates for the l-th trial. L indicates the total times of Monte-Carlo simulation trials and in this paper we set L = 1000.
A. CRB OF THE UNFOLDED CPA AND THE Q1-CPA
In this simulation, we provide CRB of different CPA configurations and study the theoretical estimation performance versus SNR and snapshot. Fig. 5 depicts the CRB versus SNR, where L = 100. Meanwhile, Fig. 6 illustrates the CRB versus snapshots, where SNR = 0dB. It is indicated in Fig. 5 and Fig. 6 that the three layouts of the unfolded CPA take an advantage over Q1-CPA in accuracy while especially, Q3-CPA can outperform the other layouts of the unfolded CPA due to a larger array aperture.
B. COMPARISON OF RMSE PERFORMANCE AMONG DIFFERENT CPA CONFIGURATIONS
In this simulation, we compare the RMSE performance of the proposed AF-MUSIC algorithm with three layouts of the unfolded CPA and the Q1-CPA, where Fig. 7 depicts the RMSE performance versus SNR with T = 100 and Fig. 8 illustrates the RMSE performance versus snapshot with SNR = 0dB. It is shown clearly that the RMSE performance of AF-MUSIC algorithm with different CPA configurations is improving with a higher SNR or a larger number of snapshots and AF-MUSIC algorithm with unfolded CPA can attain more accurate DOA estimates than the proposed algorithm with Q1-CPA, which corroborates the theoretical performance of the four CPA configurations that the CRB curves exhibit. Particularly, Q3-CPA endows AF-MUSIC algorithm an outstanding estimation performance due to a larger array aperture.
C. COMPARISON OF RMSE PERFORMANCE AMONG DIFFERENT ALGORITHMS WITH Q3-CPA
In this simulation, we present the RMSE performance of the AF-MUSIC algorithm, the successive scheme, PSS method [18] and RD-PSS method [19] with Q3-CPA, where RMSE performance versus SNR is illustrated in Fig. 9 with T = 100 and the one versus snapshot is shown in Fig. 10 with SNR = 0dB. AF-MUSIC algorithm provides the most accurate estimates due to the joint utilization of autocorrelation and cross-correlation information. Additionally, the successive scheme can obtain prominent estimation performance with much lower computational complexity which is illustrated in Fig. 3 and Fig. 4 , as compared with PSS method and RD-PSS method.
D. AF-MUSIC SPECTRUM
We give the AF-MUSIC spectrum to show the ambiguityfree property and the maximum number of achievable DOFs in Fig. 11 . As we investigate the saturation state of AF-MUSIC algorithm in this simulation, extreme conditions are required. To illustrate the signals explicitly with no ambiguous DOA estimates, we only utilize T = 500 noisefree snapshots, where K = 23 and the total number of sensors is 4 × 4 + 3 × 3 − 1 = 24. It is obviously shown that the 23 signals can be resolved uniquely due to the exploitation of total information, where no ambiguous angles arise, while the methods in [18] and [19] fail because they can detect 8 signals at most in this scenario.
E. RESOLUTION PERFORMANCE
In this simulation, assume that two closely located signals imping on the four CPA structures, where SNR = 12dB, In this paper, we design the unfolded CPA configuration from the aperture-augmented perspective by unfolding the two subarrays to achieve enhanced resolution and improved estimation accuracy. The CRB for unfolded CPA is provided to depict the theoretical lower bound on MSE of the unbiased estimates, which concludes that Q3-CPA can outperform the other two layouts of unfolded CPA in resolution and accuracy. Moreover, we propose the AF-MUSIC algorithm for CPA by stacking the received signals of two subarrays and we prove that the ambiguity problem can be suppressed based on coprime property. Meanwhile, AF-MUSIC algorithm can attain improved estimation performance and fully utilize DOFs due to the joint utilization of autocorrelation and cross-correlation information. Additionally, we devise the successive scheme by initializing DOAs to decrease the computational complexity of AF-MUSIC algorithm. LE XU received the B.E. degree from the Nanjing University of Aeronautics and Astronautics, Nanjing, China, in 2016, where he is currently pursuing the master's degree in communication and information systems with the College of Electronic and Information Engineering. His current research interests include array signal processing.
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