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ABSTRACT 
Using the so-called Lanczos procedure of  orthogonalization a method is developed to calculate 
the elements of  a N-dimensional Jacobi matrix and/or the coefficients of the three-term recur- 
rence relation of  a system of  orthogonal polynomials (Pro(x), m = 0, 1, 2, - ,  N) in terms o f  the 
moments gr(1) of  its associated weight function. The eigenvalue density p (N)(x) and its asympto- 
tical limit, i.e. when N tends to infinite, are also calculated in terms of/~r(1 ). The method is used 
to determine the functions p (N)(x) and p (x) for some known weight functions, like the normal 
distribution, the uniform distribution, the semicircular distribution and the gamma or Pearson 
type III distribution. As a byproduct  he asymptotical density of  zeros of  Chebyshev, Legendre 
and generalized Laguerre polynomials are found. 
I. INTRODUCTION 
Recently avariety of problems which range from 
numerical analysis [1-3], continued fractions [4], 
Jacobi matrices [5] to physics [6] has been reduced 
to the problem of determining the elements of a 
Jacobi matrix or, what is equivalent, the coefficients 
of the three-term recurrence relation of a system of 
orthogonal polynomials by means of some known 
information, generally the moments gr(1), of its 
associated weight function co(x). This problem has 
been solved (see for instance Akhiezer [5], chapter 1) 
by calculating the coefficients as determinantal re a- 
tions of/~(1). But these relations are not very useful 
for many practical purposes. Thus other methods, e.g. 
Gautschi [2], Golub [1], Phillips [3], whose aim is the 
calculation of Gauss quadrature ules were established. 
In,his paper the author develops (see section 3) an- 
other method to determine the elements of a Jacobi 
matrix in terms of its associated weight function 
col(X). His main purpose is not to use it in numerical 
applications but to calculate the eigenvalue distribu- 
tion p(N)(x) of a Jacobi matrix in terms of the moments 
gr(1). This is done in section 5. The asymptotical limit 
p(x), i.e. when N tends to infinite, of the distribution 
p(N)(x) is found both in a purely algebraic way in 
terms of 60 l(x) and directly in terms of the moments 
gr (1). For this, see section 6. In section 2 the concept 
of spectral distribution of a vector and other pre- 
liminaries are briefly discussed. The spectral distribu- 
tions of the vectors of the basis in which the matrix 
has a Jacobi form are obtained in section 4 in terms of 
60 l(x). To show how the whole procedure works, the 
author has applied it in section 7 to some weight func- 
tions col (x) and in doing so, some known properties 
of Jacobi matrices and otthogonal polynomials are 
found as particular examples. In section 8 some con- 
clusions and comments are included. 
2. DEFINITIONS AND PRELIMINARIES 
Let V and A be a vector space of finite dimension N
and a linear operator in that space respectively. Let 
.IOn, a =1 ..... N} denote an orthonormal basis set in V. 
An eigenvalue problem consists of calculating and 
diagonalizing the ~-matrix representation f A, thus 
producing the eigenvalues X i and eigenvectors q/ias 
follows 
Aq/i = Xi q/i 
q/i = ~ Cia~ a (1) 
Conversely one may consider the basis vectors to be 
expanded in terms of the eigenvectors of A, i.e. 
Ca = i ~ C* ia q/i (2) 
The function 
COa(X ) = Z ICia 12 8 (h i, X) (3) 
i 
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is to be called "spectral distribution of the state ¢a '"  
It tells us how the function ~a is distributed over the 
eigenvectors of A. This distribution ~g(X) is com- 
pletely characterized by its moments. The r-th mo- 
ment of the distribution COa(X ) is defined by 
//~ (a) = z x ~. ~a  Bi) (4) 
i i 
Using (3), the moments//r (a) can be written as 
//r (a) = ~ X r [Cia ]2 = < ~a [Ar]~a > (5) 
i i 
where we have used the definition of the expansion 
coefficients. A r denotes the r-th power of the operator 
A. From equation (5) one can observe that the distribu- 
tion ¢Oa(X ) is completely determined by expectation 
values of powers of A in the state Ca' and that the 
knowledge of the detailed eigenvalues and eigenvectors 
of A is unnecessary for this purpose. 
Let us now assume that A is a Jacobi matrix, i.e. a real 
and symmetric tridiagonal matrix J 
j= 
a I b I 
b 1 a 2 b 2 
b 2 a 3 b 3 
(6) 
bN_l  
aN bN-1 
Let us also consider the sequence of functions {Pk(X)} 
where 
Pk(X) = (x-ak) Pk-1 (x) - b~_ l  Pk-2 (x) 
(7) 
P0(x) = 1; P_l(X) = 0 k = 1, 2, 3 .... 
I f  we call Jn the n-squared principal submatrix of  J, it 
by sequentially expanding with re- is easy to see [7] " * " 
spect o the last row of the truncated matrix Jn that 
det ]xI n - Jn  ] = Vn(x) (8) 
where In is the n x n unity matrix. Therefore the n-th 
member of the family {Pk(X)} is the characteristic 
polynomial of the matrix Jn" Of course when n = N, 
JN -- J" We may sum up the properties of the func- 
tions Pk(x) by saying that the sequence {Pk(X) } is a 
Sturm Sequence [7]. They are called [5] the orthogonal 
polynomials of the fzrst kind associated to the Jacobi 
matrix J. 
3. DETERMINING A JACOBI MATRIX FROM ITS 
ASSOCIATED WEIGHT FUNCTION 
Let ~1 -- [ 1 > be some vector normalized to unity in 
the N-dimensional vector space V. Let us suppose 
that we know the spectral distribution COl(k ) --- 60(1) 
of the state 41 with respect to some linear operator A
in the space V. We shall characterize the function co(l) 
in terms of its moments//r (1) where 
//r(1) = < ¢ 1 ]Ariel  > -= <11Ar 11> (9) 
or in terms of its central moments/~r(1) or moments 
about the mean, i.e. 
//r(1) = < I [ [A -  <A>]  r ] 1 > (10) 
where <A> - < 1 IA[ 1 > =//1 (1) is the centroid of the 
distribution co (1). 
From ¢b 1 one can generate the sequence of vectors 
~m -= [ m > by the following equations 
12> = [ (A -<A>)  + a21111> 
13> = [ (A -<A>)  2 + a31(A-<A>)  + a32][ 1 > 
Im> = [ (A -<A>)  m-1 + am1 (A -<A>)  m-2+ ...][1> 
or in short 
m-1 
[m>= ~ (A -<A>)m-r -1  I1> (11) 
r = 0 amr  
m = 2, 3, ..., N 
with the convention ak0 = 1 for every k. 
Using the well-known Lanczos procedure [7] of orthog- 
onalization one can see that the sequence of vectors 
{¢m} is a basis in the space V and that the coefficients 
aij are given in terms of the central moments of the 
spectral distribution co(1) by the following recurrence 
relation 
r-1 m-r -1  
1 Z ami ~ am_r,j/~2m_r_2_i_j(1 ) amr -  <m-r im- r> i=0 j 0 
(12) 
m = 2, 3, ..., N 
r =1,2 ,3  .... ,m-1  
where < m ]m> denotes the norm of the state Ira>, 
which can be obtained from the moment//r(1)-by 
m-1 
<mira> = 2) (1). (13) j=0 amj / /2m-2- j  
DeFining the determinants 
Dk= 
Uo0) //1(1) ... Uk0) 
//1(1) /.t2(1) ,.. #k+l  (1) 
, , ,  
//k(1) /ak+l(1)... #2k (1) 
; (k= 0,1, 2,...) 
(14) 
one can express the "a's" and norms in a closed form 
in terms of the moments//r(1) asfollows 
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A m, m-r  
am r_  m-1 (m=2,3  .... ) (15) 
Dm-2 
Din-: 1 
<mim>= D (m=2,3  .... ) (16 7 
m-2  
If one agrees to put D1  = 1 the relation (16 7 remains 
m, m-r  
valid for m = 1. The symbol A m -1 denotes the 
cofactor or adjoint of the element (m, m-r) of the 
determinant Dm_l, Other properties and relations of 
the a's which make easy their use are given in Appen- 
dix I, which also includes the ftrst norms. In the 
Lanczos basis (¢m) the linear operator A takes the 
form of a symmetric tridiagonal matrix J whose 
elements are given by 
bam = am1 -am+l ,  1 
[<m+l lm+l> 1/2 (17) 
m = ~ ] m=1,2  .... N-1 
Using relations (15) and (16)we can rewrite equations 
177 as 
Am,m-1 Am+l ,m 
m-1 m 
a m = 
• Dm -2 Dm -1 
(18) 
~/Dm Dm-2 
bm - Dm'-I 
which are of similar nature as those given for instance 
in chapter I of. Akhiezer [5]. 
On the other hand one can consider from (11) the fol- 
lowing functions 
m-1 
Pm(x ) = 1 (x_~-)m-r- 1 
<mira>l /2  r~O amr 
m = 1, 2, 3 .... (19) 
[~ being the centroid of the distribution 601(x)], which 
form a family of orthonormal polynomials with re- 
spect o the weight function ¢o1(x), i.e. 
1 
im,n=?  Pm(x)Pn(x)601(x)dx=i ~ (n=0,1 ..... m- l )  P m ( x ) - ~  
a (n=m) (20) 
where (a, b) is the support interval of 601 ix)" P0 (x) = 1 
Indeed from (19) one has that Im, n can be written as 
Because of (I.1) and 1.2) in appendix one gets Im, n = 0 
for m ¢ n. For m = n one has 
b 
{ 
m-1 
1 Z ami amj/~2 m_i_j_ 2!1) = 1 
<mira> i,j=0 
m-1 
_ 1 ~ ami/Z2m-i-2 (1) = 1 
<mira> j=0 
where (I.2) and (13) have been used. Thus, equation 
(20) is proved. Furthermore from the above one can in 
a straightforward manner obtain that the polynomial 
{Pk(x) } de£med by (19) satisfies the recurrence r la- 
tion (7) with coefficients a n and b n defined by (17). 
It has been also shown that the weight function with 
respect to which the polynomials Pk(X) are orthogonal 
is the spectral distribution 60 l(x). This function 601(x) 
is also called "the associated weight function of the 
Jacobi matrix" J with elements def'med by (17). 
One can notice that the problem of constructing a 
Jacobi matrix from its associated weight function 601(x) 
is essentially equivalent to the one of determining the 
coefficients of the three-term recurrence r lation of a 
family of orthogonal polynomials from the moments 
of its weight function. From the last point of view dif- 
ferent algorithms have been developed in numerical 
analysis by Gautschi [2], Golub et al. [1] and Phillips 
[3]. Although these algorithms yield the same explicit 
Jacobi matrix as the method proposed here, it is not 
the purpose of the author to evaluate the relative 
merits of his method in comparison with the ones 
stated above as a tool in numerical analysis, e.g. to 
construct Gauss quadrature ules. This will be done 
elsewhere. The aim of this paper is to use the results 
obtained in this section to get the (asymptotic) eigen- 
value density of Jacobi matrices. For this one first 
needs the spectral distribution of the Lanczos vectors. 
To end this section one can remark that using the 
determinantal expressions (15) and (16), the ortho- 
normal polynomials defined by (19) can be directly 
written in terms of the determinants D k as follows 
/10 #1 "'" gm 
#1 /a2 "'" #m+l  
/~m-1 /~m "'" #2m-1 
1 x ... x m 
(m= 1,2,3,...) 
which are called in the literature Hankel polynomials [5]. 
m-1 n-1 b 
: 1 ~ ~ a .a  • ~ f (x -x - )m- i - l (x -~- )n - j - l~ l (X)dx  
<m[m>l/2<n[n>l /2  i=O j=O ml nj 
1 n-1 
ami an j / /m+ n_i_j_2(1) j=O 
4. SPECTRAL DISTRIBUTION OF THE VECTORS 
OF LANCZOS BASIS 
Let 60m(X) be th e spectral distribution of a generic state 
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#m, m > 2, of the Lanczos basis. In this section the 
function tOm(X ) is determined in terms of the spectral 
distribution of the initial vector #1 and its moments 
are calculated. 
By definition the moments #r(m) of the distribution 
tOm(X) are given by 
gtr(m ) = f x r tOm(X) dx (217 
But in section 3 it was shown that 
ttr(m ! = <ml j r lm> = <1 IP2( j ) j r [ l>  
= f PZm(X ) x r tOl(x) dx (22) 
where the vectors of Lanczos basis have been supposed 
normalized to one and the expressions (11) and (19) 
have been used• 
From (21) and (22) we have 
b 
f x r [tOm(X7 -P2m(X ) 6o I (x)] dx = 0 
a 
The functions COl(X ) and tom(X) are non-negative by 
definition. Thus the integrand is also non-negative and 
then it is necessarily verified that 
tom(X) = V2m(X ) tol(X) 
(23) 
m=2,3  .. . . .  N 
From (7), (197 and (237 one can state that the eigen- 
values of a r X r principal submatrix of a Jacobi 
matrix are the values x. for which the spectral distribu- 
• 1 
taon of the r-th vector of Lanczos basis vanishes, e.g. 
tor(Xi ) = 0, when ¢o1(x ) is positive definite. 
Let us now calculate the moments #r(m) of the 
spectral distribution tom(X). 
From (57 one has that 
gr(m) = <mljr lm> = <ml( J -< J> + <J>)r lm> 
r 
=k=0 G (~)<j>r -k<ml( f l _< j>)k jm> (24) 
where <J> -=- <1 [ J I l> = tti(1) is the centroid of the 
spectral distribution tol(X)' 
Supposing that the vectors of Lanczos basis are nor- 
malized to tmity, one has from (11) that 
m-1 
1 ~ am,r(A_<A>Tm-E-111> Im>-  
<mira>l /2  E=0 (257 
Then equation (247 takes the form 
r 
gr(m)= k__Z0 (k7 < j>r -k  1 
<mlm> 
which gives the moments of the spectral distribution of 
any vector of the Lanczos basis in terms of the moments 
of the spectral distribution of the initial vector or 
weight function 60 l(x) associated to the Jacobi matrix 
In the following and without loss of generality we shall 
suppose that the centroid of w l(x) vanishes, e.g. 
/~(1) -= <J> = 0, in order that expressions become 
shorter and more readable. For instance, eq. (26) re- 
duces as follows 
m-1 
gr(m )_  1 Z a .a  .g^ . . • ^(17 <re[m> i , j=0 mx mj zm+r- l - j - z  
or, by using (L2), 
min (r,m-17 m-1 
• _1, ~ ~ amiamj g2m + r_i..j_ 2 (1) gr(m)=<mlm> i =0 j =0 
(27) 
Defining the quantities Rs(m ) by 
m-1 
1 ~ amiamjl.t2m+s_j_2(1 ) (28) Rs(m) - <mlm> j =0 
one can write 
min (r, m- l )  
gr(m) = ~ ami Rr_i(m) (29) 
i=0 
The functions Rs(m ) satisfy the following recursion 
relation 
r 
Rs(m ) =-  ~; (30) i=1 am+s'  i Rs-i(m) 
s=l ,2  . . . .  
or equivalently 
m-1 
Rs(m) = - ~ (m) (31) i=0 am+s'  s - iR i  
The Ftrst three functions are explicitly given by 
R0(m ) = 1 
R 1 (m) = - a m + 1,1 
R 2 (m) = am+2,1 am+l ,  1 -am+ 2,2 
The central moments/~r(m7 of the distribution corn(x), 
i . e .  
/~r(m) = <ml( J -<ml J Im>)r lm> 
can be obtained in terms of gr(17 by using (27) and 
the following relation [8] which connects/~r(m) and 
~/(m) 
V m-1 • ° - 
- -  <11[ ~ am.a . ( j _<j>)2m- l - j -2  
[ i , j=0 1 mj ( J -<J>)k[ l> 
r m-1 
= k=0E (~/air-k(1)<m~m> i,j=0Z aml.amj.<l l( J -<J>)2m+ k- i - j -2 ] l> 
r 
= Z 
k=0 
m-1 r ,r-k 1 ~ a a .(1) 
(k)/~l (1)<m~rn>. i , j=0 mi mjt~2m+k_i_j_2 (267 
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r r , 
pr(m) = p_X 0 (-)P (p)Pr_p (m) #~P (m) (32) 
In particular the centroid and the width of the distribu- 
tion 60m(X) which are given by the first moment/~(m) 
and the second central moment #2(m) are as follows 
/2 i (m) = aml - a m + 1,1 = am 
/~2 (m) = V2m (m) -/~i 2 (m) 
= am+ 2,1am+ 1,1-am+ 2,2 ' 
_ a 2 
+ am+l , l (aml  -am+l ,1 )  + am2 ml 
(for m > 2) (33) 
/~2 (m) = a31a41 - a42 (for m = 2) 
One can notice an expected fact, namely that the 
centroids of the distributions 60m(X), 1 < m < N, are 
the diagonal elements of the Jacobi matrix (17). 
So far the only supposition about he distribution 
¢o1(x ) has been a very general one, namely the exist- 
ence of its moments. If we have further information, 
for instance that 601(x) is symmetric, let us see how 
the above equations reduce. The symmetry of 60 l(x) 
implies that all the moments of odd order vanish, i.e. 
t 
/~2k+1(1) =0 (k= 1,2,3 .... ) (34) 
Without any loss of generality one can suppose that 
the distribution 60 l(x) is centered at the origin, i.e. 
/z~(1) = 0. From (12) it is straightforward to see that 
amr = 0 for r odd and m - 2, 3, 4 . . . .  (35) 
The equations (11) of the Lanczos basis remain of 
course valid but with the additional constraints (35). 
In this modified basis the elements of the Jacobi 
matrix are given by 
J am= 0 |b  [<m+l lm+l> 1/2 (36) 
[ m= ~-m-~-~ ] 
where the expressions (13) and (16) are maintained 
but with the constraints (34) and (35). Obviously the 
first of equations (36) shows that all the spectral 
distributions of the Lanczos basis and consequently 
the eigenvalue distribution of the Jacobi matrix (36) 
have the centroid at the origin. The spectral distribu- 
tions ¢0m(X ) of the Lanczos vector Cm are always (23) 
where 
m-1 
Pm (x) - 1 ~ am r x m-  r.-1 
<mlm>l /2  r=0 
m = 1,  2 ,  3,  ... 
where the condition (35) has to be taken into account. 
The central moments/~r(m) of 60m(X) which now are 
identical to the moment about he origin, i.e. Pr(m), 
are given by 
i k(m) = < m~m> 
2k+1(1) = 0 
or, using (29), 
min (r, m-l)  
/a2k(m ) = i~=0 
2k+l(m) =0 
rain (r,m -1) m -1 
i=0 j=~0 amiamj#2(k + m-1)-i-j (1) 
m= 1, 2, 3,...  k = 0,1,2,3 .... 
ami R2k_i (m) " 
k= 0, 1, 2,...  
always with the constraint (35) in mind. 
The width #2(m) of the distributions ¢0m(X ) is given 
using (33) in the following simple manner 
/~2 (m) = am2 - am+ 2,2 
5. EIGENVALUE DENSITY OF A JACOBI MATRIX 
By definition the eigenvalue density p(x) of the Jacobi 
matrix J given by (17) can be written down in terms 
of the spectral distributions 60m(X) of the vectors of its 
corresponding Lanczos basis as follows 
N 
=__I ~ corn(x) (37) P(N)(x) N m=l 
Thus, by (23) one f'mds that 
1 p2(x) 601(x) (3g) P(N)(x) = "N m =1 
where the orthogonal polynomials are those of (19) 
whose coefficients "a's" can be calculated in terms of 
the moments of the associated weight function ¢o1(x ). 
The moments/zr(N) of the distribution p(N)(x)-- given 
by (38) are calculated as follows. By def~mition 
N 
#r (N) = f x r p(N)(x)dx = -~- Z 2" x r 60m(x)dx 
m=l  
N 
= 1 Z #r (m)  (39)  
N m=l 
Using (26), the equation (39) gives rise to 
,(N) 1 N r , -  m-1 
/ar : '-N'm~l k~=0 (~/ / l r  k(1)<m~m> i,~=0 ami=mj/a2m+k-l-j-2(1) 
(40) 
And supposing that/1~(1) =0, i.e. using (27) or (29) 
in (39), one gets 
/ar (N)_ 1 ~ 1 rain (r,m-1) m-1 
_ - -  • • amiC~mj#2m+r_i_j_2 (1) 
N m=l <mlm> i=0 j=O 
N min(r,m-1) 
= 1__ ~ ~; ami Rr_i(m ) (41.) 
N m=l i=0 
where the R's can be obtained recurrently by (30) or (31) 
in terms of the a's. Using (30) one can easily verify that 
Journal of Computational and Applied Mathematics, volume 4, no. 4, !978. 279 
the moments/~r (N7 of the eigenvalue density o(N)(x7 
satisfy the following recursion relation 
/~r (N) = r a r - I  /~j(N) 
-{--N N+l,r + X } (42) j =1 aN+ 1,r-j 
r=2,3 ,4  .. . .  
which let us calculate the moments of p(N)(x7 in 
terms of {a~+l ,  i ; i= 1, 2 . . . . .  N}. These coefficients 
can be calculated in terms of the moments of the 
associated weight function 60 l(x) either ecurrently 
by (127 or directly by the determinantal relation (157. 
From (197 it is observed that {aN+ 1 i } are the coef- 
ficients of the characteristic polynonr~al PN+ 1 (x7 
of the Jacobi matrix (17), i.e. 
N xN -r 
PN+ I(X) - 1~ Z aN+l,  r (43) <N+I [N+I> r=0 
Therefore, eq. (42) can also be looked upon as a way 
to calculate the moments of the eigenvalue density of 
a Jacobi matrix with given characteristic polynomial. 
If one makes the hypothesis co I (x 7 to be symmetric 
and centered at the origin, eq. (42) reduces as follows 
k-1 
/a~k) _ 2k a u(N) " 
- -{ -NaN+l ,2k  + ~ N+l,2(k-i) 2i } i=1 
a N) "0 k = 1, 2, 3, (44) 
2k-1 "'" 
6. ASYMPTOTICAL EIGENVALUE DENSITY OF 
JACOBI MATRICES 
Defining the asymptotical eigenvalue density 0(x) of 
a Jacobi matrix as 
p(x)= lim p(N)(x) (45) 
N' -+ ,~ 
one can easily get it by using expression (38). It is 
obtained by 
p(x)= lim ~l(X) ~ P2m(X ) (46) 
N~ N m=l 
This compact expression can be looked upon in the 
following two senses. First it gives the asymptotical 
density of zeros of a system of polynomials (Pm(X) } 
which are orthonormal with respect to the weight 
function ¢o1(x 7. Secondly it can supply the analytical 
expression of the asymptotical eigenvalue density of 
a Jacobi matrix from the knowledge of its associated 
weight function 60 l(x). In this sense the functions 
Pm(x) are the characteristic polynomials of the 
(m- 17 x (m- 1) principal submatrices of the Jacobi 
matrix which can be calculated by (19) in terms of 
the moments of ¢01(x 7, i.e. 
p(x) lira °Jl(X) N m-1 _ m-r -1  
= ~ ~ amr (x-x) N-~® N m=l r=0 
with amr given by (12). 
The function p(x) can be also determined by calculat- 
ing its moments, i.e. the quantities 
gr = f xr p (x) dx (47) 
which due to (45) can be calculated as follows 
Pr= lim fx  rp(N) (x)dx= lim ~t'(N) (48) 
N-~=o N~== r 
where expression (39) has been used. The moments/z r 
of the asymptotical eigenvalue density p (x 7 of the 
Jacobi matrix can be obtained in terms of the moments 
gk(1) of its associated weight by taking the expression 
(41) Ofgr(N) to eq. (48). 
7. APPLICATIONS 
In this section~ the results obtained above shall be 
applied to some particular cases of spectral distribu- 
tion ¢o l(x). 
7.1. ¢o1(x 7 is a Gaussian distribution. In this case 
x 2 
2 
=--!--1 e (49) ~l(X) ~ ; -®<x<+® 
whose moments are given by 
f~ 2k(1) k=1,2 ,3  .... (50) 
(2k - l )  H 
2k_l(1) = 0 
The coefficients a's and the norms < mira> of the 
Lanczos basis given by (12) and (13,) are here as fol- 
lows 
-1) i /2(m-1)! (1 for i even 
ami= [ (m- i - l )  ! i!! -6i07+ 6i0 
L 0 for i odd 
<mlm> = (m- l ) !  
Consequently the Jacobi matrix (177 associated to the 
weight function ~1 (x) is easily obtained as 
am=0 
b m = m 1/2 (51) 
Using (27) one can get the moments of the spectral 
distributions of the vectors of Lanczos basis as 
rain ( t -  1,k) k) (2k+ m- l -2E)  
(_)E ( m-1-2~ #2k (1) /12k (m) = E = 0 
g2k-1 (m) = 0 k = 1, 2, 3 . . . . .  N 
with t equal to (m+l)/2 and m/2 when m is odd and 
even respectively. Explicitly these moments are given 
by 
/.t2Cm ) = (2m - I)/12(1 )
/z4(m ) = (2m 2 - 2m+ I )  g4(1) 
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4 m 3 8 m_1)#6(1 ) /~6(m) = (-~- -2m2+ -~- 
= ( 2 m 4 4 m 3 10 m2_8m+l) /~8(1)  
/~8(m) "-'3 -T  + T 
, 2 k k 
g2k (m) = t'-'~-t m + ...)/~2k(1) 
where the other non-written terms of this sum have 
powers of m less than k, i.e. k -  1, k -  2 ..... 1, 0. 
From (39) one can find the moments of the eigen- 
value density p(N)(x) of the Jacobi matrices (51) as 
follows 
N 
, (N)_ 1 /~2k(2m)=1 ¢2 k N mk "2k - ' - f f  Z m=l 'k! m=l  + "")g2k(1) 
1 [2k(2kk.1),, N k+l (Nk)l 
= - -  " "  ~ + 0  
N k+l  
= 2k(2k-1)!!  N k + 0 (N k - l )  
(k+l)! 
g(N) =0 k=1,2 ,3 ,  
2k-1 "'" 
Thus the asymptotical eigenvalue density p (x /2~ 
of the Jacobi matrix (51) have the moments given by 
.,a 4~ ) _ (2k-1)! ! 
2k = Nlim~ (2~2 k 2k(k+l)!  
(52) 
/~2k- 1 = 0 
which are the moments of the semicircular distribu- 
t ion: y= (2lit)X/1 -Z  2 with Z = x/2Vrlq. Therefore 
the asymptofical eigenvalue distribution of the Jacobi 
nmtrix (51) generated from the weight function (49) 
is 
p i x) = (1/~r ~ (4 N - x2) 1/2 (53) 
for large values of the dimension N. The same expres- 
sion for the matrices (51) was obtained by Dehesa [9] 
in Studying the asymptotical spectrum of certain 
family of Jacobi matrices, namely those with elements 
= ~m, O and b m m a. On the other hand one can a m -- 
notice that the orthogonal polynomials of the first 
kind associated to the Jacobi matrix (51) verify the 
recurrence r lation 
Pm+ 1 (x) = XPm(X ) - m Pm -1 
P0(x )= l ;  PliX) =x-1  
which tell us the known fact that the polynomial 
{Pm(X)} orthogonal with respect to the weight func- 
tion (49) are the Hermite polynomials Hem(X ). (See 
for instance [10] page 782). Therefore, eq. (53) gives 
the asymptotical (i.e. large N) density of zeros of the 
Hermite polynomials Hem(X ). This result was pre- 
viously obtained in a context of random matrices by 
B. V. Bronk [ 11]. 
7.2. Wl(X ) is a uniform or rectangular distribution i  
the interval (- a, + a). Now 
1_ in the interval (-a, + a) (54) 601(x) = 2a 
Its moments//r(1) are given by 
U2k (1) = 2~+ 1
k= 1,2,3 . . . .  
g2k_1(1) = 0 
The norms of the corresponding Lanczos vectors atisfy 
<m+l[m+l> a2m2 = <mlm> 
(2m + 1) (2m- 1) 
The corresponding Jacobi matrix is then as follows 
am= 0 
a 2 m 2 1/2 
m=(~)  m= 1,2,3 ..... N-1 
(55) 
Operating as before one can obtain that the moments 
of the asymptotical eigenvalue density of the Jacobi 
matrices (55) are as follows 
Ig/ 2k a k 
2k = ( k ) (-~) 
k= 1,2,3 .... 
g2k-1 = 0 
which correspond to the moments of an inverted semi- 
circular distribution defined by 
2 (a 2 x2) -1/2 (56) 
p(x)  = 7ra---- ~ - 
with the support interval (-a, + a). 
7.3. COl(X ) is a semicircular distribution i  the interval 
( -a,  + a), i.e. 
601(x ) = ~-  (a 2 - x2) 1/2 ; a > 0 (57) 
whose moments are given by 
Ig2k(1)= (2k-1)~ 2k 
I a 2 k (k+l).
k = 1, 2, 3 . . . .  
#2k-1 (1) = 0 
The norms of the vectors of Lanczos basis are as follows 
<mira > = (~_)2m-2 
Consequently the associated Jacobi matrix (17) shall 
be 
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~ m = 0 _ a (58)  
m ~ 
The asymptotical eigenvalue density of this matrix 
turns out (see also Dehesa [9]) to be the same expres- 
sion (56) of the second case. This is not surprising 
since the coefficients b m of (55) tend to a/2 for m-~.  
Furthermore the weight functions defined by (54) and 
(57) belong to the so-called Szeg5 class G of distribu- 
tions and then the Szeg6 theorem 12.7.2 (see [12] 
pp. 294-309) applies by saying that the asymptotical 
density of zeros of all the systems of polynomials 
orthogonal with respect to one of the weight functions 
of said class G is an inverted semicircular distribution 
of the type (56). In particular the so-called Legendre 
polynomials [10] and Chebyshev pol~/nomials [10'] 
whose weight functions are (54) and (57) respectively, 
have such an asymptotical density of zeros. 
7.4. 6o1(x) is the gamma distribution [8], i.e. 
a p xP-1 e-aX C°l(X)= P(v) ; a> O; v> O; O<x< ® 
(59) 
where l~(v) = (v- l )  ! This curve is also known in the 
literature as Pearson type III distribution or Poisson 
distribution with v degrees of freedom. One can observe 
that for a--.v = 1 the well=known Poisson distribution, 
i.e. y = e -x, is obtained and for v = _nn a = 1 and 
2 '  
1 2 x = -~- X the so-called x2-distribution of n degrees 
of freedom appea~s. The moments of the distribution 
(59) are given by 
/~r(1) =( r+v-1) !  =a-r(v)r ( r=1,2 ,3  . . . .  ) 
a r (v- l)  ! 
where (V)r is the so-called Pochhamer symbol defined 
as follows 
0% = 1 
(V) n = l*(V+ 1) (V+ 2) . . .  (~'+ n- l )  
The norms of the Lanczos vectors turn out to be accord- 
ing to (13) 
< m[m> = a - (2m-  2)(m- 1) [ (V)m -1 
and the Jacobi matrix (!7) in the corresponding Lanczos 
basis : 
a m = a 2-- (m-1) 
(60)  
b m = a-l~2 [m 2 + (p-1)m] 1/2 
Using (27) and (39) one finds that the moments of the 
eigenvalue density p(N)(x) can be written down as : 
/~r(N) -~ 1_ X g (r~ (2i~ (~_a)r-2iNr+ 0(Nr-1) 
ar/2(m+l) iL-0 "2i" i" 
r= 1, 2, 3 . . . .  
with £ equal to r/2 or (r -  I)/2 when r is even or odd 
respectively. Thus the asymptotical eigenvalue density 
p (x/N) of the Jacobi matrix (60) shall have the mo- 
ments given by 
#r (N) 2r  1 2i a i 
• = lira -= (-~-) ~ (2i) ( i )  (-4-) #r N~ N r r+ l  i=0 
r = 1, 2, 3 .. . .  (61) 
In particular for a = 1 this equation reduces as follows 
(:r) (r = 1, 2, 3 . . . .  ) (62) 
/at= r+ l  
One notices that the asymptotical density of zeros 
p(x/N) of the polynomials orthogonal with respect to 
the w~ight function y= [1/I" (v)]x v-1 e -x, i.e. the 
so-called generalized Laguerre polynomials [10] have 
the expressions. (62) as moments. The analytical expres- 
sion for p(x) was given by Bronk [11] using random 
matrix methods. 
Finally one can also observe that the system of orthog- 
onal polynomials whose weight function is a x2-distribu - 
tion of n degrees of freedom has an asymptotical density 
of zeros p(x/N) whose moments are given by 
• 2 r 2r 
/./r = r--~- ( r )  r= 1,2 ,3  . . . .  
8. CONCLUSIONS 
The eigenvalue density p(N)(x) of a Jacobi matrix and 
its asymptotical limit p(x) were obtained in terms of 
the moments/~r (1) of the associated weight function 
¢o1(x ). To achieve that a method to calculate the 
matrix elements by means of/~r (1)was developed. 
Due to the close connection between Jacobi matrices 
and orthogonal polynomials as pointed out in section 2, 
one can say equally Well that the asymptotical density 
of zeros p(x) of a system of polynomials orthogonal 
with respect to the weight function ¢01(x ) was obtained 
in a compact expression, see (46), in terms of 60 l(x); 
to get this result no further constraints on 6ol(X) were 
imposed. To the best of the author's information there 
is only a theorem of a similar nature in the literature, 
namely the theorem 12.7.2 of Szeg6 [12 ] from where 
the function p(x) is explicitly found to be the same for 
every system of polynomials orthogonal with respect 
to a weight function which belongs to a wide class o f  
distributions (the so-called class G). Two of the distribu- 
tions belonging to this class are also considered here as 
particular cases (see section 7) and the function p(x) 
which gives the Szeg6 theorem is also found here. A 
proof of this theorem by using expression (46) shall be 
published elsewhere [13]. Finally let us remark that the 
moments of the asymptotical density of zeros of a sys- 
tem of orthogonal polynomials are also calculated in 
terms of the moments of its weight function. 
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APPENDIX I 
The coe£f~cients 0.mr defined by (12) satisfy the two 
following relations 
m-1  
0.mj **r-j (1) =0 for each r < 2m-2 j=0 
m-1 
ami0.mj #2m- i - j -2  (1) = 0 i,j =0 
For the sake of  completeness let us write the first 
amr  and the norms <m[m> of  the first vectors of 
the Lanczos basis in terms of  the moments **r(1) of 
the initial state ¢1" 
(1.1) 
(1.27 
and the norms are as follows 
<2[2> = *.2(1) 
< 313> = *.4(1) -*.2(1) 
<414> = 1~[* .6 (1)* .2 (1) - * .2 (1) ]  
*.2(1) 
< 515 > = *.8(1) - **,~(1) [/16(1) - *.4(1) #2(1)]2 
/14(1) -*.2(1) 
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