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The minimax formula for linear eigenvalues of a linear operator is used to 
estimate the parameter values (A) for which the self-adjoint operator L(A) on 
Hilbert space to itself fails to have a bounded inverse. Such h compose the 
“nonlinear spectrum” of L. The parameter spaces include regions in real or 
complex n-space. The localization theorems are used to demonstrate certain 
necessary conditions for stability of linear integro-partial-differential delay 
equations. 
I. INTRODUCTION 
The quadratic form (Ax, LX) of a self-adjoint linear operator may be con- 
veniently used to estimate eigenvalues of A, particularly to get upper and 
lower bounds on the least and largest eigenvalues, respectively. In this paper 
we replace A with a parameter dependent operator L(h), X E D, a set, and use 
the quadratic form to estimate h in the “nonlinear spectrum” of L, that is, 
in the set 
c (L) = {A E D 1 L(h) d oes not have a continuous inverse}. 
A member h of C (L) is a “nonlinear eigenvalue” if in particular, L(h) x = 0 
for some vector x # 0. 
* Work of this author supported under NSF Grant GP-27638. 
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In this formulation L(h) plays the role of A - Al in linear eigenproblems. 
To distinguish linear from nonlinear spectra we contrast the notation a(A) 
for the “linear” spectrum of A with C (L) for the nonlinear spectrum 
described above. 
The theorems presented here generalize theorems of Muller [l] described 
in Section 2 and are obtained by more classical arguments. The generalization 
occurs in two directions. First, the present treatment is not confined to 
polynomial dependence of L upon X and second, the h is not confined to the 
real line or a subset thereof. Here h is free to roam in any uniform topological 
space. While a direct variational theory for nonlinear eigenproblems has been 
developed [6, 201, more useful localizations are derivable from the variational 
theory for linear eigenproblems. This is the approach taken here. 
Interest in nonlinear eigenproblems is easily motivated by reference to 
work on differential equations by Birkhoff [2], Faber [3], Tamarkin [4], 
Langer [5], Duffin [6], Lancaster [7], Cohen [8], and Eisenfeld [9] and to 
work on integral equations by Piazza [lo], Miranda [ 111 and Harasov [ 121. For 
additional references see the bibliography of [13]. 
In Section 5 we apply our localization theorems to obtain necessary condi- 
tions for stability of higher-order differential and integrodifferential delay 
systems. This extends work of Barston 1141 which in turn is an extension of 
ideas of Kelvin and Tait on the ineffectiveness of damping in the stabilization 
of unstable inertial systems. In Section 6 the class of coefficient operators is 
shown to include certain unbounded differential operators. 
2. REAL SPECTRA 
Let .Z be a real or complex Hilbert space and gr. C Z. We consider a 
family of linear operators L(h): SBL + Z? defined for h in a subset D of the 
real line. The set gL is a domain common to all L(X). We make the following 
assumptions about L. For each X E D, 
(a) L(h) is self-adjoint; 
(b) the quadratic form (L(h) x, x) is continuous in X E D, uniformly 
~~~~S={XE~~IIIXI/=~}; 
(c) F,(h) = infs(L(X) x, x) exists. 
These conditions (a, b, c) are met by a large class of operators. For instance 
L(h) = P(l - A,) - ny A”&” 
“=O 
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where the A,-, are bounded and self-adjoint, has these properties on D = R, 
the entire real line. The dependence on X need not be of polynomial type. 
An operator of the form 
with the 4, bounded and continuous on a common domain D and the A,-, 
bounded and self-adjoint on Z, will do, also. 
Boundedness is not an essential property of the L(h) in spite of condition b. 
If L,(h) obeys (a, b, c) and C is any self-adjoint operator, bounded or not, for 
which inf,(Cx, X) exists (i.e., C is bounded-below), then L(h) = &()I) + C 
obeys (a, b, c) as well. Such a C is the negative Laplacian on square integrable 
functions of compact support. 
Muller [l] considered operators of the form (2.1) with (A,+, x) < a < 1 
for some constant a, on S and with the A, , v = 1, 2,..., all compact. In this 
case L(h) fulfills another condition which we will occasionally invoke; namely, 
for all but an exceptional set of h (here just h = 0) the infima F,(X) are 
achieved on S: F,(h) = (L(h) x A , x,J for some X~ E S. More generally, this is a 
property of L(h) where there is a real-valued 4,,(h) defined on D such that 
r/+,(h) I - L(h) is compact. The exceptional points are the zeros of 4,(h) in D. 
With the conditions set forth above for (2.1) Muller [l] proved with some 
effort an elementary existence theorem for nonlinear eigenvalues, showing 
in particular the following. 
(i) The set P = {h E D ( (L(h) X, X) = 0 for some x E S} is bounded. 
(ii) If P # 4, then P contains at least one eigenvalue of L. 
(iii) Each isolated point of P is an eigenvalue. 
(iv) If P # (b and X = g.1.b. P # 0, then X is an eigenvalue and 
similarly for X = 1.u.b. P. 
We proceed to generalize (ii), (iii), and (iv) using the classic extremal 
property of the least linear eigenvalue. 
LEMMA 2.1. If F,(h) = 0, then h E C (L), the nonlinear spectrum of L. 
Moreover, if the infimum F,(X) is achieved on S, then h a’s an eigenvalue of L. 
Proof. The classical extremum principle [15] assures us that F,(h) is a 
linear eigenvalue of L(h) when the infimum is achieved at some x E S. In such 
an instance, therefore 0 = F,(X) implies that L(h) x = 0 so that X is a non- 
linear eigenvalue of L. 
When F,(h) is not achieved, we rely on the result of Berkowitz (see [15, 
p. 15431) to the effect that F,(h) E a&(X)). Since 0 = F,(X), L(h) itself does 
not have a bounded inverse. Thus X EC(L). 
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With our interest in the zeros of F,(h) so motivated, we find continuity of 
Fl , helpful. 
LEMMA 2.2. The function Fl is continuous on D. 
Since this is a special case of Corollary 3.3 in the next section, a proof is 
not given here. 
The following theorem and corollary are immediate consequences of these 
lemmas. 
THEOREM 2.3. Let L satisfy condition-s (a, b, c) and for some interval 
[Al , hJ CD, F,(h,)F,(X,) < 0. Then C (L) has a member in [A, , A,]. 
COROLLARY 2.4. If in addition, for each h E [A, , &J the infimum F,(h) is 
achieved on S, then L has an e@envalue in [Al , A,]. 
These results lead to extensions of Muller’s criteria for the existence of 
eigenvalues. 
THEOREM 2.5. Let L satisfr (a, b, c) and let 
P = {A E D 1 3x E S for which (L(h) x, x) = O}. 
If D is an interval (jinite or not) in R and P # $, P # D, then C (L) # 4. If in 
addition, for each h E D the injimum Fl(A) is achieved on S, then L has an eigen- 
value in P. 
Proof. Let A, E P and A, E D - P. Then (L(h) x, X) has just one sign 
on S. If it is positive, then F,(h,) < 0 ,< F(h) and Theorem 2.3 implies the 
results claimed. 
This argument cannot be used only if (L(h) X, X) < 0 for all x E S and all 
h E D - P. In this situation, we resort to use of G(h) = sups(L(h) X, x). 
Certainly, G exists on D - P and in fact G(h) < 0 there. The uniform 
continuity of condition b guarantees that G(h) exists in some proper neigh- 
borhood N of D - P in D. Corollary 3.3 assures continuity of G. Hence 
PnN#~andthereisaninterval[lr,,llz]CNwith~~1EPand~,ED-P 
(or vice versa). Thus G(h) > 0 > G(h). The analog of Theorem 2.3 having 
G in place of Fl is needed to complete the proof. It is valid because G(h) is 
-F,(A) when -L(h) replaces L(h) and G(h) is therefore in u(L(X)). 
When D is not an interval Theorem 2.3 is harder to apply. Nonetheless, 
another argument yields the existence of a member of the spectrum of L as 
well as analogs of Muller’s conclusions (iii) and (iv). This theorem generalizes 
Theorems 2.3 and 2.5. 
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THEOREM 2.6. Let L satisfy (a, b,c) and let QP, D) consist of the points in D 
which are cluster points of both P and D - P. Then r(P, D) C C (L) and if the 
injka F,(X) are achieved on S, then QP, D) consists of ea&rtvalues of L. 
Proof. Consider X, E r(P, D). Unless (L(A) X, x) < 0 for all x E S and all h 
in D - P and in some neighborhood of X, , there is a sequence of h, E D - P 
tending to X, with F,(X,) > 0. Continuity of Fl implies F,(h,) > 0. At the 
same time X, is a cluster point of P which implies F,(h,) < 0. Hence F,(h,) = 0 
and Lemma 2.1 applies. 
If (L(X) X, X) < 0 for all x E S and h E D - P near h, , then we must resort 
to G(h), as in the preceeding proof. The argument proceeds as there by 
analogy with Fl and without complication. 
COROLLARY 2.7. When P n r(P, D) . 2s nonempty, it consists of eigenvalues 
OfL. 
Proof. For X, E r(P, D), F,(A,,) = 0 (or G(h) = 0) as above. If X, E P as 
well, then (L(h,) x, x) = 0 for some x E S so that the infimum 0 = F,(X,) (or 
supremum 0 = G(Q) is achieved. 
COROLLARY 2.8. Every isolatedpoint of P which is not an isolatedpoint of D 
is an eigenvalue of L. 
3. INF MAX FUNCTIONS AND COUNTING 
The function Fl is the lowest of the classical min-max values associated with 
a self-adjoint operator. In this section we exploit the succession of min-max 
values. 
We begin by defining 
for k = 1, 2, 3 ,..., and X E D. Their existence is assured by condition c. Also, 
it is a trivial observation that for each h, 
F,(h) <F,(h) < v.. <Fk(X) < ... . 
Furthermore, Berkowitz’ work (see [15, p. 15431) places all of the F,(h) 
in the linear spectrum of L(X) and specifies their nature. 
THEOREM 3.1 (Berkowitz). Let T be any self-adjoint operator mapping its 
domain !& C S to ~4’. If 
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then 
(i) r”l 6 p2 d *a* < pk < -*, 
(ii) pb = --co for some k implies plc = --03 for all k, 
(iii) T has only point spectrum below pm = lim,,, p,, , 
(iv) p,, < pm implies that pI ,..., pL, enumerates the n smallest (linear) 
eigenvalues of T, repeated as often as their multiplicities. 
Consequently, the F,(h) are confined to eigenvalues and possibly the 
smallest accumulation point p,(h) of c@(h)). We observe that when 
F,(h) = 0 <F,(h) for some j, k, then X is a nonlinear eigenvalue of L. 
As in Section 2, a key device in the analysis is the continuity of the Fk. 
This follows from a remarkably general principle given next. 
THEOREM 3.2. Let A, 3 be sets, A, C A x A and f: A x B + R, the 
reals, while e: A, -+ R. Suppose that for all /\ E A, sup,.s f (A, x) exists and 
for all (AI , h,) E A,. Then for every nonempty subset C of B, 
obeys 
PC4 C) = ;;cpf(X, x) 
for all (AI , ;\J E A, . Moreover, the same inequality holds for 
when q exists. 
Proof. Consider arbitrary 77 > 0. Let (h, , ha) E A, . There exist x1 , x2 E C 
such that 
Consequently, 
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Now 
while 
Therefore, 
and 
I m2 3 4 - 0x2 9 x2)1 B 244 , A,) + q 
I P(l 7 C) - I@, , C)l -==z 34, , k?) + 31. 
Since q > 0 is independent of (A, , A,) E A, , we conclude 
I I@, > Cl - P(X2 , C)l < 341 , A,). 
For the infimum function q, again let q > 0 and (A, , A,) E A, . There 
exist x, , x2 E C for which 
In this case 
while 
Therefore, 
and 
I !7(4 3 C) - P(X2 3 C)l < 34h 3 A,) + 3% 
The q may be dropped because it is independent of (A, , A,) E A, and positive. 
40914812-2 
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COROLLARY 3.3. For each k = 1, 2, 3 ,..., Fk is continuous on 
Proof. Theorem 3.2 is applied by choosing f(h, X) = (L(A) x 
and B = S. The uniform continuity of condition (b) guarantees t
25 > 0, 
exists when 1 A, - A, ( < 6 and ,~(/\r , ha) -+ 0 as / A, - A, 1 -+ 1 
take 
A, = ((A1 , A,) E A x A / I A1 - AZ [ < S>. 
For each subspace U, 
is a continuous function of h obeying, moreover, 
independent of the choice of U. 
Now we may apply Theorem 3.2 to the function p(h, S n 
reinterpreted as (S n U 1 U is a subspace of &’ and dim U 
replaced by 3~. The result is that 
is a continuous function of A obeying 
I F&) - Wdl < 944, h>, k = 1, 2, 3,. . . . 
The following result extends Theorem 2.3 to the Fk . 
THEOREM 3.4. Let L obey conditions (a, b, c) and let the in& 
achieved for all h in some interval [X, , hJ C D. Then either F&Q : 
or Fj(hJ < 0 < F,(h,) for some i <j implies that L has at lea. 
nonlinear e@envalues (counting multiplicities) in [AI , X,J. 
Proof. To be specific suppose Fj(&) < 0 <F&I,). Because 
3.1(i) 
F&) ,< ... < F,(h) < 0 d F&b) < . * ’ d Fj(Q 
so that each equation Fk(X) = 0, i < k <j, has a root A,* in [A 
the infimum Fj(X,*) is achieved, it is a linear eigenvalue of L 
< p&h,*). Two cases arise from 
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First, if 0 < &&*), then Theorem 3.l(iv) says that 0 is a linear eigenvalue of 
L(X,*) so that h,* is a nonlinear eigenvalue of L. On the otherhand, if 
0 = P.-J&*), then 0 = Pk(&*) = Fj(&*) which is an eigenvalue. In both 
cases h,* is a nonlinear eigenvalue of L. Since this holds for i < K < j, there 
are at least j - i + 1 eigenvalues in [h, , ha]. 
By considering the set 
P,={X~DlRe(L(X)x~,x~)dO,l~i,j~k, 
for some independent x1 ,..., xk E S}, 
we might proceed to analogs of Theorems 2.5 and 2.6, but discretion dictates 
a limit on such skylarking. 
4. COMPLEX AND MULTIPARAMETER PROBLEMS 
The peculiarities of the real line have not played an essential role in our use 
of D. Thus we relax that restriction in this section. 
Let D, be any subset of Rn, real n-space (in fact letting D, be any uniform 
topological space would do). We regard the complex plane as included as Re. 
Again for each h E D, , L(X) maps 9L C .z? to # such that conditions (a, b, c) 
of Section 2 hold. The eigenproblem L(X) x = 0, )I E D, C Rn, x E S, is an 
“n-parameter eigenproblem”. 
When h is a complex variable and D, is a complex domain with a nonempty 
interior, then L(h) cannot be both self-adjoint and analytic on D,((L(h) x, x) 
would be both analytic and real valued). Condition (b) demands far less than 
analyticity and such L as 
L(” + ifi) = f f cq3kAj, 
j=O k=O 
with the A, bounded and self-adjoint (A, need only be bounded below, in 
fact) meet our conditions with D, taken as the whole complex plane or any 
portion thereof. (In Section 6 certain analytically dependent L are treated.) 
The extensions of Theorem 2.6 and its corollaries follow. 
THEOREM 4.1. Let L satisfy (a, b, c), let 
P,={/\~D,~(L(/\)x,x)=Oforsomex~S} 
and let r(P, , D,) be the set of points in D, which are cluster points of both P, 
and D, - P, . Then r(P, , D,) C C (L) and if the injima F,(h) are achieved on 
S, then r(P,, , D,) consists of ezgenvalues of L. 
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The reader will note that with the exception of the subscript n, Theorems 
2.6 and 4.1 have identical statements. The proofs are formally identical, also, 
so that we will refer the reader to the earlier proof. In the new context, 
however, we must point out the analogs of Lemmas 2.1 and 2.2; the con- 
tinuity of F,(X) on D, follows from the principle in Theorem 3.2 just as 
Corollary 3.3, provided absolute values on X’s are replaced by norms. 
COROLLARY 4.2. When P,, n I’(P, , D,J is nonempty, it consists of e&en- 
values of L. 
COROLLARY 4.3. Every isolatedpoint of P, which is not an isolated point of 
D, is an e&envalue of L. 
Theorems such as 2.3 and 3.4 involving intervals [A1 , A,] in Dl have multi- 
parameter versions on continuous paths joining A1 and AZ in D, . 
5. APPLICATIONS TO STABILITY OF DIFFERENTIAL EQUATIONS 
In their reknowned “Treatise on Natural Philosophy” Kelvin and Tait 
state [16, p. 3911, “Wh en there is any dissipativity, the equilibrium in 
the zero position is stable or unstable according as the same system with no 
motional forces, but with the same positional forces, is stable or unstable.” 
More specifically, they asserted that if A, B, C are real matrices with A, C 
symmetric, A positive definite and B + BT positive semidefinite, then the X 
in the spectrum C (L) of L(h) = h2A + hB + C all have nonpositive real 
parts if and only if the same is true of C (L,,) when 
L,(h) = h2A + 4 h(B - BT) + C. 
That is, the stability property is independent of the presence of the dissi- 
pative term (B + BT)/2. Kelvin and Tait go on to show how the stability 
can be altered by tampering with the “gyroscopic” term (B - BT)/2. 
In a recent paper [14] Barston has extended this theorem to operators 
A, B, C on a common domain in a Hilbert space with all of them self-adjoint. 
Theorem 2.3 permits a further extension. 
Consider the nth-order differential equation 
2 A,,(d/dt)y x(t) = 0, t 3 0, (5.1) 
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where the coefficients A,-, are self-adjoint operators on a common domain 
gL in .@, mapping to .X. Associated with (5.1) is the operator family 
L(h) = f  A”&-, . (5.2) 
v=o 
The reader will note that in the theorems to follow all Ai , excepting A, , 
are assumed bounded (needed for conditions (b, c)) and are therefore definable 
on all of X. Hence sL = dom A, . 
THEOREM 5.1. Suppose A, ,..., A, are self-adjoint with (i) A, ,..., A,+ 
bounded, (ii) A, ,..., Aj-1 positive semidefinite and A, positive definite for some 
j < n, and (iii) A, bounded below. Let L be de$ned by (5.2). If a(A,) has a 
negative member, then x (L) has a positive member. 
Proof. Clearly F,(O) = inf,(A, x x) < 0. Because the A,-, are bounded , 
below and the leading operators are positive semidefinite with one definite, 
F,(h) > 0 for h sufficiently large. The conditions of self-adjointness and 
boundedness guarantee that L(h) b y o e s conditions (a, b, c). Consequently, 
Theorem 2.6 applies and C (L) has a positive member. 
COROLLARY 5.2. If in addition, F,(h) is achieved on S for each h > 0, then 
the solutions of (5.1) are unstable. 
This corollary is the result of the positive eigenvalue h implying that 
cxeAt is a solution of (5.1) f or some x E S and all scalars c. A converse is 
available if we assume some analog of Kelvin and Tait’s positive semi- 
definiteness of B + BT. In particular, we deduce the following. 
THEOREM 5.3. Suppose A, ,..., A,, are as in Theorem 5.1. If the 
Aj+l ,..a, A,-, are positive semidejkite also, then C (L) has a positive 
member if and only ;f  a(A,) has a negative member. 
Proof. The sufficiency is contained in Theorem 5.1. The necessity follows 
because 0 < LY = infs(Ajx, x) and if 0 < hoeC (L), then there is an x E S 
such that 
Consequently, 
A;-% > (L(h,) x, x) = i h;(An+,x, x). 
V=O 
0 2 At-j(a - (A++, X)) > f &“(A,-P, X) 2 (A,x, X)- 
V=O 
V#7+j 
This implies that 0 > infs(A,x, x) which is in a(A,). 
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In order to make stronger statements about asymptotic behavior, we make 
use of the theorem to follow. In it exponential boundedness of a solution w(t) 
of the differential equation is taken to mean that given any E > 0, w(t) e+ --f 0 
as t + co. Since exponential boundedness of the solution of a linear system 
is a weaker condition than any of the classical stabilities, the necessary con- 
ditions for exponential boundedness to be given are necessary conditions for 
stability. 
THEOREM 5.4. Consider a linear operator V with domain and range in a 
Banach space A?. Suppose that the abstract Cauchy problem for dwldt = VW 
is well-posed (see [17, p. 6191). If the solutions of this equation are exponentially 
bounded, then a(V) lies in {A 1 Re h < 0). Moreover, when V is bounded and 
dejned on a21 of 93, this condition is su&ient. 
Proof. Suppose TV E u(V) with Re p > 0. One of three conditions occurs: 
(i) VW, = j4w0 for some w, # 0 in a; 
(ii) there is a nonzero $* ES* such that +*( Vv - pv) = 0 for all 
v E dom V; 
(iii) Vv, - pa, -+ 0 as n + co for some v, on the unit sphere. 
In case (i) it is clear that wOeut is a solution of the differential equation. In 
case (ii) we let w, be chosen so that +*wa # 0 and let w(t) be the solution 
obeying I( w(t) - w,, II-+ 0 as t -+ Of. Since 
(d/dt)$*w(t) = $*Vw(t) = &*w(t), 
we see 
#*w(t) = +*(wJ eUt. 
Hence for every E in (0, Rep), 4*(w(t) ebEt)ft 0 as t -P co. Therefore, 
w(t) e-St+ 0 as t---f co. 
Finally we consider case (iii). Let yla = Vv, - pv, ---f 0. Since 
(-& - V) v,eut = -yneYt, 
the variation of parameters formula gives 
v, = e -IltT(t) v, - St T(t - -r) e-*(t-T) dry,, 
0 
where T(t) is the semigroup generated by V (e.g., see [17, Theor. 23.8.31). 
Let E > 0 obey v = Re p - c > 0. By hypothesis the solutions are expo- 
nentially bounded so that T(t) e-% -+ 0 as 2 + co for all 0. Consequently, 
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the operators T(t) e-et are uniformly bounded: I/ T(t) ewet /I < 01 for some 
a > 0 and all t > 0. From this we deduce 
1 = // W, j/ < OICvt + 0111 y,, /i Jot e-Y(t-T’ dT 
zg a[e-Yt + v-l 11 yn II (1 - +>I. 
Necessarily, y-l /I yn I/ 3 1 contrary to yn -+ 0. 
A contradiction has been obtained in each of three cases. The necessity 
of the condition is thus proved. The sufficiency when U is bounded with 
dom U = B has been proved by Eisenfeld in [18]. 
Theorem 5.4 is used to treat Eq. (5.1) by taking w = (x, x’,..., ~(“-l))~ and 
U as the matrix of operators (Bij),xn where 
and 
x(j) = (d/dt>j x, 
Bit+1 = I, l<i<n-I, 
B,i = -A,lA,-i+l , 1 Gj<n, 
Bij = 0, otherwise. 
COROLLARY 5.5. If the conditions of Theorem 5.1 are fulfilled with j = 0, 
that is, with A,, positive de$nite, then exponential boundedness (and thus sta- 
bility) of the solutions of (5.1) re qu ires A, to be positive semidefkite. 
Proof. This corollary rests on Theorem 5.1 and the assertion that 
C (L) r) u(U) when L(h) = CI PA,+, . Actually, C (L) = u(U) and this 
follows directly from the observation that L(h) x = y is solvable for x E X 
if and only if (U - hT) v = (wr ,..., w,-r , y)’ is solvable for o E X’” (for 
arbitrary wi E %). We note that existence of an inverse of either 
L(h) or U - hl guarantees its boundedness, since as self-adjoint operators, the 
A, are closed. ’ 
While on the basis of Theorem 5.3 we can give conditions which preclude L 
from having positive spectra, we cannot conclude sufficient conditions for 
stability without consideration of the eigenproblem for L(/\) when h ranges 
over the whole complex plane. The theorems of Section 2 are helpless in this 
regard since our polynomial L(h) is required to be self-adjoint. 
As a final application we note that the results achieved above can be 
extended to integrodifferential delay systems of the form 
xtn)(t) + n! ITi K,(T) x(i)(t - T) dT = 0, t 3 0, (5.3) 
j-0 0 
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where the K,(T) are operators on a common domain .Qr. in X, mapping to z?. 
When the K,(T) have the form CL, S(T - TV) Aii , a differential-difference 
system results. The associated eigenproblem concerns 
THEOREM 5.6. Suppose the Kj(7), 0 < T < Tj , are self-a@int with the 
S?&(T) dT bounded, 0 \< j < n - 1. LetL be de$ned by (5.4). Ifo( s? K,(T) dT) 
has a negative member, then C(L) has a positive member. If in addition the 
infima F,(h), h > 0, are achieved on S, then the system (5.3) is unstable. When 
the s? K,(T) dT, 1 < j < n - 1, are positive semidefinite, a positive member 
in C (L) implies that $3 K,,(T) dT is not positive semide$nite. 
The proof is closely analogous to the proofs given for Theorems 5.1 and 
5.3. 
6. MORE UNBOUNDED OPERATORS 
Condition (b), the continuity of (L(A) x, x) in h E D, uniformly in x E S, 
forced the boundedness of A, ,..., A,-, in (5.2) on us. Our ability to treat 
the case when these are unbounded (and many other situations as well) is 
made possible by the removal of conditions (a) and (b) in favor of two others. 
Consider a region D of the complex plane which is symmetric about the 
real line. A family of closed, densely defined operators L(h), h E D, is self- 
adjoint holomorphic of type (A) if (i) the operators L(h) have a common 
domain gL, (ii) for each x E gL, L(X) x is holomorphic in h E D and (iii) 
for each X E D, L(x) = L(A)* [19, pp. 375, 3851. 
We define the two new conditions on L as 
(4 W), X E Q is a self-adjoint holomorphic family of type (A), 
(e) for some X E D and for some p 6 a(L(h)), (L(A) - pI)-l is compact. 
We note that the compactness of the resolvent (condition (e)) implies the 
discreteness of the linear spectrum of L(X). Conditions (d) and (e) make the 
following notable theorem of Kato available. 
THEOREM 6.1 [19, p. 3921. Let L satisfy conditions (d) and (e) and let D 
contain a real interval I,, . Then there are sequences of scalar-valued functions 
&A) and vector-valuedfunctions x,(h), all holomorphic on I,, , such that for each 
h E I,, , the tin(h) represent all the repeated linear esgenvalues of L(X) and the 
x,Q) form a complete orthonormal family of the associated eigenvectors of L(A). 
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Thus under conditions (c, d, e) the quantities F,(h), K = 1,2,..., are linear 
eigenvalues of L(A) and depend continuously on h in every real interval in the 
interior of D. Using this result, we assert the validity, when conditions (a) 
and (b) are replaced by conditions (d) and (e), of Theorems and Corollaries 2.6, 
2.7, 2.8, 3.4, 5.1, 5.2, 5.3, 5.5, 5.6. In the case of the operators 
treated in Section 5, the A, ,..., A,-, are relieved of the need to be bounded 
by this replacement of hypotheses. For instance, Eq. (5.1) may now include 
partial differential equations in which the coefficients A, ,.,., A,-, in addition 
to A,, are self-adjoint differential operators in one or more spatial variables. 
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