Abstract. Tissues are characterized by a strong scattering of visible optical radiation, which prevents one from achieving deep-tissue imaging. We propose a computational imaging technique for the inference of specific macroscopic, spatial phase distribution features of the scattering media. The spatial phase distribution is reconstructed from several defocused intensity images. We empirically demonstrate the method by reconstructing the location of two fibula chicken bones, embedded within chicken breast tissue. The suggested technique is safe, using visible laser illumination, and noninvasive. It is also cost-effective since a simple optical system is used and the images are acquired using a conventional camera, and it does not require interferometric detection as well as direct access to the object in absence of the layer.
Introduction
Optical imaging is one of the most important tools in biomedical sciences, dating from the invention of the optical microscope. Biological tissues, from an optical point of view, are described using absorption and scattering coefficients, which also depend on the illumination wavelengths. [1] [2] [3] [4] [5] [6] Many attempts have been made to retrieve the shape of objects, which hide behind or within a medium that scatters light. [7] [8] [9] [10] For strong scattering media such as the soft tissue, the incoming wavefront can only propagate a short distance of about a few millimeters without being significantly scattered. 4 Therefore, image quality degrades as we attempt to see deeper into the tissue. 3, 8 Many approaches to overcome this fundamental, yet practical, problem have been put forward over the years, in which the common theme is to deconvolve the effect of the scattering media in order to retrieve a sharp image of the object behind it. Among the suggestions were adaptive optics techniques that correct low-order aberrations using deformable mirrors or spatial light modulators. Such approaches require a bright point source (also known as "guide star") and supporting hardware for wavefront sensing. 11 More recent approaches have used controlled wavefront shaping 12 that allows focusing and imaging through highly scattering samples. 13 However, these techniques require either initial invasive access to both sides of the scattering media 14 or a known object. 9 Other approaches that are based on classical techniques from astronomy were recently suggested. These techniques employ speckle correlations of the scattering media 8, 10 and do not require a guide star. However, the field of view and number of emitters limit their usage for dark field imaging scenarios and may require fluorescence tagging. In addition, other methods attempt to use speckle fields averaging obtained using several projections of the object 15 or multiple recorded holograms (which require coherent wave interferometry). [16] [17] [18] [19] Such techniques require specialized equipment, a well-trained practitioner for operation, and some of them are costly or require substantial scanning time and extreme stabilization constraints.
In this report, we propose a visible light computational imaging technique to reveal macroscopic structures of dense tissue, such as bones embedded inside a soft tissue. Such a technique may be applied to various medical applications, which will be discussed later.
The proposed apparatus is shown in Fig. 1 . We base our technique on the fact that the information about the tissue's properties can be more accurately inferred from its spatial phase distribution. 20, 21 The spatial phase distribution determines the scattering coefficient (μ s ). μ s is related to the intensity attenuation due to light-tissue interaction and the anisotropy factor, g (average of the cosine of the scattering angle). Often, the reduced scattering coefficient μ 0 s ¼ μ s ð1 − gÞ is considered. The various tissue compositions will produce different scattering properties, according to their spatial phase distribution variance. In the proposed technique, we reconstruct "macroscopic" phase structures by acquiring a wide field of view set of defocused images (through focus stack) and using them as the input to a multiplane iterative phase retrieval technique. The choice of defocusing planes is specific to the target we wish to reconstruct. The focus planes are chosen according to the object's features by the following method: one starts with focusing on the tissue surface, and then changes the focus plane (e.g., by displacing the camera location along the imaging axis) until high frequency elements, which are not relevant for the test, are not observable (such as evidence of the soft tissue structure, small veins, and so on). This plane will be the first focus plane. Then, slightly change the focus plane until one can observe some differences between the observed images to the previous one. The differences between the images should be related to the amount of blurriness and the details of the object's shadow. The same procedure can be used for more imaging planes. In the case in which there is not enough prior knowledge about the object, one can start with the first image focused on the top layer and choose to remove nonsignificant details later with digital postprocessing. For example, high-frequency details can be removed by a low-pass filter. Other details such as blood vessels, one can try to remove using compressive sensing. Using prior knowledge limits this technique to focusing on what one expects to observe in the reconstruction and may prevent serendipities.
One should note that we do not use guide star, nor apply exact knowledge of the object and the soft tissue, since we do not wish to deconvolve the effect of the front scattering layer S2 (Fig. 1) . Also, we do not attempt to exactly reconstruct the spatial phase distribution of the different tissue components. Such information may be achieved using other techniques, such as interferometric detection but requires long scanning time and a more complex setup, i.e., more sensitive to thermal and mechanical instabilities. Using the proposed technique, we demonstrate the reconstruction of the bones location through its spatial phase distribution, intentionally promoting a solution with and without the extreme high frequency features, associated with the high phase variance of the bones and surrounding tissues.
In order to determine the phase from an intensity image, we employ a phase retrieval technique. We use the iterative approach by Gerchberg and Saxton, 22 with no support as presented by Misell. [23] [24] [25] We follow more recent work by Gur and Zalevsky, 26 which showed that using more than two acquired images can improve the results and overcome the perturbing medium such as the tissue. The latter was also experimentally verified on a high contrast and low frequency object. 27 In this manuscript, we report simulation and experimental results of how this technique can be used to detect bone location, where the bones are within the soft tissue, without any free space between (as tested in previous work 27 ). In this case, one cannot simply backpropagate the signal to maintain deburring. We use both the phase and the amplitude images of the reconstructed signal in order to reveal the diffraction pattern. Once the diffraction pattern is revealed, one can calculate the original structure of the sample.
Algorithm
The computational imaging technique is shown in Fig. 2 .
Input n-Images
The algorithm inputs are n images (n ≥ 2). Each image is acquired at a different axial distance from the object to have a different defocus plane. To reduce noise, a long exposure is required which can also be achieved by acquiring several images at each distance and then averaging over time. An additional purpose of the long exposure is to overcome speckle noise. There are various techniques to overcome speckle noise. The obvious way to reduce the speckle noise is digital image processing. [28] [29] [30] [31] Other techniques use image diversity, such as polarization, 32 sensor displacement, 33 or rotating ground glass. 34 In the case of dynamic perturbation medium, one can use the variation of time for speckle noise reduction. 17 In the case in which the sample is only quasidynamic (or quasistatic) and does not support enough of light decorrelation, additional support is required with an additional time varying diffuser. 18 The experimental system we used had the speckle pattern change in time due to both laser and apparatus instability, Brownian motion, dynamics of the tissues fluids, and more. The speckle pattern was only quasidynamic. In order to add to its dynamism, we added to the system, just before the sample, a simple diffuser which was unstatic and improved the time variation, and thus by allowing long exposure time, it was possible to reduce the pattern to a level of acceptable noise. 17, 18 The choice of time average should be set according to the system. In this experiment, it is an overall exposed time of about 1 s taken over 30 frames (at 30 ms∕frame), which produced average variability of about 2% for any additional frame to the average image (less than dark noise). Fig. 1 A schematic description of the proposed optical setup. The object we wish to image, T , is embedded between layer (S1) and layer (S2). Beam expansion and diffusion are used for creating a wide (∼4 cm diameter) and homogenous illumination over the sample. A detector is used for recording several defocused images along the optical axis. Fig. 2 Block diagram of the proposed method: n images of the object are acquired at different focus planes. Images are preprocessed and denoised. Phase retrieval is performed using the iterative multiplane phase retrieval algorithm. The phase information from the object plane is then extracted and processed to output. 
Averaging and Cropping
Each acquired defocused image is obtained by averaging several frames. This step is necessary not only for speckle reduction but also we wish to keep the amount of radiation (light intensity) at safe levels, while reducing the background and detection noises. The images are then cropped in order to process the region of interest. In addition, in this stage, it is also recommended to fix spatial alignment. Multiplane phase retrieval algorithms are sensitive to lateral displacement of the detector during the axial scanning stage. Therefore, the images are digitally aligned by using the maximal correlation between two adjacent images.
Image Denoising
Each averaged image is denoised using a total-variation denoising. 35 The total variation denoising suppresses background and scattering noise in the image while preserving the edges and its fine structures. We have also tested other denoise techniques, such a low-pass filter, which worked well and will be demonstrated in the simulation section.
Iterative Multiplane Phase Retrieval
The multiplane iterative phase retrieval algorithm is implemented on a set of axially defocused images. 26, 27 Typically, we used three axial displacements, with a distance of ∼20 mm between adjacent planes, and 5000 iterations were used to achieve convergence. We also demonstrate that as few as two images generate satisfactory results (see Secs. 5.3 and 6). Due to the large number of iterations, the algorithm converges easily; therefore, an initial guess of zero phase was chosen arbitrarily.
Enhancement
In order to enhance the results, three simple steps are taken. First, we apply phase unwrapping 36 to correct the radian phase angles by adding multiples of AE2π when absolute gaps between consecutive elements. Second, the unwrapped phase image is divided by the amplitude image, where a small number (0.01) is added to the normalized amplitude image to avoid division by zero. This step enhances the diffraction pattern by the bone area. The small value is added to the whole image and does not affect the image modulation. Its value is chosen according to the noise level of the dark areas in the images, which is 3 to 4 gray levels out of 256. And third, a standard linear contrast enhancement is applied for better visibility. The last step may not be recommended in the case of further processing.
Image Formation and Reconstruction of a Dense Tissue Object Obscured by Two Layers of Soft Tissues
Let us review the optical wave propagation through the tissues using Fig. 1 . The monochromatic uniform coherent light source illumination propagates in free space to the first soft tissue plane A 0 . The illumination meets the first soft tissue layer S 1 . We treat S 1 as a weakly scattering medium, with minimum absorption. Propagating through S 1 can be described using Kolmogorov approximation 37 by free-space propagation within a medium of width dz, followed by a random diffusive plane with the random phase ϕðx; yÞ, N times: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 7 5 2 Kr dz;1 fAg ≡ exp½iϕðx; yÞFrT dz ½Aðx; yÞ Kr z fAg ≡ Kr dz;N fAg ¼ Kr dz;1 fKr dz;1 fKr dz;1 ½: : : Aðx; yÞgg;
where z ¼ Ndz is the width of the soft tissue S 1 , ϕðx; yÞ is a uniformly random phase (different for every layer), and FrT dz ½Aðx; yÞ is free-space propagation for a distance dz described by the Fresnel equation. The field at the bones plane, before the bones, A 1 takes the form:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 6 3 9
where z1 is the first soft tissue width. The propagating wavefront described in Eq. (2) reaches the dense tissue object structure (the "bones"). Part of the wavefront is highly scattered by the bones structure, 5 while other parts of the wavefront continue to propagate with much less scattering or relatively unscattered. Approximately, it imposes two-level transfer function T:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 5 4 2
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 4 9 9
Tðx; yÞ ¼ ε bones 1 else ;
where ε ≪ 1 represents the transfer coefficients of the bones. Assuming a thin soft tissue, only a minimum part of the light meets wavelength size (and smaller) elements in the tissue, which produce Rayleigh scattering, and only a small amount of the scattered light arrives at the sensor. We assume that the same applies to other scattering procedures in the tissues. The second tissue is similar to the first one, and the complex field after the second tissue is described by means of an operator on A bones as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 3 6 0 A 2 ðx; yÞ ¼ Kr z2 ½A bones ðx; yÞ;
where z2 is the second soft tissue width and A 2 is the field after the second soft tissue layer, which now will propagate in free space to the imaging plane.
A 1 , the field that meets the bones, has a speckle pattern. A bones is a speckle pattern with the two-level (binary) bone pattern. We assume that light can either pass through the soft tissue or it is blocked when it meets the bones. In this case, A 2 will have the form of a speckle pattern far from the bones, solid black at the bones area (or very dark speckle) far from the bones edge, and a diffraction pattern around the edges with a speckle pattern. As the signal continues to propagate in free space, the diffraction pattern expends and shows as a blur. In the case in which the speckle pattern changes in time, it is possible to reduce the speckles by averaging over time. If we define A 3 ðx dz ; y dz Þ ¼ FrT dz ½A 2 ðx; yÞ, then an image captured as part of our image stack is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 1 5 2
where M is the camera magnification factor.
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Simulation of the Suggested Setup
We present simulation results to demonstrate the above description for the suggested set-up, as shown in Fig. 1 . We want to use three images, calculated at three different focusing planes, all averaged over time, and then use a phase retrieval algorithm and calculate the phase, without knowing the layers width. We want to show how phase retrieval regenerates a diffraction pattern around the structure edges, which can be used to find the bone edges. A simulation is generated using MATLAB. A uniform matrix of 256 × 256 pixels, which represents 50 × 50 mm 2 illumination of 532-nm green light (as used in the experiment), is transferred through 30 mm of soft tissue using Kolmogorov approximation and then multiplied by bones transfer pattern [ Fig. 3(a) ]. The dark lines representing the bones are 3 mm wide. The bright line which is the distance between the bones is 3 mm as well. The signal then passes through an additional soft tissue, with similar parameters as the first one. We add Gaussian noise with mean 0 and 0.1 variance. The signal continues to propagate in free space, using the numerical Fresnel propagation integral for 8, 10, and 12 mm. We repeat the process 500 times and average over time
. The image profiles created by averaging on the y axis are presented in red on each image. One can notice in these images the blurring effect of the media, where the two lines almost merge into a single line. The images are downsampled by a factor of 2 and blurred using Gaussian blur with σ ¼ 1 pixel for noise reduction. The three images are used to calculate the phase image, using the iterative multiplane phase retrieval algorithm. The phase and the captured amplitude are used to calculate the image at the exit plane (right after the second tissue). This image is shown in Figs. 3(e)-3(f) (amplitude and phase, respectively) with an additional plot of average profiles in the red line. One can notice how the gap between the bones and the diffraction pattern is much more noticeable than in the original image. In addition, we calculated the image after backpropagating additional 100 mm. This distance was selected empirically as a location in which the line pattern is the most apparent. The backpropagation image amplitude and phase are shown in Figs. 3(g)-3(h) , respectively.
Simulation of the Technique Abilities
We use an additional MATLAB simulation in order to demonstrate the ability to infer spatial frequency structures, which are lower in comparison with the high scattering frequency content of the scattering media. In this simulation, each "tissue layer" is modeled as a uniform random phase distribution [0;2π] convolved with a Gaussian filter, in order to control its phase variance. The T ("bone 5 The incoming wavefront is multiplied by the phase distribution of layer S1 and propagates an additional ∼2 mm until it reaches the scattering structure T. This structure is defined by its scattering and nonscattering sections modeled as a grating with 50 μm∕ðline pairsÞ period [ Fig. 4(a) ]. The scattering portion of T is composed from a random phase drawn from a uniform distribution between [0;2π]. In order to simulate the effect of the magnitude attenuation difference between the chicken bones and chicken breast tissues, we simulate the magnitude as Rayleigh distribution with a scaling parameter of 1∕e 2 . After a propagation of ∼2 mm, the wavefront emerging from T reaches layer S2, which is modeled the same as S1, and is multiplied by its unique random phase distribution. In order to simulate the finite aperture of the proposed apparatus, the output wavefront from layer S2 was filtered in a way that only features with spatial resolution >10 μm passed through. The wavefront propagates in free space and its magnitude is captured at distances of 2.5, 34, and 39 mm. We performed 100 iterations of the iterative multiplane phase retrieval algorithm. Using these three measured magnitudes, we recover the phase and magnitude distribution in the T object plane. The simulation output phase and magnitude distribution in the T object plane are shown in Figs. 4(a)-4(c) and after S2, shown by Fig. 4(d) . The spatial phase distribution shown in Figs. 4(a)-4(b) and the coarse phase structures correspond to the structures of the propagating wavefront from S1, unscattered by T, while the high-variance phase distribution corresponds to the scattered portion of the wavefront. When examining Figs. 4(e)-4(h), the modulating (50 μm∕line pairs) structure of T is evident in the spatial phase distribution. This reconstruction result is related to the choice of the defocusing distance and will be discussed later.
Experiment
In this section, we wish to evaluate the proposed technique experimentally, as an example for bone imaging through thin soft tissue, where the bone location is desired. For the experimental demonstration, the sample was an ex vivo thin fibula chicken bone (1 to 2 mm) embedded between two layers of chicken breast and cut into thin layers of a few (5 to 10) millimeters.
Chicken samples (chicken breasts and bones) were obtained, as parts, from a local supermarket, which is under the supervision of the Israeli veterinary services. No live chicken procedure is involved, which complies with BIU institutional regulations.
The samples were stored in 4°C in the local supermarket. In the laboratory, the samples were stored at −20°C and were defrosted by keeping them at room temperature prior to the experiments.
The reduced scattering coefficients of the selected tissues are approximately μ 0 s ðbonesÞ ≈ 40 cm −120 and μ 0 s ðbreastÞ ≈ 3.5 cm −15,6 for 532 nm. The reduced scattering coefficients of the chicken bones and breast are significantly different (about 10 magnitude) and are good examples for dense and soft tissues. For example, reduced scattering coefficients of human soft tissues compared to bones have a factor of about 2 to 3 in magnitude, for both 532 nm and near infrared (NIR). 5 A diode pump green laser at 532-nm and 1-mm beam (Photop DPGL-2100F) was used as the source of illumination, at an output power of <1 mW. The penetration depth of 532-nm green light is lower than NIR, 38 however, since we chose chicken breast for the soft tissue, the green light penetration depth is sufficiently good for the technique demonstration.
Several axial scan images were captured (typically three or four) using a CMOS camera as the input for the algorithm, which ran on a standard PC. Thus, this computational technique can be regarded as cost-effective with rather simple implementation, optically and algorithmically.
Sample Preparation
Two fibula chicken bones (μ 0 s ∼ 40 cm −1 ) were placed between two layers of sliced chicken breast (μ 0 s ∼ 3.5 cm −1 ). 5, 6 The thinner parts of the fibula bones (∼1 to 2 mm) were placed in the center of the sample, a few (0 to 10) mm apart, to test the ability of the suggested method to image bone shape and bone spacing with larger or similar dimensions.
The chicken breast was cut 5 to 10 mm thick, which is larger than the transport mean free path of ∼1∕3.5 cm ¼ 2.85 mm. . The first soft tissue layer was glued to the plastic frame around the hole and the natural stickiness of the chicken breast was enough to hold the second layer and the bones.
Experimental Setup
A linear setup [ Fig. 5(e) ] is assembled as follows: a green (532 nm) laser light source is placed behind a ×10 beam expander (THORLABS BE10M-A) and an optical diffuser. The purpose of this assemble is to create a few centimeters wide and almost homogenous illumination and having the setup as compact and as robust as possible. Specifically, for the described experiment, the laser beam is expanded by the beam expander to a 1-cm diameter and with the diffuser expanded to ∼4 cm and then illuminating the sample, which is the perceived field of view. Another goal of the beam expansion is to decrease the laser power per area, so the light intensity and the energy absorbed by the tissue will be harmless. The maximum intensity measured after the beam expander is <300 μW∕cm 2 and just after the diffuser <30 μW∕cm 2 , which meets clinical safety standards (2 mW∕mm 2 ). The second goal of the diffuser, as mentioned, is to add variability in time to the speckle pattern, as the diffuser was lightly mounted and was affected by air vibrations. Variation in time is required in order to overcome speckle noise by averaging over time.
A digital camera (THORLABS DCC1545) with a zoom imaging lens system (TOMRAN Japan 23FM25L-2/3″, 25-mm zoom lens) is placed ∼30 cm from the biological object. The camera and lens are placed on a mechanical rail with a ruler, which enables to capture images at different defocusing distances. For each axial plane that the camera was positioned at, 30 frames at 30 ms per frame were acquired.
Results
Images produced by a CMOS detector are 1024 × 1280 pixels, 8 bit grayscale. The pixel size is 5.2 × 5.2 μm with ∼1∕7.4 magnification created using a standard C-mount zoom lens. Under these conditions, the optical system resolution without the presence of the tissues is ∼80 μm. At first, a reference image [ Fig. 6(a) ], focused on the fibula bones while S2 is removed, is acquired. Following that, we acquired four image sequences (30 frames with ∼30 ms∕frame); each sequence was captured at a different axial position, with a different amount of defocusing. The distances were chosen to be at 0, 20, 40, and 60 mm from S2 outer plane. The 0 mm images, focusing on S2, are shown in Fig. 6(b) with additional brightness and contrast correction for better visual presentation of the details in this report. The last three distances are chosen in order to reject the high frequencies associated with the high spatial phase distribution variance of the bone and breast tissue, while still maintaining the lowmedium spatial phase features of the breast tissue and bone tissue. Each 30-frame sequence was averaged. Different selection sets of images are used with the described algorithm: images 20, 40, and 60 mm for low frequency details [output Fig. 6(c) ], and 0, 20, and 40 mm for high frequency details [output Fig. 6(d) ]. In the postprocessing stage, the acquired images are denoised, We use the natural stickiness of the chicken breast to hold the biological parts together. (e) Experimental setup shows the samples in front of the camera. The camera is placed on a rail so it can be axially displaced. A ruler is aligned to the rail to measure displacement. From the other side, the sample is lightened using a green laser with beam expender and diffuser in front of it, to achieve more uniform and less powerful light beam.
Journal of Biomedical Optics 096008-6 September 2016 • Vol. 21 (9) aligned, using the maximum correlation method, cropped to a square of 1024 × 1024 pixels and downsampled by a factor of 2. After performing 5000 iterations of the iterative multiplane phase retrieval algorithm, the resulted spatial phase distribution divided by the amplitude is shown in Figs. 6(c) and 6(d). An x-ray microtomography image is also produced [ Fig. 6(e) ] as an additional reference image (SkyScan 1176 high resolution in vivo micro CT). Figure 6 (f) is an output image using only two images: 20 and 60 mm from S2 (with the same processing, as described above). All images' contrast was enhanced for better visual presentation. Using the reconstructed phase distribution (divided by the amplitude), the bone location and edges can be extracted. In this experiment, the soft tissue fibers (such as blood or collagen) are evident as well. Although these fibers are unwanted for the specific result, they demonstrate the technique's capabilities of imaging different types of features. Due to their structure, they can be digitally removed. The results are in good agreement with the reference image obtained while having the S2 breast tissue removed [ Fig. 6(a) ] and x-ray imaging [ Fig. 6(e) Fig. 6(b) ]. A fine feature, an almost horizontal line, is just below the bones at the left-hand side. This feature is related to the tissue structure and possibly a small blood vessel. Additional features which are much similar are evident in the upper part of the image, just above the bones at the left-hand side these features are also visible at the output images Fig. 6(d) , which correspond to high frequency details [and less at Figs. 6(c) and 6(f)]. These features are a good example of the technique abilities. It is also a demonstration of how the output depends on the choice of system parameters, such as wavelength.
In order to validate our hypothesis that most of the relevant information for the extraction of the bones tissue location is associated with the low-medium spatial phase frequency range, we demonstrate phase reconstruction using the iterative multiplane phase retrieval employed on three acquired magnitude images at distances of 20, 40, and 60 mm (which is considered a high defocus distance). While the bone structure is indeed noticeable, it seems blurrier, along with other details, such as the chicken breast tissue fibers, when compared with Fig. 6(d) . This result is in agreement with the theory, 39 which argues that the high spatial frequency components will be washed off when reconstruction is carried out using images acquired at a large amount of defocusing. In a small amount of defocusing, the high frequency components are changing significantly between the acquired images, whereas the low frequency features do not. Since, in general, the multiplane phase retrieval promotes a solution whose lower spatial frequencies are more sensitive to noise when compared with the higher spatial frequencies, 39 almost no bone edges are evident. In addition, the result that is shown in Fig. 6(f) demonstrates the spatial phase distribution reconstruction from only two slightly defocused images (focused on 20 and 60 mm from S2). To receive almost similar quality output as in previous reconstruction, the result is obtained using 10,000 iterations of the iterative multiplane phase retrieval algorithm. It is important to show the technique abilities with only two images since it can be easily achieved with a single shot (e.g., with a beam splitter and two sets of sensors and lens) for imaging a moving object.
In Fig. 7(a) , we demonstrate the performance of the proposed method, by calculating profiles of The profiles are a calculated average over a 1-mm wide stripe, taken at approximately the center of the corresponding (9) images (where the bones are almost horizontal). These profiles demonstrate a method to detect the line edge from the bones. The output red line shows a typical diffraction pattern of light passing through a two (almost) rectangle window, and with additional processing such as threshold or deconvolution, can be reduced to the window edge. This image is obtained without processing and demonstrates the soft tissue blurring effect and the technique. In this specific test, we chose the system and imaging parameters, so the tradeoff between small details and "noise" reduction is optimal for 1 to 2 mm objects, as the bones in the sample. We were able to ignore high spatial frequencies smaller than 0.1 mm. In order to keep smaller elements, one should reduce the "noise" level. Some of the "noise" is optically evident of the tissue structure. As one cannot control the tested tissue, other features can be changed, such as the wavelength, distances, and exposure time. More iterations did not improve the results in this case. If all of the above is not enough, it is possible to use additional techniques, such as multimodal imaging of several wavelength of several imaging distances. The benefits of these techniques are not discussed further in this report.
This technique is limited by several physical and optical parameters. First, the wavelength should be such that the penetration depth is deep enough for light to pass though the sample, with a reasonable illumination intensity. 5, 40 In addition, the wavelength should be such that the reduced scattering coefficients of the two tissues should be different. This is a key feature for the suggested technique. The details and dimensions of the tissue features one wishes to image should be significantly different from the tissues structure details, as will be illustrated in the reported example of tissue fiber and fine blood vessels compared to bones. The dimensions of the desired details, such as the bones, should also be the same scale or larger than the thickness of the soft tissue. Phase information and the coherence memory length is only as long as the scattering media (soft tissue) dimension. 41, 42 Smaller details may be weakly evident. We propose a computational imaging technique for imaging macroscopic features of a dense tissue object hidden within layers of soft tissue, using the spatial phase distribution reconstructed from several defocused intensity images. In this report, we have demonstrated significant improvement in visibility of biologically scattering features. The benefits of the suggested technique are obvious. It requires only some minor prior knowledge about the tested object, rather than mapping the soft tissue optical properties, as other techniques do. [43] [44] [45] The main requirement is knowing which type of tissues are tested and making sure they have a different reduced scattering coefficient for a chosen wavelength. Some coefficients are known and can be taken from the literature. 5 If such prior knowledge is not available, one can try experimenting with different wavelengths. Additional knowledge that is required is a general notion about the size and location. Since this test is a deblurring method, the object will be visible under the chosen wavelength, which can be a validation test for this requirement.
The suggested technique is noninvasive, without the requirement of special treatment to the sample (such as the addition of contrast agents). The method is noninterferometric and simple to implement both in hardware and algorithmic aspects. The method produces a widefield diffraction pattern, which can be used to differentiate between two types of tissues, and is suitable for the examination of small, macroscopic structures inside biological tissues, such as bones, blood vessels, and fibers, and with some adaptation can be used to view dynamic events. Thus, the proposed technique completes, rather than competes with microscopic imaging techniques.
The method is not limited to a particular laser wavelength (532 nm was used in these experiments), and NIR source of illumination can be used to increase penetration depth 1,2,4,6,40,46 and reduced scattering, so a deeper image of bone location can be obtained.
It will also be interesting for future research to compare the results obtained from the iterative multiplane phase retrieval algorithm to the one obtained using the transport of intensity equation method. 47 
