The Newton-Kantorovich computational method is applied to the inverse problem of reconstructing a conductivity from given boundary measurements. The paper provides the theoretical analysis necessary to provide rigorous derivations of the Frechet differential. Linearisations of the non-linear problem are examined and a numerical procedure for reconstructing general conductivities suggested. This procedure is illustrated by reconstructing one-dimensional conductivities.
Introduction
The classical direct problem associated with the partial differential equation is to determine u, given f and appropriate boundary conditions on the boundary ao of the bounded, simply connected open region 0. We shall assume the boundary ao is a C 1 mapping of a compact interval IC R into Rn. The boundary conditions we shall consider are either Dirichlet u(_;i;_) = g(_;i;_), .*-E ao, (1.2) or the normalised Neumann boundary condition (1.3) where a/ av denotes the directional derivative in the direction of the unit outward normal vector &_to ao.
The inverse or identification problem we shall examine in this paper, is to determine the spatially varying function f from knowledge of u(.:!!) for .:!! E ao; that is certain measurements of u on the boundary. These measurements consist of: (a). If Dirichlet conditions are specified on ao -then I au/ av is measured on ao. (b) . If Neumann conditions are specified on ao -then u is measured on ao.
Of course these are not the only permissible measurements, but a necessary condition for this problem is that the measurement set must be independent of the specified set.
The inverse problem for equation ( 1.1) is of considerable importance as it arises from several physical problems. A major application is in electrical conductivity imaging, or "impedance tomography" as the medical technique of non-invasive conductivity measurement is called (see [1] , [2] , [3] ). It also arises in two geophysical problems. The first is in geophysical prospecting by electrical probing, where again f represents a conductivity (see [4] ). The second has applications in the study of ground-water flow and oil reservoirs; this problem is however not generally of the boundary measurement type (see Richter [5] , Chavent [6] ).
In this paper we assume that the measurements are known to arise as a response to a particular f*, and so characterisation properties are not examined here. However, the measurements may be contaminated by noise and so computational methods of solution that are not invalidated by this possibility are examined. To solve our inverse problem the boundary conditions are varied so giving additional information with which to reconstruct f*. The question as to which boundary conditions can be specified so that the resulting measurements uniquely determine an arbitrary conductivity is an open one at the present time. However, this question is obviously of considerable theoretical and practical importance. Dimensionality arguments seem to indicate at least minimum requirements to uniquely determine f*. Take the three-dimensional case; then f* is a spatially varying function of three independent variables, and a single measurement on 8n has only two degrees of freedom so to make the problem dimensionally deterministic the final degree of freedom for the measurements must come from known, continuously varying specified boundary conditions on 8n. The reasoning behind this argument is that for this problem there is no reason to expect we can uniquely reconstruct a three-dimensional vector from its two-dimensional projection. Numerous numerical experiments -that are reviewed later -seem to indicate that provided the measurements meet the conditions mentioned earlier, locally unique finite dimensional projection reconstructions of f* are then possible. All encompassing theoretical results however, are not available perhaps because the technique which has yielded the most results, as with many other identification problems, is analytic continuation. Kohn and Vogelius in a series of papers [7] [8] [9] have gone some way towards answering this central uniqueness question with the result:
"If the open region n has a boundary an E C 00 and f* is a positive piecewise real analytic function, then it is uniquely determined by knowledge off~~ on an for all possible Dirichlet data g EH~ (an)".
Here Hk denotes the Sobolev Hilbert space of distributions such that their "half>' derivatives are L 2 (n). We point out that this result includes practically all f* of computational interest and even handles f* having edges. This is because it is the "weak" formulation of ( 1.1) that is of concern here and so with the given assumptions, the solution to the direct problem is such that u is at least in H 1 (n). We conjecture that Kohn and Vogelius's result also applies if measurements (b) instead of (a) are used. Other authors have considered uniqueness of related identification problems but these not of so much interest to us here, as they require f E C 00 (n), [10] , [11] .
In any computational solution of the inverse problem the knowledge that the mapping from f to the measurements is continuous is important. We consider application of the Newton-Kantorovich method to the aforementioned non-linear inverse problem. The Newton-Kantorovich method proceeds by local linearisation, so of immediate concern with such methods is the justification for differentability. We provide a rigorous proof of differentability and continuity of an important operator for this problem. Thereby providing the theoretical analysis necessary to justify many of the computational schemes which have been developed for this problem [12] , [13] , [14] . The reason why we have chosen the Newton-Kantorovich method is that it is a very general approach having applications to many inverse problems differing substantially from ( 1.1). The application of the NewtonKantorovich method for the solution of inverse problems in general has been investigated in [15] , see also applications in [19] , [20] , [21] . Provided the non-linear operator admits a linearisation this method offers the following desirable additional features:
1. Quadratic convergence in the vicinity of a local solution 2. Can be made to have global convergence by incorporating line searches.
In §2 we introduce the inverse problem and discuss it's non-linear and ill-conditioned nature. We also define the Newton-Kantorovich method as applied to this problem. §3 contains our central results on the linearisation of the non-linear operator. It also contains a result ensuring a solution even if the measurements are marred by noise. In §4 we consider an important approximation to the non-linear operator, namely a particular linear approximation. §5 completes this paper by providing numerical results of our methods on a simple example.
2 Derivation of an Iterative Scheme for Solution of the Identification Problem.
In the sequel we consider only specified Neumann boundary conditions on the direct problem ( 1.1) and where measurements are made of the resulting field U, on 80. We consider only the Neumann boundary condition for simplicity, the Dirichlet boundary condition follows our work in a similar manner. • When the L 00 (0) norm is used, we denote it by 11·11 00 ,n.
The specified data g will be considered to be in H- Another reason for considering a weak solution is that an edge condition must be imposed on u, when it is a classical solution, to ensure uniqueness for general f. This is because f can have corners or edges. The edge condition which amounts to the specification of finite energy in the vicinity of the edge will be automatically satisfied when u E H 1 (0). This requirement is essential in inverse problems where there is no a priori knowledge of f.
The choice f E F means that the equation ( 2 .1) will not possess a classical solution throughout 0. However a solution of the weak formulation ( 2.4) will automatically satisfy the classical jump conditions required across a surface, denoted by r, across which f has a discontinuity. One of these jump conditions is (2.5)
We now define the notation used in ( 2.5), if ii is a unit normal vector on a surface r, the difference between the values taken by the field ¢ on the side of r towards which and away from which ii is directed, is called the jump of¢ on r and is denoted by [¢] .The other classical jump condition required across such a surface is [u] = 0, that is u E C(O). This will be achieved by the weak solution if u E H 2 (0) -by the Sobolev embedding theoremwhen n = 2, or 3. This increased regularity of the weak solution is achieved provided 0 satisfies certain smoothness properties (see [16] ).
It is convenient to sometimes attach a subscript to the specified data gp for the problem ( 2.1), the associated solution then being denoted by Up. When ( 2.1) is to hold for tlq and it is multiplied by Up and the divergence theorem applied to the result on 0, we can show (2.6) where the right-hand-side represents the dual pairing H will be compact {by the Rellich embedding theorem), thereby implying that its inverse if it exists will be unbounded. The problem will therefore be ill posed in the sense of Hadamard, as the solution f will not depend continuously upon the data U. The consequent regularisation which must be carried out will be discussed further in §3.
To solve { 2.7) for /, R(f) is linearised and a series of linear subproblems is solved; this leads to the Newton-Kantorovich iterative scheme:
given f (O) and where the update s(k) is the solution of the linear operator equation
{2.9)
To utilise this method the Frechet derivative of R(f) with respect to f, denoted by R' must be known. We shall not consider the operator R' any further here as it will involve the calculation of Green's functions and this produces a method with excessive computational requirements; but see [15] . So we will now look at a method which only requires computation of the direct problem solutions.
It is important to note { 2. 7) is not the only non-linear operator available for this problem, indeed any continuous linear functional of the right-hand-side is also suitable. Defining the operator (2.10) where this definition comes from the inner product of R(f) with the functions gp. Here the gp,gq are specified boundary functions on 80, and to obtain reconstructions off the gp,gq are taken from a basis in H-1 1 2 (80). When p = q in ( 2.10) the energy of the direct problem solution (see ( 2.6)) is required to match that of the measurements. However we will show in §4, by example that p =f. q is required to obtain reconstructions when the boundary data is taken from such a basis.
The identification problem can now be stated as the non-linear functional equation (ii) From the initial assumptions and so Applications of (A2) to ( 3.4) and utilising assumptions for part (ii) shows
The Cauchy-Schwarz inequality now gives so that ll!i -hlloo,n Jlu1Jlo,n ~ i~f h IJV( u1 -u2)llo,n 
(80) then the non-linear functional Q: F 1--t R given by ( 2.11} is Frechet differentiable with Frtfchet differential given by ( 2.13).
Proof: Define w(f; s) and so a solution of our operator equations may not exist. This is particularly true in the case of the operator equation ( 2.11), as it is a compact operator if considered as Q : F 1--t H 0 (80). This will mean its inverse will be unbounded and its range will not be dense in H 0 (80). In order to guarantee the existence of a solution we use a priori information on the smoothness of the solution required to reformulate the inverse problem as a minimisation over a compact set {see Tikhonov and Arsenin [22] Fo has the required compactness property. We shall use such a solution set in §5.
However the solution of the minimisation problem ( 3.8), say /, may not be close to the f*. What one requires is that
and /is known. When such inequalities are found for this inverse problem, it will be well understood. Some results of this kind are available for other inverse problems ( [24] , [25] , [26] ). It should be noted that computationally the problem is not solved as a full minimisation problem which would require estimations of second derivatives. Instead ( 3.8) is used to solve ( 2.11) with the Gauss-Newton method. With this approach ( 2.12) together with ( 2.8) is used, but the update equation( 2.12) is solved by a least-squares approach. This enables the number of measurements to be overdetermined; a desirable feature with measurement noise. A line search is usually incorporated to determine the magnitude of s(k) (see for example [27] ).
The Linearised Problem
If an approximation denoted by / 0 is known to the solution f*, in the non-linear problem ( 4.2) that is f(l) = s + / 0 , may then be expected to provide a good approximation to f*, and some numerical results we present in §5 confirm this.
The linear versions of several inverse problems involving the wave equation are treated in Cohen and Bleistein [28] . They use the well known Born approximation to linearise their problems.
Calderon [29] has shown that there is a unique solution to the inverse problem which is linearised about an f constant over n given knowledge of the energy Et from all possible Dirichlet boundary conditions. He did this by showing that the Frechet differential of the map from J to E f is injective, for f a constant. In this paper he also gives a method for approximating J, when f is close to constant.
We are interested here however, in the practical situation where independent boundary data are chosen from an N-dimensional subspace of H 0 (a0), for reconstruction of nonsmooth J. When n = 2, use of the energy will only enable a one dimensional projection of the two-dimensional f to be reconstructed. We shall show in the sequel that for the case when n = 2 and n is a circular domain, knowledge of the energy can only be used to reconstruct radially symmetric f's. But by utilising the quantities given by the righthand-side of ( 2.6), when pis not always equal to q, we shall show that a two-dimensional f can be reconstructed. It should be noted when using the known value of the energy it corresponds to using only the quantities when p = q. We shall also show that there is ~ unique solution to this inverse problem linearised about an f constant over n. This shows that our approach leads to at least a locally unique solution. Our method leads to a set of uncoupled one-dimensional moment problems which can be solved with computational efficiency. We now discuss the computational method of solving the linearised problem ( 4.2) for a particular problem geometry, when n = 2. Take n to be the open region bounded by a circle centred on the origin and of radius unity. We set up a circular-polar coordinate system (r, 0) at this origin. This in fact involves no loss in generality, as by a partition of unity, any other open simply connected two-dimensional region can be mapped into this circle. As the specified data is to be independent, and to come from an 2N + 1-dimensional subspace of H 0 ( 80) it is computationally convenient to take them from the trigonometric where the superscripts e,o attached to u are taken to mean that the even and odd trigonometric polynomials are respectively to be used on the right-hand-side of ( 4.3). The even or odd trigonometric polynomials are to be used depending upon whether the bou~dary data gP is of the even or odd type, respectively. We note that only the equations p 2". q are necessary in ( 4.5) because of ( 2.14). To solve this linear system of moment equations set
and substitute this in ( 4.5), to give the dual uncoupled one-dimensional moment system
where we have set n = p -q. It is now clear that for the linearised problem ( 4.2), the leading diagonal of the matrix Ap,q is used to reconstruct the radial part ao(r) of s(o), the sub diagonal (or super-diagonal) to reconstruct ai(r) and so forth. The matrix Bp,q and the elements bn(r) are related in a similar manner.
As L 00 c L 2 , if we prove uniqueness of the moment problems in £ 2 it follows the solution in £ 00 is also unique. So by considering ( 4.6) to have solutions in £ 2 (0, 1), then these solutions must be unique. This follows as the functions {rn+ 2 q+l} = {rn+l, rn+ 3 , rn+5, ... } are complete in £ 2 (0, 1) from the Muntz closure theorem (see [30] , p267). This however does not give the existence of a solution of the moment problems ( 4.6), but we do have the existence of a solution to the inverse problem as a whole, when the measurements arise in response to f* and do not contain noise. 5 Numerical Solution of a Radially Symmetric Inverse Problem
We have developed in §4 a closed form expression for the Frechet differential when f = / a number of iterations .1 1 .5 8 1 g -. 25 5 given some initial constant estimate / 0 • We see the Frechet derivative is left fixed as at the first iteration and is not updated. Thus we use the closed form Frechet differential ( 4.5) in our scheme, thereby simplifying the computational complexity considerably. We stress we are not advocating this as an approach to be taken in general, but here it enables us to illustrate the computational properties of the Newton-Kantorovich scheme with simple calculations.
Other authors [31] , [32] , [33] have considered inverse problems involving reconstruction of one-dimensional f. However the methods they use are not as powerful as ours in that either, they will not handle discontinuities in f, or the methods cannot be generalised to n-dimensional f.
As the radially symmetric f* is clearly even in B, only the even moment equations in for various values of the constant a. In all cases tested the condition number of the linear algebraic system of equations to be solved was of the order 10 5 • The order of convergence of our method was linear; as expected for the modified Newton-Kantorovich method. Convergence was monotone for
all positive values of a tested, but changed to oscillatory for a < 0. In fact convergence was difficult to achieve for negative a and the method failed to converge for all a < -.3, illustrating that the problem was too non-linear for the initial linear approximation to be satisfactory for these values of a. We started off with an initial approximation j(o) = 1 in all cases. We stress again, that using a full Newton-Kantorovich implementation, where the Frechet derivative is updated, convergence for these more difficult cases would be expected. For a = .1 we illustrate in Figure 1 the solution obtained after one iteration, that is just the solution of the linearised problem as given in ( 4.2). This figure illustrates how for small perturbations, the linearised model can give remarkably good results.
