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Abstract
In this paper, the Bezout’s identity is analyzed in the context of classical orthogonal polynomials solution of a second order
differential equation of hypergeometric type. Differential equations, relation with the starting family as well as recurrence relations
and explicit representations are given for the Bezout’s pair. Extensions to classical orthogonal polynomials of a discrete variable
and their q-analogues are also presented. Applications of these results for the representation of the second kind functions are given.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary 33C25; secondary 33C20; 05A10
Keywords: Orthogonal polynomials; Bezout identity; Second kind functions
1. Introduction
The well-known Bezout’s identity [8], which play a relevant role in several applied problems such as system design
and analysis [26] or linear time-varying ordinary differential control systems [24], can be stated in the following way:
if P(x) and Q(x) are two polynomials, then there exist two other polynomials A(x) and B(x) such that
A(x)P (x) + B(x)Q(x) = gcd(P,Q),
where gcd(P,Q) is the greatest common divisor of P(x) and Q(x), which becomes a non-zero constant (usually ﬁxed
to 1) when P(x) and Q(x) are relatively prime.
With no other assumptions on the polynomials P(x) andQ(x), there exists an inﬁnite number of Bezout pairs (A,B)
corresponding to these two polynomials. However, if we assume that the degree of A(x) is smaller than the degree of
Q(x) and the degree of B(x) is smaller than the degree of P(x), then the Bezout pair is unique [28]. In this situation,
∗ Corresponding author. Tel.: +34 986 812157; fax: +34 986 812116.
E-mail addresses: area@dma.uvigo.es (I. Area), egodoy@dma.uvigo.es (E. Godoy), ronveaux@math.ucl.ac.be (A. Ronveaux),
azarzo@etsii.upm.es (A. Zarzo).
0377-0427/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2005.09.002
I. Area et al. / Journal of Computational and Applied Mathematics 196 (2006) 212–228 213
A(x) and B(x) can be computed easily from the Euclidean division of P(x) by Q(x), which becomes a heavy problem
if the degree of P(x) and Q(x) are large enough. This can be done by using PARI/GP computer algebra system [23],
originally developed by Henri Cohen and his co-workers.
In this paper, we propose an alternative (and explicit) way to obtainA(x) andB(x)with the following assumptions on
P(x) and Q(x): we impose that P(x)=Pn(x) is a polynomial of degree n belonging to a family of classical orthogonal
polynomials, continuous [9], discrete [22] or their q-analogues [19]; also Q(x) = DP(x), where D is the derivative
operator d/dx, the backward difference operator ∇ or the q−1-difference operator Dq−1 , respectively.
This problem was partly treated by Humbert [14,15] in the case of classical continuous orthogonal polynomials, and
An(x)Pn(x) + Bn(x)P ′n(x) = n,
where n is a constant. In these two papers [14,15], with the same title and very different results, Humbert studied
in detail the Legendre family, giving also some properties in Gegenbauer, Laguerre, Hermite and Jacobi cases. As it
is indicated in [16] these identities are useful in rotating ﬂuids problems, when computing the Legendre’s function of
second kind (see Section 5). At the Humbert’s period (1915–1920), link between three-term recurrence relation and
orthogonal polynomials were not very popular, even known. Of course, these papers of Humbert [13–16] do notmention
the orthogonality of the Bezout’s polynomials An(x) and Bn(x), focussing his interest in representations of the second
kind Legendre functions. Despite the fact that Humbert presented most of the results on the Legendre case, and also
some properties for Hermite, Laguerre, Gegenbauer and Jacobi polynomials, 80 years later it seems more appropriate
to give a general presentation valid for classical continuous polynomials, for classical orthogonal polynomials of a
discrete variable and also for their q-analogues.
The structure of the paper is the following: In Section 2, we study the classical continuous situation. Differential
equations for the polynomials An(x) and Bn(x) are obtained, assuming that {Pn(x)} is a family of classical orthogonal
polynomials [22]. Moreover, we present some new results linking explicitly the polynomials An(x) and Bn(x) with the
derivative of the starting family Pn(x) and the ﬁrst associated polynomials of the starting family P (1)n (x). Recurrence
relation and orthogonality property for the family {An(x)} are also presented. The sequence {Bn(x)} satisﬁes also a
three-term recurrence relation. In Sections 3 and 4, the results are extended (in general without proofs) to the cases of
classical orthogonal polynomials of a discrete variable and their q-analogues, respectively. Finally, in Section 5, some
applications of these results are presented to obtain a representation of the second kind solutions of the q-difference
equation of hypergeometric type.
2. Classical continuous case
The hypergeometric type differential equation is a second-order homogeneous differential equation
L2[y(x)] := (x)y′′(x) + (x)y′(x) + ny(x) = 0, (1)
where (x) and (x) are polynomials of degree at most two and one, respectively, and n is a constant. The above
differential equation has a unique monic polynomial solution Pn(x) of degree exactly n if and only if
n = −n
(
′ + (n − 1)
′′
2
)
(2)
and n = m for m = 0, 1, 2, . . . , n − 1.
Under some assumptions [9,22], it is possible to ﬁnd a positive weight function (x) and a interval (a, b) such that
((x)(x))′ = (x)(x), (x)(x)x|x=bx=a = 0,  = 0, 1, 2, . . . .
In these conditions, the polynomial solutions Pn(x) of (1) for  = n are the classical orthogonal polynomials of
Jacobi, Laguerre, and Hermite and satisfy the orthogonality relation∫ b
a
Pn(x)Pm(x)(x) dx = d2nn,m,
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where n,m denotes the Kronecker’s delta. Assuming that Pn(x) are monic, these families satisfy also a three-term
recurrence relation
xP n(x) = Pn+1(x) + nPn(x) + nPn−1(x), n1, P0(x) = 1, P1(x) = x − 0, (3)
where n and n > 0 can be expressed (see [12] and the references therein) in terms of the polynomials (x) and (x)
of (1) as
n =
1
′n−1′n
[n(1−n)(0)′′ − ′2n(0)], n0, −1 = 0, (4)
n =
n′n/2−1
2(′n−1)
2′n−3/2′n−1/2
{2′[′(0)n−1(0) − (0)′]
− ′′[n−1(0)1−n(0) + 4(n − 1)(0)′(n−1)/2]}, n0, −1 = 0. (5)
Here the notation 	(x) = (x) + 	′(x) has been used and will also used throughout this section.
As it is well-known [27], in these conditions Pn(x) has exactly n real and different roots, which interlace with those
of P ′n(x), for n2.
Our interest is to study, in this context, properties of the polynomials An(x) and Bn(x) (Bezout’s pair), which
existence is guaranteed by the Bezout’s identity, satisfying
An(x)Pn(x) + Bn(x)P ′n(x) = n (1 = 1), (6)
where deg(An(x))< deg(P ′n(x)) = n − 1 and deg(Bn(x))< deg(Pn(x)) = n. For n = 0 and n = 1, we obtain that
A0(x) = 1, A1(x) = 0, B0(x) = 0 and B1(x) = 1. In this latter equation, the constants n are introduced allowing us
to re-normalize the polynomials An(x) and Bn(x) appropriately, which is useful when recovering some criteria on the
multiplicity of the zeros of Pn(x).
2.1. Differential equation
In this section, we obtain a second-order differential equation for the polynomials An(x) and for the polynomials
Bn(x).
Relations (6) and (1) generate by derivation the following equivalent relations:
(x)A′n(x) − nBn(x) = −P ′n(x)N(x), (7)
(x)An(x) + (x)B ′n(x) − (x)Bn(x) = Pn(x)N(x), (8)
where, at ﬁrst, N(x) is a polynomial, but the compatibility in the degree implies that N(x) = N becomes a constant
and also that An(x) is of degree exactly equal to n − 2, and Bn(x) is of degree exactly equal to n − 1.
By elimination and derivation in (7) and (8), we get the following non-homogeneous second order differential
equations for the polynomials An(x),
(x)A′′n(x) + (′(x) − (x))A′n(x) + nAn(x) = −2NP ′′n(x), (9)
and for the polynomials Bn(x),
(x)B ′′n(x) − (x)B ′n(x) +
(
n − ′(x) + (x)
′(x)
(x)
)
Bn(x) = 2NP ′n(x) −
N′(x)
(x)
Pn(x). (10)
Note again that these differential equations coincide with the ones obtained by Humbert [15] in the Legendre case
(′(x) = (x)).
On the other hand, a choice of a constant N independent of the degree n shall be ﬁxed in Proposition 2.1 and shall
precise the normalization for the polynomials An(x) and Bn(x).
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2.2. Identiﬁcation of the Bezout’s pair
In this section we identify the polynomials An(x) and Bn(x) of (6) in relation with the starting classical orthogonal
family Pn(x). Representation and recurrence relation for the polynomials An(x), of degree n− 2, given below ensures
their orthogonality for n2. The corresponding orthogonality weight are particular cases of the general associated
orthogonal polynomial weight given in [6,29]. Explicit representation and recurrence relation for theBn(x) polynomials
will also be given. Moreover, an example related to Jacobi polynomials is presented.
Proposition 2.1. For n2,
An(x) = [P ′n(x)](1), (11)
where [P ′n(x)](1) denotes the ﬁrst associated polynomial of the ﬁrst derivative P ′n(x) of Pn(x).
Proof. The ﬁrst associated monic polynomial P (1)n−1(x) of the orthogonal family Pn(x) of weight (x) is deﬁned as
P
(1)
n−1(x) =
1
M0
∫ b
a
Pn(x) − Pn(s)
x − s (s) ds,
where (a, b) is the orthogonality interval and
M0 =
∫ b
a
(s) ds.
It is well known that for classical families [25]
L∗2[P (1)n−1(x)] = (′′ − 2′)P ′n(x),
where the operatorL∗2 deﬁned by
L∗2[y(x)] = (x)y′′(x) + (2′(x) − (x))y′(x) + (n + ′′ − ′)y(x),
is the formal adjoint ofL2 introduced in (1).
Moreover, the ﬁrst derivatives P ′n(x) = z(x) are solution of [22]
L2[z(x)] = (x)z′′(x) + (′(x) + (x))z′(x) + (n + ′)z(x) = 0.
Therefore, the ﬁrst associated polynomial of the ﬁrst derivatives of Pn(x), w(x) = [P ′n(x)](1), are solution of
[L2]∗[w(x)] = (x)w′′(x) + (′(x) − (x))w′(x) + nw(x) = (−2′ − ′′)P ′′n (x). (12)
With An(x) = K[P ′n(x)](1) = Kw(x) we obtain from (9) and (12)
[L2]∗[An(x)/K] = (−2′ − ′′)P ′′n (x) = −2NP ′′n(x)/K ,
and then K = 2N/(2′ + ′′). Therefore,
An(x) = 2N2′ + ′′ [P
′
n(x)](1).
By choosing K = 1, so that the constant N is (see Eq. (2)):
N = (2
′ + ′′)
2
= −2
2
, (13)
we obtain that the differential equation satisﬁed by the polynomials An(x) is
(x)A′′n(x) + (′(x) − (x))A′n(x) + nAn(x) = 2P ′′n (x), (14)
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and
An(x) = [P ′n(x)](1), n2. 
As a consequence of the above proposition, we have
Corollary 2.2. The three-term recurrence relation satisﬁed by the polynomials An(x) is
xAn(x) = 
nAn+1(x) + nAn(x) + nAn−1(x), (15)
valid for n2 with the initial conditions
A0(x) = 1, A1(x) = 0, A2(x) = 2,
where

n = n
n + 1 , n = n − Fn, n = n − Gn,
n and n are given in (4) and (5), respectively and, with the already introduced notation 	(x) = (x) + 	′(x),
Fn = (0)
′′ − ′(0)′
′n−1′n
,
Gn =
′(n−1)/2 − ′(2n−1)/2
2′(2n−3)/2(
′
n−1)
2′(2n−1)/2
{n−1(0)[2′(0)′ − 1−n(0)′′] − 2(0)(′n−1)2}.
Next, we give the representation and recurrence relation for the Bn(x) family.
Proposition 2.3. The polynomials Bn(x) are given by
Bn(x) = 2(x){[P
′
n(x)](1)}′ − 2P ′n(x)
2n
, n2.
Proof. Straightforward consequence of (7) by using that N = −2/2, from the choice K = 1 in Proposition 2.1. 
Since Bk(x) is a polynomial of degree exactly k − 1, the expansion of xBn(x) in terms of Bj (x), j = 1, . . . , n + 1
is unique. From easy computations we obtain the following result generalizing the results obtained by Humbert [15]
in the particular case of Gegenbauer.
Proposition 2.4. The polynomials Bn(x) satisfy the three-term recurrence relation
B0(x) = 0, B1(x) = 1, xBn(x) = ˆnBn+1(x) + ˆnBn(x) + ˆnBn−1(x), n1, (16)
where
ˆn =
{−1, n = 1,
1, n2,
ˆn =
{ 0 + 1
2
, n = 1,
n, n2,
ˆn =
{ 2
′
2, n = 2,
n, n = 2,
and n and n are given by (4) and (5) respectively.
Remark 1. Although it is evident from (16), we would like to emphasize that the Bn(x) family satisfy, for n2, the
same recurrence formula as the startingPn classical family (see (3)), but with the initial conditionsB0(x)=0,B1(x)=1
and B2(x) = −P ′2(x)/2.
Proposition 2.5. For n2, we have
Bn(x) = (c1(x)Pn(x) − (x)P (1)n−1(x)), (17)
I. Area et al. / Journal of Computational and Applied Mathematics 196 (2006) 212–228 217
where  is a constant given by
= −
′2
2[(0)(′)2 + (0)((′′/2)(0) − ′(0)′)] , (18)
and
c1(x) = 
′′
2
x + 
′(0)′ − (′′/2)(0)
′
. (19)
Proof. The polynomials Bn(x) being solution of (16) like Pn(x) and P (1)n−1(x), (cf. relation 3), there exist two (unique)
polynomials in x and independent of n, let us call R(x) and S(x) such that
Bn(x) = R(x)Pn(x) + S(x)P (1)n−1(x), n3. (20)
The polynomials R(x) and S(x) can be computed from the explicit representation of Bn(x) given in Proposition 2.3,
and An(x) given in Proposition 2.1 by equating the coefﬁcients in the powers of x using Eqs. (4) and (5). 
Finally, in the classical continuous case we have the following general result.
Proposition 2.6. For classical continuous orthogonal polynomials, the Bezout’s identity (6) is given by
An(x)Pn(x) + Bn(x)P ′n(x) = n, n1, (21)
where An(x) and Bn(x) are given in Propositions 2.1 and 2.3, respectively, 1 = 1,
2 = 4
′((0)′ − ′(0)((0) + ′(0))) + 2((0)2 − ′(0)2 + 4(0)′)′′ + 4(0)(′′)2
(′ + ′′)2(2′ + ′′) ,
and for n3,
n = − n[(2n − 1)!]
2
2
∏n
j=1 
2
n+j−1
∏n−4
j=0 3+j
n−1∏
j=1
[(4j2(0)(′′/2)2 + ′′/2(((0))2
− (j′(0))2 + 4j(0)′) + ′((0)′ − j (0)′(0)))]. (22)
Here, the value of the constant n is a consequence of the choice of the constant N made in the proof of Proposition
2.1 (see Eq. (13)).
2.3. Example: Jacobi case
Monic Jacobi polynomials P (,)n (x) are solution of (1) with [27]
(x) = 1 − x2, (x) = − − (+ + 2)x.
For n2, with Pn(x) = P (,)n (x),
An(x)Pn(x) + Bn(x)P ′n(x) = n = −
n!4n−1(+ 2)n−1(+ 2)n−1
(+ + n + 1)n(+ + 4)2n−3 ,
where the constantn is never zero inside the classical orthogonality region (>−1 and>−1) for Jacobi polynomials.
Moreover, n = 0 if and only if P (,)n (x) has multiple roots, which can be located at x =−1 or x = 1. The multiplicity
of this zero is || or || such that (+ 2)n−1 or (+ 2)n−1 is zero. The above result is in accordance with [27, p. 145],
where a distribution of the zeros of the general Jacobi polynomials is presented.
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Moreover, the three-term recurrence relation (16) for the Bn(x) polynomials can be written as
xBn(x) = ˆnBn+1(x) + ˆnBn(x) + ˆnBn−1(x), n1, B0(x) = 0, B1(x) = 1,
where
ˆn =
{−1, n = 1,
1, n2, ˆn =
{ − 
+ + 4 , n = 1,
n, n2,
ˆn =
⎧⎨
⎩−
8(+ 2)(+ 2)
(+ + 4)2(+ + 5) , n = 2,
n, n = 2,
and n and n are the coefﬁcients of the three-term recurrence relation (3) satisﬁed by monic Jacobi polynomials.
Therefore, in this Jacobi case, the above results prove the orthogonality of the family Bn(x), of degree n − 1, but with
respect to an unknown weight.
3. Extension to difference equations
Classical discrete orthogonal polynomials Pn(x) (Hahn, Kravchuk, Meixner and Charlier) are solution of a second-
order difference equation similar to (1)
D2[y(x)] = (x)∇y(x) + (x)y(x) + ny(x) = 0, (23)
wheref (x)=f (x+1)−f (x) and∇f (x)=f (x−1). From the interlacing property of the two families y(x)=Pn(x)
and Pn(x) (or ∇Pn(x)) [1], the search for Bezout’s pair is still relevant
An(x)Pn(x) + Bn(x)∇Pn(x) =n,
where n is a constant.
3.1. Difference equations
Difference equation forAn(x) is obtained in a similar way, using now the difference equation (23) satisﬁed by Pn(x).
From
(x)(An(x)Pn(x) + Bn(x)∇Pn(x)) = 0,
we get
(x)An(x) − nBn(x) = −Pn(x)N(x), (24)
(x)(An(x) + Bn(x) + An(x)) − (x)Bn(x) = Pn(x)N(x), (25)
where N(x) is a polynomial. The compatibility in the degree implies that N(x) = N is a constant.
In this case, we obtain the following difference equation for the polynomials An(x)
[(x − 1) + (x − 1)]∇An(x) + [(x) − (x − 1) − (x − 1)]An(x) + nAn(x)
= −N [∇Pn(x) + ∇Pn(x − 1)] = −N [+ ∇]∇Pn(x).
Similarly, a second order difference equation for the polynomial Bn(x) could be given.
3.2. Identiﬁcation of the Bezout’s pair
As in the continuous case, N =−2/2 and we have the following result linking the polynomials An(x) with the ﬁrst
associated polynomials of Pn(x).
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Proposition 3.1. The polynomials An(x) and Pn(x) in (23) are related by
An(x) = [∇Pn(x)](1), n2,
where [∇Pn(x)](1) denotes the ﬁrst associated polynomial [7] of the difference derivative ∇Pn(x) of Pn(x).
Mutatis mutandis, classical discrete orthogonal polynomials also satisfy a number of properties similar as in Section
2. Assuming that Pn(x) are monic, they satisfy a three-term recurrence relation
xP n(x) = Pn+1(x) + nPn(x) + nPn−1(x), n1, P0(x) = 1, P1(x) = x − 0, (26)
where
n = −(0)(
′ − ′′) − n(′ + 2′(0))(′ + (n − 1)/2′′)
((n − 1)′′ + ′)(n′′ + ′) , (27)
n = − n(
′ + (n − 2)/2′′)
(′ + (2n − 3)/2′′)(′ + (2n − 1)/2′′) [(n−1) + (n−1)], (28)
and
n = −
(0) + n′(0) − n2′′/2
′ + n′′ .
Also, we have the following difference representation [3]
Pn(x) = Pn+1(x)
n + 1 + HnPn(x) + JnPn−1(x),
where
Hn = (n)2n(′ + (n − 1)′′/2) −
1
2
, Jn = − n
′′
2′ + (n − 2)′′ .
As in the continuous case,
Proposition 3.2. The polynomials An(x) satisfy the following three-term recurrence relation
xAn(x) = 
nAn+1(x) + nAn(x) + nAn−1(x), (29)
valid for n2 with the initial conditions
A0(x) = 1, A1(x) = 0, A2(x) = 2,
where

n = n
n + 1 , n = n − Hn, n = n − Jn.
Next, we give a relation between the polynomials Bn(x) in terms of the starting family Pn(x) as well as a three-term
recurrence relation satisﬁed by Bn(x).
Proposition 3.3. For n2, the polynomials Bn(x) can be computed from An(x) and Pn(x) by using
Bn(x) = 2(x){[∇Pn(x)]
(1)} − 2Pn(x)
2n
. (30)
Proposition 3.4. The polynomials Bn(x) satisfy the three-term recurrence relation
B0(x) = 0, B1(x) = 1, xBn(x) = ˆnBn+1(x) + ˆnBn(x) + ˆnBn−1(x), n1, (31)
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where
ˆn =
{−1, n = 1,
1, n2, ˆn =
{ 0 + 1 − 1
2
, n = 1,
n, n2,
ˆn =
{ 2
′
2, n = 2,
n, n = 2,
where n and n are given in (27) and (28).
Remark 2. Although it is evident from (31), we would like to emphasize that, in this discrete case, the Bn family
also satisfy, for n2, the same recurrence formula as the starting Pn discrete family (see (26)), but with the initial
conditions B0 = 0, B1(x) = 1 and B2(x) = −P2(x)/2.
Proposition 3.5. For n2, we have
Bn(x) = (c1(x)Pn(x) − (x)P (1)n−1(x)),
where  and c1(x) are deﬁned in (18) and (19), respectively.
For classical discrete orthogonal polynomials (Hahn, Kravchuk, Meixner and Charlier) (0) = 0 and we have the
following general result.
Proposition 3.6. If {Pn(x)} is a family of classical orthogonal polynomials of a discrete variable, we have
An(x)Pn(x) + Bn(x)∇Pn(x) =n, n1,
where An(x) and Bn(x) are given in Propositions 3.1 and 3.4, respectively, 1 = 1,
2 = (2((0) + 
′(0) + ′) + ′′)(2(0)′′ − (2′(0) − ′′)(2′ + ′′))
2(′ + ′′)2(2′ + ′′) ,
and for n3,
n = − n[(2n − 1)!]
2(′′/2 + ′(0) + ′ + (0))((′′/2 − ′(0))(′′/2 + ′) + ′′/2(0))
2
∏n
j=1 
2
n+j−1
∏n−4
j=0 3+j
×
n−1∏
j=1
[(
j2
′′
2
+ j (′(0) + (0)) + (0)
)((
j
′′
2
− ′(0)
)(
j
′′
2
+ ′
)
+ 
′′
2
(0)
)]
.
3.3. Example: Hahn case
Monic Hahn polynomials h(,)n (x;M) are solution of (23) with [22]
(x) = x(M + − x), (x) = (+ 1)(M − 1) − (+ + 2)x.
In this situation
An(x)Pn(x) + Bn(x)∇Pn(x) = −n!(M − n)!(+ + M + 2)n−1 (+ 2)n−1(+ 2)n−1
(+ + 4)2n−3(+ + n + 1)n .
Note that n = 0 inside the orthogonality region for Hahn polynomials (> − 1, > − 1 and nM − 1 ∈ N).
Moreover, n = 0 if and only if h(,)n (x;M) and ∇h(,)n (x;M) have common roots.
Furthermore, the three-term recurrence relation (31) for the Bn(x) polynomials can be written as
xBn(x) = ˆnBn+1(x) + ˆnBn(x) + ˆnBn−1(x), n1,
B0(x) = 0, B1(x) = 1,
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where
ˆn =
{−1, n = 1,
1, n2, ˆn =
{ (2 + )(−2 + M)
4 + +  , n = 1,
n, n2,
ˆn =
{ −2(2 + )(2 + )(M − 2)(2 + + + M)
(4 + + )2(5 + + ) , n = 2,
n, n = 2,
and n and n are the coefﬁcients of the three-term recurrence relation (26) satisﬁed by monic Hahn polynomials.
Therefore, in this Hahn case, the above results prove the orthogonality of the family Bn(x), of degree n − 1, but with
respect to an unknown weight.
4. Extension to q-difference equations
Let 0<q < 1. The q-classical orthogonal polynomials Pn(x; q) = Pn(x) [19] are solution of a second-order q-
difference equation similar to (1)
D2,q [y(x)] = (x)DqDq−1y(x) + (x)Dqy(x) + ny(x) = 0, (32)
where (x) and (x) are polynomials in x of degree at most two and one in x, respectively, which could also depend on
the parameter q, and the q-derivative operator Dq is deﬁned by
Dqy(x) = y(qx) − y(x)
(q − 1)x , x = 0,
with Dqy(0) := y′(0) provided f ′(0) exists [19]. In the above q-difference equation
n = [n]q
(
1
2
[1 − n]q′′ − ′
)
, ′ = d(x)
dx
, ′′ = d
2(x)
dx2
,
where the q-numbers are deﬁned by
[n]q := q
n − 1
q − 1 .
The notation used in this section is that of [11, Chapter 1] (see also [19]).
Assuming that Pn(x) are monic, the q-classical orthogonal polynomials also satisfy a three-term recurrence relation
[20],
xP n(x) = Pn+1(x) +nPn(x) + nPn−1(x), n1, P0(x) = 1, P1(x) = x −0, (33)
where by deﬁning = ′(0)(1 + q) + (q − 1)(0) and ′q,n = q(qn′ + [n]q′′/2), we have
n = q
n
2(q − 1)2′q,2n′q,2n−2
[(2(1 − q)qn(qn − (1 + q)′(0))′
− ((q + q2n) + qn(1 + q)((−1 + q)q(0) + (1 + q)′(0)))′′)], (34)
n = (1 − q
n)qn−3
(1 − q)4′q,2n−1(′q,2n−2)2′q,2n−3
(
qn− q
2′′
2
)
(4q4n2(0) − 4q1+3n
′(0)
− 2q3+n
′(0)′′ + q4(0)(′′)2 − 2q2+2n(42(0)
− 2(−1 + q)(2(0) + ′(0)2)′ + (−2
2 + (q − 1)(0)((q − 1)(0) + 2′(0)))′′)), (35)
and

= (q − 1)(0) + ′(0), = (q − 1)′ + 
′′
2
.
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Also, we have the following q-derivative representation [4,20]
Pn(x) = DqPn+1(x)[n + 1]q + KnDqPn(x) + MnDqPn−1(x),
where
Kn = q
n((′′/2)
q + qn(
qn − ′(0)(1 + q)))
(q − 1)′q,2n′q,2n−2
, (36)
Mn = [n]qq
2n−3
(q − 1)2′q,2n−3(′q,2n−2)2′q,2n−1
(
(0)
(
′′
2
q4 + 2q4n
)
−′(0)

(
′′
2
qn+3 + q3n+1
)
+ q2n+2
(
(′(0))2+ 
′′
2
(
2 − 2(0))
))
. (37)
From the interlacing property of the two families y(x) = Pn(x) and DqPn(x) (or Dq−1Pn(x)) [1], the search for
Bezout’s pair is relevant too
An(x)Pn(x) + Bn(x)Dq−1Pn(x) = n. (38)
4.1. q-difference equations
The q-difference equation for An(x) is obtained in a similar way, using now the q-difference equation (32) satisﬁed
by Pn(x).
From
(x)Dq(An(x)Pn(x) + Bn(x)Dq−1Pn(x)) = 0,
we get
(x)DqAn(x) − nBn(x) = −N(x)DqPn(x), (39)
(x)(An(x) + (q − 1)xDqAn(x) + DqBn(x)) − (x)Bn(x) = Pn(x)N(x), (40)
where N(x) is a polynomial. The compatibility in the degree implies that N(x) = N is a constant.
In this case, we obtain the following q-difference equation for the polynomials An(x)
[q(x) + x(1 − q)Dq−1(x) + (q − 1)x(x/q)]DqDq−1An(x)
+ [Dq−1(x) − (x/q)]DqAn(x) + nAn(x)
= −N [qDqDq−1Pn(x) + DqDq−1Pn(x/q)]
= −Nq[Dq + Dq−1 ]Dq−1Pn(x).
Now, N = −2/[2]q and, similarly to the previous cases, a second order q-difference equation for the polynomial
Bn(x) could be given.
4.2. Identiﬁcation of the Bezout’s pair
The following propositions are easily proved in a similar way as in Section 2.
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Proposition 4.1. The polynomials An(x) and Pn(x) in (32) are related by
An(x) = [Dq−1Pn(x)](1), n2,
where [Dq−1Pn(x)](1) denotes the ﬁrst associated polynomial [10] of the q−1-difference derivativeDq−1Pn(x) ofPn(x).
Proposition 4.2. The polynomials An(x) satisfy the following three-term recurrence relation
xAn(x) = 
nAn+1(x) + nAn(x) + nAn−1(x), (41)
valid for n2 with the initial conditions
A0(x) = 1, A1(x) = 0, A2(x) = [2]q
q
,
where

n =
q[n]q
[n + 1]q , n =n − Kn, n = n − Mn,
and the coefﬁcients n, n, Kn and Mn are given in (34), (35), (36), and (37), respectively.
Next, we present the results corresponding to the polynomials Bn(x) in this q-case.
Proposition 4.3. The polynomials Bn(x) can be computed from An(x) and Pn(x) by using
Bn(x) =
[2]q(x)Dq{[Dq−1Pn(x)](1)} − 2DqPn(x)
[2]qn , n2. (42)
Proposition 4.4. The polynomials Bn(x) satisfy the three-term recurrence relation
B0(x) = 0, B1(x) = 1, xBn(x) = ˆnBn+1(x) + ˆnBn(x) +ˆnBn−1(x), n1, (43)
where
ˆn =
{−1, n = 1,
1, n2,
ˆn =
⎧⎨
⎩
0 +1
[2]q , n = 1,
n, n2,
ˆn =
⎧⎨
⎩
′q,12
q2Dq
, n = 2,
n, n = 2,
and n and n are given in (34) and (35), respectively.
Remark 3. Once more from (16), we would like to emphasize (see (43)) that the Bn family satisfy, for n2, the same
recurrence formula as the starting Pn classical family (see (33)), but with the initial conditions B0 = 0, B1(x) = 1 and
B2(x) = −DqP2(x)/[2]q .
Proposition 4.5. For n2, we have
Bn(x) = q(c1(x)Pn(x) − (x)P (1)n−1(x)),
where
q = 
′(q′ + ′′/2)
q((0)(′)2 + (0)((′′/2)(0) − ′(0)′)) ,
and c1(x) is given in (19).
For q-classical orthogonal polynomials we have the following general result.
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Proposition 4.6. Let {Pn(x)} be a family of q-classical orthogonal polynomials. Then,
An(x)Pn(x) + Bn(x)Dq−1Pn(x) = n, n1,
where An(x) and Bn(x) are given in Propositions 4.1 and 4.3, respectively, 1 = 1,
2 = 2(1 + q)
q(2q′ + ′′)(2q2′ + (1 + q)′′)2 (4q
4(0)′2 + 4q2′(−′(0)(q(0) + ′(0))
+ (1 + q)(0)′′) + ′′(2q((0) − ′(0))(q(0) + ′(0)) + (1 + q)2(0)′′)),
and for n3,
n = − [n]q(q; q)
2
2n−1
(1 + q)(1 − q)2(2n−1)q3n(n−1)∏nj=1 2n+j−1∏n−4j=0 3+j
×
(
q4(0)′2 + q2′(−(′(0)(q(0) + ′(0))) + (1 + q)(0)′′)
+
′′(2q((0) − ′(0))(q(0) + ′(0)) + (1 + q)2(0)′′)
4
)
×
n−1∏
j=1
[
′′
2
(0)[2j ]2q + q2j ′
(
(0)q2j ′ − (′(0))2[j ]q − ′(0)qj (0)
)
+
′′
2
qj (′(0)((1 − q)(0) − ′(0))[j ]2q + qj (2(0)[2j ]q′ + ((0))2))
]
. (44)
4.3. Example: big q-Jacobi case
Big q-Jacobi polynomials Pn(x; a, b, c; q) are solution of (32) with [19]
(x) = (aq − x)(cq − x), (x) = cq − x + aq(1 − (b + c)q + bqx)
q − 1 .
In this case, we obtain for n2,
An(x)Pn(x) + Bn(x)Dq−1Pn(x)
= n = (−1)
nqn(n−3)/2(aq2; q)n−1(bq2; q)n−1(cq2; q)n−1(abq2/c; q)n−1cn−1
(1 − q)(abq4; q)2n−3(abqn+1; q)n
,
where
(a; q)0 := 1, (a; q)n =
n−1∏
j=0
(1 − aqj ), n1.
Note that n = 0 inside the orthogonality region for big q-Jacobi polynomials (0<a <q−1, 0<b<q−1, c < 0).
Moreover, n = 0 if and only if Pn(x) and D−1q Pn(x) have common roots.
Furthermore, the three-term recurrence relation for the Bn(x) polynomials can be written as
xBn(x) = ˆnBn+1(x) + ˆnBn(x) + ˆnBn−1(x), n1,
B0(x) = 0, B1(x) = 1,
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where
ˆn =
{−1, n = 1,
1, n2,
ˆn =
⎧⎨
⎩
(a + c)q − a(b + c)q3
1 − abq4 , n = 1,
n, n2,
ˆn =
⎧⎨
⎩−
a(1 − q)q2(1 + q)(1 − aq2)(1 − bq2)(abq2 − c)(1 − cq2)
(1 − abq4)2(1 − abq5) , n = 2,
n, n = 2,
andn andn are the coefﬁcients of the three-term recurrence relation (33) satisﬁed bymonic big q-Jacobi polynomials.
Therefore, in this big q-Jacobi case, the above results prove the orthogonality of the family Bn(x), of degree n− 1, but
with respect to an unknown weight.
5. Applications
In this section, we give a representation of the second kind solutions of (32) in terms of the polynomials Bn(x) as
well as the q-classical polynomials Pn(x).
The second kind non polynomial solution u2(x; q) = u2(x) of (32), which is linearly independent of Pn(x), can be
obtained by using the q-analogue of the variation of constants technique as [5]
u2(x) = Pn(x)
∫
Cq,n(x)
Pn(x)Pn(qx)
dqx,
where dqx is the Fermat measure [2,18] and Cq,n(x) is the q-Casoratian deﬁned by
Cq,n(x) = Cq(u1(x), u2(x)) =
∣∣∣∣ u1(x) u2(x)Dq(u1(x)) Dq(u2(x))
∣∣∣∣ .
The q-Casoratian is given by [5]
Cq,n(x) =
⎧⎪⎨
⎪⎩
1
(qx)(qx)
, n = 0,
(q; q)n
∏n−1
j=0 ([2 + j − 2n]q′′/2 − ′)
(1 − q)n(qx)(qx) , n1,
which with an appropriate normalization of the polynomials Pn(x), is always different from zero if
[2 + k − 2n]q 
′′
2
− ′ = 0, k = 0, . . . , n − 1, (45)
holds true. Note that
ℵn = (q; q)n
(1 − q)n
n−1∏
j=0
(
[2 + j − 2n]q 
′′
2
− ′
)
is up to a non-vanishing constant the coefﬁcient Ak,n appearing in the Rodrigues formula for the kth q-derivative of the
polynomial solution of (32).
By using the Bezout’s identity (38) we have
u2(x)n
Pn(x)ℵn =
∫
An(qx)Pn(qx) + Bn(qx)Dq−1Pn(qx)
(qx)(qx)Pn(x)Pn(qx)
dqx,
where n is given in (44).
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Applying the formula of q-integration by parts [17], we have
u2(x)n
Pn(x)ℵn =
∫
An(qx)
(qx)(qx)Pn(x)
dqx +
∫
Bn(qx)Dq−1Pn(qx)
(qx)(qx)Pn(x)Pn(qx)
dqx
=
∫
An(qx) + DqBn(x)
(qx)(qx)Pn(x)
dqx − Bn(x)
(x)(x)Pn(x)
+
∫
Bn(x)(x)
(x)(qx)(qx)Pn(x)
dqx
since
Dq((x)(x)) = (x)(x).
Computing the q-derivative of the Bezout’s identity, we obtain
An(qx) + DqBn(x)
Pn(x)
= −DqAn(x)
DqPn(x)
− Bn(x)DqDq−1Pn(x)
Pn(x)DqPn(x)
.
Moreover, from the second order q-difference equation (32) satisﬁed by Pn(x) we obtain
DqDq−1Pn(ai)
DqPn(ai)
= − (ai)
(ai)
, (46)
where ai is any root of Pn(x).
Therefore, if (x) =∏Mj=1 (x − j ) and bi , i = 1, . . . , n − 1 are the n different real roots of DqPn(x),
DqAn(x)
DqPn(x)
=
n−1∑
i=1
[
DqAn(bi)
(DqPn)
′(bi)
1
x − bi
]
,
Bn(x)DqDq−1Pn(x)
Pn(x)DqPn(x)
=
n∑
i=1
[
Bn(ai)DqDq−1Pn(ai)
DqPn(ai)P ′n(ai)
1
x − ai
]
+
n−1∑
i=1
[
Bn(bi)DqDq−1Pn(bi)
P ′n(bi)(DqPn)′(bi)
1
x − bi
]
,
Bn(x)(x)
(x)Pn(x)
=
n∑
i=1
[
Bn(ai)(ai)
(ai)P ′n(ai)
1
x − ai
]
+
M∑
j=1
[
Bn(j )(j )
Pn(j )′(j )
1
x − j
]
.
Computing the q-derivative of the Bezout’s identity (38) evaluated at x = bi , by using (46), we obtain,
u2(x)n
Pn(x)ℵn = −
Bn(x)
(x)(x)Pn(x)
+
M∑
j=1
[
Bn(j )(j )
Pn(j )′(j )
∫ 1
(x − j )(qx)(qx) dqx
]
,
or equivalently, we have the following representation for the second-kind solution of the second-order q-difference
equation (32)
u2(x; q) = ℵn
n
⎧⎨
⎩− Bn(x)(x)(x) + Pn(x)
M∑
j=1
[
Bn(j )(j )
Pn(j )′(j )
∫ 1
(x − j )(qx)(qx) dqx
]⎫⎬
⎭ ,
which is a representation for the second-kind solutions of (32) in terms of the Bn(x) polynomials.
By computing the limit relation of the above relation when q ↑ 1, we obtain
Qn(x) = 1
n
⎧⎨
⎩− Bn(x)(x)(x) + Pn(x)
M∑
j=1
[
Bn(j )(j )
′(j )Pn(j )
∫ dx
(x − j )(x)(x)
]⎫⎬
⎭ , (47)
which generalizes results obtained previously by Humbert [15] in the Legendre case.
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From the Cauchy representation of the standard second-kind solution [21] in the domain R\(a, b) (a and b are the
roots of (x)),
Qn(x) = 1
(x)
∫ b
a
Pn(s)
s − x (s) ds,
the deﬁnition of the ﬁrst associated polynomials P (1)n−1(x) gives
Qn(x) = Pn(x)Q0(x) +
P
(1)
n−1(x)
(x)
.
This relation contains the previous results for the Hermite and Legendre cases. But the Humbert representation (47)
allows also to compute Qn(x) from integrals more simple than the full Cauchy integral. In fact Humbert generalizes
his representation to second kind solutions of any second order ordinary differential equation with arbitrary polynomial
coefﬁcients.
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