Abstract. We analyse the lower bounds for the number of exponentiation necessary to compute the powers of a fixed member of an Abelian group and give a method for a reasonably fast powering by storing some previously computed powers.
Introduction
In many numerical application exponentiation appears as an essential subtask. In particular, in cryptography several practical methods are based on the computation of high powers of some element of a finite group. The most well known are the RSA, El Gamal and elliptic curve cryptosystems.
The aim of the present paper is to calculate some time and space bounds for the computation of powers, basically in finite structures, such as finite fields or elliptic curves.
The work was initiated by Attila Pethő and the results have direct applications in the research and developments done by his cryptography research team.
The subject is excessively studied by many authors. One can find surveys e.g. in [6] Ch. 4.6.3 and [7] Ch. 14. 6 .
Let (A, ·) be a finite Abelian group, let a be a not necessarily generator element of A and let x ∈ Z + . The task is to compute element a x , which is defined by repeated multiplication of a by itself.
Our main result is a lower bound on the size of the minimum set which can be a base of a k-step exponentiation.
Theorem 1. Assume we know some power of a and store them in a set Q.
If for any y ≤ x we can compute a y with at most k > 0 group operation, then
Exponentiation without precomputation
Assume that
where ξ i ∈ {0, 1}. The well known fast exponentiation method based on the fact that a x = a k , where a i (i = 0 . . . k) is defined by the recurrence
where e is the unit element of the group A. This property enables us to compute a x at the cost of maximum 2k group operation.
A significant speed up can be achieved by sparse signed binary representation of x, where the digits are from the set {−1, 0, 1}. One can prove that there exists a not necessarily unique optimal representation of x, where the number of nonzero digits are minimal and not more than 1 2 k. This modification reduces the worst case complexity of the exponentiation to 3 2 k. However, this approach requires the computation of a −1 , which is not necessarily easy at all. (For the details and related results, see [3] and [4] .)
Assume first that we want to have the most general exponentiation. This means, that we can use the group operation only and we can not compute and store anything in advance.
Let M : Z + → N the function expressing the necessary minimal number of group operations to compute a x . Clearly M is well defined and Clearly the addition chain for a given x is not unique and even more, the shortest one may not be unique. A detailed work on addition chains can be found in [8] and [5] .
As a first approach on the bounds of M , we state the following:
Proof. We prove the lemma by induction. Let
which is a contradiction. This implies that max{S k+1 } = 2 k+1 , whence by induction the lemma follows.
Remark 4. Corollary 3 means that basically there are no asymptotically better general exponentiation algorithm, than the well known fast exponentiation.
However, there is a chance to increase its speed by a factor of 2.
where
Then define the recurrence
where e is the unit element of the group A.
Lemma 6. The number of group operations necessary to compute a x by using Algorithm 5 is at most
with an absolute constant c > 0.
Proof. The number of necessary group operations are 2 l − 2 for computing a i for all i ∈ {0, . . . , 2 l − 1},
. . , k} and k − 1 additional one for the multiplication by a ξ l−i . All together
Here for an arbitrary ϵ > 0 there exists N , such that
for all x > N , whence, for any c > 0, the time complexity of the algorithm is less than log(x) · (1 + c 1 log(log(x)) ). 
Speeding up by precomputation
In the remaining part of the paper, assume that the base a is fixed. Then some preliminary computations can be made to decrease the number of necessary operations after getting the input x. Suppose again, that we want to have general methods, thus no shortcuts and particular tricks, only the given group operation can be used.
Let R be the set of x's, such that a x are known in advance and let
Then the computation of a y for an arbitrary y ∈ Z + requires at least M (y) − µ group operations. Unfortunately, this means that precomputation asymptotically does not improve anything. However we should not forget, that the group A is finite and thus the value of interesting x's are bounded. Taking this in account, the improvement can be quite considerable.
One can generalize the definition of addition chains to multiple base. Again, let R be a finite set of integers. We say that the finite list L is an addition chain of base R, if either L k ∈ R or there exist 1 ≤ i, j < k not necessarily different integers, such that L k = L i + L j for all the possible indices k. The length of L is the number of elements of L which are not in R.
Suppose that we want to compute the xth power of a and we want to use at most k > 0 group operation for our purposes. How many powers should be computed and stored in advance?
Let R k (x) ⊆ N, such that for every y ≤ x there exists an addition chain of length k based on R k (x) which contains y.
Clearly R k (x) is not unique, but there exists a minimal one, with the least elements -which is still not necessarily unique. Let r k (x) be the cardinality of this minimal base set. Now we try to find a lower bound for r k (x).
Proof of Theorem 1. Without loss of generality, we may assume, that a generalized addition chain
The remaining values in the list can be represented by pairs of integers, expressing which two of the previous members were added to obtain the actual one. If Let R be a set of integers of cardinality r. Similarly as in the proof of Lemma 1, denote by T the set of integers, which can be computed from the members of R using at most k additions and let t = card(T ). Denote by l the number of different addition chains of length k with base R, by p the number of different list of pairs P corresponding to addition chains of length k.
Since every addition chain contains k computed values, thus t < k · l. 
Substituting the above inequalities successively into the others, we get
Taking the kth root of both side we get
Here 1
by the Stirling formula
(actually < 4 is true) and by the relation between geometric and arithmetic means
Hence we get
Returning to our original problem, let t k (x) be the number of computable integers from the set R k (x) using at most k addition.
Clearly x < t k (x), whence
Since we have used very rough estimates at several points, a much better lower bound can be found.
Example 9. A simple, but for small k, close to minimal choice for R k (x), if we assume, that during computations steps, we simply add together the members of R k (x). Then the base set can be chosen in the following way:
Denote by 
For instance, let x k = 10, y = 41904.
Since the last digit is even, thus η 0 = 0, ξ 0 = 7 and we have a carry c 0 = −1. The next digit is 0, with the carry we get η 1 = 9, ξ 1 = 0 and c 1 = −1. The next digit is 9, with the carry we get 8, whence η 2 = 0, ξ 2 = 9 and
The next digit is 1, with the carry −1 we get 0, thus η 3 = 0, ξ 3 = 0 and c 3 = 0.
Finally, the last digit of y is 4 with 0 carry, whence η 4 = 0, ξ 4 = 7 and
Since there is a −1 carry remained, thus ξ 5 = −1. All together, y = 90 + 2 · (−1)70907.
With this representation, one can reduce the necessary storage capacity at the cost of one extra operation for a squaring.
Thus the base set
Here R k (x) has cardinality
Brickell, Gordon, McCurley and Wilson [1] has improved a version of the windowing powering method, by collecting the same coefficients and do the exponentiation with proper data flow. They achieved an algorithm, which computes
group operations, while it uses r = O ( log(x) log(log(x)) ) previously computed powers.
They give a sample and show that they can compute a x if x is in the range [1, 2 512 ] with 63 operations and r = 16320. Using the idea of our Example 10 choosing the parameters correspondingly to their example, we get x = 2 512 , k = 63, x k = 282 and r = 8883. It means, that if we want to use the same range of exponents and the same amount of operations, our method need to precompute and store approximately the half of the powers of their method.
With another parameter choice, x = 2 512 , k = 55, x k = 634 and r = 17435. This yields, that with 7% more storage we can reduce the number of multiplications by 12%. Finally we present a table of the relations between the different parameters of our method: 
