A basic introduction to the physics modeling, the event generation and the detector simulation as designed for the upcoming high-energy physics experiments is presented. Requirements on software developments and computing performances are stressed.
Introduction
High-energy physics experiments at LHC 1 (Large Hadron Collider at CERN) or LC 2 (Linear Colliders) are probably the most demanding infrastructures for high-performance computing environments. High-energy physics has often been a front-runner in many high-technology fields and a test bed for new concepts. Even if the main research goals are related to matter and Universe formation basic knowledge, aims quite remote from any short-term practical application, high-energy physics research has led to the development of new analysis tools (synchrotron radiation, medical imaging), of new processes (cancer therapy, food preservation, nuclear waste treatment) or even to the birth of a new industry (Internet).
Most of the computing requirements seen in other endeavors are stressed to an even higher degree: tens of millions of data channels to be surveyed and recorded, high-speed real-time data selection (triggering), gigantic databases (terabytes per day), unprecedented high level of monitoring, safety and security control.
The impressive experimental detectors ( fig.1 ) can only be designed and tuned with the help of a precise simulation system reproducing the fine details of each detector as well as the materials introduced by flanges and cables down to the nuts and bolts. No data analysis or physics interpretation can be performed without the help of simulated data acting as a reference to the experimental output. For example, all published quantities rely on the efficiency and acceptance correction factors estimated from simulated events. Even the associated systematic errors include the simulation uncertainties, so that the quality of a physics result strongly depends on the quality of its simulation.
The simulation package is an intrinsic part of any high-energy experiment in as much as the detectors themselves; it is a mandatory component of any experiment from the design stage to the final result.
Simulation is the art of mimicking nature and man-made detectors. The general structure of a simulation package, shown in fig.2 , is therefore split into two main components, namely, the physics modeling leading to the event generation and the detector simulation. The reconstruction code is common to both the simulation and the real data flows. Comparisons between various stages of this diagram will be described in the following sections.
Physics modeling and event generation
The Standard Model (SM) predicts most of the experimental results obtained to date. However, there are signs for the need to extend this model further and reach a higher unification of the fundamental forces. This has given rise to several hypothetical Grand Unified Theories (GUTs) like supersymmetry, superstrings, membranes, higher dimensions, … Physics modeling is the attempt to automate the derivation of process computation inputs from the basic model group symmetries and fields. Cross-sections, namely event rates, can hence be calculated for any selected process. Event generation produces random events following the statistical distribution deduced from the differential cross-sections. 
Physics modeling
The general structure of the physics modeling and event generation procedure is described in fig.3 . From the general group symmetries and the description of the fields (or particles) defining a physics model, it is possible to build the Lagrangian: a simple set of equations embedding the complete physics of the particle interactions. Unfortunately, there is not yet a fully automatic way to perform this task, although tools using symbolic manipulation languages are being developed supporting the theorists in this complex procedure.
From the Lagrangian and the basic model parameters the particle mass spectrum, the expression for the couplings as well as the Feynman rules can be deduced (MUSE 3 and LanHEP 4 ). This information is made available to the rest of the procedure through the so-called "Model File". 
Event Generation
For more than 10 years, a few specific packages (GRACE 5, 21 , CompHEP 6,21 , ALPHA 7 ) have attempted to automate the final computational steps leading to the event generation code. It is the first link of the so-called simulation chain.
For a given hard scattering process, the basic steps are as follows: generation of the "Feynman diagrams" involved in the process, construction of the "matrix element" expression which, after being integrated over the phase space, provides the total and differential cross-sections. Finally, events are randomly generated according to the full differential cross-section as a set of four energy-momentum vectors each associated with one of the final state particles.
Hard scattering final states often contain partons (quarks or gluons) which do not exist in bare form but only grouped by 2 or 3 in hadrons. Specific packages such as Pythia 8 or Herwig 9 simulate the transformation of partons into hadrons through the parton shower and hadronization algorithms. The final event is then made of hundreds if not thousands of charged and neutral particles.
These programs have been extensively used within the framework of the LEP experiments where, for example, an event generator dedicated to the 4-body productions (GRC4F 10 ) has been built incorporating all mass and spin effects of the 76 processes involving more than 2500 diagrams.
At LHC, the hadronic processes 11 ( fig.4) are even more complex due to the non-elementary structure of the proton, multiplying the number of possible initial hard scattering states. Moreover, the multiple interactions between the partons, not involved in the hard scattering, must be taken into account. Finally, during the collision of two proton bunches (every 25 ns), more than 20 diffractive events are superimposed on possible "interesting events". These non-bias events must also be simulated in order to come as close as possible to the real situation.
For precision measurements at LC or for some specific LHC processes involving Higgs particles, for example, higher-order calculations must be performed. Loop diagrams must be included in the computation in addition to the so-called leading order diagrams where particles can only branch in or out. Fig.5 shows, at its third level, examples of 1-loop diagrams where a photon can emit and reabsorb an electron-positron pair. Higher-order correction programs are being actively developed for GRACE. Tools for higher-order calculations are available (Feynart 12 , X-loops 13 , looptools 14 ).
Computational issues
The high experimental precision requiring higher-order computations and the larger energy of the initial states have led to a dramatic increase in the complexity of these computations. Furthermore, the newly conjectured GUTs have led to a flurry of new hypothetical particles whose production rates and interaction cross-sections must be computed. Consequently, the number of calculations as well as the computing time have increased by orders of magnitude, raising numerous computing issues concerning: the development of efficient or dedicated symbolic manipulation packages, the use of parallelization techniques for symbolic computation 15 as well as for multi-dimensional integration of singular integrants 16 , the need for efficient high-precision floating-point processors and diagram and process database management systems. The subsequent interactions of each particle of a hence generated event with the various detectors are finely simulated leading to "raw data" similar to the detector output if hit by a real event.
Basic operations
Each part of each detector is represented in volume so that at any point in time, during the propagation of a particle inside the detector, a pointer gives the type of material the particle is traversing. An interaction with matter can then be triggered according to the basic law of particle interaction with matter. If the particle is an electron, this can be an ionization or the emission of a photon. Whether the particle is inside an active part of a detector or not, the contribution will or will not be added to the detector's final signal. So, by following step by step each particle in the 3D representation of the experiment, the simulation package transforms the initial quadrivectors in hits, energy depositions and timing information. The GEANT 17 package is an example of these algorithms and the version 4 is fully rewritten in C++.
Then comes the reconstruction program ( fig.2 ), blind to the data origin whether real or simulated. From all the detector data pieces, it reconstructs the full event and rebuilds the original interaction. By comparing the original simulated events and those that have been reconstructed, one can estimate the accuracy and the acceptance of the detectors. By comparing the simulated and the real data, one can check the validity of the underlying physics model. In principle, any difference between the simulated and the experimental data is a signal for new physics, not predicted by the SM: a physics discovery. If no signal is observed in the experimental data, by comparison with the simulation, one may constrain the proposed GUT's parameters space to the region yet to be explored or eventually reject some of these models ( fig.7) .
Computational issues
A recent review of the LHC computing requirements 18 shows that the cpu time dedicated to the simulation contributes almost (84%) as much as the reconstruction to the total computing power that has to be provided to the LHC experiments. However, the number of simulated events is only a fraction of the real events (12% ATLAS, 50% CMS). 20 project are meant to reduce the data transfer rate between end users and the CERN repository through nation-and laboratory-wide (tier 1 and 2) computing centers. Besides the major issue of gathering the necessary computing power, a strong and efficient software management is mandatory to cope with the large worldwide-scattered LHC collaborations and the complexity of these frontier experiments. Simple but efficient collaborative tools and data mining agents must be introduced.
Conclusions and Outlook
The automation of high-energy process calculations has come a long way since the hand-made technique age. Thanks to the development of new symbolic manipulation languages 22 and algorithms, it is now possible, in principle, to cover most of the upcoming experimental needs for leading order calculations. However, practical calculations may soon prove to be unfeasible by off-the-shelf computers. Innovative algorithms as well as highperformance floating-point intensive parallel systems remain to be further developed. Higher-order computations are initiating fundamental theoretical developments. Eventually, the production of full-fledged packages requires the setup of an open and flexible computing framework and a higher level of automation.
Detector simulations are facing the daunting perspective of a 1000-fold increase in computer performance as compared to the LEP experiments era. The DataGRID will probably be the solution as long as each tier involved increases substantially its own processing power and storage capacities. Worldwide data availability through distributed databases needs to be validated in the coming years.
