In this work, we consider the long-time asymptotics of the modified Landau-Lifshitz equation with nonzero boundary conditions (NZBCs) at infinity. The critical technique is the deformations of the corresponding matrix Riemann-Hilbert problem via the nonlinear steepest descent method, as well as we employ the g-function mechanism to eliminate the exponential growths of the jump matrices. The results indicate that the solution of the modified Landau-Lifshitz equation with nonzero boundary conditions admits two different asymptotic behavior corresponding to two types of regions in the xt-plane. They are called the plane wave region with x < (β − 4 √ 2q 0 )t, x > (β + 4 √ 2q 0 )t, and the modulated elliptic wave region with
Introduction
The modified Landau-Lifshitz equation which can be employed to depict the dynamic behavior of local magnetization in electromagnetics takes of the form [1, 2] 
where P ≡ P(x, t) represents the localized magnetization, the Gilbert damping parameter is be expressed by υ, and ϕ means the gyromagnetic ratio. The effective magnetic field H e f f can be 
Obviously, p ≡ (p x , p y , p ℓ ) = (0, 0, 1) constitutes the ground state of the system, and there are two nonlinear excited states. Since the magnetization of the excited state has little deviation from the ground state as the magnetic field being large enough, we can perform a suitable transformation 
As a non-integrable equation, (1.4) can reduce to the following integrable equation by considering the undamped case and the long wavelength approximation [3] and only retaining the nonlinear terms of the order of magnitude of | u | 2 u
(1.5)
Setting 1 + H ext H K −4πM s = α, b J t 0 l 0 = β and u = 2q, we have iq t − q xx − 2 | q | 2 q + αq − iβq x = 0, (1.6) where the subscripts mean partial derivatives. The Eq.(1.6) is an absolutely integrable model possessing the soliton solutions [4, 5, 6] , rogue wave solutions, conservation laws, and modulation instability [7] . To analyze the characteristics of the soliton solution in the context of spin waves, the general soliton expression is constructed by Darboux transformation [8] . The research for Eq.(1.6) reveals the accumulation of energy plays a crucial role in the generation of magnetic rogue waves [9] . Besides, different kinds of soliton solutions for Eq.(1.6) under non-zero boundary conditions are expected to be obtained via the Riemann-Hilbert(RH) problem [10] .
In the past years, the asymptotic behavior of solutions has been an significant research topic, which has been reported in a large number of literatures [11, 12, 13, 14, 15, 16] . In 1993, inspired by classical steepest descent method and earlier work of Its [16] , Deift and Zhou advocated the nonlinear steepest descent method to discuss the long-time asymptotic behavior for the mKdV equation with a oscillatory Riemann-Hilbert problem [17] . Later on, this method had a further development in Refs. [18, 19, 20] . Nowadays, the nonlinear steepest descent method have been used to asymptotically analyze lots of integrable equations, such as the non-focusing NLS equation [21] , the KdV equation [22] , the sine-Gordon equation [23] , the Cammasa-Holm equation [24] , the Hirota equation [25, 26] , the Kundu-Eckhaus equation [27] , coupled NLS equations [28] et al. As well as, the long-time asymptotics of the solution with shock problem [29] , with the time-periodic boundary condition [30, 31] , and with the steplike initial data [32, 33, 34] have been studied. Moreover, as a important development of Riemann-Hilbert problem, Fokas method was raised to solve the boundary value problems for integrable nonlinear evolution equations [35, 36, 37, 38, 39] .
Recent years, the researches about nonzero boundary conditions at infinity have already been become a hot topic. Biondini and his cooperators have studied the soliton solutions and the longtime asymptotics for the focusing NLS equation with nonzero boundary conditions in [40] and [41] , respectively. Very recently, Tian and his cooperators have reported the soliton solutions for modified Landau-Lifshitz equation [10] , focusing Kundu-Eckhaus equation [42] , the NLSLab equation [43] and higher-order dispersive NLS quation [44] with nonzero boundary conditions.
After that, long-time asymptotics of the focusing Kundu-Eckhaus equation with nonzero boundary conditions were studied in [45] , and long-time dynamics of the Gerdjikov-Ivanov type derivative nonlinear Schrödinger equation with nonzero boundary conditions were studied in [46] . Besides, for the multi-component systems, through employing the theory of inverse scattering transform, the focusing Manakov system and the three-component defocusing NLS equation with nonzero boundary conditions at infinity has been discussed in [47] and [48] , respectively.
In this work, motivated by the long-time asymptotic analysis presented in [41] , we consider the long-time asymptotics of Eq.(1.6) with the following nonzero asymptotic boundary conditions at infinity
where q ± is independent of x, t and | q ± |= q 0 > 0. To the best knowledge of the authors, much research work has been done for the Eq.(1.6). However, the long-time asymptotics under the nonzero boundary conditions has never been reported up to now.
The major results of this work is summarized in what follows:
For the plane wave sector I, i.e. ξ > ξ 2 = β + 4 √ 2q 0 , as t → ∞, the long-time asymptotics of q(x, t) is given by
where g(∞) is shown in Eq. (3.19) .
as t → ∞, the long-time asymptotics of q(x, t) is given by 
where g(∞) is shown in Eq. (5.23 
and
where k is an spectrum parameter, the superscript * represents the complex conjugate, and the function φ is a 2 × 2 matrix.
Thought the gauge transformation φ(x, t) = e i[−βx+(α−2q 2 0 )t]σ 3 /2 ψ(x, t), the Lax pair (2.1) can turn into
where 
where
The eigenvalues of the matrix X ± are ±iλ, where λ satisfies
, of which the branch cut η is oriented upward.(see Fig. 1 ) The solution of the asymptotic spectral problem (2.6) can be derived into
Next, we suppose that Ψ ± (x, t, k) are both the solutions of the Lax pair in Eq.(2.4), and they meet the asymptotic conditions
where contour Σ is shown in Fig. 1 . Further, by making transformation
we then get
Then it is easily to find µ ± subject to the following Lax pair
Eq.(2.13) can be written as full derivative form
which arrives two Volterra integral equations
We first suppose u(x, t) − q ± ∈ L 1 (R ± ) and define µ ± = [µ ±1 , µ ±2 ]. The first column of µ − involves the exponential function e −iλ(x−y) , which demonstrates that the first column of µ − is analytical on
The same argument suggests that the second column of µ − is analytical on C + \ η + , where C + = {k : Im(k) > 0}. Ultimately, we conclude that µ −2 and µ +1 can be analytically continued to C + \ η + , while µ −1 and µ +2 can be analytically continued to C − \ η − .
According to the Abel's theorem, one has
which keeps nonzero and non-singular for Σ 0 = Σ \ {±iq 0 − β 2 }. Since Ψ ± (x, t, k) satisfy the Lax pair (2.4) for k ∈ Σ 0 , the scattering matrix s(k) is defined as
We have the symmetry
Thus, the scattering matrix s(k) can be expressed as
where a * (k) = a * (k * ), b * (k) = b * (k * ) means the Schwartz conjugates. Then we obtain
Considering jumps of the eigenfunctions and scattering data across the branch cut and taking η to be oriented upwards, we define
After a direct calculation, we find the columns of fundamental solutions Ψ ± have the following jump conditions across the branch cut η, given by 22) and the scattering data a yields the following condition across η + :
Inverse scattering problem and reconstructing the formula for potential
First of all, the fundamental matrix-value function can be defined as
Then the jump condition of the matrix-value function m 0 (x, t, k) across R is
where m ± (x, t, k) mean the boundary values of m(x, t, k) in a chosen orientation. The reflection
. Notably, the discontinuities of µ −1 and µ +2 across η − and µ +1 and µ −2 across η + will affect the jump of m across the branch cut η. Therefore, according to (2.21), (2.22) and (2.23), we can derive the jump condition of the matrix-value function m (0) (x, t, k) across η + , given by
Analogously, the jump condition of the matrix-value function m (0) (x, t, k) across η − is given as follows
Now, to realize that there is no discrete spectrum, we suppose that a 0 for all k ∈ C − ∪ Σ. Then, the matrix-value function m (0) (x, t, k) is the solution to the following Riemann-Hilbert problem: Figure 1 )
In order to reconstruct the formula for potential q(x, t), we need to expand the M (0) (x, t, k) at large k as
Combining equations (2.4), (2.24) and (2.29), one can also recover the solution of the Eq.(1.6) in the form 
The sign structure of Im(θ)
Before we start the contour deformations, we need to discuss the sign structure of the quantity
Therefore, 4k 1 + ξ determines the sign of Im(θ) as k 2 → ±∞. On the other hand, consider 0 < k 2 ≪ 1 and the definition of λ
we can easily derive
Then one has Im(θ) = 0 on the real axis if
In fact, we can show the sign structure of Im(θ) in the complex k-plane (see Fig. 2 ).
the function θ has two real stationary points corresponding to plane wave regions. While ξ 1 < ξ < ξ 2 , the sector will be the modulated elliptic wave regions. 
Plane wave region I
For the plane wave region I ξ > ξ 2 , there are two real stationary points for θ. In order to derive long-time asymptotics of solution for the Eq.(1.6) with boundary conditions (1.7), we carry out similar deformations of the Riemann-Hilbert problem (2.28) as that in Refs. [29, 41] .
First deformation
In this subsection, our goal is to realize the deformation between m (0) and m (1) . We first decompose the jump matrix
Defining a transformation
we give out the following RHP about m (1) .
of which the jump matrix J (1) is given in (3.1). This completes the deformation from the contour Fig. 3 to the new contour Σ (1) of the new matrix-value function m (1) in Fig. 4 .
Second deformation
The second deformation is to remove the jump across the cut (−∞, k − 1 ). Thus, we introduce a scale RH problem, given by
(3.5)
By Plemelj formula, the RH problem (3.5) has following solution
Through transformation
a new matrix-value function m (2) satisfies the following RH problem
where the contour Σ (2) is shown in Fig. 5 , and J (2) = δ σ 3 − J (1) δ −σ 3 + , accurately given by 
Third deformation
The purpose of third deformation is to get rid of the term ∆(k). Taking the following transformation
with
we obtain the following RH problem about m (3) 
where the contour Σ (3) = Σ (2) is presented in Fig. 5 , and J (3) is given by
The g-function and model problem
In order to make the above RH problem (3.12) become the solvable RH problem, we define a transformation m (4) 
of which g(k) is analytic in C \ η, and the following discontinuity condition need to be satisfied
After a simple calculation, then the jump matrix J (4) η across η is changed into
which is exactly a constant, and the other jump matrices in Eq.(3.13) turn into
Considering λ − = −λ + on the η cut and using the Plemelj's formula, one gets
which is a function of the q 0 , β and ξ, whereas is independent of k. As t → ∞, the jump matrices J (4) i , (i = 1, 2, 3, 4) will be degenerative exponentially to the identity far from the point k − 1 . Finally, m (4) can be expressed into the form
where m err problem yields
but the model problem will dominate the long-time asymptotics of solution q(x, t). Let m mod solve the RH problem:
of which the jump matrix J mod (x, t, k) = J (4) η (x, t, k) given in (3.16) , and m mod can be expressed exactly as
.
(3.24)
Then, going back to the formula for potential q(x, t) in (2.30), we have
where m mod 1 is given by the explicit solution m mod in Eq. (3.23)
then we have
Thus, in the plane wave region I, we can declare that the long-time asymptotic behavior of the solution for the Eq.(1.6) is given by
where g(∞) is shown in Eq. (3.19) , which is only dependent of q 0 , β and ξ with ξ > ξ 2 .
Modulated elliptic wave region
For the modulated elliptic wave region 0 < ξ < ξ 2 , the curves Imθ(k) = 0 will not intersect the real axis. In order to study the long-time asymptotics of q(x, t) in this region, we introduce a g-function mechanism and perform the same first, second and third deformations as that done in the plane wave region I, but the change of factorization happens at the point k − 1 shall be replaced by the point k 0 1 . Then we obtain the RH problem (3.12) . Moreover, the further deformations for the contour Σ (3) still need to be considered until the solvable RH problem is derived.
Eliminating of the exponential growth
When 0 < ξ < ξ 2 and as t tends to infinity, the jump matrices J (3) 3 and J (3) 4 in Eq. (3.13) will grow exponentially in the segment [k 0 1 , χ] and the segment [k 0 1 , χ * ], respectively. To solve this barrier, we decompose matrices J (3) 3 and J (3) 4 into following form (see Fig. 6 ) Next, we employ a time-dependent g-function to make the transformation
Then we can obtain the following new jump matrices J (4) whose jump contour is Σ (4) (see Fig. 7 ) As a matter of convenience, we define a function ω as follows
In order to give out the parameters k 0 1 and χ, the properties of ω(k) need to be discussed. Firstly, we introduce a function z, given by
which admits branch cuts η ∪ ̟. As well as, we set z(k) = −z + (k) = z − (k).
Let ω(k) admits the following Abelian integral
where the Abelian differential dω is given by
Naturally, we have
We suppose that the sign signatures of Imω(k) is same as that of Imθ(k) for large k,
As k → ∞, the expression of z(k) become 13) which implies that
. After an integration, we derive
where ω 0 is a constant to be known later. On the other hand, since θ = λ(ξ + 2k), we obtain
Since (4.12) is allowed, and from Eqs. (4.15), (4.16), we can derive Ξ = 0 and
which indicates that
where parameter k 0 1 is still known later. Observing that
then we can write the expression of ω(k) in Eq.(4.11) into
Let k → ∞ in Eqs. (4.15) and (4.20) , one has
Due to the following the large-k asymptotics
Eq.(4.21) can be well-defined.
Next, we will give out the parameter k 0 1 on the real line. In what follows, to make the jump matrices J (4) 3 , J (4) 5 and J (4) 6 be bounded, we discuss the sign signature of Imω(k) near point χ = χ 1 + χ 2 i. We first present the asymptotic expansions of λ(k) and (k − χ)(k − χ * ) near point χ, given by
In the same way, we show the asymptotic behaviors of Eq.(4.8) near point χ dω dk
Further, one gets
We can find that the sign signature of Imω(k) requires three branches of Im(ω(k)) = 0 emanating from point χ, and through a straightforward calculation, it is not hard to present that iq 0
(y − k 0 1 )dy = 0, (4. 28) which indicates that the point k 0 1 is uniquely expressed. In Fig. 7 , according to the sign signature of Im(ω)(k), the jump matrices J (4) 3 , J (4) 5 and J (4) 6 shall be bounded in the associated branch cuts. Now, we consider the jump conditions of function ω(k), which satisfies
of which real constant Λ can be given as
Further, the following normalization condition of ω can be satisfied
where ω 0 is given in Eq.(4.21).
In addition, the function θ(k) has following large-k asymptotic
Hence, from definition of function ω(k) in Eq. (4.5), it is not hard to obtain
From Eq.(4.3), we can derive the Riemann-Hilbert problem for m (4) , whose normalization condition is m (4) → e −iG(∞)tσ 3 as k → ∞. The contour Σ (4) is shown in Fig. 7 and the jump matrices J (4) are obtained as
Further deformation
Using g-function mechanism, the variable k from the jump matrices J (4) η , J (4) 7 , J (4) 8 can be eliminated. Therefore, we take following transformation
of which the functiong(k) is analytic in C \ (η ∪ ̟), and it admits In Eq.(4.37), the constant ϑ is determined. Then theg(∞) is a real constant, given bỹ
Finally, we obtain the following RH problem about m (5)              m (5) (x, t, k) is analytic in C \ Σ (5) ,
where the contour Σ (5) = Σ (4) is shown in Fig. 7 and the jump matrices J (5) are obtained as
Model problem and the results
From Fig. 7 , it is not hard to find the jump matrices J (5) i (i = 1, 2, 3, 4, 5, 6) is decaying exponentially to the identity away from the points k 0 1 , χ and χ * as t → ∞. We know that the leading term of the solution is determined by the model problem which can be written as
where 42) and −̟ − defines the opposite direction of cut ̟ − .
For large k, introducing the factorization m (5) 
Employing the elliptic theta functions, we can solve the model RH problem (4.41) . We first consider the Abelian differential It can be indicated from the results in [49] that τ is purely imaginary with iτ < 0. Considering the Abelian map
then we can give out the following relations
and show a new function r(k) as
which admits the same jump discontinuity across η and ̟ + ∪ (−̟ − ), as well as r + (k) = ir − (k).
The function r(k) has the following large-k asymptotic
As iτ < 0, the theta function can be defined into 
Then the solution of the model RH problem (4.41) is given by 
Based on Eq.(4.43), we have 
Plane wave region II
When ξ < ξ 1 , there are two real roots k ± 1 on the real axis, and they both distribute on the right side of the η cut. In order to discuss the long-time asymptotics of solution for the Eq.(1.6) with boundary conditions (1.7), we first analyse the original RHP m (0) and deform the contour Σ (0) .
A transformation between m (0) andm (0)
Firstly, the RH problem (2.28) needs to be rescaled intõ
Then the matrix-value functionm (0) (x, t, k) is the solution to the following Riemann-Hilbert problem:
of which the jump matrix reads Figure 9 . (Color online) The contourΣ (1) .
Eliminating the jump across the cut (k + 1 , ∞)
To eliminating the jump across the cut (k + 1 , ∞), we first show the function δ(k), that is analytic in C \ (k + 1 , ∞) and meets the jump condition 8) and the normalization condition
The solution δ(k) of the RH problem (5.8) is
we can obtainJ (2) 
whereJ (2) is given in Eq. (5.12) and the contourΣ (2) is shown in Fig. 10 . Figure 10 . (Color online) The contourΣ (2) .
Removing the term ∆(k)
In order to remove the term ∆(k), we need take a transformation, given bỹ
(5.15) Therefore, we obtain the following RH problem forΣ (3) :
where the contourΣ (3) =Σ (2) is shown in Fig. 10 , andJ (3) reads
(5.17)
The g-function and model problem
In the same way, a g-function is introduced to make the following transformatioñ m (4) =m (3) e ig(k)σ 3 ,
where g(k) is analytic in C \ η, and has the following discontinuity condition δ −2 (k)e i(g + (k)+g − (k)) = 1, k ∈ η, (5.19) then the jump matrixJ (4) η across η is which is only dependent of q 0 , β and ξ, whereas is independent of k. The jump matricesJ (4) i , (i = 1, 2, 3, 4) decay exponentially to the identity away from the point k + 1 as t → ∞. Finally, one can writem (4) in the formm (4) where g(∞) is given by Eq.(5.23), which is only dependent of q 0 , β and ξ with ξ < ξ 1 . 
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