Abstract-This paper presents a double domain watermarking scheme for binary document image. The watermark patterns are generated as the discrete cosine transform (DCT) domain signals, and then perceptually shaped through weighting its components in the spatial domain with the perceptual masks. The perceptual masks are obtained by applying a psychovisual model in the spatial domain and simultaneously considering the impact of the distance between two flappable pixels. Watermark extraction can be operated by applying a correlation based detector in either of the two domains. The approach exploits the information of the two domains for embedding, but avoids transforming the original binary image directly, which does not cause unacceptable loss of watermark. The experimental results show that the presented approach performs very well both in invisibility and robustness.
due to watermark embedding. In [6] , Wu et al. presented a quantization based watermarking approach using a perceptual model. The method is performed in the spatial domain, thus its robustness is not satisfied. The authors [7] attempted to design DCT based watermarking for binary images. They show that the watermark is completely destroyed by transform and binarization operations. Lu et al. [8] presented to hide data into the DC components of DCT for binary images. However, this method is equivalent to add constant values to all pixels in the spatial domain. In [9] , the watermark is embedded into the morphological transform domain of binary images. Although this approach solves the problem mentioned in [7] , it is especially designed for authentication.
The development of robust watermarking for binary document image is of interest in this paper. The main contribution is to propose the double domain watermarking (DDW). The remainder of this paper is organized as follows. Section 2 describes the embedding procedure of DDW. We explain how the watermark signal is constructed and embedded into the binary image. Next, Section 3 addresses the computation of the perceptual masks. Section 4 presents the extracting procedure of DDW. And Section 5 is dedicated to analyze how the shaping operation in DDW affects watermark detection. A series of tests are done to evaluate the presented approach in Section 6. Finally, Section 7 concludes the paper.
Notation: Throughout the text, boldface lower-case letters denote column vectors, e.g. x, whereas boldface capital letters are reserved for two-dimensional matrices, e.g. X. The DCT coefficient matrix of a matrix X is denoted by X . The index i and j are used to distinguish between different elements of a matrix X (or vector x), e.g. X i,j (or x j ). For two matrices X and Y, < X, Y > represents their inner product and X·Y indicates that each element of X is multiplied by the corresponding element of Y. Last, || X || refers to Euclidean (i.e., ℓ2) norm of a matrix X.
II. WATERMARK EMBEDDING
The DDW method is designed based on spread spectrum (SS) modulation, taking the human visual system (HVS) into account. The watermark patterns are considered as the DCT domain signals and inserted into the host document image after performing inverse DCT (IDCT).
A. Embedding Procedure
Let X denote a host document image of size N 1 × N 2 and m the watermark message. The embedding procedure of DDW is illustrated in Fig. 1 , and described in detail as follows.
Step 1: The watermark message m is mapped by an encoder into an codeword vector b with P binary antipodal components, i.e., b j ∈{-1, 1}, j = 1,… , P. The performance of watermarking can be effectively improved through using error correction coding in this step.
Step 2: A set of P reference patterns w r1 ,… ,w rP are pseudorandomly generated according to the given seed K. In particular, they are independently drawn from the standard Gaussian distribution N(0,1). Each pattern corresponds to one bit information to be hidden. Without loss of generality, all patterns are of the same length L.
Step 3: By filling with zero, each reference pattern is extended to form a matrix of size N 1 × N 2 , yielding P
. They are linearly combined with b into a single watermark signal W , i.e.,
Let S j denote the set of index pairs where the entries of j W take values from w rj . Since W is considered as the DCT domain signal to be embedded, the embedding positions S1,… ,S P should be chosen in the medium frequency region to seek the good tradeoff between robustness and imperceptibility. Additionally, in order not to introduce initial inter symbol interference, any two sets among S1,… ,SP are non overlapping,
Step 4: An N 1 × N 2 IDCT is carried out on W to obtain the so-called spatial domain watermark signal W. The inverse DCT operation packs the energy of input data into the low frequency region, which possibly causes the serious quality degradation in the top left corner of the watermarked image. The problem can be solved by constructing the watermark signal W with a symmetric distribution. That is one reason why we use the standard Gaussian distributed reference patterns.
Step 5: In order to embed into the image the maximum, but still unperceptible, the watermark signal W need be perceptually shaped applying the characteristics of HVS. In our watermarking scheme, the shaping operation is performed in the spatial domain as
where M denotes the perceptual mask and W s is the shaped version of W. The computation of the spatial mask M will be investigated in the next section.
Step 6: The shaped watermark W s is embedded into the host image X using the additive modulation as
where X w denotes the watermarked signal, and α is the global gain factor to control the watermark strength.
Step 7: The watermarked signal X w undergoes a binarization operation to produce the watermarked image Xb as
where the binarization threshold τ is set to 0.5 in our method.
As we can see, three main factors are considered in the approach to obtain the satisfied performance: the watermark structure in Step 2 and Step 3, the embedding positions in
Step 3, and the spatial HVS in Step 5. In addition, only one time inverse DCT is carried out during embedding, resulting in the reduced computational cost. 
B. Embedding Strength
Now, let us explain how to determine the embedding strength α by the given distortion constraint. To evaluate the quality of the watermarked image, we introduce the signal-to-noise ratio (SNR), defined as ξ(Xb,X) = || X || 2 /|| Xb -X || 2 . For binary document image, the image content is represented by dark pixels with value 0. Thus, the above definition is modified as Given the distortion constraint (2), the embedding strength α is approximately calculated as
where γ denotes an acceptable level of embedding distortion. Considering the effect of binarization process, the obtained α by (5) is not the best. An optimal embedding strength α is given by a local search around the value given by (5) .
There exists a main difference between the conventional watermarking and DDW. For the previous one, watermark embedding is performed in a single domain, either in the spatial domain or in a certain transform domain. However, for DDW, the watermark signal is constructed in the DCT domain, and then perceptually shaped in the spatial domain. Obviously, by using the information from the two domains for embedding DDW can be expected to achieve better watermarking performance.
III. PERCEPTUAL MASK
Through the choice of the embedding strength, we can control the total number of the flipped pixels. However, how to determine the places of the flipped pixels affects the watermark performance largely. The perceptual mask plays an important role in solving this problem. To obtain the mask, it is necessary to use a psychovisual model in the spatial domain and simultaneously consider the proposed watermarking method.
Let us define the complete set of positions
remains unchanged after applying the embedding procedure given previously, and thus, M i , j can be set to zero. That is, we can write
In other cases, namely (i, j) ∈ 1
pixel X i , j is possibly altered during the embedding procedure. At this time, the perceptual mask is obtained by using a psychovisual model. Since human visual perception of document images is different from that of natural images, the psychovisual models built for natural images, such as color and contrast, may not be well suited for document images [11] . Some attempts have been made to develop the model for the special application. One of the most important models was proposed by Wu et al. [6] . In this model, a flippability score between 0 and 1 is assigned to each pixel of a binary image. Flipping pixels with higher scores generally causes less visual artifacts than flipping a lower ones and zero indicates no flipping. The flippability scores are dynamically determined by observing the smoothness and connectivity of pixels. Using this model, we compute the score T i , j for each ' s model is that high scores may be assigned to pixels that are close to each others, but simultaneously flipping them could cause serious perceptual quality degradation to the host image. This problem is handled by imposing minimum distance constraints between two flippable pixels in [6] . However, the strategy is unsuitable for our watermarking scheme. In [11] , the distance factor is considered to develop a quality metric for binary document images. In the metric, a weighted matrix is constructed, each element of which is determined by the reciprocal of a distance measured from the center element. Inspired by this idea, we mitigate the aforementioned drawback by constructing a new weighted matrix D of size N 3
where a 0 and a 1 are two positive numbers satisfying a 0 + a 1 = 1. Observing (6), as the distance from the point (i, j) to the center position increases, D i , j grows up, which means the impact of the distance weakens. For the boundary point (N 3 ,  N 3 ), D i , j = 1, which indicates that the distance is far enough to neglect its impact. The factors a 0 and a 1 allow us to adjust the lowest weight and the velocity that the weight D i , j increases. We also see a diagonal neighbor point is considered to be further away from the center point than a horizontal or vertical neighbor one. Hence, diagonal neighbors have less effect on a center point than horizontal or vertical neighbors. The weight matrix is shown in Table I for N 3 = 5 and a 0 = 0.8.
The final perceptual mask M is obtained by combining the matrix T and the weight matrix D. To be specific, for each
block B i,,j in the matrix T that is centered at (i, j) is multiplied by the weight matrix D, yielding
where M i,,j denotes the block in the perceptual mask M that is centered at (i, j). 
IV. WATERMARK EXTRACTION
The watermark detector receives a distorted, watermarked image, X d , and decodes a message m using the linear correlation (LC) based decoder. The Watermark extraction procedure consists of the following steps, as shown in Fig. 2 .
Step 1: X d is transformed into the DCT domain, yielding Engineering, Vol.4, No.1, February 2012 the DCT coefficient matrix d X .
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Step 2: A set of P vectors x j , j = 1,… , P, are extracted from d X according to the embedding positions S1,… ,S P .
Step 3: The watermark patterns w rj , j = 1,… , P, are generated from the watermark key K as does the watermark embedder.
Step 4: The LC's between the extracted vectors and the watermark patterns are computed as
The symbol sequence bˆ is determined according to the rule
where sgn(·) is a sign function defined as
Step 5: The extracted binary vector bˆ is decoded into the message m .
V. THE EFFECT OF SHAPING ON DECODING
The use of spatial masks improves the watermark transparency, but how do they affect the LC based decoder? This section is dedicated to the theoretic analysis of it.
Since DCT is an orthogonal transform, it can be easily derived
According to the property and the relation between w rj and j W , the LC in (8) is rewritten as
It implies that the watermark extraction can also be performed in the spatial domain. That is useful when the watermark extraction in the DCT domain is inconvenient, but increases the computational costs. Assuming X d = Xb and putting (1) and (2) into (11), we have
Due to the fact M i , j ≥ 0, ∀ i,j, the terms M·W j and W j in (12) are highly correlated. So the LC based decoder works very well with the shaping operation used.
VI. EXPERIMENTAL RESULTS
In order to evaluate the performance of DDW, we conduct a set of experiments on a real binary document image. The original binary document image of size 600 × 600 and the binary watermark image of size 23 × 23 for tests are shown in Fig. 3 . In the watermark image, each information bit is repeated three times, resulting in repetitive watermark insertion, hence, simple repetition coding can be used to reduce the decoding errors. The watermarking performance is evaluated in two aspects: imperceptibility and robustness. 4 The difference image between the images in Fig. 3 (a) and (c) .
A. Watermark Imperceptibility
By taking a 0 = 0.8, we obtained the watermarked image with SNR of 17.8 dB, shown in Fig. 3 (c) . Based upon subjective assessment, there is no visible difference between the original and watermarked image. From the obtained difference image, shown in Fig. 4 , we see that the watermark is reshaped into high activity regions and around edges. This is attributed to the choice of the watermark embedding positions and the use of the spatial perceptual mask. Meanwhile, the watermarked image quality is also affected by the distance between two flipped pixels. The effectiveness can be appreciated from Table. II: the large factor a 0 causes the decrease of the distance between two flipped pixels, which can be clearly observed from the given average distance and maximal distance. According to the viewpoints in [11] , increasing the distance between two flipped pixels is in favor of improving the watermark imperceptibility. 
B. Watermark Robustness
We tested the robustness of DDW against four kinds of attacks, which include 1) noising attack: Gaussian noise (GN) and salt&pepper noise (SPN) with the standard deviation of noise as the distortion level; 2) denoising attack: Gaussian low pass filter (GLPF) of size 3 × 3 with the standard deviation as the distortion level; 3) geometrical attack: rotation (RO) with the angle as the distortion level, and scaling (SC) with the scaling factor as the distortion level; 4) print-scan (PS) and print-copy-scan (PCS) attacks. For geometrical attacks, the rotation angle is obtained by detecting the text row direction and the scaling factor is determined according to the text size in the tested document. Thus, the resynchronization operation can be performed before watermark extraction. In PS and PCS tests, we used the following equipment: an EPSON Perfection V30 SE 300 dpi scanner, HP LaserJet 1020 600 dpi printer, and a Lenovo M9215 600 dpi copier. The watermark images are extracted from the distorted document images and assessed by the normalized correlation (NC), defined as NC =< b, bˆ > /||b || 2 , as well as the bit error rate (BER). These tests are also performed on Wu's method [6] and Qi's method [10] . For fair comparison, the SNR for all the watermarked images isset to 17.8 dB. For DDW, the factor a 0 takes the value of 0.8. Samples of the extracted watermark images are exhibited in Fig. 5 . The results for NC and BER are summarized in Table. III. As can be seen, DDW is highly robust to additive noise and can effectively resist the GLPF attack with the standard deviation beneath 1. Applying the resynchronization operation, DDW is almost invariant to rotation and achieves very good resistance to scaling. Particularly, the watermark embedded by DDW successfully survives PS attack, but seems less robust to PCS attack. Further, the effectiveness of repetition coding is investigated in Fig. 5 . Clearly, DDW becomes more robust by using repetition coding and is even able to resist PCS attack. In all the experiments, DDW significantly outperforms the two compared schemes.
(a7) (b7) (c7) (d7) Fig. 5 Examples of the extracted watermark images obtained from Wu [6] (1st column), Qi [10] Table. III and for 
VII. CONCLUSION
The novel DDW for binary document image is proposed in this paper. The watermark is first constructed in the DCT domain with the embedding positions considered. After performing IDCT, it is weighted by the spatial mask and inserted into the host binary image. Due to the use of the spatial mask, the watermark is reshaped into high activity regions and around edges, and the distance among those flipped pixels are enlarged. The LC based decoder is utilized for watermark extraction. The approach exploits the information from the spatial and DCT domains for embedding, but neither DCT nor IDCT is directly carried out on the host image, thus not introducing the loss of watermark. Experiments demonstrate that DDW achieves good watermark imperceptibility and extremely strong robustness against common image manipulations, geometrical attacks and even PS process. 
