ion (3d 5 ) and the isolated neutral Mn atom (3d 5 4s 2 ) , it appears that the coefficients of the 4s metal orbital in the Al or AIQ molecular orbitals are too small to account for the observed differences between the hyperfine constants for these two complexes. We are more inclined to attribute the observed variations to changes in the 3d density resulting from the crystalline or ligand field and from covalent bonding involving the 3d orbitals. While it is reasonable to assume that variations in hyperfine interaction with environment for a particular symmetry of ligand coordination arise from covalency effects, we feel, however, that covalency effects will not account for the somewhat larger (,,-,20%) variations between the octahedral and tetrahedral environments. The source of ,,-,20% reduction in the hyperfine field from octahedral to tetrahedral coordination is not exactly clear; however, it probably arises from inversion of the t 2g and e g d orbitals when the symmetry of the crystalline or ligand field is changed from octahedral to tetrahedral. Further research on this point is presently in progress. The error-bound procedure of Bazley and Fox is extended as in a previous paper and applied to the expectation values of some quantum-mechanical operators of physical interest. The quality of the bounds is discussed and it is found to be possible to improve them under certain conditions. An attempt is made to use these error-bound formulas as variational principles for expectation values. Some special cases such as Fermi contact terms and electron densities are discussed separately. Errors in Hartree-Fock expectation values are considered from the point of view of Brillouin's theorem and some qualitative predictions of their magnitudes are made. Transition probabilities are also treated and some qualitative conclusions are made concerning the accuracy of the alternative length and velocity formulas.
I. INTRODUCTION
In recent years, quantum mechanics has been applied successfully to many complex atomic and molecular systems. The aim of most calculations has been to obtain wavefunctions, upper bounds to the energy, and approximations to the physically interesting expectation values of the system. Most wavefunctions have been based on the variational principle for energy and no method has been available for translating information about the accuracy for energy into error limits for expectation values. Recently,! however, we have adapted an applied some results of Bazley and Fox 2 so that practical error bounds for certain expectation values can be obtained in some cases. In the present paper we give a fuller account of this work, some further applications, and some related topics.
II. BASIC METHOD
If I/> is an approximation to the correct wavefunction 1/1 and B is an operator whose expectation value (1/1 1 B 1 1/1 ) * This research was supported in part by a Contract extended Harvard University by the U.S. Office of Naval Research, Nonr, 1866(14) . Reproduction in whole or part is permitted for the U.S. Government, distribution is unlimited.
I P. Jennings and E. B. Wilson, Jr., J. Chem. Phys. 45, 1847 (1966 (2) is discussed below. Since even rough approximations for the error bound can be useful, we took the step of replacing
(1/1 I B2 1 1/1 )1/ 2 by (I/> 1 B2 II/> )1/2 on the right, as a first approximation, yielding d~2e(1/> 1 B 2 11/»1/2.
To test this approximation, Eq. (1) can be applied For many applications the term in e 2 is an order of magnitude smaller than the term in E.
By subtracting a constant from B, no change in the true value of d occurs (1/1 and I/> are normalized) but the expression on the right in Eq. (3) can be minimized to yield Thus we can write
We previously applied! this formula to a variety of approximate helium-atom wavefunctions with three different operators and found that it gave quite reasonable bounds when E was small. For large E, the bounds were much too large and this was attributed to the poor value of E given by the Eckart S formula.
III. IMPROVED UPPER BOUNDS FOR E
In certain cases it is possible to find better upper bounds for E than those given by the Eckart criterion. Weinberger 4 has derived a formula that is useful when the approximate wavefunction is obtained by a configuration interaction approach. If we know a set of lower bounds Ei L (or experimental values) for the energy levels of a system, and if the first j upper bounds E,u from the secular equation satisfy
then Weinberger4 gives as a lower bound for the overlap of the approximate wavefunction I/J. with the exact if;. (if v~j),
By comparing with the Eckart criterion (7) we see that the first term is similar except that the denominator is larger if j> v. To illustrate this formula we apply it to Ohm and Nordling's5 wavefunction for the Li atom 2S states. They solved a 3X3 secular equation for the ground-state wavefunction (see Table I ) and This is a worthwhile improvement and with a large configuration-interaction treatment the advantage of the Weinberger formula over the Eckart would be even greater. The drawback of the approach, however, is that we often do not know lower bounds to the energy levels of excited states in:molecular systems.
Another procedure for obtaining a better estimate of E was suggested by Weinhold. 6 Its value derives from the fact that the Eckhart upper bound to E2 may be quite good when t::.E is small but it becomes rapidly worse as t::.E increases. Weinhold showed that by using the overlap of an approximate wavefunction 1/J2 with a better approximation I/Jl, and using the Eckart criterion on I/Jl, we could obtain an improved upper bound to e 
(9)
In general, we can calculate 5 12 and get 51 from the Eckart formula (6) and thus obtain a better lower bound to 52 than we would have done using the Eckart formula alone. This may have utility where we wish to use the simpler, less-accurate wavefunction to calculate expectation values. As an example we consider the screened hydrogenic function for the helium ground state and find its overlap with the three-term Hylleraas function Table II show that the error bounds are now quite tight and confirm our conjecture that, apart from the Eckart formula, the expression (5) gives very reasonable error bounds for a wide range of approximate wavefunctions. These formulas (8) and (9) can be of value in Hartree-Fock calculations, as is shown in Sec. VII.
IV. FURTHER APPLICATIONS
The formula (5) can be applied to some operators of greater physical interest for some small systems in which E is good enough to give worthwhile bounds. Adequate accuracy has already been attained for He, Li, and Be and also for H2 and HeH+. However, many of the useful physical properties have not been calculated from some of the more elaborate wavefunctions. This is an unfortunate situation because the amount of computational effort needed to calculate all the interesting expectation values is small indeed compared with the difficulty of obtaining the wavefunction itself?
For (l/rl)= (1/r2)= 1.688317 a.u.,
(1/rI2)= (1/r22) = 6.01741 a.u.
7 Some useful reviews of the most useful physical operators for atomic and molecular systems are available. Applying (5) we obtain the following error bounds:
and thus x= -(1.8913±3X 10-4 ) X 10-6 cm 3 /mole, u= 5.9933±0.0006 a.u.
[The experimental value 9 of X is -(1.93±0.01) X 10-6 cm 3 • The error ranges do not overlap and thus we must conclude that the experimental error is greater than that claimed.]
Another application is provided by the ground (X/~g+) state of H 2 , for which Wolniewicz 1o has calculated a large number of expectation values from a 54-term wavefunction ll which is accurate in energy to less than 1 cm-1 (and thus E~ 3 X 10-3 ). The quadrupole moment of H2 is given 7 as
where R is the internuclear distance and the expectation values are in atomic units. Here the theoretical and experimental error ranges overlap, although for ~11 the actual theoretical value lies outside the experimental error ranges and vice versa.
V. VARIATIONAL PRINCIPLES FOR EXPECTATION VALUES
We attempted to use the error-bound formula as a variational principle with various helium ground-state trial functions. With a hydrogenic form the screening constant was varied to minimize the error bounds. For (r12) the results are presented in Table III . We used both the Eckart and the improved form [from formula (9) J of E in calculating these bounds. The results indicate that it is not just the Eckart criterion that dominates the error-bound expression, but rather the more fundamental requirement that E be as small as possible. The (B2)-(B)2)1/2 factor does have some effect but we cannot expect it to be important except when (B2)""(B)2 or when (B) is strongly dependent on the screening constantP Thus, for example, we might expect this approach to be useful in the case of an operator such as r2 for a polyatomic system. Here the expection value is strongly dependent on the outer orbitals while the energy (and hence E) is dependent to a far greater extent on the inner orbitals. In this case, if the exponent of the outer orbitals were varied to minimize the error bound, it is possible that we might get both improved error bounds and improved expectation values. London, 1956) . 13 In principle, the error bounds can be reduced by using different '" for the upper and lower bounds, but little improvement was obtained in the cases tried. Note that the terms in" can here be important.
The variational procedure was also tried with a more flexible function of the form cfl = N e k8 (1 + Cu) and this also gave minimum error bounds for a choice of constants very close to those that minimize E and (cfl 1 H 1 cfl).
Bazley and Fox 2 have also derived a lower bound to the expectation value of a positive operator B, (10) (y,IBIy,)2::
If Eq. (10) is expanded to second order in E, after making a suitably modified addition of a constant A, the result is (y, I B 1y,)2:
which is found to be slightly better in some cases in the E2 term than Eq. (4).
Equation (10) provides an alternative variational principle if we vary cfl to maximize the lower bound. However, for a set of screened hydrogenic functions for helium ground state we found that variation of the screening constant (relative to the energy-determined value) gave only slight improvements in the lower bounds in Eq. (10). Sometimes these improved bounds corresponded to improved expectation values but this was not always_the case.
VI. SPECIAL CASES
It is apparent that the error-bound formula (5) is inapplicable to operators of the form o(r), o(r-ro) since (cp 1 B2 1 cfl) is infinite in this case. These operators, which are of importance in hyperfine corrections and in calculations of electron density,S respectively, have been treated in a different way by Redei. 14 He derives a formula of the form 
VII), 'l)2~ (H)-Eo)/(E 1 -(H»), C is a complicated function of (J2( = (H2)-(H)2)
which is given explicitly in Redei's paper. It can be shown as a consequence of Brillouin's theorem that the term in [,..(ro) J1/ 2 drops out if cfl is a Hartree-Fock function. However, this will be of no real value because C is too large to give reasonable bounds for such functions.
The results of applying this formula to the Fermi contact operator 0 (r1) for several accurate helium ground-state wavefunctions are presented in Table IV . The first three rows represent the results obtained from the elaborate Hylleraas-type wavefunctions of Kino- if B is a one-electron operator and ¢ is a Hartree-Fock wavefunction (since X contains only two-electron excitations to first order and the first one-electron excitations appear only in second-order corrections). Thus
In Table V we compare the errors in the expectation values of one-and two-electron operators with HartreeFock and screened hydrogenic wavefunctions for the He ground state. In most cases we can see that the percentage error is less than 7J2 (due to the partial cancellation of (x I B I x) and (¢ I B I ¢) for oneelectron expectation values from Hartree-Fock functions) while it is less than 7J but usually greater than 7J2 for hydrogenic functions. For two-electron operators both types of wavefunctions have similar percentages of error and these all lie between 7J2 and 7J [as Formula (5) would suggest].
Several general observations can be made concerning Hartree-Fock expectation values:
(1) If B is an operator which does not change very rapidly as we go to excited states then we can expect (x 1 B 1 x) and < ¢ I B I ¢) to be similar and thus obtain small percentage errors. However, it is important to realize that as we go to larger molecular systems, the Hartree-Fock upper bound to the ground state lies above the energy of the first excited state of the same symmetry (at the same internuclear distance) even after relativistic corrections. Thus, at worst, ¢ could be a considerable mixture of the low-lying states and the expectation value will be some sort of average of the expectation values for all the low-lying states. If these expectation values change rapidly from state to state then we cannot be sure of the same high accuracy as we normally obtain from Hartree-Fock functions.
(2) The common one-electron operators most likely to be affected by a poor value of 7J2 include z and 3z 2 -r2 which are very sensitive to the charge distribution and can also take on both positive and negative values. Because of the latter property (X I B 1 x) and (¢ I B 1 ¢) could be of opposite sign and so rather than obtain cancellation in (12) we could get an augmented error. Difficulties of this kind have appeared in the dipole-moment calculations for the ground state of CO.19 A recent configuration interaction on CO by Moser 2o has shown that the singly excited configurations contribute strongly in the second order to give almost the correct dipole moment while producing a negligible change in the total energy. MallF has also noted that HartreeFock functions give very poor expectation values for the Fermi contact term in atomic systems and this is due to the fact that (x 1 B 1 x) can be very large for this operator. Likewise approximate force constants, spectroscopic constants, and derivatives of the dipole moment are sensitive to the shape of the potentialenergy curve and so can be expected to have rather large errors if the ground state is a mixture of several low-lying states (with appreciably differing shapes for their potential-energy curves).
(3) Although the expectation values of a given operator calculated from several good Hartree-Fock wavefunctions appear to be consistent, it has been demonstrated that they can vary widely between nonconverged approximations to the Hartree-Fock. In the latter case the above error analysis does not apply and the error will be of order 'I] and not rl.
(4) As we showed in Sec. III, the Eckart criterion gives only an upper bound for '1]2 and when 'I] is large this may be poor. If we wish to make useful qualitative predictions of error bounds from Formula (12) we need therefore to bypass the Eckart formula. A better estimate of '1]2 can be found if we know a good configuration-interaction calculation that gives a close upper bound to the true energy. Then we can follow the procedure below:
(a) Using the configuration-interaction energy along with the higher roots of the secular equation, we can apply the Weinberger result (8) and obtain a lower bound for the overlap of the CI wavefunction on the true-wavefunction.
(b) Find the overlap of the Hartree-Fock function with the CI and using Weinhold's Formula (9) we get an improved lower bound for the overlap SHF of the Hartree-Fock I/; with the true 1/;.
(c) Now using
we get an improved estimate of '1]2.
This approach could prove to be quite useful for small systems since we could calculate the expectation values of one-electron properties from both the HartreeFock and CI functions and obtain two different values and error ranges [which may both be of the same order of accuracy since the Hartree-Fock expectation value is correct to second order in 'IJ while for the Cl, Formula (5) must be used]. 
VIII. OFF-DIAGONAL MATRIX ELEMENTS
The electric dipole oscillator strength is another property of considerable importance in atomic and molecular spectroscopy. It differs from the operators considered previously because it involves off-diagonal matrix elements and thus the basic formula l must be modified. Bazley and Fox 2 have shown that 1 (I/;,. 1 B I 1/'.)-(4)1' I B I 4>.) I ::;EI' 1 (4).1 B21 4>.) 1112 +e. 1 (4)1' 1 B2 1 4>1' ) \11 2 +higher terms.
Chandrasekhar21 pointed out that there are three equivalent dipole operators which yield identical results when the exact wavefunctions are used. Thus for an electric dipole transition between the atomic states i and j the oscillator strength j is given by (length form) • The fact that in Table VI the j values computed in the two ways agree so well, suggests that our error bounds are quite conservative.
theoretical justification is given for this approach and it is conceivable that good agreement could often be accidental and the corresponding value of f might be considerably in error. We are unable to apply the errorbound formula to the acceleration form and thus we have utilized only the length and velocity formulas. This is no real drawback because the" acceleration results are poor even with highly accurate wavefunctions 22 due to the weighting of the region close to the nucleus (where the singularity in the Hamiltonian is badly described by most approximate wavefunctions). For atoms we obtain two basic error-bound equations for the transition moments It is apparent that the length formula gives the best error bounds, although the velocity results are almost as good when !!.Eij is large, The velocity and acceleration results can be expected to be bad when !!.Eii is small since the errors in the matrix elements are greatly magnified by the energy term (this is the major reason for the comparatively poor velocity bounds for the 2 IS-72 1 P and 2 IS-73 1 P transitions). Thus if !!.E i ,«l a,u. it is probable that the length formula will give the most accurate results from an approximate wavefunction since the errors in the matrix element will be reduced because of multiplication by a small energy factor. Conversely for values of !!.Eij'2:.1 a.u. it seems likely that the velocity form will give the best results since it depends to a large extent on the quality of the wavefunction in the intermediate region of space. 23 Some of these ideas are nicely illustrated by a set of calculations of oscillator strengths for transitions between low-lying states of the Li atom, in which Weiss 24 found that the length form generally gave the best results. This would be expected from the above analysis since !!.Eii is very small for most of these transitions. He also found that agreement between the length and velocity results improved as the values of !!.E increased along the isoelectronic series.
