. . SUMMARY 
INTRODUCTION
The preceding reports of this series described progressive improvements in the discrimination of small frequency differences of tactile stimuli presented to a restricted location on a single digit (Recanzone et al. 1992a ) and the effects of this training on the spatial response properties of neurons in cortical areas 3b (Recanzone et al. 1992~ ) and 3a (Recanzone et al. 1992b ) in adult owl monkeys. In this report we focus on the temporal response properties of neurons in cortical areas 3a and 3b in these same animals. The studied neural responses were evoked by stimulation of trained and untrained control skin surfaces by the use of stimulus parameters that were nearly identical to those applied in the behavioral training.
Psychophysical capacities and neurophysiological properties of the somatosensory system
The somatosensory system is able to integrate spatial, temporal, intensive, kinesthetic, and other information about tactile stimuli to create a somesthetic percept of an object. For example, discriminations of texture may predominantly involve representations of the temporal and spatial features; discriminations of shape may predominantly involve representations of spatial and kinesthetic features; and discriminations of softness may involve representations of kinesthetic, spatial, and intensive cues (see Dykes 1983; Gardner 1988 for reviews). This current series of studies was designed to investigate the neural correlates of an animal's ability to perform a tactile temporal discrimination task, and to define how the neural representation of the stimulus may be changed as an animal's psychophysitally measured performance is changed. To simplify the problem, experiments were designed to isolate and study a single somatosensory "channel" providing temporal information at midrange flutter-vibration frequencies (20-30 Hz).
0022-3077/92 $2.00 Copyright 0 1992 The American Physiological Society Mountcastle and colleagues have described peripheral and cortical neural responses to tactile stimulation in the flutter-vibration frequency range (see Mountcastle 1975, 1979; Mountcastle et al. 1969 Mountcastle et al. , 1990 . Their landmark experiments in both the anesthetized and awake, behaving macaque have shown that frequency discriminations at these frequencies are almost certainly processed by quickly adapting afferents (Meissner's corpuscles) (Mountcastle et al. 1972 ; see also Talbot et al. 1968; Iggo and Andres 1982; Torebjiirk and Ochoa 1980, Torebjijrk et al. 1987) and are accounted for by the responses of quickly adapting neurons in areas 3b and 1 of the primary somatosensory cortex Mountcastle 1975, 1979; Mountcastle et al. 1969 Mountcastle et al. , 1990 . From these studies they proposed that the entrainment of neuronal responses in SI cortical fields are sufficient to account for the discrimination of small differences in tactile frequency (Mountcastle et al. 1969 (Mountcastle et al. , 1990 . In our series adult owl monkeys were trained in a similar tactile frequency discrimination paradigm but with stimuli applied to a constant, highly restricted skin location. Differences in frequency discrimination thresholds were measured at trained and at nearby untrained skin regions (Recanzone et al. 1992a ). The behavioral training also resulted in an alteration of the spatial response properties of neurons in cortical areas 3b (Recanzone et al. 1992~ ) and 3a (Recanzone et al. 1992b ). These changes in spatial response properties, however, could not fully account for the differences in frequency discrimination capabilities between the trained and control hand surfaces. If the temporal and not the spatial response properties of cortical neurons are encoding the required information for successfully discriminating tactile frequency differences, then there should be differences in the temporal response properties that are correlated with the behavioral performance.
To address these issues, the neural responses to tactile stimulation at the stimulus frequencies used in the behavioral task were recorded at every sampled cortical location. Equivalent data were derived for stimulation on control fingers, and for stimulation on fingers of control monkeys that received the same tactile stimulation but were not attending to it. The specific questions asked were as follows: 1) Can the temporal responses of SI neurons measured throughout cortical areas 3a and 3b account for the animal's ability to discriminate differences in the frequencies of stimuli presented to trained and control skin sites? 2) Is stimulation alone sufficient to drive distributed changes in temporal response properties in the cerebral cortex, or must these stimuli be attended to in a behavioral task for these changes to occur?
METHODS .4 nimals
The adult owl monkeys studied in this report comprise a subset of those for which behavioral data and data on the topographic representation of the hand in areas 3a and 3b have already been described (Recanzone et al. 1992a-c) . In this current study the temporal response properties of neurons in cortical areas 3a and 3b were investigated in the hemispheres contralateral to the behaviorally engaged hands of animals H-E4 (cases EE-1, EE-2, EE-3, and EE-4), and in the hemispheres contralateral to passively stimulated hands in control animals P2 and P3 (cases PS-1 and PS-2). Monkeys El, E2, and E3 showed progressive improvements in their tactile frequency discrimination performance with training.
Monkey E4 did not show significant improvements, although this animal was trained over an equivalent period of time. The behavioral and electrophysiological methods used in this study are identical to those described previously (Recanzone et al. 199 1, 1992a-c) and are only briefly outlined below. All procedures followed the guidelines of the National Institutes of Health for the care and use of laboratory animals.
Psychophysics
The psychophysical apparatus and procedures have been described in detail elsewhere (Recanzone et al. 199 1, 1992a) . Adult owl monkeys were trained to discriminate the frequency of stimulation of a 2-mm-diam probe with a hemispheric tip. The probe contacted a location on a single phalanx of a single digit on every trial. This location did not vary by ~0.75 mm in any direction on any trial throughout the training period.
Comparison stimuli were presented as a 300-pm peak-to-peak sinusoidal probe oscillation at 20 Hz for 650 ms, followed by a 650-ms pause. One to five comparison stimuli were pseudorandomly presented before the target stimulus (S2) was presented. S2 stimuli were the same amplitude and duration but ranged in frequency from 21 to 30 Hz. The animal was trained to make a response when it detected the higher frequency stimulus.
In a single session, 6-10 different S2 stimuli were each presented on 20-50 trials. The animal's performance at each S2 frequency was calculated with correction for the False-Positive rate. The frequency discrimination threshold for each session was then defined as the S2 frequency value at which the performance was 50%. Animals were run on daily sessions over a period of 5-20 wk. Frequency discrimination thresholds were also determined on an adjacent, untrained digit on two or three widely spaced single training sessions to determine the discrimination performances on these untrained skin surfaces for each trained monkey.
Two other animals were used as controls for the effects of stimulation alone. These monkeys (denoted P2 and P3) (see Recanzone et al. 1992~) received the same tactile stimulation over the same schedule as tactually trained animals. However, these animals were required to discriminate differences in the frequency of a simultaneously presented auditory stimulus and, therefore, represent controls for the effects of passive stimulation alone.
Electrophysiological recording
Anesthesia was induced with a 3% halothane-25% oxygen-72% nitrous oxide mixture. The gas anesthetic was withdrawn, and pentobarbital sodium was given intravenously as needed to maintain a surgical level of anesthesia. Pentobarbital doses were 28 mg/ kg infused over 20-30 min for induction, and l-5 mg/ h during the course of the experiment. Values varied among individual monkeys and within monkeys during the course of these extended experiments. The level of anesthesia was maintained such that animals gave no sign of discomfort and were maintained areflexic. Penicillin G ( 30,000 U /24 h) and atropine sulfate (0.10 mg/ 12 h) were given intramuscularly. Lactated Ringer solution with 5% dextrose was continuously infused intravenously ( 2-5 ml/h). Body temperature was maintained at 37°C with a thermostatically controlled heating blanket. Heart rate, respiration rate, and other vital signs were monitored.
The head was stabilized, and a craniotomy exposed the relevant anterior parietal cortical sector. The cortical vasculature was imaged and magnified ~~40 by either a photograph or a digitized computer image. Similar imaging was done for the volar glabrous and dorsal hairy surfaces of the hand.
Microelectrodes were either sharpened glass micropipettes filled with a 3.6-M KC1 solution or parylene-coated tungsten electrodes ( BAK). In either case, impedances measured l-3 Mfi at 1 kHz. All microelectrode penetrations in a given experiment were parallel and roughly perpendicular to the cortical surface. The insertion point of each penetration was marked on the image of the cortical surface with reference to its microvasculature. All data were collected at a depth of 700-900 pm below the pial surface. Multipleunit recordings were amplified, band-pass filtered, and displayed by the use of conventional methods.
Cortical receptive fields were defined by the use of fine-tipped, opaque glass probes. Receptive fields were defined as those areas of skin that produced a reliable neural response to just-visible indentation of the skin (see Merzenich et al. 1978; Recanzone et al. 1992~) . Receptive-field boundaries were reproduced on the image of the hand surface, and qualitative descriptions were documented.
Sinusoidal stimulation ofthe skin
At the start of each experiment, two skin surfaces were selected for sinusoidal stimulation. These locations corresponded to the skin site trained in the task, and the site on the adjacent digit that was tested psychophysically on only two or three sessions (see above). These locations were marked directly onto the skin of the animal with indelible ink to ensure that the stimulus was consistently located throughout the experiment. The experimentalist positioning these stimulus probes was unaware of which digit had been stimulated in the behavioral phase of these studies. At all cortical locations at which receptive-field data were derived, the response to sinusoidal stimulation applied to these skin sites was tested. A complete suprathreshold response series was derived at every point at which neurons had any response to these stimuli. For each stimulation series the hand was stabilized in a plasticene mold with the glabrous skin facing upward. An indentation-and force-controlled tactile stimulator (Chubbuck 1966 ) was placed onto the marked location with the same probe and in the same orientation (normal to the skin surface) as in the behavioral training. The initial contact force was uniform for all stimulation on both digits for each animal and matched the static forces that applied for that animal in the behavioral apparatus. These values ranged from 6 to 10 g for the six animals studied in this series.
The tactile stimulus was 300 pm peak-to-peak in amplitude. Stimulus duration was 350 ms in all but one of these electrophysiological studies, in which the duration was 650 ms. No differences between these two stimulus paradigms were noted. All flutter-vibration stimuli were initiated at a zero crossing and ended at the first zero crossing after a 350-ms period. All compounded data were constructed from 10 repetitions at each stimulus frequency. All stimuli were delivered at rates of 1 /s. The stimulus frequencies tested were, in order, 20, 2 1, 22, 24, 26, and 20 Hz. Responses to the 20-Hz stimulus presented first in the series were not significantly different from the responses to the 20-Hz stimulus presented last in the series, confirming that the ~2 min necessary to record these six peristimulus time histograms (PSTHs) did not alter the neural response.
Neural responses were passed through a window discriminator (BAK WD-4). All waveforms were accepted that exceeded an amplitude level of two times the spike-free neural noise level. Accepted waveforms were continuously inspected visually; singleunit responses were sometimes recorded, but discriminated responses were usually comprised of two to five single units.
Data analysis
Quantitative analysis of the collected data included total spike counts, PSTHs, and period histograms with the use of a PDP 1 l-73 computer. PSTHs were constructed by summing the response over the 10 repetitions of a single stimulus frequency. The occurrence of the spike was considered to be the time that the TTL pulse output of the window discriminator was detected by the computer. In generating PSTHs, TTL pulses were binned with a resolution of 75 p.s.
Cycle histograms were constructed by summing responses as a function of cycle phase, starting at each stimulus zero crossing. The response to the first cycle of the stimulus was omitted, because the histogram shape was biased by the strong onset response recorded at all frequencies. Thus the cycle histogram at each sampled site for a 20-Hz stimulus was the summed response to the 2nd to 7th stimulus cycles for 10 stimulus repetitions (60 total cycles).
Vector strengths (Goldberg and Brown 1969 ) were derived as a measure of response entrainment for each sampled site. Vector strength was calculated from the cycle histograms by defining a vector for each bin with the amplitude equal to the total number of spikes in that bin and the phase equal to the relative position of the bin in the stimulus cycle. The resultant vector was calculated by summing all vectors over every phase of the stimulus. The vector strength was defined by dividing the resultant vector by the total number of spikes. This measure varied from 0 (spikes occurring randomly in relation to the stimulus) to 1 (all spikes occur at the same time in relation to the stimulus phase).
Population histograms
Population PSTHs were derived by summing the neural responses to behaviorally applied tactile stimuli recorded at every cortical location in which the vector strength of the response at that location exceeded 0.50. All data were summed relative to the onset of the stimulus in 2-ms time bins. These data were normalized by dividing the number of spikes summed in each 2-ms bin by the total number of cortical locations used in computing the histogram.
Population cycle histograms were derived by summing the cycle histograms defined at each cortical location, as described above, and binned in 200-ps bins. Two-cycle histograms were used to compare the separation of temporal responses at two different frequencies. They were derived by constructing cycle histograms using two times the period length for the presented frequency.
Estimates of temporal overlaps between the responses to two different frequencies were made by superimposing the two-cycle histograms of responses to the 20-Hz frequency with responses to each of four S2 frequencies (2 1, 22, 24, and 26 Hz) . The responses to the first cycle in the histogram were aligned, and the relationship between the second cycles were compared. The total number of spikes in the S2 histogram occurring during the presentation of the second cycle that did not overlap with the response in the 20-Hz histogram was divided by the total number of spikes in the S2 histogram occurring during the presentation of the second cycle. This value was then multiplied by 100 to give a percent value (O-100%) and represents one measure of the temporal differences of the responses between the S2 stimulus frequency and the 20-Hz stimulus.
RESULTS

Distribution of phase-locked responses
Cortical locations that responded to more than one cycle of the sinusoidal stimulus and where the vector strength was >0.50 were considered to be "entrained" or "frequency following" and were the only locations included in subsequent analysis. The spatial distributions of these locations for two experimental hemispheres and in two passive-stimulation control hemispheres are shown in Fig. 1 Large symbols denote locations where the response had a vector strength >0.50 for stimulation of the trained skin ( l ), the corresponding skin of the adjacent, untrained digit ( q ), and for stimulation of either of these 2 sites on the trained or adjacent digit (H ). The heavy line represents the physiologically defined area 3a-area 3b border. Thin lines show boundaries between different digits and digit segments (see Recanzone et al. 1992~) . The zones of representation of the hairy skin are denoted by stars. Representative examples of 2 trained animals (El and E2) are shown in A and B, respectively. Results from 2 passively stimulated control animals (P2 and P-3) are shown in C and D, respectively. result from this analysis is that cortical neurons responding in a frequency-following manner to stimulation of the trained skin were distributed across a wide area in experimental hemispheres (0, Fig. 1, A and B) . The trained skin was represented over a large continuous area within area 3b, as well as in discontinuous patches scattered throughout both area 3b and area 3a. Cortical locations with frequencyfollowing responses to stimulation of the adjacent digit were much fewer in absolute number (0). These cortical locations were also scattered across area 3b. Cortical locations at which frequency-following responses were evoked by this low-frequency vibratory stimulation applied to either digit ( n ) were common, particularly in cortical area 3a.
The total number of penetrations with frequency-following responses in area 3a was roughly one-half that found in area 3b. Very similar results were recorded in case EE-3 (not shown).
There were fewer frequency-following responses in the two passively stimulated monkeys, and they were distributed across a much smaller area (Fig. 1, C and D) . The distribution of frequency-following responses was essentially continuous and consistent with the estimated area of representation of this skin in cortical area 3b (see Recanzone et al. 1992~) . NO entrained responses evoked by these stimuli were recorded at any cortical area 3a location in these hemispheres. The distributions of locations were similar for both the stimulated and adjacent digits in these hemispheres. Locations with responses to stimulation on both digits were not encountered in these control monkeys.
The total areas of the representation of frequency-following responses to stimulation of the trained skin in cortical area 3b were approximately two to six times greater than for adjacent control digits and were similarly larger than the representations of both stimulated and adjacent digits in passively stimulated control animals (Fig. 2) . Areas of representation were approximately equivalent for both stimulated and unstimulated digits in both passively stimulated hemispheres.
Receptive fields at sites at which /kequency-following responses 'were recorded .
It was of interest to compare the receptive-field boundaries defined using the criteria of just-visible skin indentation with a hand-held probe (Recanzone et al. 1992b,c) with the temporal response properties of neurons across these cortical regions. All defined cutaneous receptive fields recorded from neurons that also had frequency-following responses to stimuli applied to I ) the trained digit, 2) stimulated but untrained fingers, and 3) adjacent control digits of these six monkeys are shown in Figs. 3 and 4. Figure 3 shows all of the receptive fields recorded in area 3b that had an entrained response to stimulation on the trained digit (A) and the adjacent digit (B) for the three monkeys that A EEA EE-2 showed an improvement in performance with training. The filled circle denotes the location of the stimulus probe used to define temporal responses. The majority of receptive fields included the stimulated skin, however, many exceptions were seen. In case EE-1 (the trained hemisphere from monkey El) Fig. 3A , left, for example, stimulation of the trained skin evoked entrained responses for neurons that had receptive fields located on the distal phalanges of adjacent digits. Similar examples of receptive-field/entrainedresponse site mismatches were recorded in each case.
The same analysis of the two passive-stimulation control monkeys and the monkey that did not improve in performance are shown in Fig. 4 . In these three cases neuron clusters recorded at nearly all cortical locations that had a frequency-following response to stimulation of a digit had their receptive field located on the same digit, and most overlapped the stimulus site directly. These receptive fields were smaller than those on experimental hands. In all of these control monkeys combined, the recorded neurons with an entrained response at only two cortical locations had a receptive field located on an adjacent digit.
Temporal responses to sin usoidal stimulation
The next level of analysis was directed toward determining whether or not the precision of the temporal response could account for the differences in frequency discrimination abilities recorded in these animals. One possibility is that individual neurons are "tuned" to a specific frequency. This could be reflected by either 1) the temporal precision, expressed as vector strength, reaching a maximum at a single "best" frequency; or 2) the response magnitude, expressed as the firing rate, reaching a maximum at a single best frequency.
Examples of the vector strength of the neural response as a function of stimulus frequency are shown for three representative hemispheres in Fig. 5 . Each column shows the data from a single digit of one monkey, and each line plots the response at a single cortical location. Vector strength functions were arbitrarily categorized into three classes for clarity of view: I ) flat functions, in which the vector strength did not change as a function of frequency; 2) sloping functions, in which the vector strengths either increased or decreased with increasing frequency; and 3) tuned functions, in which the vector strengths showed local maxima or minima as a function of frequency. The three examples shown in this figure are from the trained digit of monkey El (case EE-1, at the left), the stimulated/ trained digit of monkey E4 (case ED-4, middle), and the passively stimulated digit of the control monkey P.? (case PS-3, at the right).
The main result of this analysis is that there were no consistent differences in the vector strengths as a function of frequency that could account for the recorded differences in behavior. The sloping functions were very steep and downward for case EE-1, but they were similar to those of case PS-2, which was not trained (data not shown). The tuned functions show inconsistent differences among cases. EE-1 had functions with minima at 24 Hz, which was above the behavioral threshold, whereas EE-2 (not shown) had functions with maxima at 22 Hz, which was below the behavioral threshold.
Comparisons between monkeys revealed that there were more cortical locations with high vector strengths at each frequency representing the trained digit as compared with the control digits shown. This finding will be elaborated in detail below. Nonetheless, the differences in the temporal fidelity of the response of neurons at individual sampled sites as a function of frequency is an unlikely explanation for the differences in frequency discrimination performance.
RESPONSEMAGNITUDE/FIRINGRATEANALYSIS.
Asecondparameter that may be used to code the frequency of a stimulus is the firing rate during stimulus presentation. To test this possibility, the absolute number of spikes was counted during a 350-ms window starting at stimulus onset. These values for each penetration in area 3b at five different frequencies are shown as single lines for a representative experimental hemisphere in Fig. 6 . The total spike number could vary considerably between penetrations (note log scale), and there were examples of recording sites in which the spike count either increased or decreased with frequency. However, the overall slope of these lines was near zero.
Statistical analysis did not show a significant difference in the total number of spikes that could account for the differences in performance as a function of frequency (Figs. 7 and 8). The mean and standard error of the total number of spikes for each frequency are shown for the trained digit (0) and the adjacent digit (Cl). In the trained hemispheres ( Fig. 7 ) , sites responding to stimulation on the trained digit did show a consistently greater mean response when compared with the response to stimulation of an adjacent, un-
Adjacent, Unstimulated Digit FIG. 3. Receptive fields defined with the use of the criteria of just-visible skin indentation of neurons. Data are taken from all recording sites in area 3b where the recorded neuron clusters responded with entrained discharges to sinusoidal stimulation in well-trained monkeys. The black circle denotes the location of the 300~pm peak-to-peak sinusoidal stimulus. Receptive fields defined from neuron clusters with entrained responses to stimulation of the trained digit only are shown in A; those with entrained responses evoked by stimulation of an adjacent control digit (or both the trained and adjacent digit) are shown in B. Solid lines connect portions of discontinuous receptive fields recorded at a single cortical location. FIG. 4. Receptive fields defined for all recordings in cortical area 3b at which frequency-following responses were evoked by sinusoidal stimulation of the skin stimulated in the behavioral task (A) or to a corresponding skin spot on an adjacent, unstimulated digit (B), in control monkeys. Monkeys PSI and PS-2 ( l& and middle) were passively stimulated. Monkey E4 did not show progressive improvements in temporal discrimination performance with training (see Recanzone et al. 1992a) . Conventions as in Fig. 3 . trained digit. However, this difference did not reach statistical significance (unpaired l-tailed t test; P > 0.05). In the three control monkeys shown in Fig. 8 , the response to stimulation of the stimulated digit was essentially the same as that of the adjacent, unstimulated digit.
Comparisons of the response within a single digit to stimulation of different frequencies also did not show a consistent difference. All responses that were significantly different than the response to the 20-Hz stimulus on the same digit are indicated by a star ( 1 -tailed t test, P < 0.0 1). There was no significant difference between discharge rates as a function of frequency in either experimental or control hemispheres. In the only exception, responses at frequencies 22-26 were significantly greater than the responses at 20 Hz, for the adjacent, unstimulated control digit of a passive stimulation control animal, monkey PA'-.? (Fig. 8C) . It is concluded, consistent with the reports of others (Mountcastle et al. 1969 (Mountcastle et al. , 1990 , that a neural rate code in these cortical areas cannot account for the frequency discrimination abilities of these trained monkeys. The cortical area with entrained responses was clearly Frequency (Hz) greater for the trained skin, suggesting that the population Mean and standard error of firing rates for neuron clusters recorded at all cortical locations with entrained responses to stimulation of the trained digit (o ), and to stimulation at a corresponding skin site on an adjacent control digit ( •I ) plotted as a function of flutter-vibration frequency in the 3 well-trained monkeys.
POPULATION PSTH. Population PSTHs revealed an increase in both the absolute response magnitudes as well as an increase in the temporal fidelity of the responses evoked by stimulation of the trained digit. The normalized population PSTHs for the trained and the adjacent untrained digit for two experimental cases, EE-1 and EE-2, and from the stimulated digit and an adjacent digit of a passive stimulation control monkey (PS-3) are shown in Fig. 9 . The normalized magnitudes of the initial, or onset, response were similar between the trained and untrained digits for all monkeys. In trained monkeys the response to later stimulus cycles was enhanced on the trained digit when compared with the untrained digit (cycles 3-6 for case EE-1 and also cycle 2 for EE-2). The sharpness of the peaks representing each stimulus cycle was also increased in trained monkeys. The response to each stimulus cycle in the passive-stimulation control monkeys were virtually identical with respect to both magnitude and sharpness (Fig. 9C) .
The normalized population PSTHs described above do not take into account the overall increase in neuronal firing resulting from stimulation on the trained digit. These differences in the absolute magnitudes of the population response for each stimulus cycle are summarized in Fig. 10 . The total number of spikes occurring for each cycle of the stimulus on the trained or stimulated digit was divided by the total number of spikes occurring for the same cycle of the stimulus on the adjacent digit (spike count ratio) and plotted as a single line for each frequency. The dashed line is drawn through a value of 1 (no difference). The data are plotted on a semi-log scale. The results for each of five frequencies are shown for the three trained monkeys in A and for the three control monkeys in B. The spike count ratio was equivalent for each tested frequency in all monkeys. A clear difference between the trained and control monkeys was that the response to stimulation of the trained digit was overall much greater than the response on the adjacent, untrained digit. The response to the trained digit was w-200-800% greater for the trained digit across stimulus cycles. In contrast, the passive-stimulation control animals had a much smaller increase, and the animal with poor The temporal precision of the population response relative to each stimulus cycle was analyzed with cycle histograms. A compound cycle histogram summing data from all recorded locations across the behaviorally engaged neuronal population would reflect both the phase locking of individual responses and the coherence of these responses across the sampled population. The cycle histograms for area 3b neurons to stimulation of the trained (heavy line) and adjacent (thin line) digits to a 20,Hz stimulus are shown in Fig. 11 for trained monkeys, El and E2, and for passive stimulation control monkey, p3. The overall increase in response magnitude is evident for the trained digits. In addition, there are apparent differences in the timing of the response. For example in animal El, the time of occurrence of the peak response was significantly shorter ( 10 ms; l-tailed, unpaired t test; P < 0.00 1). The overall shape of the histogram was sharper for the trained digit when compared with the adjacent digit. The cycle histograms shown for monkey p3 are representative for the other two control monkeys, where the absolute magnitude and the sharpness of the response distribution of the stimulated and unstimulated digits were similar to each other, and to that of the adjacent digit of experimental hemispheres. (left) and adjacent digit (right) of experimental cases EE-1 (A ), EE-2 (B), and passive-stimulation control case PS-3 (C). The total response in each 2-ms bin was divided by the total number of cortical locations used to generate the PSTH. behavioral performance (B, lefi) had a smaller response on the stimulated digit when compared with the adjacent, untrained digit. Theprecedinganalysiswas restricted to data from sampled cortical locations within area 3b. The quantitative responses of cortical locations in area 3a were also subjected to the same analysis. Because 3a cutaneous representations did not emerge in control cases (see Recanzone et al. 1992b) , there was insufficient data in area 3a to perform this analysis in the passively stimulated cases and in animal E4. The population cycle histograms from area 3a are shown in Fig. 12 for the trained cases EE-1 and EE-2. The total magnitude of the response was considerably smaller for this cortical field when compared with area 3b. The rising phase for the trained digit in case EE-1 (Fig.  12A ) was very steep, relative to that for the untrained digit. This was not the case for animal EE-2.
NEURAL CORRELATES OF FREQUENCY DISCRIMINATION.
Previous studies of tactile frequency discrimination led to 10. Spike count ratio between the stimulated and unstimulated digit for 5 frequencies of each trained monkey (A) and each control monkey (B). The spike r -I . I . . . 1 count ratio was determined by dividing the numbers of Population cycle histograms constructed from summing neural response at all area 3b locations of trained or stimulated digit (heavy line) superimposed with histogram for stimulation of adjacent, untrained digit (thin line). Each plot is from a different monkey, denoted at rc~p of each histogram. Binwidth is 100 ,US.
the proposal that a decision theory-based analysis of the cycle histograms could predict the behavioral performance ( Mountcastle et al. 1969 ) . We tested this hypothesis by analyzing the 20-Hz population cycle histograms collected for each of the eight skin surfaces at which behavioral thresholds were also defined (trained and adjacent digits of EE-1, EE-2, EE-3, and ED-4). The standard deviation (SD) of the response distribution in the cycle histogram was defined as the time period in which the middle 66.67% of the response occurred. In decision theory, the frequency at the predicted behavioral threshold would have a period length of (50 ms -1 SD). The results of this estimation was then computed and plotted as a function of the behavioral threshold measured for that skin surface (Fig. 13A) . The dashed line corresponds to a perfect correlation, and the solid line is the best fit to the data (slope = 0.0 14; Y = 0.009; P = 0.98).
Decision-theory analysis of the entire population cycle histogram cannot explain the psychophysically measured frequency discrimination performance. Closer inspection of the cycle histograms gives an indication as to why this correlation was so poor. Decision-theory analysis makes two assumptions about the distributions of the two signals: I ) they have equal variance, and 2) they can be fit by a Gaussian distribution. The cycle histograms for the trained digits in Fig. 11 are not Gaussian but are skewed to the left. This results in an erroneous estimate of the variance, and thus of the predicted threshold. An alternative approach is to analyze the data with respect to only the onset of the response to each cycle. The discrimination task required the subject to determine the period of the sinusoids presented to the skin. This could be accomplished by comparing the relative lengths of time between the first responses to each stimulus cycle. The ability to discriminate frequency would then depend on the variance of the first response to each cycle, which is reflected in the slope of the rising phase of the cycle histogram.
The thresholds predicted from decision-theory analysis with respect to the rising phase of the cycle histograms were plotted as a function of the behaviorally measured thresholds (Fig. 13B) . The rising phase of the cycle histogram was defined as starting at the first increase in the firing rate over four consecutive time intervals and ending at the first decrease in the firing rate over four consecutive intervals. This restricted analysis provided a better fit between the predicted and behavioral thresholds (slope = 0.774; r = 0.804; P = 0.0 16). This analysis suggests that the onset is a more appropriate measure than the entire cycle histogram, but it still does not entirely account for the behavioral performance.
The same analysis used in predicting the behavioral performance on the basis of the rising phase was conducted for the cycle histograms in area 3a. The predicted and measured thresholds were not as closely matched as was the case for the area 3b cycle histograms (slope = 0.277; Y = 0.152; P = 0.85, data not shown).
The emergence of a steep rising phase of cycle histograms from the trained digit could be accounted for by either I) a decrease in the variance of the onset timing of all neurons responding to the stimulation, or 2) a decrease in the variance of the onset timing by only a subset of neurons. To investigate this further, the time of the median number of spikes was measured for the cycle histograms recorded from neurons at each cortical location in area 3b. The distribution of this response time measure for all responses to digits not trained in the task pooled across animals could be described by a single Gaussian ( x2 = 1.73; df = 1; P > 0.05 ), but not for the pooled responses to trained digits in experimental animals (x2 = 14.66; df = 1; P < 0.00 1). Examples of such distributions from four single animals are shown in Fig. 14. The time within the 20-Hz stimulus cycle that the median number of spikes occurred in each individual cycle histogram is plotted for each case. The arrow indicates the location of the minimum in the pooled distribution of the trained digits. This time was chosen to separate the trained digit population into early and late response time classes.
Population cycle histograms were constructed from each response class (Fig. 15) Response Time (msec) FIG. 14. Distribution of the median response time for the cycle histograms derived from the response of neuron clusters at all single cortical locations for stimulation of the trained or stimulated digit from 4 monkeys. The response time was defined as the time within the stimulus cycle of the median response of the cycle histogram relative to the preceding zero-cross of the stimulus. The arrow marks the minimum between the 2 distributions when all experimental data are combined (24 ms). The distribution for monkey PS-2 (bottom) is pooled from both digits. time population (thin line) is very similar in shape and magnitude to the compound responses evoked by stimulation of the adjacent control digit on the same hand, or of the control digits of other animals (compare Fig. 15 with Fig. 11) .
The spatial distributions of response sites with earlier and later response times within area 3b are shown in Fig. 16 . The filled circles show the cortical locations with early response times; the open circles show the cortical locations with later response times. In both of these monkeys, the highly coherent, early response time locations were clustered in a central region but could also be found at other distant regions in area 3b. Later response time locations were mainly located outside of this cluster.
The analysis of the temporal responses of these cortical area 3b neurons suggests that the temporal coherence of the early responses to each stimulus cycle could relate to the monkey's ability to discriminate between two very close frequencies. The population cycle histograms of two consecutive stimulus cycles from this subpopulation were aligned so that the zero-cross of the first cycle coincided for each stimulus frequency. The separability of the response distributions of the second cycle for different stimulus frequencies may give an indication of how these frequencies are separated perceptually. An example of the response to the second cycle at each of four S2 frequencies, relati .ve to the response to t he 20-I Iz standard, is shown i n Fig. 17 . The overlap of the responses to the second cycle for 20 and 21 Hz is great (>75%; A), as is expected by the variance of the histograms and the closeness of the two frequencies. This frequency was also below threshold in this animal. There was a clear separation between the responses of 20 and 26
Hz (D). This frequency difference was reliably detected by well-trained monkeys.
A quantitative comparison of the overlap as a function of stimulus frequency is illustrated in Fig. 18 . For this figure, the percent overlap of the neural response was taken as the number of spikes in the S2 response that was nonoverlapping in time with the response to the 20-Hz stimulus divided by the total response to the S2 stimulus (see METH-ODS) and multiplied by 100. This measure shows a frequency dependence very similar to that seen for the behavioral frequency discrimination performance ( Cl, Fig.  18 ). The behavioral performance was taken as the mean over the final four training session of the number of correct responses at each S2 frequency divided by the total number of presentations of that frequency. The very close correspondence between the predicted (w) and the behavioral (0) data obtained in these animals was true of all the psychometric functions.
The threshold values for predicted and behaviorally measured performance functions could be calculated as the frequency at which there was 50% overlap of the response distribution for the second cycle or a 50% correct response, respectively ( Fig. 18) . This was done for each of the eight skin surfaces in which both behavioral and neural data were obtained, resulting in a strong correlation between these two measures. Figure 19A shows the close fit between the threshold predicted for the area 3b responses and the measured behavioral threshold. The dashed line indicates the function of perfect correlation (slope = 1). The solid line is the regression line of best fit to the data (slope = 0.848; r = 0.962; P < 0.000 1).
The regression analysis of the percent overlap of the recorded neural response with the behavioral performance was repeated for only the rising phase of the cycle histograms of area 3b responses, as was done for the entire population above (Fig. 13B) . This measure accounts for only the initial and peak response to each stimulus cycle. This restricted analysis provided an even closer match between the predicted and measured thresholds (Fig. 19 B ; slope = 0.806; r = 0.980; P < 0.0001). The predicted thresholds were slightly better than those measured behaviorally, as indicated by most points falling below the dashed line representing an exact match. Thus the behavioral performance of these monkeys could be accounted for by the temporally coherent initial response of a subpopulation of neurons in area 3b.
DISCUSSION
The goal of this series of studies was to determine the consequences of tactile discrimination training on the spatial and temporal response properties of neurons in cortical areas 3b and 3a in adult primates. This final report in the present series is focused on the temporal response properties of cortical neurons to stimulation of small skin surfaces with known and differing psychophysical frequency discrimination thresholds. Several results were described. 1) The number of cortical locations that responded in a frequency-following manner was significantly greater when stimulation was applied to trained skin surfaces, as com- pared with little-trained control sites on adjacent fingers, or to passively stimulated control skin locations. 2) Sampled neurons excited by stimulation of the trained skin responded with average firing rates that were similar to those of neurons responding to stimulation of adjacent, untrained skin.
3) The population response to stimulation of the trained skin location summed across area 3b was several times larger than the population response evoked by control skin stimulation. 4) The entrained responses to stimulation of the trained skin could be classified into two groups on the basis of the response timing relative to the stimulus cycle. The neurons responding to the earliest portion of the stimulus cycle of the trained digit represented each stimulus cycle more coherently. 5) The differences in the temporal response of area 3b neurons to stimulation of the trained and untrained digits could account for the differences in the behavioral performance determined for those skin surfaces. 6) Entrained responses of neurons in cortical area 3a to stimulation of trained and untrained digits were not substantially different in their temporal structure. Consistent with observations on the spatial response properties (see Recanzone et al. 1992b) , field 3a does not appear to make a crucial contribution to the frequency discrimination aspects of this behavior. 7) Passive stimulation on the same stimulation schedule had little effect on the temporal response properties of cortical area 3b neurons.
The following can be concluded. I ) Cortical representations of the temporal details of tactual stimuli can be sharpened by practice. 2) Behaviorally induced neurological changes are manifested primarily in the cortical region engaged by training inputs. However, there are lesser changes recorded over the surrounding cortical regions. These changes may also be correlated with the limited improvements in behavioral performance seen at adjacent skin locations (transference). 3) Temporally coherent responses distributed over a wide region of area 3b evoked by stimulation of the skin can provide information that is sufficient to account for the behaviorally measured discrimination thresholds defined specifically for that skin site. 4) The spatial and temporal functional organization of the somatosensory cortex defined at any given time in the life of an animal reflects the recent behaviorally relevant stimulation history and current perceptual abilities of that animal.
Technical considerations LIMITATIONS
OF MULTIPLE-UNIT RECORDING.
The "spike" data collected in these experiments were derived by accepting all spike waveforms that were greater than two times the amplitude of the spike-free noise level. Accepted waveforms were continuously monitored visually and commonly consisted of two to five identifiable spike waveforms. Response filtering and response monitoring ensured that all accepted waveforms were of neural origin, but the absolute number of individual neurons sampled at each site in these experiments was unknown.
The multiple-unit recording technique has two advantages. First, several hundred locations can be quantitatively surveyed in a given hemisphere, and therefore the detailed spatial distributions of neuronal response properties can be assessed in fine topographic detail. Second, the responses at each site reflect the sums of activity integrated at that location and, therefore, more fairly represent activity at that site than would any given single unit. A potential limitation of the technique is that, by recording from several neurons simultaneously, some of which are likely to be reciprocally connected, temporal responses could be artificially broadened. In spite of this, the temporal structure of these multiunit responses closely resembled responses described for single units in anesthetized and alert monkeys (see Hyvarinen et al. 1980; Mountcastle et al. 1969 Mountcastle et al. , 1990 . POPULATION HISTOGRAMS.
By summing responses at many cortical locations, we were able to estimate the neural responses in time generated by a distributed population of thousands of neurons. The response to a stimulus at two different locations at two different times is not necessarily the same as the response at both locations at the same time. One would ideally record simultaneously from a large number of neurons during presentation of the tactile stimulus. Limitations of the sampling technique used in this study included the following. I) The stimulus probe may not be aligned in exactly the same manner for each stimulus run, because stimulus sequences were derived over a very long experimental period. 2) Small differences in anesthetic state (see below) or hydration may affect the mechanical skin response or central neural response.
3) The cortical electrode may be sampling responses from different cortical layers, or more likely, sampling from different neuronal classes (i.e., principal cell vs. interneuron; inhibitory vs. excitatory) within the same layers.
Every attempt was made to control for these possibilities. The tactile stimulator was placed on the identical location on the skin, which was marked by indelible ink. The initial contact force and the stimulus amplitude were constant throughout the experiment for each animal. The anesthetic state and hydration state were closely monitored during the experiment, and their fluctuations were carefully minimized. The cortical microelectrode sample was always derived for neurons recorded 700-900 pm below the cortical surface. These efforts cannot rule out any of the above caveats entirely, but the quantitative neural data itself strongly suggest that these possible sources of error were small and would only be expected to broaden the temporal response.
ANESTHETIC STATE.
Barbiturates have been described as having only minimal effects on excitatory cutaneous receptive fields defined in cortical area 3b in these sampled cortical layers (deep layer III, layer IV) using the techniques employed in this study (Mountcastle and Powell 1959; Stryker et al. 1987 ) but they do seem to affect inhibitory receptive fields ( Mountcastle and Powell 1959) . This analysis of topographic representations in deep cortical layers III and in layer IV, which is based on excitatory cutaneous receptive fields, is probably a reasonable estimate. The receptive fields of single neurons have been shown to decrease with other anesthetics (see Duncan et al. 1982; McKenna et al. 1981) .
The effects of barbiturate on the temporal response properties as described in this study are not clearly known. Nevertheless, these experiments were designed to be as independent of the potential effects of barbiturate anesthesia as is possible. Responses to stimulation of different trained and control digits were collected at the same time under the same anesthetic conditions, with each monkey serving as its own control. If there was an effect of anesthesia, that effect must be constant for both digits tested. If anesthetic state did affect these responses to the point that they were an unreliable indicator of the responses in the awake animal, it seems unlikely that the close correspondence of the neural response with the behavioral data would have been seen; the neural responses were broadest for the animal with the poorest behavioral performance, the sharpest for the animal with the best behavioral performance, and appropriately intermediate for the other cases and digits. Thus, although we cannot rule out the possibility that the overall response is somewhat altered by the anesthetic state as compared with the awake animal, these effects must be consistent across digits and cases and therefore do not strongly influence the comparisons made in this report.
Receptive-Jield definition .
Receptive fields were defined by the use of the criteria of just-visible skin indentation, which corresponds to a displacement on the order of 250400 pm. In every experimental case, there were several examples of a mismatch between receptive fields defined by the above criteria and those with entrained responses to the sinusoidal stimuli. These mismatches could have resulted from one of at least four causes. I ) The 300.pm peak-to-peak amplitude of the sinusoidal stimulus was superimposed on a trapezoidal skin indentation. Thus the displacement of the skin by the sinusoidal stimulus was moderately greater, on the average, than for the hand-held probe. 2) The step indentation caused some skin stretch that could have effectively increased the area of skin stimulated.
3) The contact surface of the behavioral stimulus probes was two to five times greater than for the manually applied stimulus. 4) The temporal nature of the stimulus could determine the probability of evoking a response.
The use of both techniques to stimulate cortical neurons proved valuable in assessing the potential processing abilities of the cortex in these animals. Defining minimal receptive fields in this study revealed 1) the essentially normal somatotopic representation of all but the trained digit (Recanzone et al. 1992~); 2) the emergence of low-threshold cutaneous receptive fields in area 3a (Recanzone et al. 1992b) ; and 3) increased receptive-field sizes for skin representations centered on the behaviorally trained digit (Recanzone et al. 1992~) . The definition of frequency-following responses revealed the spatial and temporal representation of the behaviorally relevant stimulus in the cortex and allowed analysis of the possible mechanisms by which the nervous system can discriminate midrange flutter frequencies.
These current studies reveal that stimulus-specific maps are more discrepant in trained than in control monkeys. The magnitudes of such discrepancies appear to reflect predominant hand uses in given monkeys. It is interesting to note that discrepancies are also conferred on the representations of adjacent control digits after primary training on a digit neighbor. Underlying these findings is the possibility that parallel maps of the hand that represent different physical stimuli are superimposed within a given cortical region.
Consequences of behaviorally unattended stimulation
One set of control data in these experiments was derived from passive-stimulation animals. The hand placement behavior and the tactile stimulation matched that for animals trained in the flutter-frequency vibratory discrimination task. It is unlikely that these control owl monkeys were more than rudimentarily aware of these tactile stimuli, because they were performing an auditory discrimination while vibratory stimuli were being delivered. This contention is supported by close correspondences between auditory psychometric functions in the presence and absence of these tactile stimuli, and by the similarities of the cortical representations of the fingers in these control animals with those of normal monkeys (see Recanzone et al. 1992a-c) . The distributions of neurons with an entrained response were topographically restricted to a small, continuous area in passively stimulated hemispheres, in contrast to more widely and discontinuously distributed sites with entrained responses in the trained and adjacent digits of experimental hemispheres. The temporal response structure differences in individual-site or population responses were not evident in these passively stimulated animals, but the compound population responses were marginally larger in both studied monkeys. Moreover, the cortical territory representing these heavily stimulated skin sites were slightly but consistently larger than those of control digits (Recanzone et al. 1992~) . However, the magnitudes of these effects were dwarfed by changes in behaviorally trained monkeys and may simply reflect the requirement that the appropriate contact with the hand mold and stimulus is made and maintained throughout each behavioral trial.
These results provide evidence that the behavioral relevance of a tactile stimulus strongly influences the enduring effects of that stimulus on both the spatial and temporal responses of cortical neurons. Attention to a stimulus has been shown to affect the responses of neurons in a variety of cortical areas (e.g., Bushnell et al. 198 1; Mountcastle et al. 198 1, 1987; Robinson et al. 1978; Sato 1988; Spitzer et al. 1988, Spitzer and Richmond 199 1) (also see cortical learning studies cited below). This effect of attention in cortical area 3b should be considered with reference to previous studies in macaque SI. Hyvarinen et al. ( 1980) studied the responses to sinusoidal stimulation under conditions in which the animal had to detect the offset of the stimulus (attended state) or in which the monkey was not behaviorally engaged (passive state). They found selective response enhancement in only 8% of sampled neurons. A later study found no significant difference between attentional states in multiple-unit recordings attributed to SI ( Poranen and Hyvarinen 1982), although differences were seen in SII and motor cortex. Similarly, Mountcastle et al. ( 1990) presented identical sinusoidal stimuli under conditions in which there was or was not a behavioral requirement to discriminate the frequency. They also found no neurons in areas 3b or 1 that were differentially affected by the attentional state of the animal. How can the plasticity that we have observed be consistent with these findings? One possibility is that these earlier investigators looked only at the responses of neurons to stimulation at the centers of their receptive fields. The mechanism proposed below to account for the observed alterations in neuronal responses predicts that the neuronal changes predominantly occur at locations neighboring those centered at the representation of the stimulus. In addition, the "plasticity" in the overtrained animals of Hyvarinen and Mountcastle and colleagues had presumably already affected the changes necessary to improve the animal's performance to a high level. Modulatory influences of attention may be stronger during the phase of acquisition of the behavioral improvement, and these effects may be decreased in over-trained animals. A second difference between these studies and ours is that we required the animal to make the behavioral response with the same hand that had received the stimulus. It may be that modulatory influences are more pronounced in this condition. Finally, in our study the passive-stimulation animals were engaged in a difficult discrimination task of a separate sensory modality. Actively directing attention away from the somatosensory stimulus may affect neurons in SI differently than when no attentional demands are made.
Neural correlates ofjiequency discrimination
The behavioral task these animals were engaged in required that they detect a difference in the frequency of a tactile stimulus relative to a 20-Hz standard for stimuli presented to a restricted spot on a single digit. Several changes in the distributed response properties of cortical neurons were observed after extensive training, with consequent improvements in performance at this behavioral task (Recanzone et al. 1992a-c) . It is clear that several of these trainingevoked changes within the cerebral cortex cannot by themselves account for the observed improvements in behavioral performances.
The increase in cortical area of representation of the stimulated skin is not requisite for the recorded improvement in behavioral performance, although there was some correlation of the area of representation with the behavioral threshold (Recanzone et al. 1992~) . For example, the area of representation in area 3b for the little-trained, adjacent control digit in animal El was greater than the area of representation of the adjacent control digit in E2, where behavioral discrimination was substantially better. Several other specific examples of this kind could be noted. These observations indicate that positive, behaviorally induced changes in the areas of representation are not critical for improved performances at this task.
The commonly recorded increase of receptive-field sizes also cannot by itself account for changes in behavioral performance, as elaborated earlier (Recanzone et al. 1992~) . Receptive-field sizes increased severalfold in one animal that had only limited improvements in performance (E4).
This animal clearly attended to the stimulus, because it detected frequency differences reliably at high delta frequencies. Moreover, in a second key animal that did show progressive improvements in performance with training (E5) equal to those in any other trained monkey, there was no observed increase in receptive-field sizes.
Similarly, several features of the distributed temporal responses analyzed at individual cortical locations could not reliably account for tactile frequency discrimination performance. The firing rate, considered either at individual cortical locations or across the entire representation as a whole, was not consistently different across this small midrange flutter-vibration frequency range, consistent with the findings of other investigators (Mountcastle et al. 1969 (Mountcastle et al. , 1990 .
Tactile frequency discrimination has been hypothesized to be accounted for in SI cortex by the neuronal responses to the individual cycles of the stimulus (Mountcastle et al. 1969 (Mountcastle et al. , 1990 . These investigators showed that decisiontheory analysis of the cycle histograms of 13 macaque cortical neurons predicted thresholds only slightly higher than the performance of a single, well-trained human subject (Mountcastle et al. 1969) . These studies were extended by recording from single neurons in SI of awake animals during performance at the task (Mountcastle et al. 1990 ). These investigators found that the temporal coding of the response, as measured by the power spectrum, was tuned to the presented frequency. Their conclusion was that frequency discrimination could be based on this temporal information, but they did not elaborate on how this could be done. Although we did not specifically analyze these current data with respect to the power spectrum of the response at single cortical locations, the vector strength is a similar measure of the fidelity of the response at a given frequency. This value was consistently high in a significant fraction of the locations tested, in agreement with the power spectrum data of Mountcastle et al. ( 1990) . The phase locking of neurons at individual locations was variable within and among individual animals and could not be used to consistently and reliably differentiate among stimulus frequencies.
In this study our analysis was based on the distributed population response as opposed to the responses of single neurons. In contrast to the Mountcastle studies, when considered as a whole the cycle histograms in these experiments did not give an entirely reliable prediction of the behavioral thresholds. It was not until a subpopulation of cortical neurons that consistently responded at an early time within the stimulus cycle was examined, or when the analysis was restricted to the onset or rising phases of response cycles for either the entire population or the shorter latency population, that a good fit to the behavioral data was obtained. The discrepancy between our data and that of Mountcastle and colleagues is probably due to the differences in the technique. Mountcastle and colleagues stimulated the center of the receptive field under study, whereas we always stimulated the same skin location regardless of the receptive-field location. The neural responses we recorded that occurred late in the stimulus cycle may be from neurons that were not maximally stimulated, and therefore added to the "smear" of the cycle histogram. Nonetheless, these neurons were activated during stimulation of the skin in a manner nearly identical to that during the behavioral task. It may be that the high firing rate, high rate of change of the firing rate, and the temporal cohesiveness of the early response is most easily integrated and transmitted to higher levels of the cortical hierarchy.
Neural mechanisms underlying training-induced changes in spatial response properties
The mutability of representations in the primary somatosensory cortex, particularly area 3b in the primate, has been repeatedly demonstrated. Explanations of mechanisms to account for this class of neocortical plasticity have been put forward by this laboratory Recanzone and Merzenich 1992) as well as by others (Edelman 1978 von der Malsburg and Singer 1988 ; see also Calford and Tweedale 199 1; Killackey 1990) . These proposed mechanisms have assumed that the efficacies of existing synapses are increased or decreased by the temporal coincidences of inputs to cortical neurons without the need for changes of the spreads of afferent inputs to the cortex. The divergence of somatosensory projections to SI cortex is sufficient to account for topographic plasticity (Garraghty et al. 1989 (Garraghty et al. , 1990 Hicks et al. 1983 Hicks et al. , 1986 Jones 1975a,b; Juliano et al. 1987 Juliano et al. , 1989 Lin et al. 1979; Mayner and Kaas 1986; Snow et al. 1988; Zarzecki et al. 1982 Zarzecki et al. , 1983 . Local morphological changes do occur, however, for example by local dendritic sprouting or by changes in dendritic spines and synaptic bouton formation (e.g., see Connor and Diamond 1982; Greenough et al. 1985; Withers and Greenough 1989) .
These hypotheses invoke a Hebbian-like synapse (Hebb 1949 ) that increases its efficacy for firing the postsynaptic neuron when both the pre-and postsynaptic cells fire simultaneously. By this view, the coactivation of inputs from adjacent receptors in the skin is sufficient to activate the neuron, resulting in the correlated activity in pre-and postsynaptic elements. These synapses are not necessarily only of the thalamocortical type but can also be from local intracortical circuits. The resulting receptive field is the product of the competition between the excitatory inputs from thalamic afferents and the local cortical neurons with excitatory and inhibitory influences projected from the cortical neurons in the surround. The topography of the representation is subjected to use-driven changes under control of these competitive balances.
There are several examples throughout the nervous system in which the efficacy of excitatory synapses are altered by temporal coactivation, including electrical stimulation (Bliss and Lomo 1973; Iriki et al. 1989; Sakamoto et al. 1987; Stryker and Strickland 1984) , mechanical stimulation at the periphery (Delacour et al. 1987; ), iontophoresis of presumptive neurotransmitters (Metherate et al. 1987 (Metherate et al. , 1990 , natural stimulation in classical or operant conditioning paradigms (Diamond and Weinberger 1986, 1989; Disterhoft et al. 1972 Disterhoft et al. , 1976 Kitzes et al. 1978; Kraus and Disterhoft 1982; Olds et al. 1972 Olds et al. , 1978 Oleson et al. 1975; Woody et al. 1976 ), intracortical microstimulation (Buchhalter et al. 1978; Dinse et al. 1990; Nudo et al. 1990; , or blockade of normal pre-and postsynaptic activity (Reiter and Stryker 1988; Stryker and Harris 1986) . The modeling of neural networks that modify excitatory synapse effectiveness show topographic reorganization similar to that described experimentally (Grajski and Merzenich 1990; Miller et al. 1989; Pearson et al. 1987) .
The general class of model with Hebbian-like synapses is sufficient to account for the major findings of this series of experiments. An important feature of this particular experimental series is that the behavioral paradigm was developed such that only a restricted, invariant location on the skin was stimulated during the behavioral paradigm. The invariant location of the tactile stimulus described in this series should engage a localized region of the cortex (or "cortical network") with synchronized inputs. These synchronous inputs would be expected to strengthen the synapses from all thalamic neurons that represent this small area of skin stimulated. The neighboring cortical neurons that initially represent any part of the stimulated skin would be activated simultaneously by these thalamic inputs, and all of these excited neurons would exert their influences on neighboring neurons through local circuit synapses. Initially, this interaction of depolarization by the thalamic input coupled with that from the neighboring cortical neurons would strengthen all local excitatory synapses within this group of cortical neurons by operation of a Hebb rule. This would, in turn, result in greater depolarization of neighboring cortical neurons that are also depolarized at subthreshold levels by previously ineffective synapses from the thalamus. This synchronized activity could then be expected to strengthen these synapses above threshold and could result in an emergence of excitatory responses by these neurons to the same behaviorally important stimulus. The observable result of these simple distributed Hebbian effects would be a progressive expansion of the cortical neuronal population and of the extents of the cortical zone excited by these behaviorally important stimuli. This is just what was observed experimentally ( Recanzone et al. 1992~) .
In addition to the increased cortical representation, there was a severalfold increase in receptive-field sizes over the cortical region representing the stimulated skin in all except one monkey. This result is also predicted, because the behavioral stimulus would activate thalamic inputs to the cortex that would be the composite of all receptive fields that included that skin spot. This compounded receptive field should incorporate much of the skin surfaces of the behaviorally stimulated digit Kaas et al. 1984) . Input over this broad area of representation at the thalamic level would be effective in driving changes in the efficacy of synapses of the cortical neurons. The consequence would be that many cortical receptive fields would not only increase in size, but would also become centered roughly on the stimulation spot. This representational distortion was observed in area 3b by an analysis of the receptive-field topography and of the receptive-field overlaps in this remodeled cortical zone (Recanzone et al. 1992~) .
The results of this series of studies collectively demonstrate that representational remodeling at a restricted cortical site results in cortical network changes over a wide surrounding cortical zone. These representational changes may account for some of the gains in discriminative abilities recorded on digits next to trained ones (see Recanzone et al. 1992a ). Again, distributed network effects away from the center of the most directly engaged cortical network sector are expected. The simple Hebbian mechanism also predicts a relaxation of these effects after cessation of the driving stimulus. Cortical topographies have been demonstrated to return to essentially "normal" topographic organization after the discontinuation of a particular behavior ) and indeed psychophysically measured thresholds at a specific skin locus increased once the training on that restricted skin region was discontinued (Recanzone et al. 1992a ).
New-d mechanisms underlying perfbrmance improvements
The mechanisms outlined above can also adequately explain the enhancement of temporal processing. If direct inputs from the thalamus to the cortex are strengthened by Hebbian mechanisms, this increased synaptic efficacy should effectively lower thresholds, shorten response times, and therefore sharpen the timing of neuronal responses. By decreasing response times across a significant distributed neuronal population, the slopes of the rising phase of the compound cycle histogram should increase, providing improved resolution of the response evoked by different midrange flutter-vibration frequencies. A second possibility is that the population of neurons with shorter response times is usually masked and emerges with training, for example by a change in the effective afferent receptor populations driving these cortical area 3b neurons. However, it should be noted that improvements in tactile frequency discrimination progressed over 30-13 1 training sessions. It is doubtful that this progressive change in the distributed response coherences can be accounted for by simply shifting from a longer response time input source to an always-available shorter response time source.
Reorganization of area 3a
Mechanisms described to explain the reorganization in area 3b can also account for the emergence of cutaneous receptive fields in area 3a in these same animals (Recanzone et al. 1992b) . Cutaneous inputs to area 3a have been demonstrated to be subthreshold in the anesthetized cat (Kang et al. 1985; MacGillis et al. 1983; Zarzecki et al. 1983; Zarzecki and Wiggin 1982) , and cutaneous receptive fields have been reported at low frequency in most physiological studies in area 3a of primates (see Iwamura et al. 1983; Recanzone et al. 1992b ; Tanji and Wise 198 1). Nelson has shown that neurons in area 3a that do not have a cutaneous receptive field using criteria similar to ours will respond to a vibratory stimulus, but only if that stimulus signals a behavioral response (Nelson 1987 Nelson and Douglas 1989) . These results suggest that the behavioral significance of the vibratory stimulus modulates the response of these neurons. The enhanced activity of the cutaneous inputs to area 3a neurons from both the thalamus and area 3b would be expected to strengthen these cutaneous inputs. In addition, area 3a may be initiating or modulating the hand-mold release response. The enhanced activity during cutaneous stimulation may be sensitizing the neurons of this cortical area necessary for the short reaction time motor response demanded in this behavioral task. The strengthening of cutaneous inputs would be seen by the use of the experimental techniques used in this present study.
The convergent and divergent anatomic inputs into this area both from the thalamus and from area 3b can account for the very large, often multiple-digit, receptive fields observed in this area. The spread of anatomic inputs can also account for the highly idiosyncratic topographic complexities recorded in this region. It is of interest to note that small receptive fields emerged in highly topographic order in area 3a in one trained monkey. This demonstrates that under the right circumstances this relatively diffusely connected field has the capacity to generate fine-grained, highly ordered skin representations.
Some implications
Previous demonstrations of neocortical plasticity have not been able to make a link to potential alterations in perception, although this link was supported by a number of experimental observations, including studies of human amputees (Haber 1958; Teuber et al. 1949 ; see also , the pioneering work of Sherrington and colleagues (Graham Brown and Sherrington 19 11, 19 12; Graham Brown 19 15; see also Merzenich et al. 1988, 199 1; Nudo et al. 1990; Recanzone and Merzenich 1992) , as well as inferences made by classic psychologists (e.g., see James 1890; Lashley 1930) . Along with studies of response modification in classical conditioning conducted principally in the auditory cortex, the results of this series of experiments provides direct evidence that neocortical plasticity is not an epiphenomenon consequent to peripheral injury or to other experimental manipulation.
To the contrary, remodeling of the details of cortical representations parallels the development or improvement of new skills and behaviors throughout life, and plausibly accounts for them. The finding that both the spatial and temporal response properties of neurons can be altered, and with some independence, implies that many aspects of neocortical responses can be modified during improvements in more complex and integrated tasks such as texture or softness discrimination or object recognition.
An important implication of this work is expressed by the striking temporal sharpening and the great expansion of a temporally coherent representation of behaviorally important stimuli in the engaged cortical zone. Stimulation of a small skin spot in a behavioral task resulted in the emergence of a greatly expanded zone of coherent response to behaviorally important stimuli simultaneously over a very large region of both areas 3a and 3b. This distributed, temporally coherent response clearly emerged with behavioral training, and was strongly correlated with, and presumably accounted for, the improvement in the ability of the animal to make temporal distinctions about these applied stimuli. The emergence of a large zone with very similar, large receptive fields indicates that changes in positive coupling across the cortical network itself is also occurring on a major scale. When considered by the point of view of the response to the sinusoidal stimulus, this widespread area of cortex had essentially the same receptive field, similar to that seen after periods of intracortical microstimulation (Dinse et al. 1990; . In other models, demonstrations of coherent activity distributions have been directly linked to positively coupled cortical cell assembly configurations (see Dinse et al. 1990; Palm 1990; Singer 1990 ). These results should encourage investigations of the functional operations of the cerebral cortex beyond columnar processing and to acknowledge the horizontally interconnected neuronal "network" as another "functional unit" of cortical processing.
