Abstract Composite sampling can be more cost effective than simple random sampling. This paper considers how to determine the optimum number of increments to use in composite sampling. Composite sampling terminology and theory are outlined and a method is developed which accounts for different sources of variation in compositing and data analysis. This method is used to define and understand the process of determining the optimum number of increments that should be used in forming a composite. The blending variance is shown to have a smaller range of possible values than previously reported when estimating the number of increments in a composite sample. Accounting for differing levels of the blending variance significantly affects the estimated number of increments.
Unfortunately, compositing does not always result in a perfectly blended physical sample. Variation in the blending of the composite sample affects the overall variation in unique ways. This uniqueness results from the relationship between sample size and the blending variation; therefore, to estimate the number of samples to use in a composite sampling procedure for a desired level of overall variation requires a different procedure than standard sample size estimation problems.
Definition of terms
One of the challenges of understanding composite sampling is the terminology that varies across fields of application and even within a specific field. For this article, Duncan's 1962 " standardized" terminology will be used. This terminology is also depicted in Fig. 1 .
Lot:
The population that is under investigation. A lot could be a truckload of coal, a section of land, or a quantity of blood. Segment: A portion of the lot to which inference will be made. Increment: Randomly selected samples that represent the segment and are used to form the composite. Blending: The mixing or agglomerating of increments from a segment. Composite sample: A sample formed by blending a certain number of increments from specified segments of the lot. Sub-sample: A randomly selected portion of the composite sample that is sent to the laboratory. Laboratory Sample: A randomly selected portion of the sub-sample that is measured.
Description of composite sampling process
The general description of composite sampling is the process of combining increments in order to reduce the number of measurements needed for estimating specified parameters (Behets et al. 1990; Izenman 2001; Gilbert and Doctor 1985) . Under this overarching concept, a plethora of differing parameters, processes, and objectives reside. The scope of this paper is limited to theory that can be applied to most types of composite sampling with some slight variations of the underlying model.
In general, the compositing process begins by developing the sampling design for selecting the increments to form the composite sample. Next, the increments are gathered and blended into a composite sample. Note that the goal is a perfect blending of the increments, but in practice the mixing may not be perfect. In fact, mixing may not be possible at all for the material of interest. Adequate blending is a result of the mixing procedure and the material being blended. Then one or more sub-samples are removed from the composite and sent to the laboratory for analysis. This subsample can be further sampled and each resulting laboratory sample used for chemical analysis or other measurement. Figure 1 shows the process of forming composite samples and measuring the variables of interest when the lot is the perimeter (boundary) of an enclosed area. This process is of interest when a researcher wants to determine the boundary of a specified contaminant. If the upper confidence limit (UCL) on the mean of a segment is above the concentration threshold, then the boundary is extended outward and new increments are taken on the extended perimeter. This process is repeated until the UCL for all segments is below the defined threshold levels. Boswell et al. (1996) compiled an annotated bibliography of the theory and application of composite sampling. Brown and Fisher (1972) developed models and derived variance formulas for composite sampling of bales of wool. Rohde (1976) extended Brown and Fisher's (1972) work. Finally, Elder et al. (1980) further extended the work of Rohde (1976) and Brown and Fisher (1972) . The Elder et al. (1980) result is used here to develop a method for computing the number of increment samples per composite. They define x as the average of the observations from a segment. They then derived the following variance for x.
Compositing theory
where σ 2 x is the variance of the composite mean that will be used to compute the confidence interval for the mean,
I is the between-increment variance, which will be greater than or equal to the between composite variance, σ 2 b is the variance that results from blending the increments, to be defined in more detail in Sect. 3.1. σ 2 t is the between-measurement variance. n is the number of increments that are taken from a given segment to be blended into a composite sample. r is the number of replicate composite samples that are obtained in the same segment. s is the number of sub-samples that are removed from the composite to be analyzed by the laboratory. 
where rn equals the total number of increments per segment. This "ideal model" is often used to compute σ 2 x when it is assumed that the blending process is nearly perfect (σ 2 b = 0). This assumption is the cause of debate on the appropriateness of composite sampling techniques (Patil 1995) . Johnson et al. (2001) and Rohlf et al. (1996) used costs when determining the optimal numbers of composites, increments, and measurements under the assumption that σ 2 b = 0. process alone, Eq. 1 can be used to show that as n becomes larger than √ s/σ b then the estimate for σ 2
x will actually increase with n instead of decreasing. Figure 2 shows the estimates for σ 2
x as a function of differing n and σ 2 b with σ 2 I = 4, σ 2 t = 0.002, r = 2, s = 1, and t = 2. The values of σ 2 I , σ 2 t , r , s, and t are arbitrarily chosen for this example and would be known or decided upon in an actual study. Any selection and combination of these five values will result in similar relationships to those shown in x that results from Eq. 1, when σ 2 b is considered to be constant in relation to n.
Point 'a' shows the point where an n of 6.3 will result in the desired σ 2 x for σ 2 b = 0 and point 'b' gives an n of 12.6 where the line that results from σ 2 b = 0.006 crosses the desired threshold. The dotted-dashed line that results from σ 2 b = 0.012 shows that the mixing variation is too large to attain the desired σ 2 x , while the dotted line shows that a reduced σ 2 b will give the desired σ 2 x with a smaller n.
3 Expressions for the number of increments per composite sample for a desired σ 2
x
Few papers discuss estimating the number of increments to attain a certain level of variation when making inference on a segment. Elder et al. (1980) briefly discuss the problem without a final recommendation of how to estimate n. If values for σ 2 I and σ 2 t are known and values for r , s, t, and σ 2 x can be specified, the reduced model given by Eq. 2 gives the minimum number of increments (n o ), that would be required if σ 2 b = 0. Solving Eq. 2 for n yields
which is obtained by using the quadratic formula to solve Eq. 1 for n.
Since the minimum value of n is desired, Eq. 5 represents the solution for n from Eq. 4 when the minus sign is used. Figure 2 shows examples of a specific σ 2 x having two solutions for n of which the solution that results from the minus sign (Eq. 5) would always be preferable. ? Elder et al. (1980) describe the blending variation by defining G as the total amount of material in each subsample and g i jl as the amount of material from the lth increment in the ith composite that appears in the jth subsample from the composite, where i = 1, . . . , r , j = 1, . . . , s, and l = 1, . . . , n. Then the fraction of material from the lth increment in the jth subsample from the ith composite sample is
and thus
σ 2 b is the variance of the b i jl , l = 1, . . . , n and the mean of b i jl is 1/n. If perfect blending is achieved, there should be 1/n of each of the n increments in the subsample taken from the composite. On the other hand, the worst blending would result in n/n of one increment and 0/n of the remaining increments in the laboratory subsample. This reasoning leads to the limits of σ 2 b Elder et al. (1980) .
These bounds show that as the number of increments used in the composite sample are increased toward infinity, the maximum of σ 2 b will approach zero. However, in actual sampling procedures as n increases the compositing procedure will deteriorate (mix poorly) which will tend to cause σ 2 b to increase. This creates an interesting dynamic in how σ 2 b changes with increasing n. It would be beneficial for each composite sampling project to carefully determine how this relationship applies in their procedure.
Assuming the physical mixing procedure does not decrease in efficiency for small increases in n, an increase in n may result in a reduction of σ 2 b . However, the amount of this reduction in σ 2 b would be unique to each application and difficult to determine for the purpose of this paper. Rohde (1976) proposed a Dirichlet model for σ 2 b which results in a precise relationship between n and σ 2 b . Under a Dirichlet model, σ 2 b when mixing two increments must be larger than when mixing six increments. This forced relationship does not intuitively represent physical blending of soil samples very well over a small interval of n.
In this paper we will assume that σ 2 b is constant over a reasonable range of values of n. Assuming σ 2 b is constant with respect to n, as discussed in Sect. 2.1, will result in a conservative approach that allows σ 2 b to be accounted for in the equation to estimate n.
How σ 2 b is affected by the other factors
When all the parts of Eq. 3 are known or given, then using the discriminant of Eq. 5 will show the permissible range of σ 2 b . The discriminant from Eq. 5 is
which means that
in order that the square root of the discriminant is a real number. Solving for σ 2 b ,
Next, taking the square root of both sides of Eq. 11 yields the only positive solution,
which can be expressed as
Expression 13 is a function of √ s/2 and n o in Eq. 3 which is used to estimate n when there is no blending variation. With this relationship, to estimate n for known values of σ 2 I , σ 2 t , r , s, and t and a desired value for σ 2 x , the range of σ 2 b that will give real solutions for n is
4.1 Estimation of n using σ 2 b and their relationship based on Eq. 9
Another important fact that results from Eq. 5 is that the maximum number of increments (n m ) for a specified set of parameter values is 2n o . This result can be seen by using Eq. 5 and replacing σ 2 b with its maximum permissible value from Expression 14. This results in
which reduces to
Assuming the relationship between σ 2 b and n is independent for values of n between n o and 2n o , then the estimates for the number of increments (n) needed based on differing values of σ 2 b will be conservative. This conservative approach is a result of using the maximum σ 2 b allowable based on the discriminant of Eq. 5. Now, σ 2 b can be examined as a function of the physical mixing process. If σ 2 b is too large to obtain an estimate for n, then improvements in σ 2 b must be attained by improving the physical mixing procedure. If these improvements cannot be made then the materials being mixed are not appropriate for composite sampling.
Estimating the number of increments
If σ 2 I , σ 2 t are known, σ 2 x , r , and t are predetermined and s = 1, then σ 2 b is bounded by its restraint defined in Expression 13. So, σ 2 b can take on values between 0 and the value given by Expression 13. Now we can look at the range of σ b and see how changing σ b affects the estimate of the number of increments.
Figures 3 and 4 are graphs with specified values of the parameters used in Eq. 5. The values on the x and y axes will change for different parameter values; however, the shape of the graph will remain the same.
The graph of the standardized values (Fig. 5) is a unique way that the relationship can be described. This relationship is defined by the discriminant in Eq. 5 and results in using one half the inverse of Eq. 3. Each axis is standardized using Specifically, the y-axis is multiplied by Expression 17 and the x-axis is a proportion of the max of σ b or in other words a proportion of Eq. 17. Figure 6 has the same curve and x-axis as Fig. 5 ; however, the y-axis is now standardized by
instead of Expression 17. Using this standardization the x-axis starts at n o , the minimum value of n with no mixing variation. This unique relationship provides a simple method to calculate the number of increments when accounting for mixing variation.
Calculate n o and specify σ 2 b as a proportion of max(σ 2 b ), then use Fig. 6 to estimate the number of increments to use. Jenkins et al. (1997) describe a composite sampling process that was performed at multiple sites. Two of the ten data sets, Hawthorne and Volunteer, are used as an example of how to obtain estimates for the desired variance components described previously. Table 1 shows the data of the TNT measurements for the increments and for the seven sub-samples taken from the composite. For their study, they took seven samples by randomly selecting the location for sample one and then systematically taking the remaining six samples as illustrated at the top of Fig. 7 . Each of these seven samples was divided into two increments, labeled 1a and 1b through 7a and 7b. The remaining material was placed into the composite sample. After compositing, seven sub-samples were taken from the composite and measured (each sub-sample measurement is labeled as S1, . . . , S7).
Example data set

Analysis
The two data sets in Table 1 were analyzed using PROC MIXED in SAS ® 9.1. Using the duplicate measurements on each increment, an estimate for the testing variation, σ 2 t , was obtained. The between increment variation, σ 2 I , was also estimated for each dataset. The between subsample variation, σ 2 s , provided a way to find σ 2 b . Elder et al. (1980) showed that 
The data set in Table 1 for the Hawthorne site was 0.01797 , and was 0.002534 for the Volunteer site. Table 2 showsσ 2 b for Hawthorne and Volunteer to be 0.00175 and 0.00243, respectively. At each site the blending variation is low enough to attain the desired σ 2 x . Figure 6 and the value of n o for each site gave the proposed number of increments to use based on each site's blending variation. These values match the calculations done for each site using Eq. 5. The calculations for the Hawthorne and Volunteer sites using Eq. 5 are given in Eqs. 22 and 23, respectively. 
Thus four increments should be composited for Hawthorne and 17 increments should be composited for Volunteer.
Conclusion
The data of Table 1 allowed us to estimate σ 2 b using Eq. 21. Another possible method to estimate σ 2 b is to spike one increment per composite with a substance that performs similarly to the substances of interest and then do the compositing. If the blending process is good, the substance should be 1/n of the original spiked amount when the subsample is measured. If a substance could be chosen that did not interact with the elements of interest, this could be used as a possible quality control mechanism on blending.
Three important facts emerge from this study on estimating n when blending variation exists. First, a large blending variance will prevent a solvable solution for n based on certain desired values for σ 2 x . Second, when the blending variance is included in the model it can have a large effect on the estimated value of n. Hence, the blending variance should be used in determining the number of increments to use in a composite sample study. Third, creating accurate methods for estimating the number of increments per composite sample will benefit sampling software programs that assist in composite sampling problems.
