This paper develops a new approach for evaluating multi-step system forecasts with relatively few forecast-error observations. It extends Clements and Hendry (1993a) using Abadir et al. 
which stems from the lag between when long-term forecasts are produced and when the actual outcome is observed.
Simultaneously, while forecast horizons have increased, forecasting systems have grown larger.
Large macroeconomic forecasting models are regularly used by central banks.
2 Although forecasts of individual variables from large forecasting systems are evaluated regularly, relatively little work has been done to evaluate the accuracy of the whole system across all forecast horizons.One exception is Sinclair et al. (2012 Sinclair et al. ( , 2015 , who evaluate a vector of forecasts simultaneously. However, there are limitations in terms of how easily their method can be extended to simultaneously evaluate multiple horizons.
Many of the methods used to evaluate one-step-ahead forecasts are not sucient to evaluate multi-step-ahead forecasts. Clements and Hendry (1993a) show that the mean square forecast error (MSFE) is not invariant to certain transformations when the forecast horizon is greater than one-step-ahead. Instead, they propose using the general matrix of the forecast-error secondmoment and its determinant (GFESM) as an invariant measure of forecast accuracy. However, the GFESM deteriorates in relatively small samples. Thus, a new method for evaluating multistep system forecasts when there are relatively few forecast-error observations is required.
This paper presents a solution to this problem by extending estimates of the GFESM to relatively small samples. It combines Clements and Hendry (1993a) with Abadir et al. (2014) to allow for estimation of the GFESM when there are more variables (K ) times forecast horizons (H ) than forecast-error observations (N ). This extends the GFESM to large forecasting systems with long horizons even when there are relatively few forecast-error observations.
The paper seeks to answer the following questions: How well does the standard approach for estimating the GFESM perform as K H gets closer to N? Is it possible to improve on the standard approach in settings where the forecast error moment matrix is singular or non-singular? Comparing several approaches, this paper extends estimates of the GFESM beyond the non-singular case to the singular case where K H > N. It yields several important ndings. First, the standard approach is increasingly biased and imprecise when there are relatively few forecast-error observations, which can distort forecast rankings. Second, the proposed method outperforms the standard approach across a variety of forecast models and data generation processes (DGPs).
Third, the proposed method typically produces the correct ranking of forecasts even when there are relatively few observations.
The rest of the paper is structured as follows. The next section reviews dierent forecast accuracy evaluation methods with a focus on the GFESM. Section 3 lays out a new analytical ap-2 For example, see Bårdsen et al. (2012) and Burgess et al. (2013) .
proach for estimating the GFESM when K H < N. Section 4 conducts Monte Carlo experiments for a known parameters model to examine how well the proposed method performs relative to the standard approach in small sample settings and across various DGPs. Section 5 extends the Monte Carlo experiments to alternative forecast models. Section 6 applies the method to a vector of forecasts of the US economy. Section 7 concludes.
Existing Methods to Evaluate Forecast Accuracy
This section provides a brief introduction to the theory of forecasting as well as a common approach to evaluating forecasts, i.e. the mean square forecast error (MSFE). Subsequently, it introduces an alternative approach, the general matrix of the forecast-error second-moment and its determinant (GFESM). The advantages of the GFESM over MSFE measures are illustrated as well as its limitations and how it has been applied in the literature.
Consider a DGP dened by a stationary, p t h -order vector autoregressive process (e.g. VAR(p)) for a vector of K variables Y t :
Π j Y t−1− j + v t , where v t ∼ I N K [0, Ω] and Π j < 1. where X t = (Y t − Θ) is demeaned by its long-run mean. The best possible h-step-ahead forecast at time T is the conditional expectation: X T +h |T = E T [X T +h |X T ] = p−1 j=0 Π h− j j X T − j , where h ∈ [1, ..., H]. Therefore given estimates of Π j , the smallest forecast error is The MSFE, which assumes a quadratic loss function, is commonly used to evaluate forecasts.
In multivariate systems, the MSFE becomes the mean square forecast error matrix (or the matrix of the forecast-error second-moment, MFESM): 4) where the last equality holds when the true parameters are known and v t is IID. Multivariate forecasts are often evaluated using the trace of the MFESM: tr (V h ).
2.1
An invariant measure of forecast accuracy Hendry (1993a, 1998) propose a more general and invariant measure of forecast accuracy termed the general matrix of the forecast-error second-moment (GMFESM) Φ H and its determinant |Φ H |, the GFESM. The GMFESM is estimated by multiplying the stacked forecast errors across all horizons and variables. Following from equation (2.3) where the forecast error,
represents the number of forecast-error observations.
3 For h = 1. . . . , H and n = 0, . . . , N − 1 it is possible to stack the forecast errors such that
The GFESM is the determinant this equation. Equation (2.6) illustrates that each element along the main diagonal is the MSFE for all variables and horizons. Thus, the trace of this matrix is the trace MSFE over all K and H (TFESM). This illustrates the connection between the GFESM and more conventional forecast evaluation methods. It also shows that the GFESM encompasses all of the information available in the TFESM while also incorporating information from the covariances across variables and horizons.
The known-parameters case oers further insight into the properties of the GFESM. When the true parameters are known, but the error variance is estimated by the assumptions of equation (2.1) and
simplifying and then taking the determinant gives the GFESM
(2.7)
The second equality follows since the determinant of a product is the product of the determinants.
The third follows since the determinant of the matrix of coecients is unity since Γ p,0 = I K .
Thus, in this special case the GFESM is the product of the estimated error variances across horizons.
3 Note that in the literature forecast origins and forecast-error observations are used interchangeably. Here the latter term is used.
In nite samples when the true error variance is known and unchanging, or in large samples when the error variance converges to its true value such that Ω = Ω N +1 = . . . = Ω N +H , then the GFESM simplies further, so standardized by the forecast horizon H is
The standardized GFESM is useful since the GFESM increases with the forecast horizon. Clements and Hendry (1995, p. 135) note that this transformation stabilizes estimates of the GFESM for large H when |Φ 1 | diers from unity without any impact on forecast comparisons.
However, it may also downplay dierences when parameters are estimated (p. 139).
This case illustrates that when the true parameters are known, the one-step-ahead forecast errors specify the complete ranking across all horizons. Several studies, notably Engle (1993) and Gooijer and Vidiella-i-Anguera (2004) , are critical of this result. They argue that the GFESM attributes more weight to the one-step forecast errors than other forecast evaluation methods. Clements and Hendry (1993b) , Schmidt (1993) and Castle and Hendry (2008) note that although forecast uncertainty increases monotonically when all parameters are known, this does not hold when the error variance is not constant or when parameters are unknown in nite samples due to parameter estimation uncertainty. Further, this result is not unique to the GFESM. When all parameters including the error variance are known, then the TFESM relies on the one-step forecast errors.
While the GFESM is not unique in terms of the relative importance of the one-step forecast errors, it is unique in terms of its invariance properties under certain widely used transformations.
Consider transforming the forecast errors by the matrix M K,h such that the vector of forecast errors becomes M K,h u T +h+n |T +n . Generalizing Clements and Hendry (1998, p. 73) to allow for transformations of variables and forecast horizons, the transformed matrix of stacked forecast
where M H is an alternative weighting matrix across horizons while M K is a scaling matrix across variables and ⊗ is the Kronecker product. Estimating the GFESM with the transformed stacked forecast errors gives 
(2.10) Clements and Hendry (1998, p. 74) argue that GFESM dominance is a weaker condition than MFESM dominance. This can be rewritten as
Thus, it is common to report the log GFESM whose relation to the prole predictive likelihood is illustrated in Hendry (1993a, 1998) .
Limitations of the GFESM
Despite its advantages relative to MSFE measures, the GFESM has an important limitation which hampers its applicability in practice. While the GMFESM is a positive denite moment matrix of the stacked forecast errors, estimates of the GMFESM are singular and so estimates of the GFESM go to zero when variables are collinear or when there are more variables times horizons (K H) than forecast-error observations (N ).
5 While the former is solvable by excluding collinear variables or through other adjustments, the latter does not have a simple solution.
Since the GFESM tends to zero when K H > N, the literature tends to steer clear of this case. While Clements and Hendry (1995) study the small sample properties of the GFESM, their analysis remains well away from the singular GMFESM. Other studies limit their use of the GFESM by focusing on either variables or horizons. For example, Clements and Hendry (1997) focus on cross-variable forecast errors from ve dierent transformations of the same variable. Paap et al. (1997) use the cross-horizon forecast errors of consumption data to compute the 4 See Hendry (1995, 1997) . Note that methods that rely on non-linear transformations, such as those discussed below, generate nite sample estimates of the GFESM that are not invariant.
5 Granger (1993) rst pointed this out for the GFESM. Strictly speaking the former is considered singular while the latter is more precisely dened as ill-conditioned. However here they are referred to interchangeably. GFESM. Other studies that take this approach include Kunst and Franses (1998) , Gooijer and Ray (2003), Gooijer and Vidiella-i-Anguera (2004) , Veloce (2004) , Castle and Hendry (2008) , Athanasopoulos et al. (2011) and Simionescu (2013) . While the GMFESM is non-singular in most of these studies, in some cases there are only just enough forecast-error observations.
The GFESM is not limited in all applications, as some (particularly in nance), have relatively large samples of forecast-error observations. For example, see Zeng and Swanson (1998) , Clements and Galvão (2004) , Bowsher and Meeks (2008) and Baillie and Morana (2009) . See Table 2 .1 for how close previous studies get to K H > N. Homan and Rasche (1996) is one of the only studies to apply the GFESM when K H > N.
They impose restrictions on the estimated GMFESM based on assumptions about its structure.
The crucial assumption is that the forecast errors are uncorrelated across variables. While the cross-variable implications of the system forecast ranking are lost by imposing these restrictions, they justify this by claiming that the rankings do not change substantially at shorter horizons when comparisons between the constrained and unconstrained GFESM are feasible. Anderson et al. (2002) also use a similar approach.
When there are relatively few observations, the focus is either on cross-horizon or crossvariable forecast errors, rather than both. Studies that do tackle this case, notably Homan and Rasche (1996) and Anderson et al. (2002) , make assumptions about the structure of the GMFESM. Several other studies, including Kunst and Franses (1998) and Gooijer and Ray (2003) are close to the boundary of the singular GMFESM, but do not analyze the performance of the estimates. While the GFESM is estimable in such cases, it is unclear how outcomes are aected by assumptions about the error structure or as observations get close to the singular case. The rest of this paper addresses these questions.
While few approaches exist for estimating moment matrices with relatively few observations, there is an extended literature for covariance matrices. Several methods in the literature ensure estimates of covariance matrices remain well-conditioned (i.e. positive denite). However, they typically require imposing relatively stringent assumptions about the structure. As Abadir et al.
(2014) notes, there are three main avenues in the literature to ensure positive deniteness. These include imposing restrictions, using factor models, and a class of methods known as shrinkage.
Few of these approaches have been applied in the context of the GFESM. The only exception is the method proposed in Homan and Rasche (1996) , which imposes zero restrictions by assuming that forecast errors are uncorrelated across variables and allows the estimated GM-FESM to be positive denite as long as H ≤ N. This suggests that there are potentially large improvements in estimates of the GFESM by using more exible methods when K H > N.
One method developed explicitly for time series applications and potentially applicable to the GFESM is proposed in McMurry and Politis (2010) and extended in Jentsch and Politis (2015) . This method is classied as a shrinkage approach in that it down weights o-diagonal elements of the covariance matrix. The crucial assumption imposed by this method is that the data are IID. However, since multi-step forecast errors from any dynamic model are serially correlated, this assumption is not satised. Abadir et al. (2014) suggest that one way to avoid this issue is to lter the data with an appropriate model. Instead, this paper transforms the stacked forecast errors to eliminate serial correlation. However, this approach requires knowledge of the autoregressive coecient.
In the known parameters case, if equation (2.3) is substituted into equation (2.5), Clements 6 Even so, this approach only generates estimates that are asymptotically positive denite. Thus, in nite samples additional constraints are imposed on estimates of the eigenvalues.
and Hendry (1998, p. 315) show that the stacked forecast errors can be decomposed as
This result also follows from equation (2.7). Z H, N no longer contains terms that are seriallycorrelated. When this decomposition is applied to the GMFESM it becomes
where
, and Q N is a demeaning matrix. In the known parameters case the mean is zero so the moment and covariance matrices are the same. However, in misspecied models, the squared bias needs to be added to get the GMFESM.
When the forecast model is known, then under the assumption that it is well-specied the autoregressive coecient can be estimated. Alternatively, when the underlying forecast model is not known, then estimates of the autoregressive coecient can be be derived from the forecast errors. This is done by taking the h-step-ahead forecast error at T + n as in equation (2.3) and subtracting the h − 1-step-ahead forecast error at T + n + 1. Assuming that the forecast model and the DGP do not change substantially across observations, this transformation gives
Γ p,h−1 can be estimated by regressing the 1-step-ahead forecast errors, u T +h |T +n
n=0 . Repeating this analysis for h = {2, ..., H } traces out Ψ p, H , which is necessary when the forecast model is unknown. Note that the estimation sample is N − 1, so estimates of Γ p, h−1 become less reliable in small samples.
Once an estimate of Ψ p, H is constructed, then the forecast errors can then be transformed to eliminate serial correlation: 8 The covariance matrix of the transformed forecast errors can be decomposed as
where P is an orthogonal matrix of eigenvectors with a typical column p i (i = 1, ..., K H) and Λ is the diagonal matrix of eigenvalues. Since P is orthogonal, it is well-conditioned for any value of N and K H. Therefore, the only source of ill-conditioning in Σ H when K H > N stems from the estimation of the matrix of eigenvalues, Λ, since the estimated eigenvalues beyond N tend to zero. This illustrates why estimation is limited by the relative number of observations for the GFESM but not for the TFESM, since the determinant of a symmetric matrix is equal to the product of its eigenvalues, The design-free method exploits the well-conditioning of the eigenvectors to generate an alternative estimator of the eigenvalues, Λ. Using the fact that the eigenvectors are normalized so that P P = I K ×H , equation (3.4) can be rearranged as
The second equality follows since Λ is diagonal. The innovation in this method is to base the estimates of the eigenvectors, P, on a subsample of the forecast-error observations. The IID assumption for Z H, N implies that it is ecient to use s < N observations. Splitting the transformed stacked forecast errors into two samples gives 
The rst-step estimator can then be used to orthogonalize the remaining N − s observations in order to derive an estimate of the eigenvalues design-free method for estimating the GMFESM,
which is positive denite and non-singular as long as N > s even when K H > N.
9
There are many possible ways to choose subsamples of size s from N. Given the IID assumption, the design-free method can be generalized by averaging over R subsample re-samples of s to reduce the variability that comes with the choice of any one specic combination of s observations (p. 167). As a result, the generalized design-free method is
Λ s,r P Ψ p, H .
(3.10)
The general design-free approach adds two additional parameters to the estimation of the GMFESM: the size of the rst-step estimator, s, and the number of subsample re-samples, R. Choosing the optimal size of the rst-step estimator is more complicated. As Abadir et al.
(2014, p. 169) note, there is a trade o between the estimation of P s , which improves with large s, and the estimation of Σ H, N −s , which improves with a small s. For example, assume that {v T } has the same known variance for all K variables, and observations, H + N, but is uncorrelated across variables so that Ω 1+N = ... = Ω H +N = Ω = σ 2 I K . Then, the covariance matrix of the transformed stacked forecast errors is a scalar matrix
where σ 2 is the same across variables and horizons. Abadir et al. (2014, p. 167) argue that in this case, the precision of the estimation of Φ H, s, R is invariant to [the eigenvectors], and the optimal choice of s is as small as possible to increase the precision of the eigenvalues estimated in the second-step. Relaxing the assumption on variance invalidates this result. However, the special case provides insight into the choice of the rst-step estimator and also illustrates why alternative approaches such as zero restrictions or shrinkage are eective.
In practice, there is considerable variation in the optimal choice of s. Abadir et al. (2014) argue that choosing small s delivers the largest improvements in the conditioning of the estimated variance matrix (p. 174) but also suggest that choosing s to be around 0.5N provides the best estimate of the covariance matrix (p. 177). This supports the choice of a range of s to evaluate the stability of the performance of the design-free method.
9 Since Z H, s is de-meaned, then the GMFESM will be non-singular as long as N − 1 > s. Note that in misspecied models, the squared bias term needs to be added to equation (3.9).
By choosing the optimal rst-step estimator to orthogonalize the unused observations, the approach proposed in Abadir et al. (2014, p. 166 ) reformulates a multivariate problem from one of ill-conditioning and imprecision to a univariate problem in each diagonal element in equation (3.5). While this approach generates well-dened eigenvalues, and therefore positive denite matrices, it is important to note that there is no additional information beyond N.
Once K H > N, then the estimated eigenvalues beyond N tend to zero. The additional eigenvectors beyond N are then arbitrary and can be normalized to any value. Thus, while positive denite estimates of the GMFESM are generated, these estimates, and therefore the GFESM, may deviate substantially from the true underlying values. However, in principle as long as the normalization of the eigenvectors is applied uniformly across forecast models then it is possible that this approach would still generate invariant rankings of the forecasts. Furthermore, averaging across the subsample re-samples may help reduce substantial deviations.
Simulations
In this section, Monte Carlo experiments are run to study the small-sample properties of various estimators of the GFESM across dierent horizons, variables and DGPs. The simulation design is as follows: the DGP is a rst-order vector-autoregressive process (VAR(1)):
where X t = (Y t − Θ) is a vector of K variables that are demeaned by a vector of their long-run means. In the baseline case, the system is composed of two variables (K = 2) forecast across four horizons (H = 4). The known parameters forecast model is considered so that Π is known, there is no bias and there is no parameter estimation uncertainty. This implies that the alternative methods for transforming the stacked forecast errors are equivalent, and so any serial correlation is eliminated using Ψ −1
1, H (see equation (3.1)).
The simulations explore the performance of various method of computing the GMFESM for a range of forecast-error observations, including where the standard approach is singular. Four separate approaches are considered: the standard, constrained, tapered, and the designfree methods. By doing so, this analysis assesses the performance of a range of methods as they relate to the GFESM. See Abadir et al. (2014) for comparisons of the design-free method against an alternative range of approaches in a dierent context.
The standard approach was originally proposed by Clements and Hendry (1993a) . Adapting equation (2.6) to illustrate the transformed stacked forecast errors from equation (3.1), the standard approach is computed as
where W H, N |T = Ψ 1, H Z H, N is estimated from equation (2.5) and the forecast errors, u T +h+n |T +n are generated from the known parameters model (see equation (2.3) when p = 1 and Π = Π). The second equality follows from the fact that the determinant of the coecient matrix is unity, so that the standard approach is invariant to the use of the transformed or nontransformed stacked forecast errors. Given that the baseline system consists of two variables and four forecast horizons (K H = 8), then the minimum number of forecast-error observations, N, for the standard approach to be well-conditioned is 8.
Next, the design-free method is considered. This approach computes the GFESM as
where the standard approach, Φ H , is replaced by the general design-free method from equation (3.10). Unlike the standard approach in equation (4.2), the design-free method is not invariant to transformations of the forecast errors. The design-free method requires additional choices in terms of R and s. Setting R = 20 is sucient to reap most benets. s 1 is referred to as Min, s 2 is referred to as the Mid, and s 3 is referred to as Max. 11 These three values give a range for how the design-free method varies with s.
The constrained and tapered methods are considered for comparison. They are constructed following Homan and Rasche (1996) and Jentsch and Politis (2015) respectively. The constrained method is estimated exactly as in equation (4.2) except that restrictions on the GMFESM are imposed such that all of the cross-variable covariances are set to zero prior to taking the determinant. When these restrictions are valid the constrained method is invariant to transforming the stacked forecast errors. Since the baseline simulation experiment assumes Ω = I K , then the imposed restrictions are valid. This may skew the results in favour of the constrained method. The minimum N required for the constrained method to be non-singular is 4, which is equal to the longest forecast horizon.
The tapered method down-weights elements of the covariance matrix as a function of distance from the main diagonal. The maximum between the estimated eigenvalues and some 10 See Abadir et al. (2014, p. 169) . Simulations show that there is a trade-o in that there are marginal benets to increasing R when the estimator is singular, but that with higher R performance declines as N increases.
11 Abadir et al. (2014) also propose a 'grand average' method which averages over the dierent subsamples. However, it is excluded here since its performance generally lies between the subsamples considered. Their Ox code is available at: http://bit.ly/1cqMpUR. See Jentsch and Politis (2015, pp. 7-9) . Similar to the design-free approach, the tapered method is not invariant to transformations of the forecast errors.
In order to ascertain how close the methods get to the actual GFESM, it is necessary to have a baseline against which to compare. In a Monte Carlo setting, the DGP is known, so it is also possible to estimate the true GFESM. From equation (2.7) when p = 1, the true GFESM for the known parameters forecast model is
where Ω is estimated from the correctly specied model such that
The true GFESM is used as the baseline against which the various methods are compared.
The analysis rst examines how dierent methods estimate eigenvalues of the GMFESM and then the GFESM itself. Simulations are run with 1,000 replications. 
Eigenvalues
An initial view of the relative performance of the various methods is given by examining how well they estimate the eigenvalues of the GMFESM. Since the GFESM is the product of the eigenvalues, these estimates are important. As Table 4 .1 illustrates, when K H > N the standard approach overstates the largest eigenvalues while substantially under reporting the smallest eigenvalues. In fact, the standard approach goes to zero because it severely under estimates any eigenvalues greater than the number of forecast-error observations.
12 This implies that the user dened constants following Jentsch and Politis (2015) notation are all set equal to = = β = 1. Their R code is available at: http://www.math.ucsd.edu/~politis/SOFT/function_MLPB.R.
13 All numerical results were obtained using OxMetrics Version 7.10; see Doornik (2013) ; Doornik and Hendry (2013a) . indicates that the estimate is no better than the singular case. Values less than | ± 100| represent an improvement relative to the singular case.
For the standard approach in Figure 4 .1, the GMFESM is initially non-singular until N = 8 when the MSE and bias start to decrease. Put slightly dierently, the standard approach deteriorates as N decreases relative to K H. Furthermore, while the standard approach is consistent for large N and xed K H, it is biased in nite samples.
These results are of considerable interest given the relevance to previous applications of the GFESM. While most studies shy away from the GFESM when K H > N, several studies including Kunst and Franses (1998) and Gooijer and Ray (2003) come right up to this boundary using the standard approach. If these results are generalizable, then estimates of the GFESM using the standard approach at the borderline case are downward biased.
With the exception of Max, each of the other methods improves upon the standard approach. 
Comparing Estimator Performance Across Forecast Models
The previous section demonstrated the relative performance of the dierent methods for the known parameters model. However, it is unclear if these results hold for alternative forecast models. Furthermore, since the previous section only focused on one model, nothing could be said about how the performance of various methods relates to their ability to capture the actual rankings. This section extends the simulation results to alternative forecast models including the unknown parameters (VAR) and the random walk (RW) model. While the VAR, or unknown parameters model, does well in the case when there are no structural breaks, the RW is often used as a baseline and is more robust when there are structural breaks, albeit at short horizons.
In order to compare estimates of the GFESM across alternative models, the target values, which dier across the models, need to be computed. These true GFESM's are described before presenting the simulation results. This section focuses on models that are representative of two dierent cases: unknown, and xed parameters.
Unknown parameters
The true parameters are unknown in the VAR model. Thus, the parameters (including a constant term) are estimated following each of the T + n observations. Building on Schmidt (1974), Clements and Hendry (1998, p. 75) show that when the true parameters are unknown, the forecast error variance for the h-step-ahead forecast becomes
where Q(h) is the derivative of (Π h ) v with respect to Π v when (.) v denotes vectoring. When the system is mapped to an I(0) representation and there are no unrestricted variables, Doornik and Hendry (2013b) argue that parameter estimation uncertainty can be expressed as 
The RW model xes the parameters. Thus, while there is no parameter estimation uncertainty, the estimate of the true GFESM needs to account for the dierence between the actual and xed parameters. The RW model does not change the VAR(1) other than to x the parameter values, denoted asΠ. WhenΠ = I K , then the forecast error variance is 
Equations (5.3) and (5.5) augment (4.4) in dierent ways to give the true GMFESM for the respective forecast models, the determinants of which are the true GFESMs used as baselines to compare the various estimators. As in the known parameters case, the error variance in each of these cases is estimated from the correctly specied model in equation (4.5).
Estimates of the GFESM for the various models are generated using the forecast errors from equation (2.3) when p = 1, for the known, VAR and RW models with modications for how Π is treated and whether a constant is estimated. The forecast errors for each model are stacked into matrices following equation (2.5) and then transformed by the parameter matrix in equation (3.1). The GFESM is then estimated by the methods described in the previous section using the respective transformed stacked forecast-error matrices for each model.
Equations (5.3) and (5.5) illustrate that when forecast models are misspecied, it is no longer straightforward to decompose the GMFESM as in equation (3.2). As a result, transforming the forecast errors may not remove all serial correlation from the forecast errors of the misspecied models. An IID test on the transformed forecast errors is useful in this case and also serves as a preliminary way to test for predictive failure. Assuming that the correct transformation was used, then under the null hypothesis of IID forecast errors the forecasts are well specied. Furthermore, since the forecast errors are no longer unbiased, the moment and covariance matrices are no longer equivalent. Thus, the squared bias term needs to be added back into the estimates of the GMFESM before taking the determinant. In terms of the design-free method, a homogeneous estimate of the eigenvectors (i.e. smaller s) does poorly and so increasing the size of the rst-step estimator (i.e. higher s) improves estimates, which is why Max sees relative improvements. The tapered method also fares worse which is likely because it downplays the covariance of the forecast errors at longer horizons.
On the other hand, the constrained method performs well since there is no cross-variable or cross-residual correlation in the DGP. When cross-variable/residual correlations increase, then the constrained method no longer has the lowest MSE. Simulations for additional misspecied models suggest increasing dierentiation across methods. These results continue to hold when structural breaks are included. 14 14 Additional simulation results are available upon request.
Ranking the Forecast Models
So far the analysis has focused on how well the GFESM can be estimated. However, it is also important that estimates of the GFESM provide a valid ranking of forecast models. In fact, it is possible that even when estimates are poor they can still provide informative rankings of the forecasts. The remaining analysis in this section focuses on how the various methods rank the forecasts. The DGP evaluated here contains 2 variables and 4 forecast horizons. Unlike the previous results, this analysis focuses on the actual estimates of the GFESM. The average of the RMSFE's across all variables and horizons (ATRMSFE) is calculated for comparison. Table 5 .1 presents estimates of the standardized GFESM across dierent sizes of N. For simplicity only three cases are considered: the singular case (N = 6), the borderline case (N = 8),
and the non-singular case (N = 20). The rows present the various methods and the minor columns represent dierent forecast models. In addition to the known parameters, VAR and RW models, the dierenced known parameters model is also included to illustrate that the invariance of the GFESM does not extend to the MSFE. The true GFESM ranking across all three cases from best to worst forecast model is: known parameters, dierenced known parameters, VAR and RW. The known parameters model does best followed closely by the correctly specied VAR whereas the robustied models perform noticeably worse when there is no break. The ATRMSFE gives the same ranking as the true GFESM except that the ATRMSFE's are dierent for the known and ∆ known parameters models. This dierence is more pronounced when Π 0.5 and can help indicate the degree of serial correlation in the forecast errors.
15
Now consider the rankings generated by the various GFESM estimators. In the rst major column of Table 5 .1, since K H > N, the standard approach is zero and therefore unable to distinguish between models. However, the design-free method generates a correct ranking.
The constrained and tapered methods also generate correct rankings.
In the borderline case, the second major column of Table 5 .1, each of the methods correctly ranks the forecasts. Now the standard approach also correctly ranks the forecast models. These results continue to hold as N increases (third major column). The results presented here are for the standardized GFESM. The specics vary slightly for the log GFESM and the unstandardized GFESM. However, in general the results suggest that estimation biases enhance rather than distort the forecast rankings, Furthermore, when N is relatively small, a more important concern is the ability to distinguish between well-specied models. This is particularly true when there is a structural break at the end of the estimation sample (not shown), then it is hard to distinguish between a VAR model with an intercept correction term and an RW model.
15 The known parameters model has a smaller ATRMSFE when Π < 0.5 and a larger ATRMSFE when Π > 0.5. 1. Estimates are based on 1,000 replications.
2. ATRMSFE is calculated as the sum of the square roots of the diagonal of the GMFESM.
6 Evaluating a vector of forecasts for the US economy
The section applies the methods proposed by evaluating a vector of forecasts of the US economy generated by a vector equilibrium correction model (VEqCM) and a RW model. The data used and the forecast models are described in Anderson et al. (2002) . Forecasts were generated for 6 variables up to 16 quarters ahead from 1989 through 1997. Thus 96 forecasterror observations are required to evaluate the forecasts using the standard approach, but a maximum of 36 forecast-error observations are available. Anderson et al. (2002) use the constrained method to compute reduction in the VEqCM's GFESM relative to the RW model.
While this analysis estimated a VEqCM and generated forecasts that exhibit the same general features, the original GFESM results could not be replicated (see Anderson et al. (2002, Table 6 )).
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Using the methods described above, this analysis computes the improvement of the VEqCM over the RW in terms of the log GFESM and the ATRMSFE for 1 − 14 quarters ahead forecasts. This allows for comparisons across various methods. Most of the GFESM methods suggest that the VEqCM dominates the RW across all 14
horizons, albeit to varying degrees and with notable exceptions between 10 − 12 quarters ahead.
The constrained approach tends to underestimate the performance of the VEqCM when the forecast errors are not transformed. This suggests that the assumptions this method imposes are invalid. The ATRMSFE suggests that the VEqCM only dominates the RW through 8 quarters ahead, after which the RW dominates the VEqCM. This implies that the VEqCM forecasts benet when accounting for the error covariance across variables and longer horizons.
The full results are available upon request. 
Conclusions
This paper develops a new approach for evaluating multi-step system forecasts when there are relatively few forecast-error observations. In the process, it proposes a solution to one of the long-standing limitations of the GFESM. Section 3 shows how the approach developed in Abadir et al. (2014) can be generalized to estimate the moment matrix of the stacked forecast errors. Combining this method with Clements and Hendry (1993a) allows for precise estimation of the GFESM even when K H > N.
The simulations in sections 4 and 5 show that the standard approach is downwards biased and deteriorates rapidly when there are relatively few forecast observations. On the other hand, simulations show that the alternative methods can greatly reduce this bias in relatively wellspecied forecast models. While there is limited dierentiation between alternative methods in well-specied models, this changes for misspecied models. The constrained approach does consistently well in simulations since its restrictions are valid for the DGP designs considered, its performance deteriorates when the imposed restrictions are invalid or when the forecast horizon increases. Furthermore, while Min does better in the baseline situations, Mid appears more robust to dierent types of model misspecication. Despite these dierences, each of the methods correctly rank the models.
The simulation results also extend to an application of the methods in evaluating forecasts of the US economy. In general the GFESM methods consistently rank a VEqCM over a RW across all horizons, which diers substantially from the results for the trace MSFE statistic. This illustrates the benets of being able to extend estimates of the GFESM to cases when there are more variables times horizons than forecast-error observations.
