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Summary
The Dirac equation which was first derived in 1928, is a widely used model in particle
physics. It is a relativistic version of the Schro¨dinger equation that is consistent
with both the principles of quantum mechanics and the theory of special relativity.
The Dirac equation describes all spin 1/2 massive paricles, for which parity is a
symmetry, such as electrons and quarks. Since 2003, the Dirac equation has regained
considerable research interests due to the groundbreaking discovery of graphene, the
first two dimensional material. The dynamics of electrons in graphene can be very
well described by the Dirac equation. Therefore the computation for the Dirac
equation is of significant research value.
The purpose of this thesis is to propose and analyze some e cient numerical
methods for solving the Dirac equation in the nonrelativistic limit regime. The
numerical implementations here include some classical discretization methods and
multiscale decomposition methods. We mainly focus on the comparisons of how the
error bounds depend on the nonrelativistic limit parameter in di↵erent methods.
This would help us to choose proper temporal step size in order to resolve the
oscillation of this regime, and finally achieve a uniformly accurate numerical method
such that the error bound is independent of the nonrelativistic limit parameter and
so is the choice of temporal step size.
v
Summary vi
This thesis contains three parts. In the first part, several discretization methods
are proposed, analyzed and compared for solving the linear and nonlinear Dirac
(NLD) equation in the nonrelativistic limit regime, of which the solution is highly
oscillatory with a dimensionless parameter 0 < " ⌧ 1. In fact, solutions in this
regime propagate waves with wavelength at O ("2) when 0 < " ⌧ 1, which would
bring a remarkable lot of computational burdens and make the error bounds not uni-
formly accurate. Frequently used second order finite di↵erence time domain (FDTD)
methods are first analyzed and concluded with an optimal error bound with respect
to the parameter ". Exponential wave integrator Fourier pseudospectral (EWI-FP)
methods and time splitting Fourier pseudospectral (TSFP) methods are proposed
and analyzed afterwards. Rigorous and optimal error estimates with numerical re-
sults show that these two kinds of methods overcome the FDTD methods in the
nonrelativistic limit regime. However, none of the above second order methods is
a uniformly accurate one in solving the linear and nonlinear Dirac equation in the
nonrelativistic limit regime.
The second part is devoted to applying fourth order compact splitting operator
methods to solve the Dirac equation in the nonrelativistic limit regime. We state the
conclusion that with the coe cients of factorization of the evolution operator being
purely positive, more accurate numerical solutions could be obtained with larger
temporal step size. Several fourth order splitting operator methods with purely
positive factorization coe cients are presented and numerical results are shown to
support our conclusion.
The last part is to propose and analyze a multiscale time integrator Fourier pseu-
dospectral method (MTI-FP) to solve the Dirac equation in the nonrelativistic limit
regime. This method is motivated by the frequency and spectral decomposition.
Two rigorous error bounds are established independently via two di↵erent mathe-






and O(hm0 + ⌧ 2 + "2) with
h mesh size, ⌧ time step and m0   2 depending on the regularity of the solution,
which immediately implies that MTI-FP converges uniformly and optimally in space
Summary vii
with exponential rate if the solution is smooth, and uniformly in time with linear
convergent rate O(⌧) for all 0 < "  1, and optimal with quadratic convergent rate
at O(⌧ 2) in the regimes when either " = O(1) or 0 < " < ⌧ . Numerical results
are provided at last to confirm the error bounds and the best performance of the
MTI-FP method among all the methods analyzed in this thesis for solving the Dirac
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1.1 The Dirac equation
Walking through the history of physics, before the twentieth century, the equations
of Newton’s law were used to predict what a system would do at any time after the
initial conditions. At that time the whole world was surrounded by an atmosphere
that the development of physics was meeting its end. When time came to the new
century (twentieth century), an evolution happened in physics. Albert Einstein set
up the theory of relativity in early twentieth century [35]. Later in 1926, the Aus-
trian physicist Erwin Schro¨dinger formulated a linear partial di↵erential equation
to describe the wave function of a quantum system such as atoms, molecules, and
subatomic particles whether free, bound, or localized [85]. In quantum mechanics,
Schro¨dinger equation holds the same important position as Newton’s law in classical
mechanics. Inspired by these two genius discoveries, one wishes to build relativis-
tic wave equations where quantum mechanics and special relativity simultaneously
apply. The Klein-Gorden equation was the first such equation to be obtained, but
density of this system may be negative, which seems impossible for a legitimate
probability density. To overcome this problem, Dirac thought to try an equation
that was first order in both time and space. In 1928, he derived a relativistic wave
equation, which in its free form, or including electromagnetic field, could be used
1
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to describe all spin-12 particles such as electrons and quarks [32–34]. When these
particles are moving at an extremely high velocity, or bounded by very strong clas-
sical fields, the nonrelativistic modeling based on Schro¨dinger equation fails and
theoretical investigation should be based on the Dirac equation.
Given electromagnetic fields, to deal with the linear one-particle Dirac equation,
the most compact form reads
(i~ ⌘@⌘  m0c+ e ⌘A⌘) = 0. (1.1.1)
Here the unknown  is the 4-component complex wave function of the spinorfield:
 (t,x) = ( 1, 2, 3, 4)
T 2 C4, x0 = ct, x = (x1, x2, x3)T 2 R3 with x0 and x







= 1@c@t , @k =
@
@xk
(k = 1, 2, 3), where we consequently adopt notation
that Greek letter ⌘ denotes 0, 1, 2, 3 and k denotes the 3 spatial dimension indices
1, 2, 3.  ⌘A⌘ stands for the summation
P3
⌘=1  
⌘A⌘. The physical constants are: ~
for the Plank constant, c for the speed of light, m0 for the electron’s mass, and e for




1A ,  k =
0@ 0  k
 k 0
1A , k = 1, 2, 3, (1.1.2)
where Im(m a positive integer) is the m⇥m identity matrix and  k(k = 1, 2, 3) are




1A ,  2 =
0@ 0  i
i 0




A⌘(t,x) 2 R, ⌘ = 0, ..., 3 are the components of the electromagnetic potentials, in
particular V (t,x) =  A0(t,x) is the electric potential and A(t,x) = (A1, A2, A3)T
is the magnetic potential vector. Hence the electric field is given by E(t,x) =
rA0   @tA and the magnetic field B(t,x) = curlA = r⇥A.
The extreme conditions where relativistic e↵ects are important can be found in
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many areas such as relativistic heavy ion collisions, heavy ion spectroscopy, cos-
mology, astrophysics, and more recently, in laser-matter interactions [82] and con-
dense matter physics [62]. For this reason, the Dirac equation coupled with an
electromagnetic field has been studied extensively to evaluate many observables
such as electron-positron production, molecule spectra, molecular ionization rates,
etc. However, solving this equation remains a very challenging task because of its
intricate matrix structure, its unbounded spectrum (the Dirac equation has negative
energy states which forbid the use of naive minimization numerical methods) and
its multiscale.
Existing approaches to tackle these important problems can usually be classi-
fied into three categories. The first one is analytical method, which aims at finding
closed-form solutions. Although many important problems were treated in this
way [11, 47], it only allows the study of idealized systems. The second approach is
the semi-classical approximation which can be used to study more complex configu-
rations than the analytical method [72]. However, it is only valid for a certain range
of wave function parameters, which may not be realized in the physical system under
study. The last one is based on full numerical approximations, which in principle,
can be used to investigate any physical system. But even on the numerical side, find-
ing the solution to the Dirac equation is still a challenging problem: it requires a lot
of computer resources and numerical artifacts such as the fermion-doubling prob-
lem plague certain numerical schemes. Therefore, special cares have to be taken to
resolve these issues in solving the Dirac equation numerically for physical relevant
systems.
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1.2 Nondimensionalization and nonrelativistic limit
regime
In (1.1.1), substitude x0 by ct, we can obtain the three dimensional Dirac equation
describing the time evolution of spin-1/2 massive particles within external time-



















p 1, x = (x1, x2, x3)T 2 R3 (equivalently written as x = (x, y, z)T ) is




1A , ↵2 =
0@ 0  2
 2 0
1A , ↵3 =
0@ 0  3
 3 0











,  ˜(t˜, x˜) = x3/2s  (t,x),
V˜ (t˜, x˜) =
V (t,x)
As
, A˜j(t˜, x˜) =
Aj(t,x)
As
, j = 1, 2, 3, (1.2.2)
where xs, ts and As are reference length unit, time unit and potential unit, respec-
tively satisfying ts =
mx2s
~ and As =
mv2
e with v =
xs
ts
being the wave speed. Plugging
(1.2.2) into (1.2.1), multiplying by tsx
3/2
s
~ , and then removing all ,˜ we obtain the





















where " is a dimensionless parameter inversely proportional to the speed of light
given by







For the Dirac equation (1.2.3) with " = 1, i.e. O(1)-speed of light regime, there
are extensive analytical and numerical results in the literatures. For the existence
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and multiplicity of bound states and/or standing wave solutions, we refer to [36]
and references therein. For the analysis of the classical/semiclassical limits via
the Wigner transform techniques, we refer to [9, 45] and references therein. For
the numerical methods and comparison such as the finite di↵erence time domain
(FDTD) methods and the Gaussian beam methods, we refer to [102, 106, 107] and
references therein. However, for the Dirac equation (1.2.3) with 0 < " ⌧ 1, i.e.
nonrelativistic limit regime (or the scaled speed of light goes to infinity), analysis
and e cient computation of the Dirac equation (1.2.3) are mathematically rather
complicated issues. The main di culty is that the solutions are highly oscillatory
in time and the corresponding kinetic energy functionals are indefinite [20, 37] and
become unbounded when " ! 0. There are extensive mathematical analyses of
the (semi)-nonrelativistic limit of the Dirac equation (1.2.3) to the Pauli equation
[20,58] and/or the Schro¨dinger equation when "! 0 [20]. These rigorous analytical
results show that the solutions propagate waves with wavelength O("2) and O(1)
in time and space, respectively, when 0 < " ⌧ 1. In fact, the oscillatory structure
of the solutions to the Dirac equation (1.2.3) when 0 < " ⌧ 1 can be formally
observed from its dispersion relation. To illustrate this further, Fig 1.1 shows the
solution of the Dirac equation with d = 1, V (t, x) = 1 x1+x2 , A1(t, x) =
(1+x)2
1+x2 and
 0(x) = (exp( x2/2), exp( (x  1)2/2))T for di↵erent ". This highly oscillatory
nature of the solutions to the Dirac equation causes severe numerical burdens in
practical computation, making the numerical approximation extremely challenging
and costly in the nonrelativistic regime 0 < "⌧ 1.
Recently, di↵erent numerical methods were proposed and analyzed for the e -
cient computation of the Klein-Gordon equation in the nonrelativistic limit regime
[17] and/or highly oscillatory dispersive partial di↵erential equations (PDEs) [13].
To our knowledge, so far there are few results on the numerics of the Dirac equation
in the nonrelativistic limit regime.































Figure 1.1: The solution  1(t = 1, x) and  1(t, x = 0) of the Dirac equation with
d = 1 for di↵erent ".
1.3 The nonlinear Dirac equation
Following Dirac’s discovery of the linear equation of the electron, there appears the
fundamental idea of nonlinear description of an elementary spin 12 particle which
makes it possible basis model for a unified field theory, e.g. the nonlinear Dirac
equation (NLDE). A key feature of the NLDE is that it allows solitary wave solu-
tions or particle-like solutions-the stable localized solutions with finite energy and
charge. That is, the particles appear as intense localized regions of field which can be
recognized as the basic ingredient in the description of extended objects in quantum
mechanics. NLDE models attracted wide interest of physicists and mathematicians
around the 1970s and 1980s, especially on looking for the solitary wave solutions
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and investigation the related physical and mathematical properties.
For the NLDE in (1+1) dimensions (i.e. one time dimension plus one space di-
mension), [24, 65] derived several analytical solitary wave solutions for the quadric
nonlinearity, as well as [69] for fractional nonlinearity and [30, 93] for general non-
linearity by using explicitly the constraint resulting from energy-momentum conser-
vation, and summarized by Mathieu [70]. In contrast, even though mathematicians
have claimed existence for various situations, there are few explicit solutions in (1+3)
dimensions except for some particular cases shown in [103], and most understand-
ings are based on numerical investigations, eg [3, 79, 97]. Readers are referred to an
overview [36] on this topic. Beyond this, the study of the NLDE in (1+1) dimen-
sions could be very helpful for that in (1+3) dimensions since the (1+1) dimensional
NLDE corresponds to the asymptotic form of the equation in the physically interest-
ing case of (1+3) dimensions as emphasized by Kaus [63]. That is, some qualitative
properties of the NLDE solitary waves could be similar in such two cases.
In the case that theoretical methods are not capable of providing satisfactory
results, numerical methods are used to obtain the solitary wave solutions and inves-
tigate the stability for the NLDE. Alvarez and Carreras [5] simulated the interaction
dynamics between the (1+1)-dimensional NLDE solitary waves of di↵erent initial
charge for the Soler model by using a second-order accurate Crank-Nicolson (CN)
scheme [6]. They first saw there: charge and energy interchange except for some
particular initial velocities of the solitary waves; inelastic interaction in binary colli-
sions; and oscillating state production from binary collisions. Inspired by their work,
Shao and Tang revisited this interaction dynamics problem in 2005 [86] by employing
a fourth-order accurate Runge-Kutta discontinuous Galerkin (RKDG) method [87].
They revealed the collapse in binary and ternary collisions of two-humped NLDE
solitary waves [86]; a long-live oscillating state formed with an approximate con-
stant frequency in collisions of two standing waves [87]; full repulsion in binary
and ternary collisions of out-of-shape waves [88]. Their numerical results also in-
ferred that two-humped profile could undermine the stability during the scattering
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of NLDE solitary waves. Besides the often used CN and RKDG methods, there exist
many other numerical schemes for solving the (1+1)-dimensional NLDE: split-step
spectral schemes [43], the linearized CN scheme [4], the semi-implicit scheme [22,60],
Legendre rational spectral method [101], multi-symplectic Runge-Kutta method [56],
adaptive mesh methods [102] etc. The fourth-order accurate RKDG method is very
appropriate for investigating the interaction dynamics of the NLDE solitary waves
due to their ability to capture the discontinuous or strong gradients without produc-
ing spurious oscillations, and thus performs better than the second-order accurate
CN scheme [6]. However, the high cost due to the relatively more freedoms used
in each cell and the stringent time step constraint reduce its practicality in more
realistic simulations where real time and quantitative results are required.
Recently, there has been a magnificent increment of interest in the NLDE models,
as they emerge naturally as practical models in physical systems, such as the gap
solitons in nonlinear optics, Bose-Einstein condensates in honeycomb optical lattices
[48] and matter influencing the evolution of the Universe in cosmology [81]. In view
of such new trend, longtime stable, e cient, conservative and high-order accurate
numerical methods for solving the NLDE are highly desirable. Finite di↵erence
methods, usually as the first try in practice, enable easy coding and debugging and
thus are often used by physicists and engineers. However, all of these finite di↵erence
methods are often of the second order accuracy and thus sustain fast error growth
with respect to time. To achieve relatively slow error growth, sometimes high-order
accurate numerical methods are required.
1.4 Purpose and outline of the thesis
This work is devoted to proposing and analyzing e cient and accurate numerical
methods for solving the Dirac equation in the nonrelativistic limit regime. Various
classes of numerical methods will be proposed and compared, and some of them
will be analyzed in the stability and convergence. Rigorous error estimates will be
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provided for some of these methods too.
The thesis is organized as follows. In Chapter 2 and 3, we study the numerical
methods for the linear and nonlinear Dirac equation with external electromagnetic
fields in the nonrelativistic limit regime, respectively. Several second-order finite
di↵erence methods are reviewed and their stability and convergence are analyzed in
this regime first to illustrate the computational burden brought by the oscillatory
solutions in this regime.
In Chapter 4, we propose fourth-order compact splitting operator methods to
solve the Dirac equation in the nonrelativistic limit regime. These methods are
improvements from the second-order TSFP method, which can reduce the error and
obtain a more accurate solution. At the end of this chapter, the numerical results
show that the performance of this method is much better than that of TSFP method.
In Chapter 5, we investigate the uniform convergence rate (resp. to ") for a mul-
tiscale time integrator Fourier pseudospectral (MTI-FP) method solving the Dirac
equation in the nonrelativistic limit regime. Based on the frequency and spectral
decomposition of the Dirac operator, with the help of exponential wave integrator
in time and Fourier pseudospectral discretization in space, the MTI-FP method is
derived. Via two di↵erent mathematical approaches, two di↵erent error bounds,
O(hm0 + ⌧
2
"2 ) and O(h
m0 + ⌧ 2 + "2), are established for this new method. Then a
conslusion is drawn that the MTI-FP method is uniformly accurate in the nonrel-
ativistic limit regime. Numerical results are displayed to support this conclusion,
and also some numerical results to show the convergence of the Dirac equation to
the limit Shro¨dinger and Pauli type equation are presented.
In Chapter 6, some conclusions are drawn and some possible future works are
discussed.
Throughout the paper, we adopt standard notations of Sobolev spaces and their
norms, and use the notation A . B to represent that there exists a generic constant
C > 0, which is independent of time step ⌧ , mesh size h and ", such that |A|  C ·B.
Chapter2
Classical numerical methods
In this chapter, the computation for the Dirac equation with external electromag-
netic potential in the nonrelativistic limit regime is considered. Several di↵erent nu-
merical methods, e.g. finite di↵erence methods, exponential wave integrator meth-
ods and time-splitting Fourier pseudospectral methods are applied to this highly
oscillatory system and the numerical results are compared at last.
2.1 Properties of the Dirac equation
Similar to the dimension reduction of the nonlinear Schro¨dinger equation and/or
the Schro¨dinger-Poisson equations with/without anisotropic external potentials [12],
when the initial data  (0,x) and the electromagnetic potentials V (t,x) and A(t,x)
are independent of z and thus the wave function  is formally assumed to be inde-
pendent of z, or when the electromagnetic potentials V (t,x) andA(t,x) are strongly
confined in the z-direction and thus  is formally assumed to be concentrated on the
xy-plane, then the 3D Dirac equation (1.2.3) can be reduced to the Dirac equation






















2.1 Properties of the Dirac equation 11
This 2D Dirac equation has been widely used to model the electron structure and/or
dynamical properties of graphene since they share the same dispersive relation on
the Dirac points [1,75–77,83]. Similarly, under the proper assumptions on the initial
data and the external electromagnetic potentials, the 3D Dirac equation (1.2.3) can
be reduced to the Dirac equation in 1D with  =  (t, x) as









 (t, x) +
h
V (t, x)I4   A1(t, x)↵1
i
 (t, x), x 2 R.
(2.1.2)
In fact, the Dirac equation in 3D (1.2.3), in 2D (2.1.1) and in 1D (5.1.3) can be



















 (t,x), x 2 Rd,
(2.1.3)
and the initial condition for dynamics is given as
 (t = 0,x) =  0(x), x 2 Rd.
The Dirac equation (2.1.3) is dispersive and time symmetric. Introducing the posi-




⇢j(t,x) =  
⇤ , ⇢j(t,x) = | j(t,x)|2, 1  j  4 (2.1.4)




 ⇤↵l , l = 1, 2, 3, (2.1.5)
where  ⇤ =  
T
denotes the complex transpose conjugate, then the following con-
servation law can be obtained from the Dirac equation (2.1.3)
@t⇢(t,x) +r · J(t,x) = 0, x 2 Rd, t   0. (2.1.6)
Thus the Dirac equation (2.1.3) conserves the total mass as
k (t, ·)k2 :=
Z
Rd





| j(t,x)|2 dx ⌘ k (0, ·)k2 = k 0k2, t   0.
(2.1.7)
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If the electric potential V is perturbed by a constant, e.g. V (t,x)! V (t,x)+V 0 with
V 0 being a real constant, then the solution  (t,x) ! e iV 0t (t,x) which implies
the density of each component ⇢j (j = 1, 2, 3, 4) and the total density ⇢ unchanged.
When d = 1, if the magnetic potential A1 is perturbed by a constant, e.g. A1(t,x)!
A1(t,x)+A01 with A
0
1 being a real constant, then the solution  (t,x)! eiA01t↵1 (t,x)
which implies the total density ⇢ unchanged; but this property is not valid when
d = 2, 3. In addition, when the electromagnetic potentials are time-independent, i.e.






















⌘ E(0), t   0. (2.1.8)
Furthermore, if the external electromagnetic potentials are constants, i.e. V (t,x) ⌘
V 0 and Aj(t,x) ⌘ A0j for j = 1, 2, 3, the Dirac equation (2.1.3) admits the plane
wave solution as  (t,x) = B ei(k·x !t), where the time frequency !, amplitude vector












  + V 0I4
i
B. (2.1.9)
Solving the above eigenvalue problem, we can get the dispersion relation











Plugging (1.1.2) and (1.1.3) into (2.1.1), the 2D Dirac equation (2.1.1) can be
decoupled as
i@t 1 =   i
"
(@x   i@y) 4 + 1
"2
 1 + V (t,x) 1   [A1(t,x)  iA2(t,x)] 4,
i@t 4 =   i
"
(@x + i@y) 1   1
"2
 4 + V (t,x) 4   [A1(t,x) + iA2(t,x)] 1,
(2.1.11)
i@t 2 =   i
"
(@x + i@y) 3 +
1
"2
 2 + V (t,x) 2   [A1(t,x) + iA2(t,x)] 3,
i@t 3 =   i
"
(@x   i@y) 2   1
"2
 3 + V (t,x) 3   [A1(t,x)  iA2(t,x)] 2.
(2.1.12)
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Equation (2.1.12) will collapse to (2.1.11) under the transformation y !  y and
A2 !  A2. Thus, in 2D, the Dirac equation (2.1.1) can be reduced to the following





( 1@x +  2@y) +
1
"2




where   = ( 1, 4)T (or   = ( 2, 3)T under the transformation y !  y and
A2 !  A2). Similarly, in 1D, the Dirac equation (5.1.3) can be reduced to the












V (t, x)I2   A1(t, x) 1
i
 (t, x), x 2 R,
(2.1.14)
where   = ( 1, 4)T (or   = ( 2, 3)T ). Again, the Dirac equation in 2D (2.1.13)



















 (t,x), x 2 Rd,
(2.1.15)
and the initial condition for dynamics is given as
 (t = 0,x) =  0(x), x 2 Rd.
The Dirac equation (2.1.15) is dispersive and time symmetric. By introducing the





⇤ , ⇢j(t,x) = | j(t,x)|2, (2.1.16)




 ⇤ j , j = 1, 2, (2.1.17)
the conservation law (3.1.5) is also satisfied [23]. In addition, the Dirac equation









| j(t,x)|2 dx ⌘ k (0, ·)k2 = k 0k2, t   0.
(2.1.18)
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Again, if the electric potential V is perturbed by a constant, e.g. V (t,x)! V (t,x)+
V 0 with V 0 being a real constant, the solution  (t,x)! e iV 0t (t,x) which implies
the density of each component ⇢j (j = 1, 2) and the total density ⇢ unchanged.
When d = 1, if the magnetic potential A1 is perturbed by a constant, e.g. A1(t,x)!
A1(t,x) + A01 with A
0
1 being a real constant, the solution  (t,x) ! eiA01t 1 (t,x)
implying the total density ⇢ unchanged; but this property is not valid when d = 2.
When the electromagnetic potentials are time-independent, i.e. V (t,x) = V (x) and





















⌘ E(0), t   0. (2.1.19)
Furthermore, if the external electromagnetic potentials are constants, i.e. V (t,x) ⌘
V 0 and Aj(t,x) ⌘ A0j for j = 1, 2, the Dirac equation (2.1.15) admits the plane
wave solution as  (t,x) = B ei(k·x !t), where the time frequency !, amplitude vector
















Solving the above eigenvalue problem, we can get the dispersion relation











2.2 Finite di↵erence methods
In this section, we apply the commonly used FDTD methods to the Dirac equation
(2.1.3) (or (2.1.15)) and analyze their stabilities and convergence in the nonrela-
tivistic limit regime. For simplicity of notations, we shall only present the numerical
methods and their analysis for (2.1.15) in 1D. Generalization to (2.1.3) and/or higher
dimensions is straightforward and results remain valid without modifications. Sim-
ilar to most works in the literatures for the analysis and computation of the Dirac
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equation (cf. [19,23,52,53,57,78,102,106] and references therein), in practical com-
putation, we truncate the whole space problem onto an interval ⌦ = (a, b) with
periodic boundary conditions, which is large enough such that the truncation error









 3 + V (t, x)I2   A1(t, x) 1
i
 (t, x), x 2 ⌦, t > 0,
(2.2.1)
 (t, a) = (t, b), @x (t, a) = @x (t, b), t   0,  (0, x) =  0(x), x 2 ⌦,
(2.2.2)
where  0(a) =  0(b) and  00(a) =  
0
0(b).
2.2.1 Finite di↵erence time domain methods
Choose mesh size h :=  x = b aM with M being an even positive integer, time step
⌧ :=  t > 0 and denote the grid points and time steps as:
xj := a+ jh, j = 0, 1, . . . ,M ; tn := n⌧, n = 0, 1, 2, . . . .
Denote XM = {U = (U0, U1, ..., UM)T | Uj 2 C2, j = 0, 1, . . . ,M, U0 = UM} and we





eUl eiµl(xj a) = M/2 1X
l= M/2
eUl e2ijl⇡/M , j = 0, 1, . . . ,M, (2.2.3)









 2ijl⇡/M , l =  M
2








|Uj|2, U 2 XM . (2.2.5)
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Let  nj be the numerical approximation of  (tn, xj) and V
n
j = V (tn, xj), V
n+1/2
j =
V (tn + ⌧/2, xj), An1,j = A1(tn, xj) and A
n+1/2
1,j = A1(tn + ⌧/2, xj) for 0  j  M
and n   0. Denote  n = ( n0 , n1 , . . . , nM)T 2 XM as the solution vector at t = tn.
Introduce the finite di↵erence discretization operators for j = 0, 1, . . . ,M   1 and

























Here we consider several frequently used FDTD methods to discretize the Dirac
equation (2.2.1) for j = 0, 1, . . . ,M   1.














V nj I2   An1,j 1
i
 nj , n   1. (2.2.6)


















V nj I2   An1,j 1
i n+1j +  n 1j
2
, n   1.
(2.2.7)















V nj I2   An1,j 1
i
 nj , n   1. (2.2.8)














V n+1/2j I2  An+1/21,j  1
i
 n+1/2j , n   0. (2.2.9)







M 1, n   0,  0j =  0(xj), j = 0, 1, ...,M. (2.2.10)




















, j = 0, 1, . . . ,M   1.
(2.2.11)
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The above four methods are all time symmetric, i.e. they are unchanged under
⌧ $  ⌧ and n+ 1$ n  1 in the LFFD, SIFD1 and SIFD2 methods or n+ 1$ n
in the CNFD method, and the memory costs are the same at O(M). The LFFD
method (2.2.6) is explicit and its computational cost per step is O(M). In fact, it
might be the simplest and most e cient discretization for the Dirac equation when
" = 1 and thus it has been widely used when " = 1. The SIFD1 method (2.2.7) is
implicit, however at each time step for n   1, the corresponding linear system is
decoupled and can be solved explicitly for j = 0, 1, . . . ,M   1 as
 n+1j =
h




















and thus its computational cost per step is O(M).
The SIFD2 method (2.2.8) is implicit, however at each time step for n   1, the
corresponding linear system is decoupled in phase (Fourier) space and can be solved
explicitly in phase space for l =  M/2, . . . ,M/2  1 as
(^ n+1)l =
✓


















whereGn = (Gn0 , G
n
1 , . . . , G
n
M)
T 2 XM withGnj =  An1,j 1+V nj I2 for j = 0, 1, . . . ,M ,
and thus its computational cost per step is O(M lnM). The CNFD method (2.2.9) is
implicit and at each time step for n   0, the corresponding linear system is coupled
and needs to be solved via either a direct solver or an iterative solver, and thus its
computational cost per step depends on the linear system solver, which is usually
much larger than O(M), especially in 2D and 3D. Based on the computational cost
per time step, the LFFD method is the most e cient one and the CNFD method is
the most expensive one.
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2.2.2 Linear stability analysis
In order to carry out the linear stability analysis for the FDTD methods via the
von Neumann method [90], we assume that A1(t, x) ⌘ A01 and V (t, x) ⌘ V 0 with A01
and V 0 being two real constants in the Dirac equation (2.2.1). Then we have the
following results for the FDTD methods:
Lemma 2.1 (i) The LFFD method (2.2.6) is stable under the stability condition
0 < ⌧  "
2h
|V 0|"2h+ph2 + "2(1 + "h|A01|)2 , h > 0, 0 < "  1. (2.2.14)
(ii) The SIFD1 method (2.2.7) is stable under the stability condition
0 < ⌧  "h, h > 0, 0 < "  1. (2.2.15)
(iii) The SIFD2 method (2.2.8) is stable under the stability condition
0 < ⌧  1|V 0|+ |A01|
, h > 0, 0 < "  1. (2.2.16)
(iv) The CNFD method (2.2.9) is unconditionally stable, i.e. it is stable for any






g( 0)l eiµl(xj a) = M/2 1X
l= M/2
⇠nl
g( 0)l e2ijl⇡/M , j = 0, 1, . . . ,M, n   0,
(2.2.17)
with ⇠l 2 C and g( 0)l being the amplification factor and the Fourier coe cient at
n = 0, respectively, of the l-th mode (l =  M2 , ..., M2   1) in the phase space into
(2.2.6), using the orthogonality of the Fourier series, we obtain    (⇠2l   1)I2   2i⌧⇠l✓A01 1   V 0I2   1"2 3   sin(µlh)"h  1
◆     = 0. (2.2.18)
Substituting (1.1.3) into (2.2.18), we get that the amplification factor ⇠l satisfies
⇠2l   2i⌧✓l⇠l   1 = 0, (2.2.19)
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where
✓l =  V 0 ± 1
"2h
q
h2 + "2 (A01"h  sin(µlh))2.
Then the stability condition for the LFFD method (2.2.6) becomes
|⇠l|  1 () |⌧✓l|  1,
which immediately implies the condition (2.2.14).






     = 0. (2.2.20)
Noticing (1.1.3), under the condition (2.2.15), we can get |⇠l|  1 for l =  M2 , ..., M2  
1, and thus it is stable.
(iii) Similar to (i), plugging (2.2.17) into the SIFD2 method (2.2.8), we have    (⇠2l   1)I2 + i⌧(⇠2l + 1)✓ 1"2 3 + sin(µlh)"h  1
◆
  2i⌧⇠l(A01 1   V 0I2)
     = 0. (2.2.21)
Noticing (1.1.3), under the condition (2.2.16), we obtain






and thus it is stable.








◆     = 0. (2.2.22)
Noticing (1.1.3), we have for l =  M2 , ..., M2   1,
|⇠l| =
    2 + i⌧✓l2  i⌧✓l
     = 1, ✓l = V 0 ± 1"2h
q
h2 + "2 (A01"h  sin(µlh))2. (2.2.23)
Thus it is unconditionally stable.
⇤
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2.2.3 Mass and energy conservation
For the CNFD method (2.2.9), we have the following conservative properties.




| nj |2 ⌘ h
M 1X
j=0
| 0j |2 = k 0k2l2 = h
M 1X
j=0
| 0(xj)|2, n   0.
(2.2.24)
Furthermore, if V (t, x) = V (x) and A1(t, x) = A1(x) are time independent, the





























⌘E0h, n   0,
(2.2.25)
where Vj = V (xj) and A1,j = A1(xj) for j = 0, 1, . . . ,M .
Proof: (i) Firstly, we prove the mass conservation (2.2.24). Multiplying both
sides of (2.2.9) from left by h⌧ ( n+1/2j )
⇤ and taking the imaginary part, we have















Summing (2.2.26) for j = 0, 1, . . . ,M   1 and noticing (1.1.3), we get































 ( n+1/2j+1 )⇤  1 n+1/2j   ( n+1/2j+1 )T  1 n+1/2j
i
= k nk2l2 , n   0, (2.2.27)
which immediately implies (2.2.24) by induction.
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(ii) Secondly, we prove the energy conservation (2.2.25). Multiplying both sides












⇤ 3 n+1j   ( nj )⇤ 3 nj
⇤
+ hVj(| n+1j |2   | nj |2)  hA1,j
⇥
( n+1j )
⇤ 1 n+1j   ( nj )⇤ 1 nj
⇤
= 0. (2.2.28)
























































⇤ 1 n+1j   ( nj )⇤ 1 nj
 
,
which immediately implies (2.2.25).
⇤
2.2.4 Main results on error estimates
Let 0 < T < T ⇤ with T ⇤ being the maximal existence time of the solution, and denote
⌦T = [0, T ] ⇥ ⌦. Motivated by the nonrelativistic limit of the Dirac equation [20]
and the dispersion relation (3.1.18), we assume that the exact solution of (2.2.1)
satisfies   2 C3([0, T ]; (L1(⌦))2)\C2([0, T ]; (W 1,1p (⌦))2)\C1([0, T ]; (W 2,1p (⌦))2)\








, 0  r  3, 0  r+s  3, 0 < "  1,
(2.2.29)
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whereWm,1p (⌦) = {u | u 2 Wm,1(⌦), @lxu(a) = @lxu(b), l = 0, . . . ,m 1} for m   1
and here the boundary values are understood in the trace sense. In the subsequent
discussion, we will omit ⌦ when referring to the space norm taken on ⌦. In addition,
we assume the electromagnetic potentials V 2 C(⌦T ) and A1 2 C(⌦T ) and denote
(B) Vmax := max
(t,x)2⌦T
|V (t, x)|, A1,max := max
(t,x)2⌦T
|A1(t, x)|. (2.2.30)
Define the grid error function en = (en0 , e
n
1 , . . . , e
n
M)
T 2 XM as:
enj =  (tn, xj)   nj , j = 0, 1, . . . ,M, n   0, (2.2.31)
with  nj being the approximations obtained from the FDTD methods.
For the CNFD (2.2.9), we can establish the following error bound.
Theorem 2.1 Under the assumptions (A) and (B), there exist constants h0 > 0
and ⌧0 > 0 su ciently small and independent of ", such that for any 0 < "  1,








, 0  n  T
⌧
. (2.2.32)
For the LFFD (2.2.6), we assume the stability condition




h2 + "2(1 + "hA1,max)2
, h > 0, 0 < "  1, (2.2.33)
and establish the following error estimate.
Theorem 2.2 Under the assumptions (A) and (B), there exist constants h0 > 0
and ⌧0 > 0 su ciently small and independent of ", such that for any 0 < "  1,
when 0 < h  h0 and 0 < ⌧  ⌧0 and under the stability condition (2.2.33), we have







, 0  n  T
⌧
. (2.2.34)
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Similar to the proofs of the LFFD and CNFD methods, error estimates for SIFD1
(2.2.7) and SIFD2 (2.2.8) can be derived and the details are omitted here for brevity.
For the SIFD2 (2.2.8), we assume the stability condition
0 < ⌧  1
Vmax + A1,max
, h > 0, 0 < "  1, (2.2.35)
and establish the following error estimates.
Theorem 2.3 Under the assumptions (A) and (B), there exist constants h0 > 0
and ⌧0 > 0 su ciently small and independent of ", such that for any 0 < "  1,
when 0 < h  h0 and 0 < ⌧  ⌧0 and under the stability condition (2.2.15), we have







, 0  n  T
⌧
.
Theorem 2.4 Under the assumptions (A) and (B), there exist constants h0 > 0
and ⌧0 > 0 su ciently small and independent of ", such that for any 0 < "  1,
when 0 < h  h0 and 0 < ⌧  ⌧0 and under the stability condition (2.2.35), we have







, 0  n  T
⌧
.
Based on Theorems 2.1-2.4, the four FDTD methods studied here share the
same temporal/spatial resolution capacity in the nonrelativistic limit regime. In















, 0 < "⌧ 1.
2.2.5 Proof of the error estimates for the CNFD method
Proof of Theorem 2.1. Define the local truncation error ⇠n = (⇠n0 , ⇠
n




of the CNFD (2.2.9) with (2.2.10) as
⇠nj :=i 
+










 3 + A1(tn+1/2, xj) 1   V (tn+1/2, xj)I2
 
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for 0  j M 1, n   0.Applying the Taylor expansion in (2.2.36), noticing (2.2.1)























































, n   0, 0 < "  1.
(2.2.37)
































M 1, n   0, e0j = 0, j = 0, 1, . . . ,M. (2.2.39)





taking the imaginary part, then summing for j = 0, 1, . . . ,M   1, using the triangle
inequality and Young’s inequality, noticing (1.1.3), (2.2.37) and (2.2.39), we get




 |en+1j |+ |enj |  . ⌧  k⇠nk2l2 + ken+1k2l2 + kenk2l2 








, n   0.
Summing the above inequality for n = 0, 1, . . . ,m  1, we get











, 0  m  T
⌧
.
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, 0  m  T
⌧
.

















, 0  m  T
⌧
,
which immediately implies the error bound (2.2.32).
⇤
2.2.6 Proof of the error estimates for the LFFD method
Proof of Theorem 2.2. Define the local truncation error ⇠˜n = (⇠˜n0 , ⇠˜
n




of the LFFD (2.2.6) with (2.2.10) and (2.2.11) as follows, for 0  j M   1,







 3   V nj I2 + An1,j 1
◆













j I2   A01,j 1
◆
 0(xj). (2.2.41)
Applying the Taylor expansion in (2.2.40) and (2.2.41), noticing (2.2.1) and the





























, n   1, 0 < "  1.
(2.2.42)



















j , 0  j M   1, n   1,
(2.2.43)
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M 1, n   0, e0j = 0, j = 0, 1, . . . ,M. (2.2.44)
For the first step, we have


































4 , which implies
⌧
h  14 and ⌧"2  14 , using Cauchy inequality, we can get that
1
2
 ken+1k2l2 + kenk2l2   En+1  32  ken+1k2l2 + kenk2l2  . (2.2.46)

















, taking the imaginary part, then summing for j = 0, 1, . . . ,M 
1, using Cauchy inequality, (2.2.42) and (2.2.46), we get for n   1,




(A1,max + Vmax)|enj |+ |⇠˜nj |
⌘
(|en+1j |+ |en 1j |)









Summing the above inequality for n = 1, 2, . . . ,m  1, we get












Taking ⌧0 su ciently small, using the discrete Gronwall’s inequality and noticing









, 1  m  T
⌧
,
which immediately implies the error bound (2.2.34) in view of (2.2.46).
⇤
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2.3 Exponential wave integrator pseudospectral
methods
In this section, we propose an exponential wave integrator Fourier pseudospectral
(EWI-FP) method to solve the Dirac equation (2.1.3) (or (2.1.15)) and establish its
stability and convergence in the nonrelativistic limit regime. Again, for simplicity
of notations, we shall only present the numerical method and its analysis for (2.2.1)
in 1D. Generalization to (2.1.3) and/or higher dimensions is straightforward.
2.3.1 The EWI-FP method in 1D
Denote
YM = ZM ⇥ ZM , ZM = span
⇢
 l(x) = e










Let [Cp(⌦)]2 be the function space consisting of all periodic vector function U(x) :
⌦ = [a, b]! C2. For any U(x) 2 [Cp(⌦)]2 and U 2 XM , define PM : [L2(⌦)]2 ! YM
as the standard projection operator [89], IM : [Cp(⌦)]2 ! YM and IM : XM ! YM




bUl eiµl(x a), (IMU)(x) = M/2 1X
l= M/2




















where Uj = U(xj) when U is a function.
The Fourier spectral discretization for Dirac equation (2.2.1) is as follows:





iµl(x a), a  x  b, t   0, (2.3.2)
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 M(t, x) + PM(V  M)(t, x)   1PM(A1 M)(t, x).
(2.3.3)
Substituting (2.3.2) into (2.3.3), noticing the orthogonality of  l(x), we get for l =













[( M)l(t) +\(V  M)l(t)   1 \(A1 M)l(t), t   0.
For each l (l =  M2 , M2 + 1, . . . , M2   1), when t is near t = tn (n   0), we rewrite




[( M)l(tn + s) =
1
"2
 l[( M)l(tn + s) + bF nl (s), s 2 R, (2.3.4)
where
bF nl (s) = \(G M)l(tn + s), G(t, x) = V (t, x)I2   1A1(t, x), s, t 2 R, (2.3.5)




1A , Ql =











1 + "2µ2l .
Solving the above ODE (2.3.4) via the integrating factor method, we obtain





2 bF nl (w) dw, s 2 R. (2.3.7)








 l bF nl (w)dw. (2.3.8)
To obtain a numerical method with second order accuracy in time, we approximate
the integrals in (2.3.8) via Gautschi-type rules, which have been widely used for










 l dw bF 0l (0) =  i"2  1l hI2   e  i⌧"2  li bF 0l (0),
(2.3.9)














⇣ bF nl (0) + w  t bF nl (0)⌘ dw
=  i"2  1l
h
I   e  i⌧"2  l
i bF nl (0) + h i"2⌧  1l + "4  2l ⇣I   e  i⌧"2  l⌘i   t bF nl (0), n   1,
(2.3.10)
where we have approximated the time derivative @t bF nl (s) at s = 0 by finite di↵erence
as
@t bF nl (0) ⇡   t bF nl (0) = bF nl (0)  bF n 1l (0)⌧ .
Now, we are ready to describe our scheme. Let  nM(x) be the approximation of
 M(tn, x) (n   0). Choosing  0M(x) = (PM 0)(x), an exponential wave integrator
Fourier spectral (EWI-FS) discretization for the Dirac equation (2.2.1) is to update





iµl(x a), a  x  b, n   0, (2.3.11)





I2   e  i⌧"2  l
i
\(G(t0) 0M)l, n = 0,
e i⌧ l/"2[( nM)l   iQ(1)l (⌧) \(G(tn) nM)l   iQ(2)l (⌧)  t \(G(tn) nM)l, n   1,
(2.3.12)
with the matrices Q(1)l (⌧) and Q
(2)
l (⌧) given as
Q(1)l (⌧) =  i"2  1l
h
I   e  i⌧"2  l
i
, Q(2)l (⌧) =  i"2⌧  1l + "4  2l
⇣
I   e  i⌧"2  l
⌘
.
The above procedure is not suitable in practice due to the di culty in com-
puting the Fourier coe cients through integrals in (2.3.1). Here we present an
e cient implementation by choosing  0M(x) as the interpolant of  0(x) on the grids
{xj, j = 0, 1, . . . ,M} and approximate the integrals in (2.3.1) by a quadrature rule.
Let  nj be the numerical approximation of  (tn, xj) for j = 0, 1, 2, . . . ,M and
n   0, and denote  n 2 XM as the vector with components  nj . Choosing  0j =
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 0(xj) (j = 0, 1, . . . ,M), an EWI Fourier pseudospectral (EWI-FP) method for









2 g( 0)l   i"2  1l hI2   e  i⌧"2  li ^(G(t0) 0)l, n = 0,
e i⌧ l/"2 g( n)l   iQ(1)l (⌧) ^(G(tn) n)l   iQ(2)l (⌧)  t ^(G(tn) n)l, n   1.
(2.3.14)
The EWI-FP (2.3.13)-(2.3.14) is explicit, and can be solved e ciently by the fast
Fourier transform (FFT). The memory cost is O(M) and the computational cost
per time step is O(M logM).
2.3.2 Linear stability analysis
To consider the linear stability, we assume that in the Dirac equation (2.2.1), the
external potential fields are constants, i.e. A1(t, x) ⌘ A01 and V (t, x) ⌘ V 0 with A01
and V 0 being two real constants. In this case, we adopt the Von Neumann stability
requirement that the errors grow exponentially at most. Then we have
Theorem 2.5 The EWI-FP method (2.3.13)-(2.3.14) and EWI-FS method (2.3.11)-
(2.3.12) are stable under the stability condition
0 < ⌧ . 1, 0 < "  1. (2.3.15)
Proof of Theorem 2.5. We shall only prove the EWI-FS case (2.3.11)-(2.3.12),
as the EWI-FP method case (2.3.14) is quite the same. Similar to the proof of
Theorem 2.1, noticing (2.3.10), we find that,
⇠2l (
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Denoting C = |V 0|+|A01|, taking the l2 norms of the vectors on both sides of (2.3.16)
and then dividing both sides by the l2 norm of (f 0)l, in view of the properties of
e is l/"2 , we get
|⇠l|2 
✓









|⇠l|  1 + 3C⌧/2
2
◆2
 1 + 5C⌧ + 9C
2⌧ 2/4
4





|⇠l|  1 + 4C⌧, l =  M
2




and it follows that EWI-FS (2.3.11)-(2.3.12) is stable.
⇤
2.3.3 Convergence analysis
In order to obtain an error estimate for the EWI methods (2.3.11)-(2.3.12) and
(2.3.13)-(2.3.14), motivated by the results in [21,26], we assume that there exists an
integer m0   2 such that the exact solution  (t, x) of Dirac equation (2.2.1) satisfies
(C) k kL1([0,T ];(Hm0p )2) . 1, k@t kL1([0,T ];(L2)2) .
1
"2
, k@tt kL1([0,T ];(L2)2) . 1"4 ,
where Hkp (⌦) = {u | u 2 Hk(⌦), @lxu(a) = @lxu(b), l = 0, . . . , k   1}. In addition,
we assume electromagnetic potentials satisfy
(D) kV kW 2,1([0,T ];L1)+kA1kW 2,1([0,T ];L1) . 1.
The following estimate can be established.
Theorem 2.6 Let  nM(x) be the approximation obtained from the EWI-FS (2.3.11)-
(2.3.12). Under the assumptions (C) and (D), there exists h0 > 0 and ⌧0 > 0
su ciently small and independent of " such that, for any 0 < "  1, when 0 < h  h0
and 0 < ⌧  ⌧0, we have the following error estimate
k (tn, x)   nM(x)kL2 .
⌧ 2
"4
+ hm0 , 0  n  T
⌧
. (2.3.18)
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1A := PM (tn, x)   nM(x) = M/2 1X
l= M/2
benl eiµl(x a), a  x  b.
(2.3.19)
Using the triangular inequality and standard interpolation result, we get
k (tn, x)   nM(x)kL2  k (tn, x)  PM (tn, x)kL2 + ken(x)kL2
 hm0 + ken(x)kL2 0  n  T⌧ , (2.3.20)
which means that we only need estimate ken(x)kL2 .
Define the local truncation error ⇠n(x) =
PM/2 1
l= M/2 b⇠nl eiµl(x a) 2 YM of the EWI-
FP (2.3.12) for n   0 as
b⇠nl =
8>>>>>>>><>>>>>>>>:
\( (⌧))l   e i⌧ l/"2\( (0))l + i"2  1l
h
I2   e  i⌧"2  l
i
\(G(0) (0))l, n = 0,




\(G(tn) (tn))l, n   1,
(2.3.21)
where we write  (t) and G(t) in short for  (t, x) and G(t, x), respectively.
Firstly, we estimate the local truncation error ⇠n(x). Multiplying both sides of
the Dirac equation (2.2.1) by eiµl(x a) and integrating over the interval (a, b), we
easily recover the equations for (d (t))l, which are exactly the same as (2.3.4) with
 M being replaced by  (t, x). Replacing  M with  (t, x), we use the same notationsbF nl (s) as in (2.3.5) and the time derivatives of bF nl (s) enjoy the same properties of
time derivatives of  (t, x). Thus, the same representation (2.3.8) holds for ([ (tn))l
for n   1. From the derivation of the EWI method, it is clear that the error ⇠n(x)
comes from the approximations for the integrals in (2.3.9) and (2.3.10), and we have












 l@s1 bF 0l (s1) ds1ds,
(2.3.22)
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and for n   1














@✓1✓1 bF n 1l (✓1) d✓1d✓◆ ds.
(2.3.23)
For n = 0, the above equalities imply |b⇠0l | . R ⌧0 R s0 |@s1 bF 0l (s1)|ds1ds and by the Bessel















































|@✓1✓1 bF n 1l (✓1)|2 d✓1 d✓ ds








, k⇠n(x)kL2 . ⌧
3
"4
, n   1. (2.3.24)
Now, we look at the error equations. For each fixed l =  M/2, ...,M/2  
1, subtracting (2.3.12) from (2.3.21), we obtain the equation for the error vector




bRnl eiµl(x a) 2 YM for n   1 is given by
bRnl =  iQ(1)l (⌧)⇣ \(G(tn) (tn))l   \(G(tn) nM)l⌘
  iQ(2)l (⌧)
⇣
  t \(G(tn) (tn))l     t \(G(tn) nM)l
⌘
, (2.3.26)
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and be0l = 0, be1l = b⇠0l .
Using the properties of the matrices Q(1)l (⌧) and Q
(2)
l (⌧), it is easy to verify that
kQ(1)l (⌧)k2  ⌧, kQ(2)l (⌧)k2 
⌧ 2
2
, l =  M
2




where kQk2 denotes the l2 norm of matrix Q. Combining (2.3.26), (2.3.27) and













.⌧ 2h2m0 + ⌧ 2ken(x)k2L2 + ⌧ 2ken 1(x)k2L2 . (2.3.28)
Multiplying both sides of (2.3.25) by
⇣ben+1l + e i⌧ l/"2benl ⌘⇤ from left, taking the
real parts and using Cauchy inequality, we obtain
  ben+1l   2   |benl |2  ⌧ ⇣  ben+1l   2 + |benl |2⌘+ | bRnl |2⌧ + |b⇠nl |2⌧ .
Multiplying both sides of the above inequality by (b  a) and summing together for












k⇠n(x)k2L2 , n   1. (2.3.29)












+m⌧h2m0 , m  T
⌧
.
Since ke0(x)kL2 = 0 and ke1(x)kL2 . ⌧2"2 . ⌧
2
"4 , the discrete Gronwall’s inequality
will imply that for su ciently small ⌧ ,
kem(x)k2L2 . h2m0 +
⌧ 4
"8
, 1  m  T
⌧
. (2.3.30)
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Combining (2.3.20) and (2.3.30), we draw the conclusion (2.3.18).
⇤
Remark 2.1 The same error estimate in Theorem 2.6 holds for the EWI-FP (2.3.13)-
(2.3.14) and the proof is quite similar to that of Theorem 2.6.
2.3.4 Extension to 2D and 3D
The EWI-FS (2.3.11)-(2.3.12), EWI-FP (2.3.13)-(2.3.14) can be easily extended to
2D and 3D with tensor grids by modifying the matrices  l in (2.3.6). For the reader’s
convenience, we present the modifications of  l in (2.3.6) in 2D and 3D as follows.
For the Dirac equation (2.1.15) in 2D, i.e. we take d = 2 in (2.1.15). The
problem is truncated on ⌦ = (a1, b1) ⇥ (a2, b2) with mesh sizes h1 = (b1   a1)/M1
and h2 = (b2 a2)/M2 (M1,M2 two even positive integers) in the x- and y-direction,
respectively. The wave function   is a two-component vector, and the matrix  l in
(2.3.6) will be replaced by
 jk =




1A , µ(1)j = 2j⇡b1   a1 , µ(2)k = 2k⇡b2   a2 ,
(2.3.31)
where  M12  j  M12   1,  M22  k  M22   1, and the Schur decomposition






















1 + "2(µ(1)j )
2 + "2(µ(2)k )
2.
For the Dirac equation (2.1.3) in 3D, i.e. we take d = 3 in (2.1.3). The problem
is truncated on ⌦ = (a1, b1)⇥ (a2, b2)⇥ (a3, b3) with mesh sizes h1 = (b1   a1)/M1,
h2 = (b2   a2)/M2 and h3 = (b3   a3)/M3 (M1,M2,M3 three even positive integers)
in x-, y- and z-direction, respectively. The wave function  is a four-component
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vector, and the matrix  l in (2.3.6) will be replaced by  jkl as:
 jkl =
0BBBBBB@
1 0 "µ(3)l "µ
(1)
j   i"µ(2)k





j   i"µ(2)k  1 0
"µ(1)j + i"µ
(2)
k  "µ(3)l 0  1
1CCCCCCA , (2.3.33)
where  M12  j  M12   1, M22  k  M22   1, M32  l  M32   1 and
µ(1)j =
2j⇡








b3   a3 . (2.3.34)
The eigenvalues of  jkl are
 jkl,  jkl,  jkl,  jkl, with  jkl =
r
1 + "2
   µ(1)j    2 + "2    µ(2)k    2 + "2    µ(3)l    2.

































Then the Schur decomposition  jkl = QjklDjklQ⇤jkl is given as
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where  (t,x) =









































For the Dirac equation (2.1.3) in 2D, we simply let µ(3)l = 0, in the above 3D
case; and for the Dirac equation (1.2.3) in 1D, we let µ(2)k = µ
(3)
l = 0 in the above
3D case. Then the EWI-FP (2.3.13)-(2.3.14) can be designed accordingly for the
Dirac equation (2.1.3) in 2D and 1D.
2.4 Time-splitting Pseudospectral methods
2.4.1 The TSFP method in 1D
In this section, we present a time-splitting Fourier pseudospectral (TSFP) method
to solve the Dirac equation(2.1.3) (or (2.1.15)). Again, for simplicity of notations,
we shall only present the numerical method and its analysis for (2.2.1) in 1D. Gen-
eralization to (2.1.3) and/or higher dimensions is straightforward and results remain
valid without modifications.
From time t = tn to time t = tn+1, the Dirac equation (2.2.1) is splitted into two










 (t, x), x 2 ⌦, (2.4.1)
with the periodic boundary condition (2.2.2) for the time step of length ⌧ , followed
by solving
i@t (t, x) = [ A1(t, x) 1 + V (t, x)I2] (t, x), x 2 ⌦, (2.4.2)
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for the same time step. Equation (2.4.1) will be first discretized in space by the
Fourier spectral method and then integrated (in phase or Fourier space) in time
exactly [19]. For the ODEs (2.4.2), we can integrate analytically in time as






V (s,x)ds I2] (tn, x), a  x  b, tn  t  tn+1.
In practical computation, from time t = tn to t = tn+1, one often combines the
splitting steps via the standard Strang splitting [92] – which results in a second





2 g( n)l eiµl(xj a) = M/2 1X
l= M/2
Ql e
 i⌧Dl/2"2 (Ql)⇤ g( n)l e 2ijl⇡M ,
 (2)j = e






















1A , ⇤(t, x) =
0@V (t, x)  A1(t, x) 0
0 V (t, x) + A1(t, x)
1A . (2.4.4)
Remark 2.2 Again, if the definite integrals in
R tn+1
tn
⇤(t, xj) dt cannot be evaluated
analytically, we can evaluate them numerically via the Simpson’s quadrature rule asZ tn+1
tn
















+ V (tn+1, xj)
6
.




| nj |2 ⌘ h
M 1X
j=0
| 0j |2 = k 0k2l2 = h
M 1X
j=0
| 0(xj)|2, n   0.
Proof: The proof is quite standard and similar to that of Lemma 2.2. We omit it
here. ⇤
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From Lemma 2.3, we conclude that TSFP (2.4.3) is unconditionally stable. In
addition, under proper assumptions of the exact solution  (t, x) and electromagnetic
potentials, it is easy to show the following error estimate via the formal Lie calculus
introduced in [66],




where m0 depends on the regularity of  (t, x). We omit the details here for brevity.
2.4.2 Extension to 2D and 3D
The TSFP (2.4.3) can be easily extended to 2D and 3D with tensor grids by mod-
ifying the matrices  l in (2.3.6) and G(t, x) in (3.4.10) in the TSFP case. For the
reader’s convenience, we only present the modification of G(t, x) in (3.4.10) in 2D
and 3D as follows since modification of  l is same as the EWI-FP method.
For the Dirac equation (2.1.15) in 2D, i.e. we take d = 2 in (2.1.15). The prob-
lem is truncated on ⌦ = (a1, b1) ⇥ (a2, b2) with mesh sizes h1 = (b1   a1)/M1 and
h2 = (b2  a2)/M2 (M1,M2 two even positive integers) in the x- and y-direction, re-
spectively. The wave function   is a two-component vector, and the matrixG(t, x) in
(3.4.10) becomesG(t,x) and the Schur decompositionG(t,x) = P (t,x)⇤(t,x)P ⇤(t,x)
reads
⇤(t,x) =
0@V (t,x)   (t,x) 0











For the Dirac equation (2.1.3) in 3D, i.e. we take d = 3 in (2.1.3). The problem
is truncated on ⌦ = (a1, b1)⇥ (a2, b2)⇥ (a3, b3) with mesh sizes h1 = (b1   a1)/M1,
h2 = (b2 a2)/M2 and h3 = (b3 a3)/M3 (M1,M2,M3 three even positive integers) in
x-, y- and z-direction, respectively. The wave function  is a four-component vector,
and the matrix G(t, x) in (3.4.10) becomes G(t,x) and the Schur decomposition
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G(t,x) = P (t,x)⇤(t,x)P ⇤(t,x) reads
⇤(t,x) = V (t,x)I4 +  (t,x) diag( 1, 1, 1, 1),
P (t,x) = (u1(t,x),u2(t,x),u3(t,x),u4(t,x)),
where  (t,x) =









































For the Dirac equation (2.1.3) in 2D, we simply let A3(t,x) ⌘ 0 in the above 3D
case; and for the Dirac equation (1.2.3) in 1D, we let A2(t,x) = A3(t,x) ⌘ 0 in the
above 3D case. With the modification of  l, then the TSFP (2.4.3) can be designed
accordingly for the Dirac equation (2.1.3) in 2D and 1D.
2.5 Numerical results
In this section, we compare the accuracy of di↵erent numerical methods including
the FDTD, EWI-FP and TSFP methods for the Dirac equation (2.1.15) in 1D in
terms of the mesh size h, time step ⌧ and the parameter 0 < "  1. We will pay
particular attention to the "-scalabilities of di↵erent methods in the nonrelativistic
limit regime, i.e. 0 < "⌧ 1. Then we simulate the dynamics of the Dirac equation
(2.1.15) in 2D with a honeycomb lattice potential by the TSFP method.
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2.5.1 Comparison of spatial/temporal resolution
To test the accuracy, we choose the electromagnetic potentials in the Dirac equation




, V (t, x) =
1  x
1 + x2
, x 2 R, t   0,
and the initial value as
 1(0, x) = e
 x2/2,  2(0, x) = e (x 1)
2/2, x 2 R.
The problem is solved numerically on an interval ⌦ = ( 16, 16), i.e. a =  16 and
b = 16, with periodic boundary conditions on @⌦. The ‘exact’ solution  (t, x) =
( 1(t, x), 2(t, x))T is obtained numerically by using the TSFP method with a very
fine mesh size and a small time step, e.g. he = 1/16 and ⌧e = 10 7 to compare
with the numerical solutions obtained by EWI-FP and TSFP, and he = 1/4096 to
compare with the numerical solutions obtained by FDTD methods. Denote  nh,⌧ as
the numerical solution obtained by a numerical method with mesh size h and time
step ⌧ . In order to quantify the convergence, we introduce
eh,⌧ (tn) = k n    (tn, ·)kl2 =
vuuthM 1X
j=0
| nj    (tn, xj)|2.
Tab. 2.1 lists spatial errors eh,⌧e(t = 2) with di↵erent h (upper part) and temporal
errors ehe,⌧ (t = 2) with di↵erent ⌧ (lower part) for the LFFD method (2.2.6). Tabs.
2.2-2.6 show similar results for the SIFD1 method (2.2.7), SIFD2 method (2.2.8),
CNFD method (2.2.9), EWI-FP method (2.3.13)-(2.3.14) and TSFP method (2.4.3),
respectively. For the LFFD and SIFD1 methods, due to the stability condition and
accuracy requirement, we take
 j(") =
8<: "2 "0/2j  "  1,"20/4j 0 < " < "0/2j, j = 0, 1, . . .
in Tables 2.1 and 2.2. For comparison, Tab. 2.7 depicts temporal errors of di↵erent
numerical methods under di↵erent "-scalability.
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Table 2.1: Spatial and temporal error analysis of the LFFD method for the Dirac
equation in 1D.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.06E-1 2.65E-2 6.58E-3 1.64E-3 4.10E-4
"0/2 9.06E-2 2.26E-2 5.64E-3 1.41E-3 3.51E-4
"0/22 8.03E-2 2.02E-2 5.04E-3 1.25E-3 3.05E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4
"0/24 9.87E-2 2.48E-2 6.18E-3 1.54E-3 3.83E-4
Temporal Errors ⌧0 = 0.1 ⌧0/8 ⌧0/82 ⌧0/83 ⌧0/84
"0 = 1 1.38E-1 1.99E-3 3.11E-5 4.86E-7 7.59E-9
"0/2 unstable 1.14E-2 1.77E-4 2.77E-6 4.32E-8
"0/22 unstable 4.59E-1 7.01E-3 1.05E-4 1.64E-6
"0/23 unstable unstable 4.14E-1 6.42E-3 1.00E-4
"0/24 unstable unstable unstable 4.04E-1 6.00E-3
From Tabs. 2.1-2.7, and additional numerical results not shown here for brevity,
we can draw the following conclusions for the Dirac equation by using di↵erent
numerical methods:
(i). For the discretization error in space, for any fixed " = "0 > 0, the FDTD
methods are second-order accurate, and resp., the EWI-FP and TSFP methods are
spectrally accurate (cf. each row in the upper parts of Tabs. 2.1-2.6). For 0 < "  1,
the errors are independent of " for the EWI-FP and TSFP methods (cf. each column
in the upper parts of Tabs. 2.5-2.6), and resp., are almost independent of " for the
FDTD methods (cf. each column in the upper parts of Tabs. 2.1-2.4). In general,
for any fixed 0 < "  1 and h > 0, the EWI-FP and TSFP methods perform much
better than the FDTD methods in spatial discretization.
(ii). For the discretization error in time, in the O(1) speed-of-light regime, i.e.
2.5 Numerical results 43
Table 2.2: Spatial and temporal error analysis of the SIFD1 method for the Dirac
equation in 1D.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.06E-1 2.65E-2 6.58E-3 1.64E-3 4.10E-4
"0/2 9.06E-2 2.26E-2 5.64E-3 1.41E-3 3.51E-4
"0/22 8.03E-2 2.02E-2 5.04E-3 1.25E-3 3.05E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4
"0/24 9.87E-2 2.48E-2 6.18E-3 1.54E-3 3.83E-4
Temporal Errors ⌧0 = 0.1 ⌧0/8 ⌧0/82 ⌧0/83 ⌧0/84
"0 = 1 1.44E-1 2.09E-3 3.27E-5 5.11E-7 7.98E-9
"0/2 unstable 2.99E-2 4.67E-4 7.30E-6 1.14E-7
"0/22 unstable 8.18E-1 1.54E-2 2.41E-4 3.77E-6
"0/23 unstable unstable 7.99E-1 1.31E-2 2.05E-4
"0/24 unstable unstable 4.19E-1 7.97E-1 1.26E-2
" = O(1), all the numerical methods including FDTD, EWI-FP and TSFP are
second-order accurate (cf. the first row in the lower parts of Tabs. 2.1-2.6). In
general, the EWI-FP and TSFP methods perform much better than the FDTD
methods in temporal discretizations for a fixed time step. In the non-relativistic
limit regime, i.e. 0 < " ⌧ 1, for the FDTD methods, the ‘correct’ "-scalability is
⌧ = O("3) which verifies our theoretical results; for the EWI-FP and TSFP methods,
the ‘correct’ "-scalability is ⌧ = O("2) which again confirms our theoretical results.
In fact, for 0 < "  1, one can observe clearly second-order convergence in time for
the FDTD methods only when ⌧ . "3 (cf. upper triangles in the lower parts of Tabs.
2.1-2.4), and resp., for the EWI-FP and TSFP methods when ⌧ . "2 (cf. upper
triangles in the lower parts of Tabs. 2.5-2.6). In general, for any fixed 0 < "  1
and ⌧ > 0, the TSFP method performs the best, and the EWI-FP method performs
much better than the FDTD methods in temporal discretization (cf. Tab. 2.7).
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Table 2.3: Spatial and temporal error analysis of the SIFD2 method for the Dirac
equation in 1D.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.06E-1 2.65E-2 6.58E-3 1.64E-3 4.10E-4
"0/2 9.06E-2 2.26E-2 5.64E-3 1.41E-3 3.51E-4
"0/22 8.03E-2 2.02E-2 5.04E-3 1.25E-3 3.05E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4
"0/24 9.87E-2 2.48E-2 6.18E-3 1.54E-3 3.83E-4
Temporal Errors ⌧0 = 0.1 ⌧0/8 ⌧0/82 ⌧0/83 ⌧0/84
"0 = 1 1.72E-1 2.59E-3 4.05E-5 6.33E-7 9.89E-9
"0/2 1.69 3.57E-2 5.58E-4 8.72E-6 1.36E-7
"0/22 2.59 8.66E-1 1.63E-2 2.55E-4 3.98E-6
"0/23 2.67 2.89 8.43E-1 1.37E-2 2.14E-4
"0/24 3.07 3.56 5.19E-1 8.37E-1 1.28E-2
(iii). From Tab. 2.6, our numerical results suggest the following error bound for
the TSFP method when ⌧ . "2,




which is much better than (2.4.5) for the TSFP method in the nonrelativistic limit
regime. Rigorous mathematical justification for (2.5.1) is on-going.
From Tabs. 2.1-2.4, in the numerical example, we could not observe numerically
the "-dependence in the spatial discretization error for the FDTD methods, i.e. 1"
in front of h2, which was proven in Theorems 2.1-2.4. In order to investigate the
spatial "-resolution of the FDTD methods, we consider the Dirac equation (2.2.1)
on ⌦ = ( 1, 1) with no electromagnetic potential – the free Dirac equation, i.e.
A1(t, x) ⌘ 0, V (t, x) ⌘ 0, x 2 ( 1, 1), t   0.
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Table 2.4: Spatial and temporal error analysis of the CNFD method for the Dirac
equation in 1D.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.06E-1 2.65E-2 6.58E-3 1.64E-3 4.10E-4
"0/2 9.06E-2 2.26E-2 5.64E-3 1.41E-3 3.51E-4
"0/22 8.03E-2 2.02E-2 5.04E-3 1.25E-3 3.05E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4
"0/24 9.87E-2 2.48E-2 6.18E-3 1.54E-3 3.83E-4
Temporal Errors ⌧0 = 0.1 ⌧0/8 ⌧0/82 ⌧0/83 ⌧0/84
"0 = 1 5.48E-2 8.56E-4 1.34E-5 2.09E-7 3.27E-9
"0/2 3.90E-1 6.63E-3 1.77E-4 2.77E-6 4.32E-8
"0/22 1.79 2.27E-1 3.55E-3 1.56E-5 2.44E-7
"0/23 3.10 4.69E-1 2.06E-1 3.22E-3 5.03E-4
"0/24 2.34 1.83 8.05 E-1 2.04E-1 3.19E-3
The initial data in (2.2.2) is taken as
 1(0, x) = e
9⇡i(x+1),  2(0, x) = e
9⇡i(x+1),  1  x  1.
Tab. 2.8 shows the spatial errors eh,⌧e(t = 2) of the CNFD method with di↵erent
h. The results for the LFFD, SIFD1 and SIFD2 methods are similar and they are
omitted here for brevity. From Tab. 2.8, we can conclude that the error bounds in
the Theorems 2.1-2.4 are sharp.
Based on the above comparison, in view of both temporal and spatial accuracies
we conclude that the EWI-FP and TSFP methods perform much better than the
FDTD methods for the discretization of the Dirac equation, especially in the non-
relativistic limit regime. For the reader’s convenience, we summarize the properties
of di↵erent numerical methods in Tab. 2.9.
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Table 2.5: Spatial and temporal error analysis of the EWI-FP method for the Dirac
equation in 1D.
Spatial Errors h0=2 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.10 2.43E-1 2.99E-3 2.79E-6 1.00E-8
"0/2 1.06 1.46E-1 1.34E-3 9.61E-7 5.90E-9
"0/22 1.11 1.43E-1 9.40E-4 5.10E-7 7.02E-9
"0/23 1.15 1.44E-1 7.89E-4 3.62E-7 6.86E-9
"0/24 1.18 1.45E-1 7.63E-4 2.91E-7 8.46E-9
Temporal Errors ⌧0=0.1 ⌧0/4 ⌧0/42 ⌧0/43 ⌧0/44
"0 = 1 1.40E-1 8.51E-3 5.33E-4 3.34E-5 2.09E-6
"0/2 4.11E-1 2.37E-2 1.49E-3 9.29E-5 5.81E-6
"0/22 6.03 1.88E-1 1.18E-2 7.38E-4 4.62E-5
"0/23 2.21 3.98 1.60E-1 1.01E-2 6.31E-4
"0/24 2.16 2.09 3.58 1.53E-1 9.69E-3
2.5.2 Dynamics with the honeycomb potential
Here we study numerically the dynamics of the Dirac equation (2.1.15) in 2D with
a honeycomb lattice potential, i.e. we take d = 2 and




















e1 = ( 1, 0)T , e2 = (1/2,
p
3/2)T , e3 = (1/2, 
p
3/2)T .
The initial data in (2.1.16) is taken as
 1(0,x) = e
 x2+y22 ,  2(0,x) = e 
(x 1)2+y2
2 , x = (x, y)T 2 R2.
The problem is solved numerically on ⌦ = [ 10, 10]2 by the TSFP method with
mesh size h = 1/16 and time step ⌧ = 0.01. Figs. 2.1 and 2.2 depict the densities
⇢j(t,x) = | j(t,x)|2 (j = 1, 2) for " = 1 and " = 0.2, respectively.
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Figure 2.1: Dynamics of the densities ⇢1(t,x) = | 1(t,x)|2(left) and ⇢2(t,x) =
| 2(t,x)|2(right) of the Dirac equation in 2D with a honeycomb lattice potential
when " = 1.
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Figure 2.2: Dynamics of the densities ⇢1(t,x) = | 1(t,x)|2(left) and ⇢2(t,x) =
| 2(t,x)|2(right) of the Dirac equation in 2D with a honeycomb potential when
" = 0.2.
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Table 2.6: Spatial and temporal error analysis of the TSFP method for the Dirac
equation in 1D.
Spatial Errors h0 = 2 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.10 2.43E-1 2.99E-3 2.79E-6 9.45E-9
"0/2 1.06 1.46E-1 1.34E-3 9.61E-7 5.57E-9
"0/22 1.11 1.43E-1 9.40E-4 5.10E-7 6.50E-9
"0/23 1.15 1.44E-1 7.89E-4 3.62E-7 6.84E-9
"0/24 1.18 1.45E-1 7.62E-4 2.88E-7 7.49E-9
"0/25 1.19 1.46E-1 7.53E-4 2.59E-7 7.96E-9
"0/26 1.20 1.47E-1 7.49E-4 2.63E-7 6.90E-9
Temporal Errors ⌧0=0.4 ⌧0/4 ⌧0/42 ⌧0/43 ⌧0/44 ⌧0/45
"0 = 1 2.17E-1 1.32E-2 8.22E-4 5.13E-5 3.21E-6 2.01E-7
"0/2 1.32 6.60E-2 4.07E-3 2.54E-4 1.59E-5 9.92E-7
"0/22 2.50 3.33E-1 1.68E-2 1.04E-3 6.49E-5 4.06E-6
"0/23 1.79 1.97 8.15E-2 4.15E-3 2.57E-4 1.60E-5
"0/24 1.35 8.27E-1 8.85E-1 2.01E-2 1.03E-3 6.35E-5
"0/25 8.73E-1 2.25E-1 2.33E-1 2.49E-1 4.98E-3 2.55E-4
From Fig. 2.1 and Fig. 2.2, we find that the dynamics of the Dirac equation
depends significantly on ". In addition, the TSFP method can capture the dynamics
very accurately and e ciently.
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Table 2.7: Comparison of temporal errors of di↵erent numerical methods for the


















LFFD 1.38E-1 1.14E-2 7.01E-3 6.42E-3 6.00E-3












SIFD2 1.31E-1 2.41E-2 1.45E-2 2.30E-2 1.26E-2












EWI-FP 1.40E-1 2.37E-2 1.18E-2 1.01E-3 9.69E-3
TSFP 1.32E-2 4.07E-3 1.04E-3 2.57E-4 6.35E-5
Table 2.8: Spatial error analysis of the CNFD method for the free Dirac equation
with di↵erent h.
" "0 = 1 "0/2 "0/22 "0/23 "0/24
h0 = 1/256 1.61E-1 3.21E-1 6.35E-1 1.21 2.07
h0/2 4.03E-2 8.05E-2 1.59E-1 3.07E-1 5.43E-1
h0/22 1.01E-2 2.01E-2 3.99E-2 7.69E-2 1.36E-1
h0/23 2.52E-3 5.03E-2 9.97E-3 1.92E-2 3.41E-2
h0/24 6.30E-4 1.26E-2 2.47E-3 4.95E-3 8.64E-3
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Table 2.9: Comparison of properties of di↵erent numerical methods for solving the
Dirac equation with M being the number of grid points in space.
Method LFFD SIFD1 SIFD2
Time symmetric Yes Yes Yes
Mass conservation No No No
Energy conservation No No No
Dispersion Relation No No No
Unconditionally stable No No No
Explicit scheme Yes No No
Temporal accuracy 2nd 2nd 2nd
Spatial accuracy 2nd 2nd 2nd
Memory cost O(M) O(M) O(M)
Computational cost O(M) O(M) O(M lnM)
Resolution













Method CNFD EWI-FP TSFP
Time symmetric Yes No Yes
Mass conservation Yes No Yes
Energy conservation Yes No No
Dispersion Relation No No Yes
Unconditionally stable Yes No Yes
Explicit scheme No Yes Yes
Temporal accuracy 2nd 2nd 2nd
Spatial accuracy 2nd Spectral Spectral
Memory cost O(M) O(M) O(M)
Computational cost   O(M) O(M lnM) O(M lnM)
Resolution










Extension to the nonlinear Dirac equation
This chapter investigates the performance of several numerical methods for solving
the nonlinear Dirac equation in the nonrelativistic limit regime, i.e. 0 < " ⌧ 1.
Conventional finite di↵erence time domain (FDTD) discretization, Gautschi type
exponential wave integrator (EWI) and time splitting with Fourier pseudospectral
discretization in spatial domain are illustrated. Rigorous error bounds are carried
out with particular attention on how their optimal error bounds are dependent
explicitly on ". Numerical results are also reported in the last section to support
these error bounds.
3.1 Basic properties
In quantum field theory, the nonlinear Dirac equation (NLD) is a self-interacting
Dirac fermions model which is widely considered in quantum mechanics as a toy
model of self-interaction electrons. Di↵erent self-interactions give rise to di↵erent
NLD models. Based on the scalar self-interaction, we can obtain the widely used
Soler model which is a quantum field theory model of Dirac fermion interacting in
(3 + 1) dimensions.
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 +F( ) , x 2 R3,
(3.1.1)
where (t, x) = ( 1(t, x), 2(t, x), 3(t, x), 4(t, x))
T 2 C4 is a complex four-component
spinor, x = (x1, x2, x3) 2 R3, @j = @@xj , c denote the speed of light, m > 0 is the
mass of the electron, and ~ denotes the Planck constant. ↵1, ↵2, ↵3 and   are
4⇥4 complex matrices as the same as in Chapter 2. For the simplicity of notations,
here we take F( ) = g1 ( ⇤  )   + g2| |2I4 with g1, g2 2 R two constants and
 ⇤ =  
T
, while f denotes the complex conjugate of f , which is motivated from the
so-called Soler model, e.g. g2 = 0 and g1 6= 0, in quantum field theory [41,43,91,100]
and BECs with a chiral confinement and/or spin-orbit coupling, e.g. g1 = 0 and
g2 6= 0 [24, 48, 49]. We remark here that our numerical methods and their error
estimates can be easily extended to the NLDE with other nonlinearities [81, 100].



















 + F( ) , x 2 Rd,
(3.1.2)
and
F( ) =  1 ( 




2 R and  2 = g2mv2x3s 2 R two dimensionless constants for the
interaction strength.
For the dynamics, the initial condition is given as
 (t = 0,x) =  0(x), x 2 Rd.
The NLDE (3.1.2) is dispersive and time symmetric. Introducing the position den-
sity ⇢j for the j-component (j = 1, 2, 3, 4) and the total density ⇢ as well as the
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⇢j(t,x) =  




 ⇤↵l , l = 1, 2, 3, (3.1.4)
then the following conservation law can be obtained from the NLDE (3.1.2)
@t⇢(t,x) +r · J(t,x) = 0, x 2 Rd, t   0. (3.1.5)
Thus the NLDE (3.1.2) conserves the total mass as
k (t, ·)k2 :=
Z
Rd





| j(t,x)|2 dx ⌘ k (0, ·)k2 = k 0k2, t   0.
(3.1.6)
The NLDE (3.1.2) conserves the total mass as








| j(t,x)|2dx ⌘ k (0, ·)k2 = k (0)k2, t   0.
(3.1.7)
If the electric potential V is perturbed by a constant, e.g. V (t,x) ! V (t,x) + V 0
with V 0 being a real constant, then the solution  (t,x) ! e iV 0t (t,x) which
implies the density of each component ⇢j(t,x) = | (t,x)|2 (j = 1, 2, 3, 4) and the
total density ⇢(t,x) =
P4
j=1 ⇢j(t,x) unchanged. Moreover, if the electromagnetic
potentials are independent of time, i.e. V (t,x) = V (x), Aj(t,x) = Aj(x), then the






















( ⇤  )2 +
 2
2
| |4,  2 C4. (3.1.9)
Furthermore, if the external electromagnetic potentials are constants, i.e. V (t,x) ⌘
V 0 and Aj(t,x) ⌘ A0j for j = 1, 2, 3, the NLDE (3.1.2) admits the plane wave solution
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as  (t,x) = B ei(k·x !t), where the time frequency !, amplitude vector B 2 R4 and













  + V 0I4 +  1 (B
⇤ B)   +  2|B|2I4
#
B. (3.1.10)
Again, similarly to the Dirac equation [15], in several applications in one dimension
(1D) and two dimensions (2D), the NLDE (3.1.2) can be simplified to the following




















 + F( ) , x 2 Rd,
(3.1.11)
where
F( ) =  1 ( 
⇤ 3 )  3 +  2| |2I2,   2 C2, (3.1.12)
with  1 2 R and  2 2 R two dimensionless constants for the interaction strength.
Again, the initial condition for dynamics is given as
 (t = 0,x) =  0(x), x 2 Rd. (3.1.13)
The NLDE (3.1.11) is dispersive and time symmetric. By introducing the position
density ⇢j for the j-th component (j = 1, 2) and the total density ⇢ as well as the





⇤ , ⇢j(t,x) = | j(t,x)|2, Jj(t,x) = 1
"
 ⇤ j , j = 1, 2,
(3.1.14)
the conservation law (3.1.5) is also satisfied [23]. In addition, the Dirac equation









| j(t,x)|2 dx ⌘ k (0, ·)k2 = k 0k2, t   0.
(3.1.15)
Again, if the electric potential V is perturbed by a constant, e.g. V (t,x)! V (t,x)+
V 0 with V 0 being a real constant, the solution  (t,x)! e iV 0t (t,x) which implies
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the density of each component ⇢j (j = 1, 2) and the total density ⇢ unchanged.
When d = 1, if the magnetic potential A1 is perturbed by a constant, e.g. A1(t,x)!
A1(t,x) + A01 with A
0
1 being a real constant, the solution  (t,x) ! eiA01t 1 (t,x)
implying the total density ⇢ unchanged; but this property is not valid when d = 2.
When the electromagnetic potentials are time-independent, i.e. V (t,x) = V (x) and


























| |4,   2 C2. (3.1.17)
If V (t, x) and A1(t, x) are independent of time. In addition, if the magnetic potential
A1 is perturbed by a constant, e.g. A1(t,x) ! A1(t,x) + A01 with A01 being a real
constant, then the solution  (t,x)! eiA01t↵1 (t,x) which implies the total density
⇢ unchanged; this is not valid in (3+1) dimensions. Furthermore, if the external
electromagnetic potentials are constants, i.e. V (t,x) ⌘ V 0 and Aj(t,x) ⌘ A0j for
j = 1, 2, the Dirac equation (3.1.11) admits the plane wave solution as  (t,x) =
B ei(k·x !t), where the time frequency !, amplitude vector B 2 R2 and spatial wave













0I2 +  1 (B
⇤ 3B)   +  2|B|2I2
i
B. (3.1.18)
Particularly, when d = 1, " = 1, V (t, x) ⌘ 0 and A1(t, x) ⌘ 0 in (3.1.11) and
 1 =  1 and  2 = 0 in (3.1.12), denote
A(t, x) =
p
(1   2)(1 +  )/  cosh(xp1   2)




B(t, x) = i
p
(1   2)(1   )/  sinh(xp1   2)
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A ( (t  v(x  x0)),  ((x  x0)  vt)) (3.1.22)













Figure 3.1: The soliton solution | (t = 0, x)| and | (t = 15, x)| of the Dirac equation
(3.1.11) with " = 1, where | (t, x)| =p| 1(t, x)|2 + | 2(t, x)|2, the speed v = 0.8.
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3.2 Finite di↵erence methods
In this section, we apply several conventional FDTD methods to the NLDE (3.1.11)
(or (3.1.2)) with external electromagnetic field and analyze their stabilities and con-
vergence in the nonrelativistic limit regime. For simplicity of notations, we shall
only present the numerical methods and their analysis for (3.1.11) in 1D. Gener-
alization to (3.1.2) and/or higher dimensions is straightforward and results remain
valid without modifications. Similar to most works in the literatures for the analysis
and computation of the NLDE (cf. [4, 6, 43, 56, 87, 102, 107] and references therein),
in practical computation, we truncate the whole space problem onto an interval
⌦ = (a, b) with periodic boundary conditions, which is large enough such that the









 3 + V (t, x)I2   A1(t, x)  F ( ) 1
i
 (t, x), x 2 ⌦, t > 0,
(3.2.1)
 (t, a) = (t, b), @x (t, a) = @x (t, b), t   0,  (0, x) =  0(x), x 2 ⌦,
(3.2.2)
where  0(a) =  0(b),  00(a) =  
0
0(b) and F( ) is given in (3.1.12).
3.2.1 Finite di↵erence time domain methods
Similar as in Chapter 2, choose mesh size h :=  x = b aM with M being an even
positive integer, time step ⌧ :=  t > 0 and denote the grid points and time steps
as:
xj := a+ jh, j = 0, 1, . . . ,M ; tn := n⌧, n = 0, 1, 2, . . . .
Denote XM = {U = (U0, U1, ..., UM)T | Uj 2 C2, j = 0, 1, . . . ,M, U0 = UM} and we
always use U 1 = UM 1 if it is involved. For any U 2 XM , we denote its Fourier





eUl eiµl(xj a) = M/2 1X
l= M/2
eUl e2ijl⇡/M , j = 0, 1, . . . ,M, (3.2.3)









 2ijl⇡/M , l =  M
2








|Uj|2, U 2 XM . (3.2.5)
Let  nj be the numerical approximation of  (tn, xj), denote  
n = ( n0 , 
n




XM as the solution vector at t = tn and V nj = V (tn, xj), V
n+1/2
j = V (tn +
⌧/2, xj), An1,j = A1(tn, xj), A
n+1/2














for 0  j  M and n   0. Introduce the finite di↵erence

























Here we consider several frequently used FDTD methods to discretize the NLDE














V nj I2   An1,j 1 + Fnj
⇤
 nj , n   1. (3.2.6)




















, n   1.
(3.2.7)


















V nj I2   An1,j 1 + Fnj
⇤
 nj , n   1.
(3.2.8)
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j I2   An+1/21,j  1 + Fn+1/2j
 
 n+1/2j , n   0.
(3.2.9)







M 1, n   0,  0j =  0(xj), j = 0, 1, ...,M.(3.2.10)


















, j = 0, 1, . . . ,M 1.
(3.2.11)
Among all the three FDTD methods, the LFFD method (3.2.6) is completely
explicit and its computational cost per step is O(M). In fact, it might be the
simplest and most e cient discretization for the NLDE when " = 1 and thus it
has been widely used when " = 1. The SIFD1 method (3.2.7) is implicit, however
at each time step for n   1, the linear system is decoupled and so can be solved
explicitly for j = 0, 1, ...,M   1
 n+1j =

























and thus the computational cost per step is also O(M).
The SIFD2 (3.2.8) is implicit, however at each time step for n   1, the cor-
responding linear system is decoupled in phase (Fourier) space and can be solved
explicitly in phase space for l =  M/2, . . . ,M/2  1 as
(^ n+1)l =
✓
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where G( n) = (G( n)0,G( n)1, . . . ,G( n)M)T 2 XM with
G( n)j =
⇥
V nj I2   An1,j 1 + Fnj
⇤
 nj j = 0, 1, . . . ,M,
and thus its computational cost per step is O(M lnM). The CNFD method (3.2.9)
is implicit and at each time step for n   0, we need to solve a nonlinear coupled
system. It needs to be solved via a solver for nonlinear coupled system, and thus
its computational cost per step depends on which nonlinear method to choose, and
it is usually much larger than O(M), especially in 2D and 3D. Based on the com-
putational cost per time step, the LFFD method is the most e cient one and the
CNFD method is the most expensive one.
3.2.2 Linear stability analysis
Let 0 < T < T ⇤ with T ⇤ being the maximal existence time of the solution, and
denote ⌦T = [0, T ] ⇥ ⌦. In order to carry out the linear stability analysis for the
FDTD methods via the von Neumann method [90], we assume the electromagnetic
potentials V 2 C(⌦T ) and A1 2 C(⌦T ) and denote
Vmax := max
(t,x)2⌦T
|V (t, x)|, A1,max := max
(t,x)2⌦T
|A1(t, x)|. (3.2.14)
Similarly to the linear stability analysis for the FDTD methods to the Dirac equation
via the von Neumann method in [15], we can show that the CNFD method (3.2.9)
is unconditionally stable, i.e. it is stable for any ⌧ > 0, h > 0 and 0 < "  1; the
LFFD method (3.2.6), SIFD1 method (3.2.7) and SIFD2 method (3.2.8) are stable
under the following stability conditions
LFFD : 0 < ⌧  "
2h
"2h(Vmax + Fmax) +
p
h2 + "2(1 + "hA1,max)2
, (3.2.15)
SIFD1 : 0 < ⌧  "h, h > 0, 0 < "  1, (3.2.16)
SIFD2 : 0 < ⌧  1
Vmax + A1,max + Fmax
, (3.2.17)
where Fmax = (| 1|+ | 2|) max0jM,n 0 | nj |2.
⇤
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3.2.3 Mass conservation and energy conservation
For the CNFD method (3.2.9), we have the following conservative properties.




| nj |2 ⌘ h
M 1X
j=0
| 0j |2 = k 0k2l2 = h
M 1X
j=0
| 0(xj)|2, n   0.
(3.2.18)
Furthermore, if V (t, x) = V (x) and A1(t, x) = A1(x) are time independent, the































⌘E0h, n   0,
where G( ) is given in (3.1.17).
Proof: The proof of mass conservation (3.2.18) of the CNFD method is similar
to the case of the Dirac equation in [15] and thus it is omitted here for brevity. In
order to prove the energy conservation (3.2.19), multiplying both sides of (3.2.9)













⇤ 3 n+1j   ( nj )⇤ 3 nj
⇤




⇤ 1 n+1j   ( nj )⇤ 1 nj
⇤
= 0. (3.2.19)


















⇤ 1 x n+1j   ( nj )⇤ 1 x nj
i
,










































V (xj)| nj |2   A1(xj)( nj )⇤ 1 nj
⇤
,
which immediately implies (3.2.19).
⇤
3.2.4 Main results on error estimates
Let 0 < T < T ⇤ with T ⇤ being the maximal existence time of the solution, and denote
⌦T = [0, T ]⇥⌦. Motivated by the analytical results of the NLDE, we assume that the
exact solution of (3.2.1) satisfies   2 C3([0, T ]; (L1(⌦))2)\C2([0, T ]; (W 1,1p (⌦))2)\
C1([0, T ]; (W 2,1p (⌦))







, 0  r  3, 0  r+s  3, 0 < "  1,
(3.2.20)
whereWm,1p (⌦) = {u | u 2 Wm,1(⌦), @lxu(a) = @lxu(b), l = 0, . . . ,m 1} for m   1
and here the boundary values are understood in the trace sense. In the subsequent
discussion, we will omit ⌦ when referring to the space norm taken on ⌦. In addition,
we assume the electromagnetic potentials V 2 C(⌦T ) and A1 2 C(⌦T ) and denote
(B0) Vmax := max
(t,x)2⌦T
|V (t, x)|, A1,max := max
(t,x)2⌦T
|A1(t, x)|. (3.2.21)
Define the grid error function en = (en0 , e
n
1 , . . . , e
n
M)
T 2 XM as:
enj =  (tn, xj)   nj , j = 0, 1, . . . ,M, n   0, (3.2.22)
with  nj being the approximations obtained from the FDTD methods.
For the CNFD (3.2.9), we can establish the following error bound.
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Theorem 3.1 Assume 0 < ⌧ . "3h 14 , under the assumptions (A0) and (B0), there
exist constants h0 > 0 and ⌧0 > 0 su ciently small and independent of ", such that
for any 0 < "  1, when 0 < h  h0 and 0 < ⌧  ⌧0 satisfying 0 < h . " 23 , we have







, k nkl1  1 +M0, 0  n  T
⌧
. (3.2.23)
For the LFFD (3.2.6), we assume the stability condition
0 < ⌧  "
2h
"2h(Vmax + Fmax) +
p
h2 + "2(1 + "hA1,max)2
, h > 0, 0 < "  1,
(3.2.24)
and establish the following error estimate.
Theorem 3.2 Assume 0 < ⌧ . "3h 14 , under the assumptions (A0) and (B0), there
exist constants h0 > 0 and ⌧0 > 0 su ciently small and independent of ", such that
for any 0 < "  1, when 0 < h  h0 and 0 < ⌧  ⌧0 satisfying 0 < ⌧ . min{h, "2},
0 < h . " 23 and the stability condition (3.2.15), we have the following error estimate







, k nkl1  1 +M0, 0  n  T
⌧
. (3.2.25)
Similar to the proofs of the LFFD and CNFD methods, error estimates for SIFD1
(3.2.7) and SIFD2 (3.2.8) can be derived.
Theorem 3.3 Assume 0 < ⌧ . "3h 14 , under the assumptions (A0) and (B0), there
exist constants h0 > 0 and ⌧0 > 0 su ciently small and independent of ", such
that for any 0 < "  1, when 0 < h  h0 and 0 < ⌧  ⌧0 satisfying 0 < ⌧ . h,
0 < h . " 23 and the stability condition (3.2.16), we have the following error estimate







, k nkl1  1 +M0, 0  n  T
⌧
.
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Theorem 3.4 Assume 0 < ⌧ . "3h 14 , under the assumptions (A0) and (B0), there
exist constants h0 > 0 and ⌧0 > 0 su ciently small and independent of ", such that
for any 0 < "  1, when 0 < h  h0 and 0 < ⌧  ⌧0 satisfying 0 < h . " 23 and
the stability condition (3.2.17), we have the following error estimate for the SIFD2







, k nkl1  1 +M0, 0  n  T
⌧
.
Based on Theorems 3.1-3.4, the four FDTD methods studied here share the
same temporal/spatial resolution capacity in the nonrelativistic limit regime. In















, 0 < "⌧ 1.
Remark 3.1 The above Theorems are still valid in high dimensions provided that
the conditions 0 < ⌧ . "3h 14 and 0 < h . " 23 are replaced by 0 < ⌧ . "3hCd and
0 < h . "
1
2(1 Cd) , respectively, with Cd =
d
4 for d = 1, 2, 3.
3.2.5 Proof of the error estimates for the CNFD method
Proof of Theorem 3.1. Comparison to the proof of the CNFD method for the Dirac
equation, it is expected that the main di culty is to show the numerical solution
 n is uniformly bounded, i.e. k nkl1 . 1. In order to do so, we adapt the cut-
o↵ technique to truncate the nonlinearity F( ) to a global Lipschitz function with
compact support. Here to overcome this problem, we use the cut-o↵ technique to
truncate the nonlinearity F( ) to a global Lipschitz function with compact support




Choose a smooth function ↵(⇢)(⇢ > 0) 2 C1([0,1)) defined as
↵(⇢) =
8>>><>>>:
1, 0  ⇢  1
2 [0, 1], 1  ⇢  2
0, ⇢   2
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F( ),   2 C2, (3.2.27)
then FM1( ) has compact support and is smooth and global Lipschitz, i.e.,
kFM1( 1)  FM1( 2)k  CM1
    | 1|  | 2|     .     | 1|  | 2|    ,  1, 2 2 C2,
(3.2.28)
where CM1 is a constant independent of ", h and ⌧ . Choose e n 2 XM (n   0) such
that e 0 =  0 and e n (n   1), with e n = (e n0 , e n1 , . . . , e nM)T and e nj = (e n1,j, e n2,j)T












j I2   An+1/21,j  1 + Fn+1/2M1,j
 





















0, 1, . . . ,M . In fact, we can view e n as another approximation to  (tn, x). Define
the corresponding errors:
enj =  (tn, xj)  e nj , j = 0, 1, ...,M, n   0
Then the local truncation error e⇠n 2 XM of the scheme (3.2.29) is defined as










j I2   An+1/21,j  1 +Wnj ( )
 








[FM1( (tn, xj)) + FM1( (tn+1, xj))] , j = 0, 1, . . . ,M, n   0.
(3.2.31)
Taking the Taylor expansion in the local truncation error (3.2.30), noticing (3.2.1)
and (3.2.27), under the assumptions of (A0) and (B0), with the help of triangle
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inequality and Cauchy-Schwartz inequality, we have




























, j = 0, 1, . . . ,M   1, n   0. (3.2.32)
Subtracting (3.2.30) from (3.2.29), we can obtain
i +t enj =   i" 1 x + 1"2 3 + V n+1/2j I2   An+1/21,j  1
 









, 0  j M   1, n   0 and
e⌘nj = 12Wnj ( ) [ (tn+1, xj) +  (tn, xj)]  Fn+1/2M1,j  ˜n+1/2j , 0  j M   1, n   0.
(3.2.34)
Combining (3.2.34), (3.2.31) and (3.2.28), we get  ⌘˜nj    . |en+1j |+ |enj |, 0  j M   1, n   0. (3.2.35)
Multiplying both sides of (3.2.33) by h(en+ 12j )⇤, summing them up for j = 0, 1, ..,M 
1, taking imaginary parts and applying the Cauchy inequality, noticing (3.2.32), we
can have









+ ken+1k2l2 + kenk2l2
#
, n   0.(3.2.36)
Summing the above inequality, we obtain
kenk2l2   ke0k2l2 . ⌧ nX
l=0
kelk2l2 + ✓h2" + ⌧ 2"6
◆2
, 0  n  T
⌧
. (3.2.37)
Using the discrete Gronwall’s inequality and noting e0 = 0, there exist 0 < ⌧1  12
and h1 > 0 su ciently small and independent of ", when 0 < ⌧  ⌧1 and 0 < h  h1,
we get
kenkl2 . h2" + ⌧ 2"6 , 0  n  T⌧ . (3.2.38)
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Applying the inverse inequality in 1D, we have
kenkl1 . 1p
h
kenkl2 . h 32" + ⌧ 2"6ph, 0  n  T⌧ . (3.2.39)
Under the conditions 0 < ⌧ . "3h 14 and 0 < h . "2/3, there exist h2 > 0 and ⌧2 > 0
su ciently small and independent of ", when 0 < h  h2 and 0 < ⌧  ⌧2, we get
ke nkl1  k kL1(⌦T ) + kenkl1  1 +M0, 0  n  T⌧ . (3.2.40)
Therefore, under the conditions in Theorem 3.1, the discretization (3.2.29) col-
lapses exactly to the CNFD discretization (3.2.9) for the NLDE if we take ⌧0 =
min{1/2, ⌧1, ⌧2} and h0 = min{h1, h2}, i.e.
e n =  n, 0  n  T
⌧
. (3.2.41)
Thus the proof is completed.
⇤
Remark 3.2 In the proof above we use the inverse inequality in 1D. In fact we can
have the inverse inequality in 2D and 3D
kenkl1 . 1
Cd(h)




2 , d = 1,
h, d = 2,
h
3
2 , d = 3.
(3.2.42)
and this proof can be easily extended to 2D and 3D cases, with the requirement ⌧ . h.
3.2.6 Proof of the error estimates for the LFFD method
Proof of Theorem 3.2. Again, comparison to the proof of the LFFD method for the
Dirac equation, the main di culty is to show the numerical solution  n is uniformly
bounded, i.e. k nkl1 . 1. In order to do so, we adapt the method of mathematical
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induction [12–14]. Define the local truncation error ⇠ˆn = (⇠n0 , ⇠
n
1 , . . . , ⇠
n
M)
T 2 XM of
the LFFD (3.2.6) as
⇠ˆ0j :=i 
+
















































, j = 0, 1, ...,M   1, n   1. (3.2.45)



















j , 0  j M   1, n   1,
(3.2.46)






j =  (0, xj)   0j = 0, j = 0, 1, . . . ,M   1, (3.2.47)
where ⌘n 2 XM is given as
⌘nj = F( (tn, xj)) (tn, xj)  F( nj ) nj , j = 0, 1, . . . ,M, n   1. (3.2.48)
From (3.2.6), we know that (3.2.25) is valid for n = 0. In addition, noticing (3.2.45)
and assume 0 < ⌧  1, we have
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Thus, under the conditions in Theorem 3.2, there exist h1 > 0 and ⌧1 > 0 su ciently
small and independent of " such that, for 0 < "  1, when 0 < h  h1 and
0 < ⌧  ⌧1, we have
k 1kl1  k (t1, x)kL1 + ke1kl1  1 +M0, (3.2.51)
which immediately implies that (3.2.25) is valid for n = 1.
Now we assume that (3.2.25) is valid for 0  n  m  T⌧   1. From (3.2.48), we
have
|⌘lj| =
  F ( (tl, xj)) (tl, xj)  F ( lj) lj  
   F ( (tl, xj))  F ( lj)   | (tl, xj)|+   F ( lj)      (tl, xj)   lj  
.|elj|, j = 0, 1, . . . ,M   1, l = 0, 1, . . . ,m. (3.2.52)
Denote E l (l   0) as



















Under the stability condition (3.2.15) and the conditions in Theorem 3.2, for 0 <
"  1, when ⌧ > 0 and h > 0 satisfying 0 < ⌧h  14 and 0 < ⌧"2  14 , using the
Cauchy inequality, we obtain
1
2
 kel+1k2l2 + kelk2l2   E l  32  kel+1k2l2 + kelk2l2  . (3.2.54)

















imaginary part, then summing for j = 0, 1, . . . ,M   1, using the Cauchy inequality,
(3.2.45) and (3.2.54), we get




(A1,max + Vmax)|elj|+ |⌘nj |+ |⇠lj|
⇤
(|el+1j |+ |el 1j |)








, l   1.
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Summing the above inequality for l = 1, 2, . . . ,m, we get












There exist 0 < ⌧2  12 and h2 > 0 su ciently small and independent of ", when
0 < ⌧  ⌧2 and 0 < h  h2, using the discrete Gronwall’s inequality and noticing
(3.2.55), we obtain








, 1  m  T
⌧
  1. (3.2.56)










Thus, under the conditions in Theorem 3.2, there exist h3 > 0 and ⌧3 > 0 su ciently
small and independent of " such that, for 0 < "  1, when 0 < h  h3 and
0 < ⌧  ⌧3, we have
k m+1kl1  k (tm+1, x)kL1 + kem+1kl1  1 +M0, (3.2.58)
which immediately implies that (3.2.25) is valid for n = m+1. Thus we complete the
proof of Theorem 3.2 by taking ⌧0 = min{1/4, ⌧1, ⌧2, ⌧3} and h0 = min{1, h1, h2, h3}.
⇤
Proof of Theorem 3.3 and 3.4. Follow the analogous proofs of Theorem 3.1 and
3.2, we omit the details here for brevity.
3.3 Exponential wave integrator pseudospectral
methods
In this section, we propose an exponential wave integrator Fourier pseudospectral
(EWI-FP) method to solve the NLDE (3.2.1) and establish its stability and con-
vergence in the nonrelativistic limit regime. Generalization to higher dimensions is
similar to Chapter 2 and the results remain valid without modifications.
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3.3.1 The EWI-FP method
Denote
YM = ZM ⇥ ZM , ZM = span
⇢
 l(x) = e










Let [Cp(⌦)]2 be the function space consisting of all periodic vector function U(x) :
⌦ = [a, b]! C2. For any U(x) 2 [Cp(⌦)]2 and U 2 XM , define PM : [L2(⌦)]2 ! YM
as the standard projection operator [89], IM : [Cp(⌦)]2 ! YM and IM : XM ! YM




bUl eiµl(x a), (IMU)(x) = M/2 1X
l= M/2




















where Uj = U(xj) when U is a function.
The Fourier spectral discretization for Dirac equation (3.2.1) is as follows:





iµl(x a), a  x  b, t   0, (3.3.2)










 M + PM [(V (t, x)I2   A1(t, x) 1 + F( M)) M ] .
(3.3.3)
Substituting (3.3.2) into (3.3.3), noticing the orthogonality of  l(x), we get for l =













+ \G( M)l(t), t > 0, (3.3.4)
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where
G( M) = (V (t, x)I2   A1(t, x) 1 + F( M)) M , x 2 ⌦, t   0. (3.3.5)
For t   0 and each l (l =  M2 , M2 + 1, . . . , M2   1), when t is near t = tn (n   0),




[( M)l(tn + s) =
1
"2
 l[( M)l(tn + s) + \G( M)nl (s), s > 0, (3.3.6)
where  l = µl" 1 +  3 = QlDl (Ql)⇤ with  l =
p




1A , Ql =










\G( M)nl (s) = \G( M)l(tn + s), s   0, n   0, (3.3.8)
Solving the above ODE (3.3.6) via the integrating factor method, we obtain





2 \G( M)nl (w) dw, s   0.
(3.3.9)








 l \G( M)nl (w)dw. (3.3.10)
To obtain a numerical method with second order accuracy in time, we approximate
the integral in (3.3.10) via the Gautschi-type rule, which has been widely used for











 l dw \G( M)0l (0)
=  i"2  1l
h
I2   e  i⌧"2  l
i
\G( M)0l (0), (3.3.11)
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where we have approximated the time derivative @t \G( M)nl (s) at s = 0 by finite
di↵erence as




\G( M)nl (0)  \G( M)n 1l (0)
i
. (3.3.13)
Now, we are ready to describe our scheme. Let  nM(x) be the approximation of
 M(tn, x) (n   0). Choosing  0M(x) = (PM 0)(x), an exponential wave integrator
Fourier spectral (EWI-FS) discretization for the NLDE (3.2.1) is to update the





iµl(x a), a  x  b, n   0, (3.3.14)





I2   e  i⌧"2  l
i
\G( 0M)l, n = 0,
e i⌧ l/"2[( nM)l   iQ(1)l (⌧)\G( nM)l   iQ(2)l (⌧)  t \G( nM)l, n   1,
(3.3.15)
with the matrices Q(1)l (⌧) and Q
(2)
l (⌧) given as
Q(1)l (⌧) =  i"2  1l
h
I   e  i⌧"2  l
i
, Q(2)l (⌧) =  i"2⌧  1l + "4  2l
⇣





G( nM) = (V (tn, x)I2   A1(tn, x) 1 + F( nM)) nM , n   0. (3.3.17)
The above procedure is not suitable in practice due to the di culty in com-
puting the Fourier coe cients through integrals in (3.3.1). Here we present an
e cient implementation by choosing  0M(x) as the interpolant of  0(x) on the grids
{xj, j = 0, 1, . . . ,M} and approximate the integrals in (3.3.1) by a quadrature rule.
Let  nj be the numerical approximation of  (tn, xj) for j = 0, 1, 2, . . . ,M and
n   0, and denote  n 2 XM as the vector with components  nj . Choosing  0j =
 0(xj) (j = 0, 1, . . . ,M), an EWI Fourier pseudospectral (EWI-FP) method for





2ijl⇡/M , j = 0, 1, ...,M, (3.3.18)




2 g( 0)l   i"2  1l hI2   e  i⌧"2  li ^(W ( 0))l, n = 0,
e i⌧ l/"2 g( n)l   iQ(1)l (⌧) ^(W ( n))l   iQ(2)l (⌧)  t ^(W ( n))l, n   1.
(3.3.19)
The EWI-FP (3.3.18)-(3.3.19) is explicit, and can be solved e ciently by the fast
Fourier transform (FFT). The memory cost is O(M) and the computational cost
per time step is O(M logM).
Similarly to the analysis of the EWI-FP method for the Dirac equation in Chap-
ter 2, we can obtain that the EWI-FP for the NLDE is stable under the stability
condition (details are omitted here for brevity)
0 < ⌧ . 1, 0 < "  1. (3.3.20)
3.3.2 Convergence analysis
In order to obtain an error estimate for the EWI methods (3.3.14)-(3.3.15) and
(3.3.18)-(3.3.19), motivated by the results in [21,26], we assume that there exists an
integer m0   2 such that the exact solution  (t, x) of NLDE (3.2.1) satisfies
(C 0) k kL1([0,T ];(Hm0p )2) . 1, k@t kL1([0,T ];(L2)2) .
1
"2
, k@tt kL1([0,T ];(L2)2) . 1"4 ,
where Hkp (⌦) = {u | u 2 Hk(⌦), @lxu(a) = @lxu(b), l = 0, . . . , k   1}. In addition,
we assume electromagnetic potentials satisfy
(D0) kV kW 2,1([0,T ];L1)+kA1kW 2,1([0,T ];L1) . 1.
Under the above assumptions, the following are well defined,
M0 := max
0tT
k (t, x)kL1 . 1 (3.3.21)
The following estimate can be established.
Theorem 3.5 Let  nM(x) be the approximation obtained from the EWI-FS (3.3.14)-
(3.3.15). Assume ⌧ . "2Cd(h), under the assumptions (C 0) and (D0), there exists
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h0 > 0 and ⌧0 > 0 su ciently small and independent of " such that, for any 0 <








Proof of Theorem 3.5. Here the main di culty is to show that the numerical solution
 nM(x) is uniformly bounded, i.e. k nM(x)kL1 . 1, which will be established by the
method of mathematical induction [12–14]. Define the error function en(x) 2 YM
for n   0 as
en(x) = PM (tn, x)  nM(x) =
M/2 1X
l= M/2
benl eiµl(x a), a  x  b, n   0. (3.3.23)
Using the triangular inequality and standard interpolation result, we get
k (tn, x)   nM(x)kL2 k (tn, x)  PM (tn, x)kL2 + ken(x)kL2
hm0 + ken(x)kL2 , 0  n  T⌧ . (3.3.24)
Thus we only need estimate ken(x)kL2 . It is easy to see that (3.3.22) is valid when
n = 0.
Define the local truncation error ⇠n(x) =
M/2 1P
l= M/2
b⇠nl eiµl(x a) 2 YM of the EWI-FP























\G( )l(tn), n   1,
(3.3.25)
where we denote  (t) and G( ) in short for  (t, x) and G( (t, x)) in (3.3.17), re-
spectively, for the simplicity of notations. In order to estimate the local truncation
error ⇠n(x), multiplying both sides of the NLDE (3.2.1) by eiµl(x a) and integrating
over the interval (a, b), we easily recover the equations for d (t)l, which are exactly the
same as (3.3.6) with  M being replaced by  (t, x). Replacing  M with  (t, x), we
use the same notations\G( )nl (s) as in (3.3.8) and the time derivatives of\G( )nl (s)
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enjoy the same properties of time derivatives of  (t, x). Thus, the same representa-
tion (3.3.10) holds for[ (tn)l for n   1. From the derivation of the EWI-FS method,
it is clear that the error ⇠n(x) comes from the approximations for the integrals in
(3.3.11) and (3.3.12). Thus we have



















\G( )0l (s1) ds1ds, (3.3.26)
and for n   1























\G( )n 1l (✓1) d✓1d✓ds. (3.3.27)
Subtracting (3.3.15) from (3.3.25), we obtain




bRnl eiµl(x a) 2 YM for n   1 is given by
bRnl =  iQ(1)l (⌧) h \G( (tn))l  \G( nM)li  iQ(2)l (⌧) h  t \G( (tn))l     t \G( nM)li .
(3.3.30)
From (3.3.26) and (3.3.29), we have




   @s1\G( )0l (s1)    ds1ds. (3.3.31)
By the Parseval equality and assumptions (C) and (D), we get
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Thus we have












k 1M(x)kL1  k (t1, x)kL1 + k (t1, x)  PM (t1, x)kL1 + ke1(x)kL1




Under the conditions in Theorem 3.5, there exist h1 > 0 and ⌧1 > 0 su ciently
small and independent of ", for 0 < "  1, when 0 < h  h1 and 0 < ⌧  ⌧1, we
have
k 1M(x)kL1  1 +M0, (3.3.36)
thus (3.3.22) is valid when n = 1.
Now we assume that (3.3.22) is valid for all 0  n  m  T⌧  1, then we need to
show that it is still valid when n = m+ 1. Similarly to (3.3.31) and (3.3.32), under
the assumptions (C) and (D), we obtain










   @✓1✓1 \G( )n 1l (✓1)    d✓1d✓◆ ds,
(3.3.37)
k⇠n(x)k2L2 = (b  a)
M/2 1X
l= M/2





















   @✓1✓1 \G( )n 1l (✓1)   2 d✓1 d✓ ds
. ⌧ 6k@tt(W ( (t))k2L1([0,T ];(L2)2) .
⌧ 6
"8
, n = 0, 1, . . . ,m. (3.3.38)
Using the properties of the matrices Q(1)l (⌧) and Q
(2)
l (⌧), it is easy to verify that
kQ(1)l (⌧)k2  ⌧, kQ(2)l (⌧)k2 
⌧ 2
2
, l =  M
2
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"   \( (tn))l   (d nM)l   2 +     \( (tn 1))l   ([ n 1M )l   2
+
   \G( )l(tn) \G( nM)l   2 +    \G( )l(tn 1)  \G( n 1M )l   2
#
.⌧ 2
⇥k (tn, x)   nM(x)k2L2 + k (tn 1, x)   n 1M (x)k2L2⇤
.⌧ 2h2m0 + ⌧ 2ken(x)k2L2 + ⌧ 2ken 1(x)k2L2 n = 0, 1, . . . ,m.
(3.3.40)
Multiplying both sides of (3.3.28) from left by
⇣ben+1l + e i⌧ l/"2benl ⌘⇤, taking the real
parts and using the Cauchy inequality, we obtain
  ben+1l   2   |benl |2  ⌧ ⇣  ben+1l   2 + |benl |2⌘+ | bRnl |2⌧ + |b⇠nl |2⌧ . (3.3.41)
Summing the above for l =  M/2, . . . ,M/2  1 and then multiplying it by (b  a),











 kRn(x)k2L2 + k⇠n(x)k2L2  . (3.3.42)

















Noticing ke1(x)kL2 . ⌧2"2 . ⌧
2
"4 and using the discrete Gronwall’s inequality, there
exist 0 < ⌧2  12 and h2 > 0 su ciently small and independent of " such that, for
0 < "  1, when 0 < ⌧  ⌧2 and 0 < h  h2, we get  em+1(x)  2
L2
. h2m0 + ⌧
4
"8
, 1  m  T
⌧
  1. (3.3.44)
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Thus we have












k m+1M (x)kL1  k (tm+1, x)kL1 + k (tm+1, x)  PM (tm+1, x)kL1 + kem+1(x)kL1




Under the conditions in Theorem 3.5, there exist h3 > 0 and ⌧3 > 0 su ciently
small and independent of ", for 0 < "  1, when 0 < h  h3 and 0 < ⌧  ⌧3, we
have
k m+1M (x)kL1  1 +M0, (3.3.48)
thus (3.3.22) is valid when n = m + 1. Then the proof of (3.3.22) is completed by
the method of mathematical induction under the choice of h0 = min{h1, h2, h3} and
⌧0 = min{1/2, ⌧1, ⌧2, ⌧3}.
⇤
Remark 3.3 The same error estimate in Theorem 3.5 holds for the EWI-FP (3.3.18)-
(3.3.19) and the proof is quite similar to that of Theorem 3.5.
3.4 Time-splitting Fourier pseudospectral meth-
ods
In this section, we present a time-splitting Fourier pseudospectral (TSFP) method
to solve the NLDE (3.2.1). Again, generalization to higher dimensions is straight-
forward and results remain valid without modifications.
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From time t = tn to time t = tn+1, the Dirac equation (3.2.1) is split into three
steps. One solves first
i@t (t, x) = [V (t, x)I2   A1(t, x) 1 + F( (t, x))] (t, x), x 2 ⌦, (3.4.1)
with the periodic boundary condition (3.2.2) for the time step of length ⌧ , followed
by solving
i@t (t, x) = [V (t, x)I2   A1(t, x) 1 + F( (t, x))] (t, x), x 2 ⌦, (3.4.2)
for the same time step. Eq. (3.4.1) will be first discretized in space by the Fourier
spectral method and then integrated (in phase or Fourier space) in time exactly
[15, 19]. For the ODEs (3.4.2), multiplying  ⇤(t, x) from the left, we get
i ⇤(t, x)@t (t, x) =  ⇤(t, x) [V (t, x)I2   A1(t, x) 1 + F( (t, x))] (t, x), x 2 ⌦.
(3.4.3)
Taking conjugate to both sides of the above equation, noticing (3.1.12), we obtain
 i@t ⇤(t, x) (t, x) =  ⇤(t, x) [V (t, x)I2   A1(t, x) ⇤1 + F( (t, x))] (t, x), x 2 ⌦,
(3.4.4)
where  ⇤1 =  1
T . Summing (3.4.3) and (3.4.4), noticing (3.1.12),  ⇤1 =  1 and  
⇤
3 =  3
, we obtain for ⇢(t, x) = | (t, x)|2
@t⇢(t, x) = 0, tn  t  tn+1, x 2 ⌦, (3.4.5)
which immediately implies ⇢(t, x) = ⇢(tn, x).
If A1(t, x) ⌘ 0, multiplying (3.4.2) from the left by  ⇤(t, x) 3 and by a similar
procedure, we get  ⇤(t, x) 3 (t, x) =  ⇤(tn, x) 3 (tn, x) for tn  t  tn+1 and
x 2 ⌦. Thus if  1 = 0 or A1(t, x) ⌘ 0, we have
F( (t, x)) = F( (tn, x)), tn  t  tn+1, x 2 ⌦. (3.4.6)
Plugging (3.4.6) into (3.4.2), we obtain
i@t (t, x) = [V (t, x)I2   A1(t, x) 1 + F( (tn, x))] (t, x), x 2 ⌦, (3.4.7)
3.4 Time-splitting Fourier pseudospectral methods 82
which can be integrated analytically in time as
 (t, x) = e i
R t
tn
[V (s,x)I2 A1(s,x) 1+F( (tn,x))]ds (tn, x), a  x  b, tn  t  tn+1.
(3.4.8)
In practical computation, if  1 = 0 or A1(t, x) ⌘ 0, from time t = tn to t = tn+1, we
often combine the splitting steps via the Strang splitting [92] – which results in a





2 g( n)l eiµl(xj a) = M/2 1X
l= M/2
Ql e
 i⌧Dl/2"2 (Ql)⇤ g( n)l e 2ijl⇡M ,
 (2)j = e



















j I2   A(1)1,j  1 + ⌧F( (1)j )
=
⇣
V (1)j + ⌧ 2| (1)j |2
⌘




with V (1)j =
R tn+1
tn





A1(t, xj)dt, ⇤j = diag(⇤j,+,⇤j, ), and
⇤j,± = V
(1)
j + ⌧ 2| (1)j |2 ± ⌧ 1( (1)j )⇤ 3 (1)j and Pj = I2 if A(1)1,j = 0, and resp.,
⇤j,± = V
(1)









if A(1)1,j 6= 0 and  1 = 0.
Of course, if  1 6= 0 and A1(t, x) 6= 0, then  ⇤(t, x) 3 (t, x) is no longer time-
independent in the second step (3.4.2) due to that  ⇤1 
⇤
3 =  1 3 6=  3 1. In this
situation, we will spit (3.4.2) into two steps as: one first solves
i@t (t, x) = [V (t, x)I2   A1(t, x) 1] (t, x), x 2 ⌦, (3.4.11)
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followed by solving
i@t (t, x) = F( (t, x)) (t, x), x 2 ⌦. (3.4.12)
Similarly to the Dirac equation [15], Eq. (3.4.11) can be integrated analytically in
time. For Eq. (3.4.12), both ⇢(t, x) and  ⇤(t, x) 3 (t, x) are invariant in time, i.e.
⇢(t, x) ⌘ ⇢(tn, x) and  ⇤(t, x) 3 (t, x) ⌘  ⇤(tn, x) 3 (tn, x) for tn  t  tn+1 and
x 2 ⌦¯. Thus it collapses to
i@t (t, x) = F( (tn, x)) (tn, x), x 2 ⌦, (3.4.13)
and it can integrated analytically in time too. Similarly, a second-order TSFP
method can be designed provided that we replace  (2) in the third step by  (4) and





F( (tn,xj)) dt (1)j = e
 i⇤(1)j  (1)j ,
 (3)j = e





F( (tn,xj)) dt (3)j = e
 i⇤(1)j  (3)j , j = 0, 1, . . . ,M, n   0,
(3.4.14)



















j ±A(1)1,j , and Pj = I2 if A(1)1,j = 0, and resp., Pj = P (0)
if A(1)1,j 6= 0 for j = 0, 1, . . . ,M .
Remark 3.4 If the above definite integrals cannot be evaluated analytically, we can




V (t, xj) dt ⇡ ⌧
6
h













A1(t, xj) dt ⇡ ⌧
6
h










Similarly to the TSFP for the Dirac equation in Chapter 2, we can show that
the TSFP (3.4.9) for the NLDE conserves the mass in the discretized level with the
details omitted here for brevity.
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| nj |2 ⌘ h
M 1X
j=0
| 0j |2 = k 0k2l2 = h
M 1X
j=0
| 0(xj)|2, n   0.
(3.4.15)
From Lemma 3.2, we conclude that TSFP (3.4.9) is unconditionally stable. In
addition, under proper assumptions of the exact solution   and electromagnetic
potentials as well as conditions on the mesh size h and time step ⌧ , for 0 < "  1, it
is easy to show the following error estimate via the formal Lie calculus introduced
in [66],
kIM( n)  (tn, x)kL2 . hm0+ ⌧
2
"4
, k nkl1 . 1+M0, 0  n  T
⌧
, (3.4.16)
where m0 depends on the regularity of  . Thus the temporal/spatial resolution
capacity of the TSFP method for the NLDE in the nonrelativistic limit regime is:
h = O(1) and ⌧ = O("2). In fact, for a given accuracy bound  0 > 0, the "-scalability











= O (1) , 0 < "⌧ 1. (3.4.17)
It is straightforward to generalize the TSFP to the NLDE (3.1.11) in 2D and (3.1.2)
in 1D, 2D and 3D and the details are omitted here for brevity.
3.5 Numerical results
In this section, we compare the accuracy of di↵erent numerical methods including
the FDTD, EWI-FP and TSFP methods in solving the NLDE (3.1.11) in terms of
the mesh size h, time step ⌧ and the parameter 0 < "  1. We will pay particular
attention to the "-scalabilities of di↵erent methods in the nonrelativistic limit regime,
i.e. 0 < "⌧ 1.
To test the accuracy, we take d = 1,  1 =  1,  2 = 0 and choose the electro-




, V (t, x) =
1  x
1 + x2
, x 2 R, t   0,
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and the initial value as
 1(0, x) = e
 x2/2,  2(0, x) = e (x 1)
2/2, x 2 R.
The problem is solved numerically on an interval ⌦ = ( 16, 16), i.e. a =  16 and
b = 16, with periodic boundary conditions on @⌦. The ‘exact’ solution  (t, x) =
( 1(t, x), 2(t, x))T is obtained numerically by using the TSFP method with a very
fine mesh size and a small time step, e.g. he = 1/16 and ⌧e = 10 7 to compare
with the numerical solutions obtained by EWI-FP and TSFP, and he = 1/4096 to
compare with the numerical solutions obtained by FDTD methods. Denote  nh,⌧ as
the numerical solution obtained by a numerical method with mesh size h and time
step ⌧ . In order to quantify the convergence, we introduce
eh,⌧ (tn) = k n    (tn, ·)kl2 =
vuuthM 1X
j=0
| nj    (tn, xj)|2.
Tab. 3.1 lists spatial errors eh,⌧e(t = 2) with di↵erent h (upper part) and temporal
errors ehe,⌧ (t = 2) with di↵erent ⌧ (lower part) for the LFFD method (3.2.6). Tabs.
3.2-3.6 show similar results for the SIFD1 method (3.2.7), SIFD2 method (3.2.8),
CNFD method (3.2.9), EWI-FP method (3.3.18)-(3.3.19) and TSFP method (3.4.9),
respectively. under di↵erent "-scalability.
From Tabs. 3.1-3.6, and additional numerical results not shown here for brevity,
we can draw the following conclusions for the Dirac equation by using di↵erent
numerical methods:
(i). For the discretization error in space, for any fixed " = "0 > 0, the FDTD
methods are second-order accurate, and resp., the EWI-FP and TSFP methods are
spectrally accurate (cf. each row in the upper parts of Tabs. 3.1-3.6). For 0 < "  1,
the errors are independent of " for the EWI-FP and TSFP methods (cf. each column
in the upper parts of Tabs. 3.5-3.6), and resp., are almost independent of " for the
FDTD methods (cf. each column in the upper parts of Tabs. 3.1-3.4). In general,
for any fixed 0 < "  1 and h > 0, the EWI-FP and TSFP methods perform much
better than the FDTD methods in spatial discretization.
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Table 3.1: Spatial and temporal error analysis of the LFFD method for the NLDE.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 8.15E-2 2.02E-2 5.00E-3 1.25E-3 3.12E-4
"0/2 9.29E-2 2.30E-2 5.73E-2 1.43E-3 3.58E-4
"0/22 9.91E-2 2.46E-2 6.12E-3 1.53E-3 3.82E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4












"0 = 1 1.95E-1 2.67E-3 4.16E-5 6.50E-7 1.00E-8
"0/2 unstable 2.03E-2 3.14E-4 4.91E-6 7.67E-8
"0/22 unstable 4.65E-1 7.17E-3 1.11E-4 1.74E-6
"0/23 unstable unstable 4.13E-1 6.08E-3 1.01E-4
"0/24 unstable unstable 3.48 4.04E-1 6.20E-3
(ii). For the discretization error in time, in the O(1) speed-of-light regime, i.e.
" = O(1), all the numerical methods including FDTD, EWI-FP and TSFP are
second-order accurate (cf. the first row in the lower parts of Tabs. 3.1-3.6). In
general, the EWI-FP and TSFP methods perform much better than the FDTD
methods in temporal discretization for a fixed time step. In the non-relativistic
limit regime, i.e. 0 < " ⌧ 1, for the FDTD methods, the ‘correct’ "-scalability is
⌧ = O("3) which verifies our theoretical results; for the EWI-FP and TSFP methods,
the ‘correct’ "-scalability is ⌧ = O("2) which again confirms our theoretical results.
In fact, for 0 < "  1, one can observe clearly second-order convergence in time for
the FDTD methods only when ⌧ . "3 (cf. upper triangles in the lower parts of Tabs.
3.1-3.4), and resp., for the EWI-FP and TSFP methods when ⌧ . "2 (cf. upper
triangles in the lower parts of Tabs. 3.5-3.6). In general, for any fixed 0 < "  1
and ⌧ > 0, the TSFP method performs the best, and the EWI-FP method performs
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Table 3.2: Spatial and temporal error analysis of the SIFD1 method for the NLDE.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 8.15E-2 2.02E-2 5.00E-3 1.25E-3 3.12E-4
"0/2 9.29E-2 2.30E-2 5.73E-2 1.43E-3 3.58E-4
"0/22 9.91E-2 2.46E-2 6.12E-3 1.53E-3 3.82E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4












"0 = 1 1.69E-1 2.16E-3 4.08E-5 6.38E-7 9.81E-9
"0/2 unstable 3.23E-2 5.04E-4 7.87E-6 1.23E-7
"0/22 unstable 8.22E-1 1.62E-2 2.05E-4 3.20E-6
"0/23 unstable unstable 8.00E-1 1.32E-2 1.97E-4
"0/24 unstable ubstable 4.44E-1 7.97E-1 1.27E-2
much better than the FDTD methods in temporal discretization.
(iii). From Tab. 3.6, our numerical results suggest the following error bound for
the TSFP method when ⌧ . "2,




which is much better than (3.4.16) for the TSFP method in the nonrelativistic limit
regime. Rigorous mathematical justification for (3.5.1) is on-going.
For the "-dependence in the spatial discretization error for the FDTD methods,
i.e. 1" in front of h
2, which was proven in Theorems 3.1-3.4, one can refer to Tab.2.8
in Chapter 2.
Based on the above comparison, in view of both temporal and spatial accura-
cies and resolution capacities, we conclude that the EWI-FP and TSFP methods
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Table 3.3: Spatial and temporal error analysis of the SIFD2 method for the NLDE.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 8.15E-2 2.02E-2 5.00E-3 1.25E-3 3.12E-4
"0/2 9.29E-2 2.30E-2 5.73E-2 1.43E-3 3.58E-4
"0/22 9.91E-2 2.46E-2 6.12E-3 1.53E-3 3.82E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4
"0/23 9.87E-2 2.48E-2 6.18E-3 1.54E-3 3.83E-4
Temporal Errors ⌧0 = 0.1 ⌧0/8 ⌧0/82 ⌧0/83 ⌧0/84
"0 = 1 1.31E-1 2.10E-3 3.27E-5 5.11E-7 7.98E-9
"0/2 1.28 2.41E-2 3.78E-4 5.91E-6 9.23E-8
"0/22 2.34 8.99E-1 1.45E-2 2.30E-4 3.61E-6
"0/23 2.46 2.94 8.19E-1 1.30E-2 2.04E-4
"0/24 2.79 3.15 4.28E-1 8.02E-1 1.26E-2
perform much better than the FDTD methods for the discretization of the Dirac
equation, especially in the nonrelativistic limit regime. For the reader’s convenience,
we summarize the properties of di↵erent numerical methods in Tab. 3.7.
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Table 3.4: Spatial and temporal error analysis of the CNFD method for the NLDE.
Spatial Errors h0 = 1/8 h0/2 h0/22 h0/23 h0/24
"0 = 1 8.15E-2 2.02E-2 5.00E-3 1.25E-3 3.12E-4
"0/2 9.29E-2 2.30E-2 5.73E-2 1.43E-3 3.58E-4
"0/22 9.91E-2 2.46E-2 6.12E-3 1.53E-3 3.82E-4
"0/23 9.89E-2 2.47E-2 6.17E-3 1.54E-3 3.85E-4
"0/23 9.87E-2 2.48E-2 6.18E-3 1.54E-3 3.83E-4
Temporal Errors ⌧0=0.1 ⌧0/8 ⌧0/82 ⌧0/83 ⌧0/84
"0 = 1 7.13E-2 9.76E-4 1.52E-5 2.38E-7 3.65E-9
"0/2 4.58E-1 7.75E-3 1.21E-4 1.89E-6 2.95E-8
"0/22 1.74 2.34E-1 3.86E-3 6.01E-5 9.42E-7
"0/23 3.13 5.25E-1 2.07E-1 3.49E-3 5.46E-5
"0/24 2.34 1.84 8.16E-1 2.04E-1 3.42E-3
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Table 3.5: Spatial and temporal error analysis of the EWI-FP method for the NLDE.
Spatial Errors h0=2 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.68 4.92E-1 4.78E-2 1.40E-4 2.15E-9
"0/2 1.48 3.75E-1 1.57E-2 4.24E-5 6.60E-10
"0/22 1.21 2.90E-1 4.66E-3 4.91E-6 6.45E-10
"0/23 1.37 2.68E-1 2.40E-3 6.00E-7 6.34E-10
"0/24 1.41 2.75E-1 1.84E-3 3.06E-7 6.13E-10
"0/25 1.45 2.76E-1 1.74E-3 2.37E-7 5.98E-10
Temporal Errors ⌧0=0.1 ⌧0/4 ⌧0/42 ⌧0/43 ⌧0/44 ⌧0/45
"0 = 1 1.62E-1 8.75E-3 5.44E-4 3.40E-5 2.12E-6 1.33E-7
"0/2 2.02 2.58E-2 1.59E-3 9.94E-5 6.21E-6 3.88E-7
"0/22 2.11 2.11 1.12E-2 6.94E-4 4.33E-5 2.71E-6
"0/23 2.12 2.12 1.52E-1 8.88E-3 5.53E-4 3.45E-5
"0/24 2.06 2.06 2.06 1.40E-1 8.24E-3 5.13E-4
"0/25 2.09 2.03 2.03 2.03 1.36E-1 8.01E-3
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Table 3.6: Spatial and temporal error analysis of the TSFP method for the NLDE.
Spatial Errors h0=2 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.68 4.92E-1 4.78E-2 1.40E-4 2.15E-9
"0/2 1.48 3.75E-1 1.57E-2 4.24E-5 6.60E-10
"0/22 1.21 2.90E-1 4.66E-3 4.91E-6 6.45E-10
"0/23 1.37 2.68E-1 2.40E-3 6.00E-7 6.34E-10
"0/24 1.41 2.75E-1 1.84E-3 3.06E-7 6.13E-10
"0/25 1.45 2.76E-1 1.74E-3 2.37E-7 5.98E-10
Temporal Errors ⌧0=0.4 ⌧0/4 ⌧0/42 ⌧0/43 ⌧0/44 ⌧0/45
"0 = 1 1.60E-1 9.56E-3 5.95E-4 3.72E-5 2.32E-6 1.54E-7
"0/2 8.94E-1 3.91E-2 2.40E-3 1.50E-4 9.35E-6 5.85E-7
"0/22 2.60 2.18E-1 1.06E-2 6.56E-4 4.09E-5 2.56E-6
"0/23 2.28 2.33 2.48E-2 2.58E-3 1.60E-4 9.98E-6
"0/24 1.46 1.28 1.30 1.15E-2 6.19E-4 3.84E-5
"0/25 1.52 3.27E-1 4.06E-1 4.13E-1 2.83E-3 1.53E-4
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Table 3.7: Comparison of properties of di↵erent numerical methods for solving the
NLDE with M being the number of grid points in space.
Method LFFD SIFD1 SIFD2
Mass conservation No No No
Energy conservation No No No
Unconditionally stable No No Yes
Explicit scheme Yes No No
Temporal accuracy 2nd 2nd 2nd
Spatial accuracy 2nd 2nd 2nd
Memory cost O(M) O(M) O(M)
Computational cost O(M) O(M) > O(M)
Resolution













Method CNFD EWI-FP TSFP
Mass conservation Yes No Yes
Energy conservation Yes No No
Unconditionally stable Yes No Yes
Explicit scheme No Yes Yes
Temporal accuracy 2nd 2nd 2nd
Spatial accuracy 2nd Spectral Spectral
Memory cost O(M) O(M) O(M)
Computational cost   O(M) O(M lnM) O(M lnM)
Resolution










Fourth order compact time splitting
methods
In this chapter, we present a series of fourth order compact splitting methods with
purely positive coe cients for solving the time-dependent Dirac equation. For the








 3 + V (t, x)I2   A1(t, x) 1
i
 (t, x), (4.0.1)
while all the results can be easily achieved by some careful calculations.
4.1 Introduction
Our early work [15] shows that even though the second order time splitting Fourier
pseudospectral (TSFP) method performs better than time domain finite di↵erence
(TDFD) methods, the scalability for TSFP is still dependent on ", i.e. to obtain an
accurate numerical solution, the time step for the Dirac equation in the nonrelativis-
tic limit regime with small " should also be very small. One possible improvement
is to use a higher order variation of time splitting method [46,98,99] which has the
advantage of being unitary, remain applicable to higher dimensions and easily gener-
alizable to even higher orders. The disadvantage is that the time step size needed for
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convergence seemed to be small, and many iterations are required for evolving the
system forward in time which will increase the computational burden. In Chin and
Chen’s work [27] they show that the method of factorizing the evolution operator to
fourth order with purely positive coe cients produces algorithms capable of solving
the time-dependent Schro¨dinger equation with time step 5 to 10 times as large as
before.
The relativistic quantum state of spin 12 is evolved forward by the Dirac evolu-
tion operator
e i⌧H = e i⌧(T+W ), (4.1.1)
where T =   i" 1@x + 1"2 3, and W = V (t,x)I2   A1(t,x) 1 are the kinetic and
potential energy operators, respectively. In the split operator approach, with the
help of Taylor expansion, the short time evolution operator (4.1.1) is factorized to
second order in the product form
T (2)(⌧) ⌘ e i ⌧2W e i⌧T e i ⌧2W = e i⌧(T+W )+⌧3C+..., (4.1.2)
where the error term is indicated as ⌧ 3C. Thus T (2)(⌧) evolves the system according
to the Hamiltonian
H(2) = T +W + ⌧ 2C + . . . , (4.1.3)
which deviates from the original Hamiltonian by an error term of second order in ⌧ .
Every occurrence of e i⌧T requires two fast Fourier transforms (FFTs), one direct
and one inverse.
The higher order split operator approach can be easily constructed. For example,
we can decompose the evolution operator in the form [31,94, 108]
e i⌧(T+W ) = ⇧ie iai⌧T e ibi⌧W (4.1.4)
with coe cients {ai, bi} determined by the required order of accuracy.
However, any factorization of form (4.1.4) beyond second order must produce
some negative coe cients in the set {ai, bi}, corresponding to some steps in which
the system is evolved backward in time [95]. [27] shows that for Schro¨dinger evolution
4.2 Fourth order compact time splitting 95
operator the resulting higher order algorithms converge only for very small values of ⌧
and are far from optimal [29]. In this section, we show that insisting on decomposing
the Dirac evolution operator to fourth order with purely positive time steps yield
algorithms with good convergent properties at large time steps.
4.2 Fourth order compact time splitting
The Forest-Ruth (FR) scheme [42] is a typical example of fourth order splitting with
negative coe cients
T (4)FR = T (2)(⌧˜)T (2)( s⌧˜)T (2)(⌧˜) (4.2.1)
where s = 21/3 is chosen to cancel the ⌧ 3C error term to obtain higher order accuracy
and ⌧˜ = ⌧/(2   s) rescales the sum of forward-backward-forward time steps back
to ⌧ . Identical construction can be applied to generate a (n+ 2)th order algorithm
T (n+2) from a triplet product of T (n),
T (n+2) = T (n)(⌧˜)T (n)( s⌧˜)T (n)(⌧˜) (4.2.2)
where s = 21/(n+2). The FR algorithm above requires six FFTs, while the alternative
one with interchanged operators T and W would have required eight FFTs per
iteration.
Recently, a number of fourth order splitting schemes with only positive coe -
cients for Schro¨dinger evolution operator has derived by Chin [25] and Suzuki [94].
Similarly, for Dirac evolution operator (4.1.1), an additional operator is required
[W, [T,W ]] =   4
"2
A21 3. (4.2.3)
Proof: T =   i" 1@x + 1"2 3, W = V (t, x)I2   A1(t, x) 1, and it is easy to observe
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Conclude all above, we can get (4.2.3).
⇤
With the help of this additional operator, we can obtain several di↵erent fourth
order splitting schemes with purely positive coe cients.
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Scheme A.







fW e i ⌧2T e i ⌧6W , (4.2.4)
Scheme B.


























fW e i ⌧3T e i 38 ⌧W e i ⌧6T , (4.2.6)
Scheme D.
T (4)D ⌘ e i
⌧
8
fW e i ⌧3T e i 38 ⌧W e i ⌧3T e i 38 ⌧W e i ⌧3T e i ⌧8fW , (4.2.7)
with fW given by fW = W   1
48
⌧ 2[W, [T,W ]] (4.2.8)
and W given by
W = W   1
24
(2 p3)⌧ 2[W, [T,W ]]. (4.2.9)
At present, no sixth order factorization with positive coe cients are known. How-
ever, one can use the triple construction (4.2.2) to build a sixth order algorithm by
iterating on three fourth order algorithms.
4.3 Extension to the time-dependent potential
For H(t) a time-dependent operator, the evolution equation
i@t (t) = H(t) (t), (4.3.1)
has an operator solution















 i R t+⌧t H(s)ds⌘⌘ is called the time-ordered operator. More generally, the






















where Q is a higher order operation that ensures the exponential is time-ordered,
i.e. any product of h(t) that occurs in the expansion of the exponential must be
ordered such that the values of t are increasing from right to left.




OE[H](t) = H(t)OE[H](t) (4.3.4)
OE[H](0) = I
So the ordered exponential is the solution to the integral equation




Expand this iteratively, we can obtain the conventional expansion for ordered expo-
nential

































There are many ways of solving the time-ordered problem. Here we follow the
Suzuki’s method [96], which directly implements time ordering without any addi-
tional formalism or auxiliary variables.
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such that for any two time-dependent functions F (t) and G(t),
F (t)E i⌧DG(t) = F (t+ ⌧)G(t). (4.3.9)










= exp[ i⌧(H(t) +D)]. (4.3.10)











Then we can have





























For the widely used case of H(t) = T +W (t), where only one of the operators is
explicitly dependent on time, the short time evolution can be written as
 (t+ ⌧) = e i⌧ [eT+W (t)] (t), (4.3.12)
which is just like the time-independent operator case but with an e↵ective eT = T+D.
This suggests
1. Decompose e i⌧ [eT+W (t)] into e i⌧ eT and e i⌧W (t) using any factorization scheme
applicable in the time-independent case.
2. Since [T,D] = 0 (T is time-independent),
e i⌧ eT = e i⌧De i⌧T (4.3.13)
incorporate all time-dependent requirements by applying (4.3.9). For example, a
second order factorization gives
T (2)A = e i⌧/2eT e i⌧/2W (t)e i⌧/2eT
= e i⌧/2De i⌧/2T e i⌧/2W (t)e i⌧/2De i⌧/2T
= e i⌧/2T e i⌧/2W (t+⌧/2)e i⌧/2T (4.3.14)
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which is well-known as midpoint algorithm for time-dependent problems. Another
one is
T (2)B = e i⌧/2W (t)e i⌧/2eT e i⌧/2W (t)
= e i⌧/2W (t)e i⌧De i⌧T e i⌧/2W (t)
= e i⌧/2W (t+⌧)e i⌧T e i⌧/2W (t) (4.3.15)
Thus, for H(t) = T + W (t), the e↵ect of time ordering is to increment the time
dependence of each potential operator W (t) by the same of the time steps of all the
T operators to its right.
For the Dirac equation with a time-dependent potential, the wave function
evolves forward in a short time ⌧ by
 (⌧) = e i⌧ [eT+W (t)] (0) (4.3.16)
where eT = T +D. Thus the second order algorithms for solving the Dirac equation
with time step size ⌧ can be described simply as
T (2)A (⌧) = e i⌧/2T e i⌧/2W (⌧/2)e i⌧/2T , (4.3.17)
T (2)B (⌧) = e i⌧/2W (⌧)e i⌧/2T e i⌧/2W (0), (4.3.18)
Following two-step approach, we can transcribe any time-dependent factorization
algorithm into a time-independent algorithm. For example,
T (4)A = e i⌧/6W (⌧)e i⌧/2T e 2i⌧/3fW (⌧/2)e i⌧/2T e i⌧/6W (0) (4.3.19)
with fW defined by
fW (t) = W (t)  1
48
⌧ 2[W (t), [eT ,W (t)]]
= W (t)  1
48
⌧ 2[W (t), [T,W (t)]] (4.3.20)
since [W (t), [D,W (t)]] = 0, there is no additional complication to the additional
operator term caused by the forward time derivative D.
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The other fourth order algorithms are
T (4)B = e it2⌧T e i⌧/2W (a2⌧)e it1⌧T e i⌧/2W (a1⌧)e it0⌧T (4.3.21)
where



























and with W given by
W (t,x) = W (t,x)  1
24
(2 p3)⌧ 2[W (t), [T,W (t)], (4.3.22)
The time-dependent forms of Scheme C and Scheme D are, respectively
T (4)C (⌧) = e i⌧/6T e i3⌧/8W (5⌧/6)e i⌧/3T e i⌧/4fW (⌧/2)e i⌧/3T e i3⌧/8W (⌧/6)e i⌧/6T ,
(4.3.23)
T (4)D (⌧) = e i⌧/8fW (⌧)e i⌧/3T e i3⌧/8W (2⌧/3)e i⌧/3T e i3⌧/8W (⌧/3)e i⌧/3T e i⌧/8fW (0),
(4.3.24)
4.4 Numerical examples
In this section, we compare the accuracy of several di↵erent 4th order splitting
operator methods including the FR method (4.2.1), Sheme A to Scheme D (4.2.4)-
(4.2.7), for the Dirac equation (4.0.1) in terms of the mesh size h, time step ⌧ and
the parameter 0 < "  1. We will focus on the convergence rates and comparing
largest convergent steps of di↵erent methods.
To test the accuracy, we choose the electromagnetic potentials in the Dirac equa-




, V (t, x) =
1  x
1 + x2
, x 2 R, t   0,
and the same initial value
 1(0, x) = e
 x2/2,  2(0, x) = e (x 1)
2/2, x 2 R.
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The problem is solved numerically on an interval ⌦ = ( 16, 16), i.e. a =  16 and
b = 16, with periodic boundary conditions on @⌦. The ‘exact’ solution  (t, x) =
( 1(t, x), 2(t, x))T is obtained numerically by using the TSFP method with a very
fine mesh size and a small time step, e.g. he = 1/16 and ⌧e = 10 7 to compare with
the numerical solutions obtained by the fourth order splitting operator methods
mentioned above. We use the same discrete l2 norm as before.
Fig. 4.1 and Fig. 4.2 show the resulting computational error of di↵erent splitting
operator numerical methods for the Dirac equation (4.0.1) with " = 14 and " =
1
16 ,
respectively. We can draw the following conclusions:
(i). For the discretization error in time, for any fixed " = "0 > 0, the TSSP
method is second-order accurate, while all the fourth order splitting operator meth-
ods are fourth order accurate (cf. the slope of the lines in Fig. 4.1-Fig. 4.2). Among
all the fourth order splitting operator methods, the compact splitting with purely
positive coe cient ones, i.e. Scheme A to Scheme D, can produce converged results
of conventional fourth order algorithms using time step 4 to 8 times as large, which
means that the fourth order error of these new algorithms are roughly 300 times
smaller than that of fourth order algorithms with negative coe cients, such as the
traditional FR method.
(ii). From Fig. 4.1 to Fig. 4.2 we find out that as " goes small, the new splitting
operator methods with only positive coe cients show fourth order convergence in a
much larger time step size than the FR method does.
(iii). Among all the new fourth order splitting methods, it is remarkably notable
that Scheme A only requires four FFTs, Scheme B and Scheme D require six FFTs
while Scheme C has four T operators corresponding to eight FFTs. Another im-
portant observation is that Scheme C and Scheme D give almost identical results
which are better than the other two. Obviously then, Scheme D is preferable with
two fewer FFTs than Scheme C.



















Figure 4.1: The computational error of the Dirac equation using di↵erent splitting
operator methods with " = 14 .


















Figure 4.2: The computational error of the Dirac equation using di↵erent splitting
operator methods with " = 116 .
Chapter5
A uniformly accurate multiscale method
In this chapter, based on the spectral decomposition, a second order multiscale time
integrator Fourier pseudospectral (MTI-FP) method is designed. A rigorous error
analysis is proposed to show that this is a uniformly accurate method. Numerical
results are also shown at last of this chapter to illustrate the uniform accuracy.
5.1 Introduction
After proper nondimensionlization and dimension reduction, the Dirac equation for
the spin-1/2 particles with external electromagnetic potential in d dimensions (d =











 (t = 0,x) =  0(x), x 2 Rd,
(5.1.1)
where  ⇤ =  T denotes the conjugate transpose of  . In the nonrelativistic limit,
i.e. " ! 0+, as proven in [20, 26, 58, 67, 71, 73, 85, 105], the solution  to the Dirac
105
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where both the ‘electron component’  e and the ‘positron component’  p satisfy the
(di↵erent) Schro¨dinger equation [20,85]. In addition, a higher order O("2) approxi-
mate model is provided by Pauli’s equation [67, 71] and we refer the readers to the
references [20,67,71,85] and references therein for details on the nonrelativistic limit
of the Dirac equation (5.1.1). In practice, for lower dimensions d = 1, 2, the Dirac
equation (5.1.1) consists of two equivalent sets of decoupled equations [15] and thus












 (t = 0,x) =  0(x), x 2 Rd, d = 1, 2,
(5.1.3)
where   = ( 1, 4)T (or   = ( 2, 3)T in 1D and under the transformation x2 !
 x2 and A2 !  A2 in 2D). As a result of its simplicity compared to (5.1.1), the
above Dirac equation (5.1.3) has been widely used when considering the 1D and 2D
cases [15,102,107]. For the nonrelativistic limit as "! 0+, the same limit model as
(5.1.2) can be obtained for the Dirac equation (5.1.1) and we omit the details here
for brevity.
There have been extensive theoretical and numerical results for the Dirac equa-
tion (5.1.1) in literatures. Along the analytical front, time independent prop-
erties and dynamical properties have been thoroughly investigated, such as the
bound states [37], semi-classical limit [45] and nonrelativistic limit [20, 73, 85], etc.
Along the numerical front, various finite di↵erence time domain (FDTD) meth-
ods [10, 52, 53, 102, 107], time-splitting Fourier spectral (TSFP) methods [19, 57]
and Gaussian beam method [106] have been proposed to solve the Dirac equations
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(5.1.1) and (5.1.3). However, the most existing numerical methods are designed for
the Dirac equations (5.1.1) or (5.1.3) in the parameter regime " = O(1). In fact,
for the Dirac equation in the nonrelativistic limit, i.e. 0 < " ⌧ 1, based on the
theoretical analysis [20, 26, 58, 67, 71, 73, 85, 105], the solution exhibits propagating
waves with wavelength O("2) and O(1) in time and space, respectively. This rapid
oscillation in time brings significant di culties in designing and analyzing the nu-
merical methods for the Dirac equation (5.1.1) or (5.1.3) when 0 < " ⌧ 1. In our
recent work [15], we have rigorously analyzed and compared the frequently used
FDTD methods and TSFP methods in the nonrelativistic limit and shown that the
meshing strategy for FDTD methods and TSFP methods should be h = O(
p
"),
⌧ = O("3) and h = O(1), ⌧ = O("2), respectively, where h is the mesh size and ⌧
is the time step. Thus, the existing FDTD and TSFP methods are capable to solve
Dirac equation (5.1.1) or (5.1.3) e ciently and accurately in the regime " = O(1),
and are less e cient and time consuming in the regime 0 < " ⌧ 1. Our aim is to
propose and analyze a uniformly accurate numerical methods for the Dirac equation
(5.1.1) w.r.t " 2 (0, 1].
Recently, a uniformly accurate multiscale time integrator Fourier pseudospec-
tral method was successfully designed and rigorously analyzed for the Klein-Gordon
equation in the non-relativistic limit [16]. The key ingredients included a multiscale
decomposition of the exact solution [68] and the Gautschi-type exponential wave
integrator (EWI), which has been widely explored in highly oscillatory ordinary dif-
ferential equations (ODEs) [44, 51, 55] and dispersive partial di↵erential equations
(PDEs) [13,17,18]. For Dirac equation (5.1.1) or (5.1.3) in the nonrelativistic limit,
based on a suitable combination of the multiscale decomposition of the exact so-
lution and EWI, we propose a multiscale time integrator Fourier pseudospectral
(MTI-FP) method with uniform spectral accuracy in space. The proposed MTI-
FP possesses the error bounds O(⌧ 2/"2) and O(⌧ 2 + "2) in time, which shows that
MTI-FP converges in time uniformly at linear rate w.r.t. " 2 (0, 1] and optimally
at quadratic rate when " = O(1) or 0 < "  ⌧ . In addition, the MTI-FP is explicit,
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e cient and easy to implement.
5.2 Multiscale decomposition
For simplicity of notations, we only consider Dirac equation (5.1.3), while all the no-
tations and results can be easily generalized to (5.1.1). We denote the d-dimensions




T " (t,x) +W (t,x) (t,x), x 2 Rd, (5.2.1)
where the wave function vector  (t,x) = ( 1(t,x), 2(t,x))T 2 C2. T " is the ”free
Dirac operator”
T " =  "i
dX
j=1
 j@j +  3, (5.2.2)
and W ⌘ W (t,x) is the ”electromagnetic operator”




and  1,  2,  3 are the Pauli matrices.
The initial condition for (5.1.3) is given as
 (t = 0,x) =  0(x), x 2 Rd. (5.2.4)
Considering the spectral problem for the operator T , it is diagonalizable in the


















1  "2   1/2 Ti , (5.2.6)
It is easy to verify that ⇧+ + ⇧  = I2 and ⇧+⇧  = ⇧ ⇧+ = 0, ⇧2± = ⇧±.
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In order to design a uniformly accurate numerical method for the Dirac equation
(5.1.1) or (5.1.3), from the experience in the uniformly accurate methods for Klein-
Gordon equation in the nonrelativistic limit [16], recalling that there exist propagat-
ing waves with O("2) wavelength in time, a multiscale decomposition should possess
O("2) accuracy, so that the first order time derivative of the residue is bounded and
a uniformly accurate scheme can be obtained. Thus, the first order Schro¨dinger
decomposition (5.1.2) is inappropriate and the second order model, Pauli’s equation
(see [20, 67, 73]), might work. However, due to the linearity of the Dirac equation
(5.3.1) (or (5.1.1), (5.1.3)), we have a direct and better decomposition by applying
the projectors ⇧± to the equation [20].
Choose time step ⌧ :=  t and denote time steps as tn := n ⌧ for n = 0, 1, 2, . . ..
Denote  n(x) =  (tn,x), from tn to tn+1, the solution  (t,x) =  (tn + s,x) to
(5.1.3) can be decomposed by di↵erent frequncies as
 (tn + s,x) = e
 is/"2 1,n(s,x) + eis/"
2
 2,n(s,x) (5.2.7)
and then decompose them by the projectors
 k,n± (s,x) = ⇧± 
k,n(s,x), k = 1, 2, (5.2.8)
we can obtain the entire decomposition
 (tn + s,x) = e






















  p1  "2   1  1,n  (s,x) + ⇧   W n 1,n+ (s,x) +W n 1,n  (s,x)  ,
 1,n+ (0,x) = ⇧+ 
n(x),  1,n  (0,x) = 0,
(5.2.10)














  p1  "2 + 1  2,n  (s,x) + ⇧   W n 2,n+ (s,x) +W n 2,n  (s,x)  ,
 2,n+ (0,x) = 0,  
2,n
  (0,x) = ⇧  n(x),
(5.2.11)
with W n := W (tn + s,x).
Following the analysis in [20], it is easy to verify that 1,n+ (s,x) = O(1), 
2,n
  (s,x) =
O(1), 1,n  (s,x) = O("2), 
2,n
+ (s,x) = O("
2), and @s 
k,n
± = O(1). Thus  (tn+1,x)
can be evaluated by numerically solving the coupled systems (5.2.10)-(5.2.11) prop-
erly through the decomposition (5.2.9).
5.3 A multiscale time integrator pseudospectral
method
5.3.1 The method in 1D
For the simplicity of notations, we shall only present our method and analysis for
the Dirac equation (5.1.3) in 1D. Generalizations to high dimensions and/or (5.1.1)
are straightforward and our results remain valid without any modifications. As
a common practice in the literatures [19, 23, 52, 53, 57, 78, 102, 106] for practical
computation, the Dirac equation (5.1.3) is usually truncated on a bounded interval




" (t, x) +W (t, x) (t, x), x 2 ⌦, t > 0,
 (t, a) =  (t, b), @x (t, a) = @x (t, b), t   0,
 (0, x) =  0(x), x 2 ⌦,
(5.3.1)
where T and W (t, x) collapse to
T =  i" 1@x +  3, W (t,x) = V (t, x)I2   A1(t, x) 1. (5.3.2)
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Then the systems (5.2.10)-(5.2.11) for the decomposition (5.2.9) with x 2 ⌦ becomes8>>>>><>>>>>:
i@s 
1,n




1  "2   1  1,n+ (s, x) + ⇧+  W 1,n+ (s, x) +W 1,n  (s, x)  ,
i@s 
1,n
  (s, x) =
1
"2
  p1  "2   1  1,n  (s, x) + ⇧   W 1,n+ (s, x) +W 1,n  (s, x)  ,
 1,n± (s, a) =  
1,n









1  "2 + 1  2,n+ (s, x) + ⇧+  W 2,n+ (s, x) +W 2,n  (s, x)  ,
i@s 
2,n
  (s, x) =
1
"2
  p1  "2 + 1  2,n  (s, x) + ⇧   W 2,n+ (s, x) +W 2,n  (s, x)  ,
 2,n± (s, a) =  
2,n
± (s, b), s   0;  2,n+ (0, x) = 0,  2,n  (0, x) = ⇧  (tn, x).
(5.3.4)
Based on (5.3.3)-(5.3.4), a uniformly accurate numerical method can be designed as
follows. We shall combine the Fourier spectral discretization in space and EWI in
time.
Choose mesh size  x := b aM with M being a positive even integer and denote
h :=  x and grid points as xj := a + j x, j = 0, 1, . . . ,M . Denote XM =
{U = (U0, U1, ..., UM)T | Uj 2 C2, j = 0, 1, . . . ,M, U0 = UM} and we always use




|Uj|2, U 2 XM . (5.3.5)
Let [Cp(a, b)]2 be the function space consisting of all periodic vector function U(x) :
[a, b]! C2. For any U(x) 2 [Cp(a, b)]2 and U 2 XM , define PM : [L2(a, b)]2 ! YM
as the standard projection operator, IM : [Cp(a, b)]2 ! YM and IM : XM ! YM as




bUl eiµl(x a), (IMU)(x) = M/2 1X
l= M/2
eUl eiµl(x a), a  x  b,
(5.3.6)











 2ijl⇡/M , µl = 2l⇡/(b  a),
(5.3.7)
where l =  M2 , . . . , M2   1 and Uj = U(xj) when U is a function. The Parseval’s
identity implies that
kIM(U)(·)kL2 = kUkl2 , 8U 2 XM . (5.3.8)
The Fourier spectral discretization for (5.3.3-5.3.4) reads:
Find  k,n±,M :=  
k,n
±,M(s) =  
k,n
±,M(s, x) 2 YM (0  s  ⌧), i.e.







(s) eiµl(x a), k = 1, 2, a  x  b, s   0, (5.3.9)













  p1  "2   1  1,n ,M(s) + ⇧   W n 1,n+,M(s) +W n 1,n ,M(s)  ,

















  p1  "2 + 1  2,n ,M(s) + ⇧   W n 2,n+,M(s) +W n 2,n ,M(s)  ,
 2,n+,M(0) = 0,  
2,n
 ,M(0) = PM (⇧  (tn, x)) .
(5.3.11)
We then obtain the equations for the Fourier coe cients as8><>:i@s
\  1,n+  l =   l"2 I2\  1,n+  l + ⇧+l \ W n 1,n+,M l + ⇧+l \ W n 1,n ,M l,
i@s
\  1,n   l =    +l"2 I2\  1,n   l + ⇧ l \ W n 1,n+,M l + ⇧ l \ W n 1,n ,M l, (5.3.12)
and 8><>:i@s
\  2,n+  l =  +l"2 I2\  2,n+  l + ⇧+l \ W n 2,n+,M l + ⇧+l \ W n 2,n ,M l,
i@s
\  2,n   l =     l"2 I2\  2,n   l + ⇧ l \ W n 2,n+,M l + ⇧ l \ W n 2,n ,M l, (5.3.13)
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where for l =  M2 , . . . , M2   1,
 l =
q
1 + "2µ2l ,  
+
l =  l + 1,  
 
l =  l   1; (5.3.14)
⇧+l and ⇧
 







1A , ⇧ l =
0@  l 12 l   "µl2 l
  "µl2 l 1+ l2 l
1A . (5.3.15)





























































































































Using the initial conditions, choosing s = ⌧ , we approximate the integrals via
Gautschi type quadrature rules [16, 44, 51, 55] or EWI [13, 15–18], using Taylor ex-
pansion and the equations (5.3.10)-(5.3.11) to determine the first order derivative,
e.g. for the first integral in the above equation, we could derive








































\ W n 1,n+,M l(0) + q l (⌧)⇧+l ✓ \@s  W n 1,n+,M l(0) + \@s  W n 1,n ,M l(0)◆ ,
(5.3.17)
where






















and sinc(s) = sin ss with sinc(0) = 1. Note that for the special case l = 0, q
 
0 (⌧) =
 i ⌧22 and p l (⌧) = O(⌧), ql(⌧) = O(⌧ 2).








\ W n 1,n+,M l(w) + \ W n 1,n ,M l(w)◆ dw (5.3.19)



























\ W n 2,n+,M l(w) + \ W n 2,n ,M l(w)◆ dw (5.3.20)





























\ W n 2,n+,M l(w) + \ W n 2,n ,M l(w)◆ dw (5.3.21)




















with c¯ denoting the complex conjugate of c and
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Omitting the spatial x variable and writing




± (s) = W (tn)@s 
k,n
±,M(s),
gk,n± (s) = @sW (tn + s) 
k,n
±,M(s), (5.3.23)
we find the solutions should be updated in the order from small component to large
component as8>>>>>>>>><>>>>>>>>>:
































with initial values and derivatives determined from (5.3.10)-(5.3.11) as
\  1,n+  l(0) = ⇧+l \( (tn))l, \  1,n   l(0) =\  2,n+  l(0) = 0, \  1,n   l(0) = ⇧ l \( (tn))l,
\ @s 1,n+,M l(0) ⇡  i2 sin(µ2l ⌧/2) +l ⌧ \  1,n+  l(0)  i⇧+l \ W (tn) 1,n+,M(0) l,
\ @s 1,n ,M l(0) =  i⇧ l \ W (tn) 1,n+,M(0) l, \ @s 2,n+,M l(0) =  i⇧+l \ W (tn) 2,n ,M(0) l,
\ @s 2,n ,M l(0) ⇡ i2 sin(µ2l ⌧/2) +l ⌧ \  2,n   l(0)  i⇧ l \ W (tn) 2,n ,M(0) l,
To avoid loss of accuracy, the derivatives @s 
1,n
+,M(0) and @s 
2,n
 ,M(0) are approxi-
mated using filters 2 sin(µ2l ⌧/2)/⌧ instead of µ
2
l , followed by8>>>>>>>>><>>>>>>>>>:













































(0) approximated in another way as
\ @s 1,n   l(0) ⇡\  1,n   l(⌧)/⌧, \ @s 2,n+  l(0) ⇡\  2,n+  l(⌧)/⌧,
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where the derivatives are approximated using filters to avoid loss of accuracy.
Based on the above discussions, a multiscale time integrator Fourier pseudospec-
tral (MTI-FP) method for solving 1D Dirac equation (5.3.1) is designed as follows.
Let W nj = W (tn, xj),  
n
j 2 XM be the numerical approximation of exact solu-
tion  (tn, xj) to the Dirac equation (5.3.1);  
k,n+1
±,j be the numerical approximation
of exact solution  k,n± (⌧, xj) for k = 1, 2, j = 0, 1, . . . ,M and n   0. Choosing
 0j =  0(xj), then the scheme reads for n   0 and j = 0, 1, . . . ,M as:
 n+1j = e













eiµl(xj a), k = 1, 2, (5.3.25)
with8>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>:
^  1,n+1   l =  p+l (⌧)⇧ l](f 1+)l   q+l (⌧)⇧ l](g1+)l   q+l (⌧)⇧ l ✓]⇣f˙ 1+⌘l +]⇣f˙ 1 ⌘l
◆
,
^  2,n+1+  l = p+l (⌧)⇧+l](f 2 )l + q+l (⌧)⇧+l](g2 )l + q+l (⌧)⇧+l ✓]⇣f˙ 2+⌘l +]⇣f˙ 2 ⌘l
◆
,


































































5.3 A multiscale time integrator pseudospectral method 117
with8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
]( 1+)l = ⇧
+
l



















=  i2 sin(µ2l ⌧/2)
 +l ⌧
















]( 2 )l   i⇧ l](f 2 )l,














Note that the small component  1,n+1 ,j and  
2,n+1
+,j are evaluated at the first step,
then finite di↵erence approximations replacing the time derivatives for the small
component should be used in the evaluations of the large component  1,n+1+,j and
 2,n+1 ,j .
5.3.2 A uniform error bound
In order to obtain an error estimate for the MTI-FP (5.3.24) in the time interval 0 <
t < T <1, motivated by the results in [20,26], we make the following assumptions
on the electromagnetic potentials
(A00) kV kW 2,1([0,T ];(Wm0,1p )2)+kA1kW 2,1([0,T ];(Wm0,1p )2) . 1, m0   4,
and the exact solution   :=  (t, x) of Dirac equation (5.3.1)
(B00) k kL1([0,T ];(Hm0p )2) . 1, k@t kL1([0,T ];(Hm0 2p )2) .
1
"2
, k@tt (t, x)kL1([0,T ];(L2)2) . 1"4 ,
where Hkp (⌦) = {u | u 2 Hk(⌦), @lxu(a) = @lxu(b), l = 0, . . . ,m 1} andW k,1p (⌦) =
{u | u 2 W k,1(⌦), @lxu(a) = @lxu(b), l = 0, . . . ,m   1}.We remark here that
assumption (B00) is equivalent to the initial value  0(x) 2 (Hm0p )2 [20,73] under the
assumption (A00).
Theorem 5.1 Let  n 2 XM and  nI (x) = IM( n)(x) 2 YM be the numerical ap-
proximation obtained from MTI-FP (5.3.24). Under assumptions (A00) and (B00),
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there exists constants 0 < ⌧0, h0  1 independent of ", such that if 0 < ⌧  ⌧0 and
0 < h  h0, we have
k (tn, ·)   nI (·)kL2 . hm0 +
⌧ 2
"2
, k (tn, ·)   nI (·)kL2 . hm0 + ⌧ 2 + "2, (5.3.29)
which yields the uniform error bound by taking the minimum min{"2, ⌧ 2/"2},
k (tn, ·)   nI (·)kL2 . hm0 + ⌧. (5.3.30)
Remark 5.1 From the analysis point of view, we remark that Wm0,1p assumption
in (A00) is necessary for the exact solution  (t, x) remaining in (Hm0p )
2, which would
give the spectral accuracy. In practice, as long as the solution is well localized such
that the error from the periodic truncation of potential term W (t, x) (t, x) is negli-
gible, the error estimates in the above theorem hold.
5.3.3 Error analysis
From now on, we will write the exact solution  (t, x) as  (t) for short. Define the
error function en(x) =
M/2 1P
l= M/2
g(en)leiµl(x a) 2 YM for n   0 as
en(x) = PM( (tn))(x)   nI (x) = PM( (tn))(x)  IM ( n) (x), x 2 ⌦. (5.3.31)
Using assumption (B00), triangle inequality and standard Fourier projection proper-
ties, we find
k (tn, ·)   nI (·)kL2 k (tn, ·)  PM( (tn))(·)kL2 + kPM( (tn))(·)   nI (·)kL2
(5.3.32)
.hm0 + ken(·)kL2 , 0  n  T⌧ .
Hence, we only need estimate ken(·)kL2 . To this purpose, local truncation error
will be studied as the first step. Since MTI-FP (5.3.24) is designed by the mul-
tiscale decomposition, the following properties of the decomposition (5.3.3)-(5.3.4)
are essential for the error analysis.
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From tn to tn+1, let  
k,n
± (s, x) (s   0, k = 1, 2) be the solution to the system
(5.3.3)-(5.3.4), and the decomposition (5.2.9) holds as
 (tn + s, x) = e
 is/"2   1,n+ (s, x) + 1,n  (s, x) + eis/"2   2,n+ (s, x) + 2,n  (s, x)  .
(5.3.33)
Then the error en+1(x) (n   0) (5.3.31) can be decomposed as
en+1(x) = e i⌧/"
2  























(x), k = 1, 2.
(5.3.35)
By the same arguments in [20], we can establish the regularity results.
Lemma 5.1 Under the assumptions (A00) and (B00), the exact solutions  k,n± (s, x)
(s   0, k = 1, 2, 0  n  T⌧   1) to the system (5.3.3)-(5.3.4) satisfy
k k,n± kL1([0,⌧ ];(Hm0p )2) . 1, k@ss 1,n+ kL1([0,⌧ ];(Hm4p )2) + k@ss 2,n  kL1([0,⌧ ];(Hm4p )2) . 1,
(5.3.36)





k 2,n+ kL1([0,⌧ ];(Hm1p )2) + k 1,n  kL1([0,⌧ ];(Hm1p )2) . "2, mk = m0   k, k = 1, 2, 4.
(5.3.38)
Proof: Noticing the properties of projectors ⇧± and assumption (B00), the initial
data  n±(0, x) 2 (Hm0p )2, @s n±(0, x) 2 Hm0 2p with uniform bounds. The estimates
for  k,n± and @s 
k,n
± have been derived in [20], where one only need to replace the
whole space Fourier transform to the Fourier series on torus. Thus, the proof is
omitted here for brevity. It remains to estimate @ss 
k,n
± . Here, we show the case
k = 1, while k = 2 case is quite the same. Di↵erentiating (5.3.3) once with respect
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  (s) + ⇧+@s
 





Since for any   2 (Hmp )2, we have    1  "2   1/2     
Hm 2p
 k kHmp ,







which implies the bounds (5.3.37) for @ss 
1,n





Having Lemma 5.1 and decomposition (5.3.34), we are able to define the local
truncation error ⇠k,n± (x) =
M/2 1P
l= M/2
[(⇠k,n± )leiµl(x a) (x 2 ⌦, k = 1, 2, n   0) for MTI-FP
scheme (5.3.24)-(5.3.28) as8>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>:
[(⇠1,n  )l =
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with8>>>>><>>>>>:
\  1,n+  l(0) = ⇧+l \( (tn))l,\  1,n   l(0) = 0,\  2,n+  l(0) = 0,\  1,n   l(0) = ⇧ l \( (tn))l,
fk±(s) = W (tn + s) 
k,n
± (s), f˙k±(s) = W (tn) ˙
k,n
± (s), gk±(s) = @tW (tn) 
k,n
± (s),
























=  i2 sin(µ2l ⌧/2)
 +l ⌧


















^  2,n  (s) l   i⇧ l ^(f 2 (s))l.
(5.3.43)
We have the following estimates for the above local truncation error.
Lemma 5.2 Under assumption (A00) and (B00), the local truncation error ⇠k,n± 2 YM
(5.3.40) for n = 0, 1, . . . , T⌧   1 satisfies
k⇠k,n± kL2 . hm0 + ⌧
2
"2
, k⇠k,n± kL2 . hm0 + ⌧ 2 + "2, k = 1, 2. (5.3.44)
Proof: We will only prove the estimates (5.3.44) for k = 1, as the proof for k = 2
is the same. Using the fact  +l   1 and the definitions of p±l (⌧) and q±l (⌧) (l =
 M/2, . . . ,M/2  1), we notice that
|p±l (⌧)| . ⌧, |q±l (⌧)| . ⌧ 2, |p+l (⌧)| . "2, |q+l (⌧)| . ⌧"2. (5.3.45)
Multiplying both sides of the equations in the system (5.3.3)by e iµl(x a) and inte-
grating over ⌦, we easily recover the equations for\( k,n± )l(s), which are exactly the
same as (5.3.12)-(5.3.13) with  k,n±,M being replaced by  
k,n
± .
Following the derivation of the MTI-FP scheme, it is easy to find that the local
truncation error comes from the approximations in the integrals (5.3.16), (5.3.19),
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(5.3.20) and (5.3.21). In particular, for l =  M/2, . . . ,M/2  1, we have









































\(f 1+(s))l + \(f 1 (s))l
⌘
ds  p l (⌧)⇧+l ^(f 1+(0))l (5.3.47)













Type I estimates. Firstly, we prove the first kind estimates in (5.3.44). Using Taylor
expansion, we have























































































and f˙ 1,n± (s) is given in (5.3.23) with  
k,n
±,M being replaced by  
k,n
± . Since k⇧±l kl2  1
(l =  M2 , . . . , M2   1) with kQkl2 being the standard l2 norm of the matrix Q, using
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(5.3.45) and triangle inequality, we obtain
|d(⌘1 )l| . ⌧     \ f1+(0) l   ^ f1+(0) l    + ⌧2     \ g1+(0) l   ^ g1+(0) l    + ⌧2
      \⇣f˙1,n+ (0)⌘l   ^⇣f˙1,n+ (0)⌘l
     
+ ⌧2
      ^⇣f˙1,n+ (0)⌘l   ^⇣f˙1+(0)⌘l
     + ⌧2
      \⇣f˙1,n+ (0)⌘l   ^⇣f˙1,n+ (0)⌘l
     
+ ⌧2
      ^⇣f˙1,n  (0)⌘l   ^⇣f˙1 (0)⌘l
      ,
and Parseval’s theorem then implies
k⌘1 (·)k2L2 .⌧ 2kPM(f 1+(0))  IM(f 1+(0))k2L2 + ⌧ 4kPM(g1+(0))  IM(g1+(0))k2L2
+ ⌧ 4kPM(f˙ 1,n+ (0))  IM(f˙ 1,n+ (0))k2L2 + ⌧ 4kPM(f˙ 1,n  (0))  IM(f˙ 1,n  (0))k2L2
+ ⌧ 4kIM(f˙ 1,n  (0))  IM(f˙ 1 (0))k2L2 + ⌧ 4kIM(f˙ 1,n  (0))  IM(f˙ 1 (0))k2L2 .
(5.3.50)
Recalling assumption (A00), (B00) and Lemma 5.1, we have
f 1±(0) =W (tn) 
1,n
± (0) 2 Hm0p , g1±(0) = @tW (tn) 1,n± (0) 2 Hm0p ,
f˙ 1,n± (0) =W (tn)@s 
1,n
± (0) 2 Hm0 2p .
Employing (5.3.8) and Cauchy inequality further, form0   4, we can bound k⌘1 (·)kL2
from (5.3.50) as








   W (tn, xj)(@s 1,n  (0, xj)   ˙1,n  (0, xj))   2
.⌧(⌧ 2 + hm0)
+ ⌧ 2
⇣
kIM(@s 1,n+ (0))   ˙1,n+ (0)kL2 + kIM(@s 1,n  (0))   ˙1,n  (0)kL2
⌘
.⌧(⌧ 2 + hm0)
+ ⌧ 2
⇣
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Using equation (5.3.10), we get

















\(@s 1,n  )l(0)  (^ ˙1,n  )l(0) =  i⇧ l
⇣




kPM(@s 1,n  (0))  IM( ˙1,n  (0))kL2  kPM(f 1+(0))  IM(f 1+(0))kL2 . hm0 .
Noticing that | sin(s)  s|  s22 (s 2 R), we have      l   2 sin(µ2l ⌧/2) +l ⌧
     = 2 +l
    12µ2l   sin(µ2l ⌧/2)⌧
     . µ4l ⌧, l =  M/2, . . . ,M/2  1,
which leads to    \(@s 1,n+ )l(0)  (^ ˙1,n+ )(0)     .1⌧
     \( 1,n+ (0))l   ^( 1,n+ (0))l    +    \(f 1+(0))l  ^(f 1+(0))l   
+ ⌧µ4l
     \( 1,n+ (0))l     ,
and for m0   4,
kPM(@s 1,n+ (0))  IM( ˙1,n+ (0))kL2 .1⌧ kPM( 
1,n
+ (0))  IM( 1,n+ (0))kL2
+ ⌧kPM( 1,n+ (0))kH4
+ kPM(f 1+(0))  IM(f 1+(0))kL2
.hm0 + ⌧ + hm0/⌧.
Combing the above estimates with (5.3.51), we derive
k⌘1 (·)kL2 . ⌧(hm0 + ⌧ 2) + ⌧ 2(hm0 + hm0/⌧ + ⌧) . ⌧(hm0 + ⌧ 2). (5.3.52)
By the same procedure, k⌘1+(·)kL2 can be bounded as
k⌘1+(·)kL2 . ⌧(⌧ 2 + hm0) + ⌧ 2kPM(@s 1,n  (0))  PM( 1,n  (⌧))/⌧kL2
+ ⌧kPM( 1,n  (⌧))  IM( 1,n  (⌧))kL2
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where Taylor expansion gives
@s 
1,n








Thus, recalling Lemma 5.1, we estimate
k⌘1+(·)kL2 . ⌧(⌧ 2 + hm0) + ⌧ 3k@ss 1,n  kL1([0,⌧ ];(L2)2) . ⌧(⌧ 2 + hm0 + ⌧ 2/"2). (5.3.53)
Now, Lemma 5.1 together with (5.3.48), (5.3.49), (5.3.50) and (5.3.51) implies
k⇠1,n± (·)kL2 . ⌧ 3k@ss(W (tn + s) 1,n+ (s))kL1([0,⌧ ];(L2)2)








Type II estimates. Next, we prove the second estimates for ⇠1,n± (x) in (5.3.44).
Starting from (5.3.46) and (5.3.47), we treat the terms involving f 1+(s), f˙
1
+(s) and
g1+(s) in the same way as in proving (5.3.54), and leave the rest terms as




























k⇣1±(·)kL2 . ⌧(hm0 + ⌧ 2).
The proof of the above decomposition and the corresponding error bounds for ⇣1±(x)
is identical to the proof of (5.3.54), and we omit it here for brevity. Applying triangle
inequality and (5.3.45), we have    [(⇠1,n  )l         d(⇣1 )l   + Z ⌧
0
   \(f 1 (s))l    ds+ ⌧"2
     ^⇣f˙ 1 (0)⌘l
      ,    [(⇠1,n+ )l     =    d(⇣1+)l   + Z ⌧
0
   \(f 1 (s))l    ds+ ⌧ 2
      ^⇣f˙ 1,⇤  (⌧)⌘l
      ,
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Recalling Lemma 5.1 which implies k 1,n  (s)kHm0 1p . "2, we know kf 1 (s)kL2 . "2,
kf˙ 1,⇤  (⌧)kHm0 1p . "2/⌧ and
kf˙ 1 (0)kHm0 1 . k ˙1,n  (0)kHm0 1 . kIM(f 1+(0))kHm0 1 . kf 1+(0)kHm0 . 1.
Hence, using Parseval’s theorem, we find   ⇠1,n  (·)   
L2
.
  ⇣1 (·)  L2 + ⌧   f1   L1([0,⌧ ];(L2)2 + ⌧"2    IM (f˙1 (0))   L2 . ⌧(⌧2 + hm0 + "2),   ⇠1,n+ (·)   
L2
.
  ⇣1+(·)  L2 + ⌧   f1   L1([0,⌧ ];(L2)2 + ⌧2    IM (f˙1,⇤  (⌧))   L2 . ⌧(⌧2 + hm0 + "2),
which completes the proof for (5.3.45).
Thus, we have established error bounds (5.3.44) for ⇠1,n± . ⇠
2,n
± can be controlled
in the same way and the proof is omitted.
⇤
Subtracting (5.3.26) from (5.3.40), noticing (5.3.27) and (5.3.41), we get the error
equations for zk,n+1± (x) (5.3.35) for k = 1, 2 as8>>>>><>>>>>:
^(z1,n+1  )l = (^F1,n  )l +[(⇠1,n  )l, ^(z2,n+1+ )l = (^F2,n+ )l +[(⇠2,n+ )l,






g(en)l + (^F1,n+ )l +[(⇠1,n+ )l,





"2 ⇧ l g(en)l + (^F2,n  )l +[(⇠2,n  )l,
(5.3.55)
where Fk,n± (x) =
M/2 1P
l= M/2
(^Fk,n± )leiµl(x a) (k = 1, 2) is given by
8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
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with









iµl(x a) 2 YM ,










(k+ = 1, k  = 2) defined as
^
(F k±,n± )l =
^
(fk±± (0))l   (^fk±± )l, (^F˙ k,n± )l = ^(f˙k±(0))l   g(f˙k±)l, ^(Gk±,n± )l = ^(gk±± (0))l  ](gk±± )l,
(^F˙ 1,⇤  )l =
^(f1,⇤  (0))l   (^f1,⇤  )l, (^F˙ 2,⇤+ )l = ^(f2,⇤+ (0))l   (^f2,⇤+ )l.
(5.3.57)
For the electromagnetic error part Fk,n± (x) (k = 1, 2, 0  n  T⌧   1), we have the
lemma below.
Lemma 5.3 Under assumption (A00) and (B00), the electromagnetic error part Fk,n± (x) 2
YM (k = 1, 2, 0  n  T⌧   1) defined in (5.3.56) with (5.3.57) satisfies the bounds
as
kF k±,n± (·)kL2 + kGk±,n± (·)kL2 + kF˙ 3 k±,n± (·)kL2 . hm0 + ken(·)kL2 , k+ = 1, k  = 2,
kF˙ 1,n+ (·)kL2 + kF˙ 2,n  (·)kL2 . 1⌧ (h
m0 + ken(·)kL2),
|F˙ k⌥,⇤± (·)kL2 . 1⌧ (h
m0 + kzk⌥,n+1± (·)kL2),
which implies that
kFk±,n± (·)kL2 . ⌧(hm0 + kzk±,n+1⌥ (·)kL2 + ken(·)kL2),
kFk⌥,n± (·)kL2 . ⌧(hm0 + ken(·)kL2). (5.3.58)
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Proof: Recalling assumptions (A00) and (B00), Lemma 5.1, (5.3.57), (5.3.41), (5.3.43),
(5.3.27) and (5.3.28), applying Parseval’s theorem, we can derive that
kF 1,n+ (·)k2L2 kIM(f 1+(0))  IM(f 1+)k2L2 = h
M 1X
j=0




   1,n+ (0, xj)  1+,j  2 . h2m0 + kPM( (tn))  IM( n)k2L2
.h2m0 + ken(·)k2L2 ,
and similarly we have kF 2,n  (·)kL2 . hm0 + ken(·)kL2 . Using the same idea, we can
obtain
kG1,n+ (·)kL2 + kG2,n  (·)kL2 . hm0 + ken(·)kL2 ,
and
kF 1,⇤  (·)kL2 .kIM(f 1,⇤  (⌧))  IM(f 1,⇤  )kL2 . 1⌧ kIM( 
1,n
  (⌧))  IM( 1,n+1  )kL2
.1
⌧
(hm0 + kz1,n+1  kL2),
kF 2,⇤+ (·)kL2 .kIM(f 2,⇤+ (⌧))  IM(f 2,⇤+ )kL2 . 1⌧ (h
m0 + kz2,n+1+ kL2).
It remains to estimate kF˙ k,n± (·)kL2 . Again, in the same spirit of the above arguments,
we arrive at
kF˙ k,n± (·)kL2 . kIM( ˙k,n± (0))  IM( ˙k±)kL2 . (5.3.59)
Comparing (5.3.43) with (5.3.28), noticing the properties of  ±l and the arguments
in the above proof, we find
kIM ( ˙1,n  (0))  IM ( ˙1 )kL2 .kIM (f1+(0))  IM (f1+)kL2 . hm0 + ken(·)kL2 ,
kIM ( ˙2,n+ (0))  IM ( ˙2+)kL2 .kIM (f2 (0))  IM (f2 )kL2 . hm0 + ken(·)kL2 ,
kIM ( ˙1,n+ (0))  IM ( ˙1+)kL2 .
1
⌧
kIM ( 1,n+ (0))  IM ( 1+)kL2 + kIM (f1+(0))  IM (f1+)kL2
.1
⌧
(hm0 + ken(·)kL2) + (hm0 + ken(·)kL2),
kIM ( ˙2,n  (0))  IM ( ˙2 )kL2 .
1
⌧
kIM ( 2,n  (0))  IM ( 2 )kL2 + kIM (f2 (0))  IM (f2 )kL2
.1
⌧
(hm0 + ken(·)kL2) + (hm0 + ken(·)kL2),
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which implies the bounds for kF˙ k,n± (·)kL2 in view of (5.3.59). Combine all the results
above, in view of (5.3.57) and properties of the coe cients p±l (⌧), q
±
l (⌧) (5.3.45), we
conclude that (5.3.58) holds.
⇤
Now, we are ready to prove the main theorem.
Proof of Theorem 5.1. Recalling the decomposition (5.3.34) and error equation






























(^Fk,n+ )l + (^Fk,n  )l +[(⇠k,n+ )l +[(⇠k,n  )l
◆
, l =  M
2





In particular ke0kL2 = kPM( 0)  IM( 0)kL2 . hm0 .
Taking the l2 norm of the vectors in the error equation (5.3.55), then summing
together for l =  M/2, . . . ,M/2  1, utilizing Lemma 5.3 and Parserval’s theorem,
there holds for ⌧  1,
kz1,n+1  (·)kL2 .kF1,n  (·)kL2 + k⇠1,n  (·)kL2 . ⌧(hm0 + ken(·)kL2) + k⇠1,n  (·)kL2 ,
kz2,n+1+ (·)kL2 .kF2,n+ (·)kL2 + k⇠2,n+ (·)kL2 . ⌧(hm0 + ken(·)kL2) + k⇠2,n+ (·)kL2 ,
and so





k⇠k,n+ (·)kL2 + k⇠k,n  (·)kL2
⌘




k⇠k,n+ (·)kL2 + k⇠k,n  (·)kL2
⌘
.
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From Lemma 5.2 on local truncation error ⇠k,n± (x), we get
k n(·)kL2 .⌧ken(·)kL2 + ⌧(hm0 + ⌧ 2/"2), 0  n  T⌧   1, (5.3.62)
k n(·)kL2 .⌧ken(·)kL2 + ⌧(hm0 + ⌧ 2 + "2), 0  n  T⌧   1. (5.3.63)
Now, taking the l2 norm of the vectors on both sides of (5.3.60), making using of the
orthogonal properties of ⇧±l where
  ei✓1⇧+l v + ei✓2⇧ l v  2 = |⇧+l v|2 + |⇧ l v|2 = |v|2






g(en)l + ei l/"2⇧ l g(en)l)⇤g( n)l⌘
=|g(en)l|2 + |g( n)l|2 + 2Re⇣(e i l/"2⇧+l g(en)l + ei l/"2⇧ l g(en)l)⇤g( n)l⌘
where v⇤ = vT is the complex conjugate of vector v and Re(c) denotes the real part
of complex number c. Applying Cauchy inequality, we find   (^en+1)l   2      g(en)l   2 . ⌧ |g(en)l|2 + 1⌧ |g( n)l|2, l =  M2 , . . . , M2   1. (5.3.64)
Summing (5.3.64) together for l =  M2 , . . . , M2  1 and using Parseval’s theorem, we
obtain
ken+1(·)k2L2   ken(·)k2L2 . ⌧ken(·)k2L2 +
1
⌧




Summing (5.3.65) for indices 1, 2, . . . , n and using (5.3.62)-(5.3.63), we conclude that
for 0  n  T⌧   1,
ken+1(·)k2L2   ke0(·)k2L2 .⌧
nX
m=1
kem(·)k2L2 + n⌧(hm0 + ⌧ 2/"2)2, (5.3.66)
ken+1(·)k2L2   ke0(·)k2L2 .⌧
nX
m=1
kem(·)k2L2 + n⌧(hm0 + ⌧ 2 + "2)2. (5.3.67)
Since ke0(·)kL2 . hm0 , Gronwall’s inequality will lead to the conclusion that for
su ciently small ⌧ ,





In view of (5.3.32), we conclude that (5.3.29) holds.
⇤
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5.4 Numerical examples
In this section, we present numerical tests on our MTI-FP scheme (5.3.24) and
use MTI-FP to study the convergence of the Dirac equation (5.1.3) to the limiting
Schro¨dinger model (5.1.2) and second order model of the Pauli’s equation kind. To
this purpose, we choose the electromagnetic potentials in the Dirac equation (5.1.3)




, V (t, x) =
1  x
1 + x2
, x 2 R, t   0,
and the initial value as
 1(0, x) = e
 x2/2,  2(0, x) = e (x 1)
2/2, x 2 R.
5.4.1 Accuracy test
The problem is solved numerically on an interval ⌦ = ( 16, 16), i.e. a =  16 and
b = 16, with periodic boundary conditions on @⌦. The ‘exact’ solution  (t, x) =
( 1(t, x), 2(t, x))T is obtained numerically by using the TSFP method with a very
fine mesh size and a small time step, e.g. he = 1/32 and ⌧e = 10 7. Denote  nh,⌧ as
the numerical solution obtained by a numerical method with mesh size h and time
step ⌧ . In order to quantify the convergence, we introduce
eh,⌧ (tn) = k n    (tn, ·)kl2 =
vuuthM 1X
j=0
| nj    (tn, xj)|2.
The spatial errors and temporal errors are displayed in Tabs. 5.1 and 5.2, re-
spectively. From Tabs. 5.1-5.2 and additional numerical results not shown here for
brevity, we can draw the following conclusions for the MTI-FP method:
(i) For spatial discretization error, the MTI-FP is uniformly spectral accurate
for all " 2 (0, 1] (cf. Tab. 5.1).
(ii) For temporal discretization error, the MTI-FP is uniformly convergent with
linear rate. When time step ⌧ is small (upper triangle part of Tab. 5.2), second order
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Table 5.1: Spatial error analysis of the MD-EWI-FP method for the Dirac equation
in 1D.
Spatial Errors h0 = 2 h0/2 h0/22 h0/23 h0/24
"0 = 1 1.65 5.74E-1 7.08E-2 7.00E-5 8.53E-10
"0/2 1.39 3.45E-1 7.06E-3 6.67E-6 9.71E-10
"0/22 1.18 1.67E-1 1.71E-3 1.43E-6 1.10E-9
"0/23 1.13 1.46E-1 1.03E-3 6.77E-7 9.16E-10
"0/24 1.15 1.45E-1 8.52E-4 4.86E-7 1.33E-9
convergence is clear; when " is small (lower triangle part of Tab. 5.2), second order
convergence is also clear; near the diagonal part where ⌧ ⇠ "2 (cf. the underlined
diagonal part of 5.2), degeneracy of the convergence rate and the uniform linear
convergence rate for the temporal error are observed. In particular, the underlined
errors in Tab. 5.2 degenerate in the parameter regime ⌧ ⇠ "2 predicted by our error
estimates (5.3.29).
5.4.2 Convergence of Dirac equation to the limiting model
Similar to (5.1.2), the Schro¨dinger first order model for the Dirac equation (5.1.3)
as "! 0+ reads
 (t, x) = e it/"
2
 e e1 + e
it/"2 p e2 +O("), e1 = (1, 0)
T , e2 = (0, 1)
T , (5.4.1)
where  e :=  e(t, x) 2 C and  p :=  p(t, x) 2 C satisfy the Schro¨dinger equations











 + V (t, x)
 
 p, x 2 R, (5.4.2)
and the initial data is determined through (5.4.1).
To obtain a second order model of Pauli’s equation type, we formally drop the
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Figure 5.1: Error functions Esch(t) and Epau(t) for di↵erent ".
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Table 5.2: Temporal error analysis of the MD-EWI-FP method for the Dirac equa-
tion.
Table 1 Temporal error at T=2 with ⌧0 = 0.1/16
Mesh ⌧0 = 0.1 ⌧0/2 ⌧0/22 ⌧0/23 ⌧0/24 ⌧0/25 ⌧0/26
"0 = 1 3.69E-2 9.18E-3 2.29E-3 5.73E-4 1.43E-4 3.58E-5 8.94E-6
"0/2 5.98E-2 1.51E-2 3.77E-3 9.45E-4 2.36E-4 5.90E-5 1.48E-5
"0/22 1.91E-1 5.67E-2 1.47E-2 3.74E-3 9.39E-4 2.35E-4 5.87E-5
"0/23 7.12E-2 7.17E-2 4.90E-2 1.48E-2 3.89E-3 9.84E-4 2.47E-4
"0/24 1.78E-2 1.76E-2 1.80E-2 1.82E-2 1.22E-2 3.73E-3 9.79E-4
"0/25 7.11E-3 3.30E-3 4.07E-3 4.43E-3 4.53E-3 4.56E-3 3.05E-3
"0/26 7.19E-3 1.99E-3 5.10E-4 6.84E-4 1.02E-3 1.10E-3 1.13E-3
"0/27 7.07E-3 1.70E-3 4.49E-4 2.61E-4 8.81E-5 1.68E-4 2.54E-4
"0/28 7.05E-3 1.71E-3 4.23E-4 1.09E-4 3.91E-5 6.01E-5 2.18E-5
"0/29 7.05E-3 1.71E-3 4.22E-4 1.05E-4 2.61E-5 1.37E-5 6.98E-6
small components in (5.3.3)-(5.3.4) to get
 (t, x) = e it/"
2
 e(t, x) + e
it/"2 p(t, x) +O("
2), (5.4.3)




D e + ⇧+ (W e) , i@t p =   1
"2
D p + ⇧  (W p) , (5.4.4)
with D = p1  "2   1 and initial value as
 e(0, x) = ⇧+ (0, x),  p(0, x) = ⇧  (0, x). (5.4.5)
To investigate the convergence order of the above limiting models (5.4.1) and (5.4.3)
numerically, we solve the Scro¨dinger equation (5.4.2) to obtain ( e, p) and Pauli
type equation (5.4.4) to get ( e, p), by TSFP method [12] and EWI-FP method
[15], respectively. Then, the solution   to the Dirac equation (5.1.3) is computed
by the MTI-FP method and we can study the convergence rate of Dirac equation
(5.1.3) to (5.4.1) or (5.4.3). All the computations are done on the bounded interval
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⌦ = [ 512, 512] with fine mesh h = 1/16 and time step ⌧ = 10 4. In order to
quantify the convergence, we introduce the error functions
Esch(t) =




    (t, ·)  e it/"2 e(t, ·)  eit/"2 p(t, ·)   
L2
.
Fig. 5.1 depicts the evolution of the errors Esch(t) and Epau(t), and we can conclude
that Schro¨dinger model (5.4.1) is linearly O(") accurate, while the (5.4.3) model is
quadratically O("2) accurate. In particular, both the errors Esch(t) and Epau(t) are
observed to grow linearly in time, i.e.
Esch(t)  C1(1 + t)", Epau(t)  C2(1 + t)"2.
We find that (5.4.4) is the same second order approximate model as Pauli equation
[67,73] for the Dirac equation (5.1.3) in the nonrelativistic limit.
Chapter6
Concluding remarks and future work
This thesis is devoted to study e cient and accurate numerical methods for solving
the Dirac equation in the nonrelativistic limit regime with focus on proposing and
analyzing the multiscale time integrator methods. The study focus on dynamics, the
rigorous error bounds and how they related to the nonrelativistic limit parameter
0 < "  1. In this regime, the solution propagates waves with wavelength O("2) and
amplitude O(1) in time, which will cost greatly in computations.
In Chapter 2, three types of numerical methods based on di↵erent time integra-
tions were analyzed rigorously and compared numerically for simulating the Dirac
equation in the nonrelativistic limit regime, i.e. 0 < "⌧ 1 or the speed of light goes
to infinity. The first class consists of the second order standard FDTD methods,
including energy conservative/ nonconservative and implicit/semi-implicit/explicit
ones. In the nonrelativistic limit regime, the error estimates of the FDTD methods
were rigorously analyzed, which suggest that the "-scalability of the FDTD meth-
ods is ⌧ = O("3) and h = O(
p
"). The second class applies the Fourier spectral
discretization in space and Gautschi-type integration in time, resulting in an EWI-
FP method. Rigorous error bounds for the EWI-FP method were derived, which
show that the "-scalability of the EWI-FP method is ⌧ = O("2) and h = O(1). The
last class combines the Fourier spectral discretization in space and splitting tech-
nique in time, which leads to a TSFP method. Based on the rigorous error analysis,
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the "-scalability of the TSFP method is ⌧ = O("2) and h = O(1), which is similar to
the EWI-FP method. From the error analysis and numerical results, the EWI-FP
and TSFP methods perform much better than the FDTD methods, especially in
the nonrelativistic limit regime. Extensive numerical results indicate that the TSFP
method is superior than the EWI-FP in terms of accuracy and e ciency, and thus
the TSFP method is favorable for solving the Dirac equation directly, especially
in the nonrelativistic limit regime. Finally, we studied the dynamics of the Dirac
equation in 2D with a honeycomb lattice potential and observed some interesting
dynamics for di↵erent ".
In Chapter 3, the three types of numerical methods mentioned in Chapter 2 were
extended to solving the NLD equation in the nonrelativistic limit regime. Linear
stability and convergence analyses were carried out as well as the conservative prop-
erties among di↵erent methods. Rigorous error bounds showed the "-resolutions for
FDTD, EWI-FP and TSFP are similar as that for the linear case in Chapter 2. Ex-
tensive numerical results confirmed this conclusion for the NLD in the nonrelativistic
limit regime.
Chapter 4 studied a new class of 4th order compact time splitting methods for
solving the Dirac equation. This class of methods is characterized by factorized with
purely positive coe cients for the Dirac evolution operator. Numerical comparisons
among second order Strang splitting, fourth order Forest-Ruth methods and these
new ones were presented, showed that the fourth order compact operator splitting
methods enjoys a lager convergence step and smaller error bounds than the general
fourth order operator splitting methods, such as FR method.
In the remaining Chapter, a multiscale time integrator Fourier pseudospectral
method (MTI-FP) was proposed and rigorously analyzed for the Dirac equation
involving a dimensionless parameter " 2 (0, 1]. It aimed to overcome the di culty
of highly oscillatory waves with O("2) wavelength in time in the nonrelativistic
limit regime, i.e. " ! 0+. Rigorous error analysis showed that the MTI-FP is
uniformly convergent in spatial discretization with spectral accuracy, and uniformly
138
convergent in temporal discretization with linear order for " 2 (0, 1], while the
temporal accuracy is optimal with quadratic convergence rate for " = O(1) or "  ⌧ .
This result significantly improves the error bounds of the existing numerical methods
for the Dirac equation in the nonrelativistic limit regime. The key ideas included
a proper multiscale decomposition of the Dirac equation and the use of Gautschi
type EWI in time. Numerical results confirmed the error estimates and suggested
our error bounds are sharp. Convergence rates of the Dirac equation to its limiting
first order Schro¨dinger equation model and second order Pauli type equation model
were also verified at last.
The present work was focusing on reviewing existing numerical methods and de-
signing a uniformly accurate one for solving the Dirac equation in the nonrelativistic
limit regime. However, a uniformly accurate method for NLD equation is still lack-
ing. In future, we will study the limit equation of the NLDE in the nonrelativistic
limit regime and investigate suitable uniformly convergent numerical methods. An-
other possible future work is to apply these e cient numerical methods in simulation
of dynamics of electrons in graphene, which are conducted by the Dirac equation.
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