Despite their major advantage of hardware simplicity, ternary filters have limited usability in practice owing to their unresolved problem of adaptivity. This challenging problem is tackled by introducing an adaptive ternary LMS-like algorithm. Performance assessment using a sinusoidal input distorted by additive white Gaussian noise showed that the proposed algorithm is comparable to the traditional multi-bit Wiener LMS algorithm. This approach is expected to open the door for ternary systems to be ready for replacing multi-bit signal processing systems.
Introduction: Several recent works have made the theory of ternary filtering nearly mature and ready for application [1] [2] [3] [4] [5] . However, for a new filtering theory to be of large-scale application as a substitute for the traditional multi-bit DSP systems, efficient adaptive structures are inevitable. This is so since most applications are challenged by noise, distortion, and time-varying conditions. In fact, one of the major drawbacks that hindered analogue signal processing (ASP) for decades was lack of adaptivity.
Unfortunately, there is no adaptive LMS structure of any kind for ternary filtering. The challenge in this problem is the harsh quantisation that prevents straightforward LMS application. In this Letter we attempt to solve this problem by proposing an efficient structure for adaptive noise reduction. This application is of major significance in many applications, such as communication channel equalisation. The results were quite astonishing as the performance of this simple structure is comparable to that of the multi-bit LMS Wiener algorithm.
Adaptive ternary algorithm: We propose a structure inspired from the well-known LMS adaptive techniques. Fig. 1 illustrates the ternary structure that carries out the proposed adaptive algorithm. We assume that the received (observed) signal, r(n), is in single-bit format that represents the digitised original signal x(t) distorted by white Gaussian noise Z(t) 2 N (s 2 , 0). The same scenario in Fig. 1 can be used to represent a baseband version of a digital single-bit communication system with bandpass modulation [6] . The symbol x(i) stands for the multi-bit estimated signal, and y(i) is the estimated signal in single-bit format. The operation of this adaptive structure can be described as follows. The ternary system comprises M adaptable taps and operates at an oversampling rate R (R ¼ 64, 128, . . . ). This requirement has already been met as the input signal is assumed to be SD modulated. The single-bit estimated signal y(i) is loaded sequentially into a shift register of length M, where the register content can be expressed by the vector:
Likewise, the regressor vector of the received single-bit signal will be:
, which is assumed to be in the form r ¼ x þ Z, where x is the original signal vector in single-bit, and Z is the single-bit noise vector. This structure updates the ternary coefficients (taps) {h( j)j j ¼ 0, 1, 2, . . . , M À 1} once every D samples, where D is dependent on the oversampling ratio R, i.e. at Nyquist rate. This weights updating can be expressed as follows:
where n ¼ i mod D, and subscripts are used for time indexing instead of the brackets. The multi-bit estimated signal x at any instant i is given by:
where a is a small positive parameter. As x is in multi-bit format, a second-order standard SD modulator is used to convert x to a bit-stream (re-modulation). This SD stage should have a flat frequency response in the band of interest such that the information in x is maintained. However, this stage will inevitably introduce noise to the output y i owing to the quantisation error Q i . In addition, to preserve stability of the system, the value of x should be maintained within the dynamic range of the SD modulator. This can be guaranteed by introducing the gain parameter a, which is a small positive number. The parameter a is dependent on the oversampling ratio (R) and the filter order at Nyquist rate N. This is so because the number of taps is proportional to R. For simplicity of implementation, a takes on negative powers of 2.
The instantaneous single-bit estimated output y i is given as follows:
where u i is the quantiser input of the SD given by:
From (1), the filter coefficients vector can be given as:
From (5), it is evident that elements of h n 2 {0, þ1, À 1}.
Simulation and discussion: To assess the performance of the proposed adaptive ternary structure in terms of improvement in SNR, we attempt to compare it with that of a traditional LMS adaptive algorithm under similar circumstances. Fig. 2 shows the improvement in terms of the ratio r ¼ SNR o =SNR i against the SNR i , where SNR o and SNR i denote the signal-to-noise ratio (SNR) at the output and at the input of the system, respectively. The oversampling ratio is chosen as R ¼ 128, and the number of ternary coefficients is M ¼ 2560. The observed signal (input) r i is assumed to be the single-bit digitised version of the original sinusoid x(t) which is distorted by additive white Gaussian noise Z(t). The sinusoid has an amplitude A ¼ 0.5 and a frequency f o ¼ 2000 Hz. We assume an adaptive LMS FIR filter with N ¼ R=M ¼ 20 coefficients, operating on the same input signal. To be on the safe side, we assume the filter sampling rate as 4Â Nyquist rate with infinite bit resolution. Moreover, the optimum m (that gives minimum MSE) is used in this comparison.
It is obvious from Fig. 2 that the adaptive ternary filter shows superior response (better r) when the input SNR, SNR i , is less than 12 dB. On the other hand, the performance of the adaptive ternary algorithm deteriorates for SNR i > 22 dB compared to the multi-bit LMS algorithm which exhibits better r until SNR i ¼ 28 dB.
This adaptive ternary structure is very efficient from a hardware implementation point of view, as the ternary taps can be realised by using simple multiplexers. Moreover, the updating rate D can be achieved through use of a conventional counter.
Discussion: As for LMS, filter coefficients are updated based on a weighted difference between the filter output (which is an estimation of the original signal) and the reference signal (chosen here to be a delayed version of the input signal itself). This is based on the assumption that noise and signal are uncorrelated; this is true for sinusoids and all narrowband signals. The estimation error (against iterations) converges in the LMS sense as in Fig. 3 , similar to the conventional LMS. The system is stable as long as SDM is stable. Fig. 3 Learning curve of proposed structure for noisy sinusoid Conclusion: We have introduced an approach for adaptive ternary filtering. Despite the simple structure, simulation results showed that the proposed algorithm is parallel in performance to the standard multi-bit LMS algorithm. We expect this approach will open the door for a wide range of applications for ternary systems.
