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THE JOHN–NIRENBERG CONSTANT OF BMOp, 1 ≤ p ≤ 2
LEONID SLAVIN
Abstract. We compute the exact John–Nirenberg constant of BMOp
(
(0, 1)
)
for 1 ≤ p ≤ 2,
which has been known only for p = 1 and p = 2. We also show that this constant is attained
in the weak-type John–Nirenberg inequality and obtain a sharp lower estimate for the distance
in BMOp to L∞. These results rely on sharp Lp - and weak-type estimates for logarithms of
A∞ weights, which in turn use the exact expressions for the corresponding Bellman functions.
1. Preliminaries and main results
By 〈ϕ〉
Q
we denote the average of a locally integrable function over a cube Q ⊂ Rn with
respect to the Lebesgue measure:
〈ϕ〉
Q
=
1
|Q|
∫
Q
ϕ.
Fix a p > 0 and let BMOp be the (factor-)space
(1.1) BMOp = {ϕ ∈ L1loc : ‖ϕ‖BMOp := sup
cube J
〈|ϕ− 〈ϕ〉
J
|p〉1/p
J
<∞}.
If the supremum is taken over all cubes J ⊂ Rn, we write BMOp(Rn); if the supremum is over
all subcubes J of a fixed cube Q, we write BMOp(Q). If the context is clear or the statement
applies to both cases, we write simply BMOp. It is known that all p-based (quasi-)norms are
equivalent, meaning that (1.1) defines the same space for all p > 0. Thus, we can, and will,
write simply BMO in the left-hand side of (1.1), keeping the symbol BMOp for the norm.
A weight is an almost everywhere positive function. We say that a weight w belongs to
A∞, w ∈ A∞, if both w and logw are locally integrable and the following condition holds:
(1.2) [w]A∞ := sup
cube J
〈w〉
J
e
−〈logw〉
J <∞.
We say that w belongs to A2, w ∈ A2, if both w and w−1 are locally integrable and
(1.3) [w]A2 := sup
cube J
〈w〉
J
〈w−1〉
J
<∞.
The quantities [w]A∞ and [w]A2 are called the A∞ - and the A2 -characteristics of w, respec-
tively. As before, we write A∞(Rn), A∞(Q), or simply A∞, as appropriate, and similarly for
A2. Clearly, A2 ⊂ A∞. In fact, it is easy to show that w is in A2 if and only if both w and
w−1 are in A∞.
As the title suggests, our headline results are for BMOp. In large part, they arise as con-
sequences of sharp estimates for logarithms of A∞ weights. In turn, these estimates rely on
explicit Bellman functions, and that material is taken up in the next section. Here we first
state the BMOp results, then the A∞ results, and then explain how they are connected.
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2 LEONID SLAVIN
Throughout the paper, we will use the following notation. Fix C ≥ 1 and let ξ± = ξ±(C)
be the two solutions of the equation
(1.4) e−ξ = C(1− ξ) : −∞ < ξ− ≤ 0 ≤ ξ+ < 1.
Note that ξ±(1) = 0 and that ξ+ is strictly increasing with limC→∞ ξ+(C) = 1, while ξ− is
strictly decreasing with limC→∞ ξ−(C) = −∞.
For C > 1, let
(1.5) k(C) = 2
(1− ξ−)(1− ξ+)
ξ+ − ξ− (C − 1)
and set k(1) = 0. It is a simple exercise to verify that k is continuous on [1,∞) and that
limC→∞ k(C) = 2e . It is a little harder but still straightforward to check that k is also strictly
increasing.
1.1. Main results for BMOp . The key fact about BMO is the John–Nirenberg inequality,
originally proved in [7]. We will need it in two forms:
Weak-type form: There are positive constants c0(p) and K(p) such that if ϕ ∈ BMO, then
for any cube J and any λ ≥ 0,
(1.6)
1
|J | |{t ∈ J : |ϕ(t)− 〈ϕ〉J | ≥ λ}| ≤ K(p)e
−c0(p)λ/‖ϕ‖BMOp .
Integral form: There exists ε0(p) > 0 such that if ϕ ∈ BMO with ‖ϕ‖BMOp ≤ ε < ε0(p),
then for any cube J,
(1.7) 〈eϕ〉
J
≤ C(ε, p)e〈ϕ〉J ,
for some function C of ε and p.
Of course, all these constants also depend on dimension, but most of our results are in
dimension 1, so we will suppress that dependence. Importantly, and somewhat surprisingly,
they also appear to depend on whether one considers BMO(Rn) or the local variant BMO(Q)
(though clearly not on the exact cube Q chosen, so one can always take Q = (0, 1)n ). Let
us reserve the names ε0(p) and C(ε, p) for the best constants in (1.7) in the case when
BMO = BMO((0, 1)). We call ε0(p) the John–Nirenberg constant of BMO
p((0, 1)). In two
instances below we will need to differentiate ε0(p) from its counterpart for the line, which we
will denote by εR0 (p). It is easy to see that ε
R
0 (p) ≥ ε0(p).
It is a classical consequence of Gehring’s theorem on self-improvement of reverse Ho¨lder
classes [3] that A∞ weights self-improve and hence ε0(p) is not attained in (1.7) (see Theo-
rem 1.11 below for a sharp version of this result). Also, clearly
(1.8) ε0(p) = sup{c0(p) : (1.6) holds for some K(p)}.
However, it is far from clear whether ε0(p) is attained as c0(p) in (1.6) or what the best K(p)
might be if it is attained.
Observe that (1.7) means that if ϕ ∈ BMO, then eεϕ ∈ A∞ for all sufficiently small ε > 0.
For ϕ ∈ BMO, let
(1.9) εϕ = sup{ε > 0 : eεϕ ∈ A∞}
(note that εϕ can be infinity). Directly from the definitions of ε0(p) and εϕ we have
ε0(p) ≤ inf{εϕ > 0 : ‖ϕ‖BMOp =1} = inf{ε > 0 : ∀ϕ ‖ϕ‖BMOp =1 =⇒ eεϕ ∈ A2}.
The inequality on the left is obvious; we actually show in these pages that it holds as equality, at
least for a range of p. The identity on the right holds because the set {εϕ > 0 : ‖ϕ‖BMOp =1}
contains both εϕ and ε−ϕ for each ϕ with ‖ϕ‖BMOp =1.
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We have two main tasks: to determine the exact value of ε0(p) and to show that ε0(p) is
attained as c0(p) in (1.6). Currently, our solutions to these problems are limited to the range
1 ≤ p ≤ 2 for the first task, and 1 < p ≤ 2 for the second. The only known results up to
this point have been those for p = 1 and p = 2. Specifically, Korenovskii [9] found ε0(1) =
2
e
and showed that it is attained in (1.6); Lerner [10] showed that the best K(1) in (1.6) for
c0(1) =
2
e is
1
2e
4/e. Vasyunin and the author [16] found ε0(2) = 1 and C(ε, 2) =
e−ε
1−ε ; and
Vasyunin and Volberg [23] showed that c0(2) = 1 is attained in (1.6) with the best K(2) = e.
Here is our main theorem for BMOp.
Theorem 1.1. For p ∈ [1, 2],
(1.10) ε0(p) =
[
p
e
(
Γ(p)−
∫ 1
0
tp−1et dt
)
+ 1
]1/p
.
Furthermore, if 1 < p ≤ 2, then for all (2− p)ε0(p) ≤ ε < ε0(p),
(1.11) C(ε, p) =
e−ε/ε0(p)
1− ε/ε0(p) ;
and for all 0 ≤ ε < 2e ,
(1.12)
e−
e
2
ε
1− e2ε
≤ C(ε, 1) ≤ k−1(ε),
where k−1 : [0, 2e )→ [1,∞) is the inverse function to k.
Remark 1.2. From (1.5), we have k(C) = 2(1−1/C)
eξ+−eξ− ≥
2
e
(
1− 1C
)
, thus k−1(ε) ≤ 11− e
2
ε , and so
C(ε, 1) ≤ 1
1− e2 ε
, if 0 ≤ ε < 2
e
.
Note that (1.10) gives ε0(1) =
2
e , ε0(2) = 1, and C(ε, 2) =
e−ε
1−ε for ε ∈ [0, 1). Thus, we
recover all known cases of sharp results in (1.7), but, of course, this theorem contains more.
We do not know if the upper inequality in (1.12) actually holds as equality, at least for some
ε > 0. This has to do with the nature of optimizers in our inequalities, and ultimately with
the geometry of the underlying extremal problem; see Remark 1.8 below and the discussion
in the next section.
Here is our weak-type result for BMOp.
Theorem 1.3. If p ∈ (1, 2], then ε0(p) is attained as c0(p) in (1.6). Specifically, if Q is an
interval and ϕ ∈ BMO(Q), then for any subinterval J of Q and any λ ≥ 0,
(1.13)
1
|J |
∣∣{t ∈ J : |ϕ(t)− 〈ϕ〉
J
| ≥ λ}∣∣ ≤ (p− 1)− 12−p e− ε0(p)λ‖ϕ‖BMOp .
Here we recover one of the two known cases in (1.6), namely, p = 2. We even get the exact
constant K(2) = e from [23] (in the limit, as p→ 2− ), though our focus is squarely on ε0(p)
and we certainly do not claim that the constant before the exponent is sharp for p < 2. In
particular, (p−1)− 12−p blows up as p→ 1+, and this theorem does not capture the case p = 1
that was addressed in [9] and [10].
We have two corollaries. The first relates to the famous theorem by Garnett and Jones [2]
that says that the distance from ϕ ∈ BMO(Rn) to L∞ in BMO1 norm admits two-sided
estimates in terms of what we call εϕ and ε−ϕ. In our notation, their theorem is as follows:
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Theorem 1.4 ([2]). If ϕ ∈ BMO(Rn), then there are constants C1 and C2 depending only
of dimension such that
C1
min{εϕ, ε−ϕ} ≤ inff∈L∞(Rn) ‖ϕ− f‖BMO1 ≤
C2
min{εϕ, ε−ϕ} .
Of course, one can replace BMO1 norm with BMOp norm and ask for the sharp constants
C1(p), C2(p). In that direction we have an interesting result that gives the sharp value of C1(p)
in the case of BMO((0, 1)), and then the same bound for BMO(R), which may or may not
be sharp.
Corollary 1.5. If p ∈ [1, 2], Q is an interval, and ϕ ∈ BMO(Q), then
(1.14) inf
f∈L∞(Q)
‖ϕ− f‖BMOp(Q) ≥
ε0(p)
min{εϕ, ε−ϕ} .
Consequently, if ϕ ∈ BMO(R), then
(1.15) inf
f∈L∞(R)
‖ϕ− f‖BMOp(R) ≥
ε0(p)
min{εϕ, ε−ϕ} .
Inequality (1.14) is sharp.
We conjecture that replacing ε0(p) with ε
R
0 (p) in (1.15) makes that inequality sharp as well.
This corollary allows us to estimate from below the BMO(R)→ L∞(R) norm of the Hilbert
transform,
Hf(x) =
1
pi
p.v.
∫
R
1
x− y f(y) dy.
The estimate is elementary, but it sheds light on what the actual value of that norm might
be. The proof, which we give right away, uses the Helson–Szego¨ theorem [4], which says that
eϕ ∈ A2(R) if and only if ϕ = f1 +Hf2, where f1, f2 ∈ L∞(R) with ‖f2‖L∞ < pi2 .
Corollary 1.6. For p ∈ [1, 2],
(1.16) ‖H‖L∞→BMOp ≥ 2
pi
ε0(p).
Proof. Take any ϕ such that min{εϕ, ε−ϕ} = 1. Then for any ε ∈ (0, 1), eεϕ ∈ A2. By the
Helson–Szego¨ theorem, εϕ = f1 +Hf2 with f1, f2 ∈ L∞ and ‖f2‖∞ < pi2 . Therefore,
inf
f∈L∞
‖ϕ− f‖BMOp ≤ 1
ε
‖Hf2‖BMOp ≤ pi
2ε
‖H‖L∞→BMOp .
By (1.15) the left-hand side is no smaller than ε0(p). Now, take the limit as ε→ 1. 
We again conjecture that (1.16) holds with equality if ε0(p) is replaced with ε
R
0 (p).
1.2. Main results for A∞ . We prove three theorems for A∞. All three are interesting in
their own right, but the the first two are also needed in the proof of Theorem 1.3. These
results assume that eϕ ∈ A∞(Q) for an interval Q and give various estimates for ϕ. Their
short proofs, given in Section 3, are based on the exact expressions of the corresponding
Bellman functions.
We first give lower estimates for ‖ϕ‖BMOp , 1 ≤ p ≤ 2, and an upper estimate for p = 2.
The lower inequalities for p > 1 are required in the proof of Theorem 1.7.
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Theorem 1.7. Assume that eϕ ∈ A∞(Q) and let C = [eϕ]A∞(Q).
For all C ≥ 1,
(1.17) ξ+ ≤ ‖ϕ‖BMO2 ≤ |ξ−|
and
(1.18) ‖ϕ‖BMO1(Q) ≥ k(C).
If p ∈ (1, 2) and C ≥ ep−2p−1 , then
(1.19) ‖ϕ‖BMOp(Q) ≥ ε0(p)ξ+.
Inequalities (1.17) and (1.19) are sharp.
Remark 1.8. Inequality (1.18) may or may not be sharp. The corresponding inequality for
oscillations, 〈|ϕ − 〈ϕ〉
Q
|〉
Q
≥ k(C), is sharp, in that there exists a function ϕ for which it
becomes an inequality. However, that function’s BMO1 norm is realized on an interval J ( Q,
and this norm is larger than k(C). In contrast, for p > 1 there is a different function ϕ for
which ‖ϕ‖BMOp(Q) = 〈|ϕ− 〈ϕ〉Q |p〉1/pQ = ε0(p)ξ+.
Note that in this theorem C is precisely the A∞ -characteristic of eϕ. The next two results
simply require that the characteristic be no larger than C. If Q is an interval and C ≥ 1, we
denote
AC∞(Q) := {w ∈ A∞(Q) : [w]A∞(Q) ≤ C}.
The second theorem gives the sharp estimate for the distribution function of ϕ when eϕ ∈
AC∞(Q). We mention two previous results in this vein, both using Bellman functions: article
[23] contains the sharp weak-type John–Nirenberg inequality for BMO2; and article [15] gives
the sharp inequalities for distribution functions of Ap1,p2 weights. Note, however, that our
estimate is for logarithms of A∞ weights, not the weights themselves.
Theorem 1.9. If C ≥ 1 and eϕ ∈ AC∞(Q), then for any λ ∈ R and any subinterval J of Q,
1
|J |
∣∣{t ∈ J : ϕ(t)− 〈ϕ〉
J
≥ λ}∣∣ ≤

1, λ ≤ 0,
1− λ
ξ+ − ξ− , 0 ≤ λ ≤ −ξ
−,
ξ+e−ξ−/ξ+
ξ+ − ξ− e
−λ/ξ+ , λ ≥ −ξ−.
This inequality is sharp for each value of of λ.
Remark 1.10. Observe that ξ+ − ξ− − λ ≤ ξ+e−(ξ−+λ)/ξ+ for 0 ≤ λ ≤ −ξ−. Thus, one has
the following less precise, but more convenient estimate for all λ ≥ 0 :
(1.20)
1
|J |
∣∣{t ∈ J : ϕ(t)− 〈ϕ〉
J
≥ λ}∣∣ ≤ e−ξ−/ξ+
1− ξ−/ξ+ e
− λ
ξ+ .
Finally, our third theorem for A∞ is a Gehring-type result on self-improvement of A∞
weights. It gives the sharp bound on δ > 1 such that if eϕ ∈ A∞, then eδϕ ∈ A∞. It is not
needed in the proof of the main theorems for BMOp, but it is a nice illustration of our method
and involves hardly any additional effort, since we are already doing in-depth analysis on A∞.
While to our knowledge it is not formulated this way in literature, it is implicitly contained
in [21] and [22].
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Theorem 1.11. If C ≥ 1 and eϕ ∈ AC∞(Q), then for any 1 ≤ δ < 1/ξ+, eδϕ ∈ A∞(Q) and
[eδϕ]A∞(Q) ≤
e−δξ+
1− δξ+ .
This estimate is sharp.
1.3. The BMOp -A∞ connection. Let us describe the key idea behind Theorem 1.1. The
known results for p = 1 ([9, 10]) use techniques, such as equimeasurable rearrangements, that
do not produce sharp constants for other p. The results for p = 2 ([16, 23]) rely on explicit
Bellman functions for the corresponding inequalities. We also use this technique, but in a
special, dual formulation. The following brief description of the Bellman approach to BMO2
will help explain the challenges and solutions for the problem at hand.
If one works on BMO2, the expression for the norm in (1.1) simplifies:
‖ϕ‖BMO2(Q) = sup
cube J⊂Q
(〈ϕ2〉
J
− 〈ϕ〉2
J
)1/2
.
This allows for natural variational formulations. For example, to determine ε0(2) and C(ε, 2)
in (1.7), the following extremal problem was stated and solved in [16]:
(1.21) Bε(x1, x2) = sup{〈eϕ〉Q : 〈ϕ〉Q = x1, 〈ϕ2〉Q = x2, ‖ϕ‖BMO2(Q) ≤ ε}.
From its definition, this function can be seen to be independent of Q. It is then found as
a locally concave solution of the homogeneous Monge–Ampe`re PDE on the plane domain
{x ∈ R2 : x21 ≤ x2 ≤ x21 + ε2}, which means that the domain is foliated by straight-line
characteristics along which the function is affine. With Bε in hand, one determines the
critical value of ε for which this function seizes being finite; that is precisely ε0(2). To prove
sharpness, optimizing functions are then constructed along the Monge–Ampe`re characteristics.
One can take this idea further and pose a general problem of two-sided integral estimates
on BMO2 : find the upper Bellman function
(1.22) Bf,ε(x1, x2) = sup{〈f(ϕ)〉Q : 〈ϕ〉Q = x1, 〈ϕ2〉Q = x2, ‖ϕ‖BMO2(Q) ≤ ε},
as well as its lower counterpart, where the supremum is replaced with infimum. Article [17]
lays the foundation of this general theory: it develops several canonical blocks out of which
Monge–Ampe`re foliations are assembled and applies them to the case f(t) = |t|p for p > 0.
The case f(t) = χ(−∞,−λ]∪[λ,∞)(t) was considered in [23]. In the large paper [6] (also see the
report [5]), the theory of canonical foliations is completed, at least for sufficiently nice f. The
recent paper [20] formalizes the following a priori connection between developable graphs on
the domain {x21 ≤ x2 ≤ x21+ε2} and integral estimates for BMO2, which has been shown true
in all known applications: the upper Bellman function (1.22) is the smallest locally concave
function B such that B(t, t2) = f(t); the lower Bellman function is the largest locally convex
function satisfying this condition. This theorem actually holds for general domains in R2 that
are differences of two convex sets; this is illustrated in the next section.
However, when one considers BMOp with p 6= 2, which is what we need to answer our
main questions, this approach no longer works. We can formally define the Bellman function
for each p by analogy with (1.21); here is one reasonable definition:
(1.23) Bp,ε(x1, x2) = sup{〈eϕ〉Q : 〈ϕ〉Q = x1, 〈|ϕ− 〈ϕ〉Q |p〉Q = x2, ‖ϕ‖BMOp(Q) ≤ ε}.
However, the dynamics of the problem is unclear: the variables do not split in a quantifiable
fashion when the interval Q is split (this is in contrast with the situation in (1.21) where if
Q is a disjoint union of Q− and Q+, then the vector xQ corresponding to Q is a convex
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combination of the vectors xQ− and xQ+ ). In particular, this function does not satisfy any
apparent PDE. Simply put, one has no way of computing it directly.
We overcome this problem in an arguably intuitive way: rather than estimating 〈eϕ−〈ϕ〉〉
through ‖ϕ‖BMOp to determine the critical value of the norm, we study the dual problem of
estimating, from below, BMOp oscillations of logarithms of A∞ weights and computing their
asymptotics as the A∞ -characteristic goes to infinity. The following general result, which is
valid in all dimensions and has Theorem 1.1 as a partial corollary, makes this precise.
Fix a p > 0 and C ≥ 1. Let
(1.24) ΩC = {x ∈ R2 : ex1 ≤ x2 ≤ C ex1}.
For a cube Q and every x = (x1, x2) ∈ ΩC , let
(1.25) Ex,C,Q = {ϕ ∈ L1(Q) : 〈ϕ〉Q = x1, 〈eϕ〉Q = x2, [eϕ]A∞(Q) ≤ C}
When Q and C are fixed, we call the elements of Ex,C,Q test functions corresponding to x.
It is easy to show that Ex,C,Q is non-empty for every x ∈ ΩC ; in Section 5 this is done for
the case when Q is an interval. Consider the following lower Bellman function:
(1.26) bp,C(x) = inf{〈|ϕ|p〉Q : ϕ ∈ Ex,C,Q}.
Theorem 1.12. Assume that there exists a family of functions {bC}C≥1 such that for each C
bC is defined on ΩC , bC ≤ bp,C , and bC(0, ·) is continuous on the interval [1, C]. Then
(1.27) εp0(p) ≥ lim sup
C→∞
bC(0, C).
Furthermore, let G(C) =
(
bC(0, C)
)1/p
. If there exists C0 ≥ 1 such that G is strictly increas-
ing on the interval [C0,∞), then the function C(ε, p) from (1.7) satisfies
(1.28) C(ε, p) ≤ G−1(ε), for G(C0) ≤ ε < ε0(p).
The thrust of this theorem is that to get good estimates for ε0(p) and C(ε, p) one needs good
lower estimates for the function bp,C . We actually manage to find that function itself, which is
the reason we obtain the exact ε0(p). However, our findings are limited to the range p ∈ [1, 2]
and dimension 1. As explained in Section 2 below, the limitation on p is of technical nature
and can be overcome with additional effort. However, the restriction to the one-dimensional
case can currently be avoided only at the cost of introducing exponential dependence on
dimension, which would defeat the purpose of this convoluted setup. Let us point out that
if one finds a non-trivial dimension-free lower estimate for bp,C for any p > 0 (p = 1 is,
perhaps, the easiest case) one will have proven a dimension-free John–Nirenberg inequality, a
lofty goal.
Additionally, one can consider a function h : [0,∞)→ [0,∞) and prove analogs of this theo-
rem for “BMOh” whereby the p-based BMO norm is replaced with supJ〈h(|ϕ−〈ϕ〉J |)〉J . Here
h can be pretty wild – it was recently shown in [11] that a single assumption, limt→∞ h(t) =∞,
is enough to conclude that BMOh ⊂ BMO as sets. On the other hand, if h is sufficiently
regular, one can realize BMOh as a Banach space by means of Orlicz norms, see [19].
Like Theorem 1.1, Theorem 1.3 also uses A∞ estimates, but in a more direct manner. The
rough idea is this: if p > 1 and eϕ ∈ A∞, then Theorem 1.9 gives an upper estimate on the
distribution function of ϕ− 〈ϕ〉
J
as a multiple of e−λ/ξ+ , while Theorem 1.7 gives the lower
estimate ‖ϕ‖BMOp ≥ ε0(p)ξ+ for large enough C. Comparing inequalities (1.17) and (1.18)
makes clear why this does not work for p = 1 : since k(C) < 2ξ+/e for all C, we cannot
conclude that ‖ϕ‖BMO1 ≥ ε0(1) ξ+ holds for all ϕ with [eϕ]A∞ = C.
Finding best constants for various BMO inequalities is a popular pursuit, motivated by the
natural desire for sharpness and the central role BMO plays in modern analysis. In particular,
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such constants may have implications for L∞ → BMO norms of singular integrals (Corol-
lary 1.6 is a simple illustration), and by interpolation, for their norms on Lp; this is especially
important in higher dimensions. Besides those already mentioned, we note papers [1], [8], [12],
[13], [14], and [18]. The last four use Bellman functions or their variants; the last two deal
with the dyadic version of BMO.
When seeking sharp constants, one often wants to know whether they are attained and what
the optimizing functions or sequences are. A key feature of the Bellman-function approach
(at least of the precise version we use) is that the constants and the optimizers are arrived
at together: an explicit formula for a Bellman function represents a continuum of sharp
inequalities parametrized by points of its domain, while the function’s differential structure –
in our application, the straight-line trajectories generated by the kernel of its Hessian – gives
a complete picture of optimizers through a now-standard procedure.
The rest of the paper is organized as follows: in Section 2, we define all Bellman functions
we use, state the main theorem that gives explicit formulas for these functions, and briefly
discuss the method; in Section 3, we assume the main Bellman theorem and prove all results
stated above; Section 4 contains the proof of one half of the main theorem, the so-called direct
inequalities; finally, in Section 5, for each Bellman function we give explicit optimizers, thus
finishing the proof of the main theorem.
2. The main Bellman theorem and discussion
Fix C ≥ 1 and an interval Q and recall the definitions (1.24) of ΩC and (1.25) of Ex,C,Q.
For R > 0, let
ΓR = {x ∈ R2 : x2 = Rex1};
then ΩC is the region in the plane bounded below by Γ1 and above by ΓC .
We will need four Bellman functions on ΩC , one lower and three upper. For p ∈ [1, 2],
δ ≥ 1, and λ ∈ R, let
(2.1) bp,C(x) = inf{〈|ϕ|p〉Q : ϕ ∈ Ex,C,Q},
(2.2) B2,C(x) = sup{〈ϕ2〉Q : ϕ ∈ Ex,C,Q},
(2.3) Aδ,C(x) = sup{〈eδϕ〉Q : ϕ ∈ Ex,C,Q},
(2.4) Dλ,C(x) = sup
{ 1
|Q| |{t ∈ Q : ϕ(t) ≥ λ}| : ϕ ∈ Ex,C,Q
}
.
For each of these functions we now specify the Bellman candidate, i.e., an explicit function on
ΩC that will then be shown to equal the Bellman function.
First, recall the functions ξ±(C) from (1.4). Geometrically, ξ± are the horizontal coordi-
nates of the two points of tangency when two tangents to ΓC are drawn from the point (0, 1).
In addition, let us define two new functions on ΩC , u
+ and u−, by the implicit formula
(2.5) x2 = e
u±
(x1 − u±
1− ξ± + 1
)
.
To illustrate their geometric meaning, take a point x ∈ ΩC and draw two one-sided tangents
to ΓC , so that each tangent starts at Γ1, passes through x, and terminates at the point of
tangency. One of these tangents, call it `+(x), will have its point of tangency to the right
of x; the other, call it `−(x), has the point of tangency to the left of x. In the first case,
the horizontal coordinate of the initial point is u+(x) and that of the point of tangency is
u+(x) + ξ+; in the second case, these are u−(x) and u−(x) + ξ−, respectively; see Figure 1.
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Figure 1. The geometric meaning of ξ
±
, u
±
(x), and `
±
(x)
If p ∈ (1, 2], the candidate for b
p,C
is given by
(2.6) b
p,C
(x) =
p
ξ
+
e
u
+
/ξ
+
[
∫
∞
u
+
|s|
p−1
sgn(s) e
−s/ξ
+
ds
]
(x
1
− u
+
) + |u
+
|
p
.
For future reference, let us specify this function for p = 2 :
(2.7) b
2,C
(x) = 2u
+
x
1
− (u
+
)
2
+ 2ξ
+
(x
1
− u
+
).
The upper counterpart of the lower-Bellman candidate b
2,C
is
(2.8) B
2,C
(x) = 2u
−
x
1
− (u
−
)
2
+ 2ξ
−
(x
1
− u
−
).
To define the candidate for b
1,C
, we need to split Ω
C
into three subdomains separated by
the tangents `
±
(0, 1) and pictured in Figure 2. These subdomains may share boundaries, but
are otherwise disjoint. Thus, Ω
C
= Ω
−
∪ Ω
0
∪ Ω
+
, where
(2.9)
Ω
−
=
{
−∞ < x
1
≤ ξ
−
, e
x
1
≤ x
2
≤ Ce
x
1
}
∪
{
ξ
−
≤ x
1
≤ 0, e
x
1
≤ x
2
≤ Ce
ξ
−
x
1
+1
}
Ω
0
=
{
ξ
−
≤ x
1
≤ 0, Ce
ξ
−
x
1
+1 ≤ x
2
≤ Ce
x
1
}
∪
{
0 ≤ x
1
≤ ξ
+
, Ce
ξ
+
x
1
+1 ≤ x
2
≤ Ce
x
1
}
Ω
+
=
{
0 ≤ x
1
≤ ξ
+
, e
x
1
≤ x
2
≤ Ce
ξ
+
x
1
+ 1
}
∪
{
ξ
+
≤ x
1
<∞, e
x
1
≤ x
2
≤ Ce
x
1
}
Figure 2. The splitting of ΩC for b1,C
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Then the candidate is given by
(2.10) b1,C(x) =

−x1, x ∈ Ω−
2
(1− ξ−)(1− ξ+)
ξ+ − ξ− (x2 − 1) +
ξ+ + ξ− − 2
ξ+ − ξ− x1, x ∈ Ω0
x1, x ∈ Ω+.
The candidate for the function Aδ,C is
(2.11) Aδ,C(x) = e
δu+
(
δ
1− δξ+ (x1 − u
+) + 1
)
.
Finally, to give the candidate for the weak-type Bellman function (2.4), we need to split
ΩC into four sub-domains, ΩC = ∪4k=1Ωk(λ). The splitting is illustrated in Figure 3.
(2.12)
Ω1(λ) =
{−∞ < x1 ≤ λ+ ξ− − ξ+, ex1 ≤ x2 ≤ Cex1}
∪ {λ+ ξ− − ξ+ ≤ x1 ≤ λ+ ξ−, eλ(Ceξ−(x1− λ) + 1) ≤ x2 ≤ Cex1}
Ω2(λ) =
{
λ+ ξ−− ξ+ ≤ x1 < λ, ex1 ≤ x2 ≤ eλ(Ceξ−(x1 − λ) + 1)
}
Ω3(λ) =
{
λ+ ξ−≤ x1 ≤ λ, eλ(Ceξ−(x1− λ) + 1) ≤ x2 ≤ Cex1
}
∪ {λ ≤ x1 ≤ λ+ ξ+, eλ(Ceξ+(x1− λ) + 1) ≤ x2 ≤ Cex1}
Ω4(λ) =
{
λ ≤ x1 ≤ λ+ ξ+, ex1 ≤ x2 ≤ eλ(Ceξ+(x1− λ) + 1)
}
∪ {λ+ ξ+ ≤ x1 <∞, ex1 ≤ x2 ≤ Cex1}
Figure 3. The splitting of Ω
C
for D
λ,C
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We will also need the following auxiliary function in Ω2(λ) : Let v = v(x) be the horizontal
coordinate of the second point where the line through (λ, eλ) and x intersects Γ1. Thus,
(2.13)
ev − eλ
v − λ =
x2 − eλ
x1 − λ .
We are now in a position to define the Bellman candidate for Dλ,C . Let
(2.14) Dλ,C(x) =

1, x ∈ Ω4(λ)
1− ξ−
(ξ+ − ξ−)2
[
x1 − λ+ (1− x2e−λ)(1− ξ+)
]
+ 1, x ∈ Ω3(λ)
x1 − v
λ− v , x ∈ Ω2(λ)
e
ξ+−ξ−+u+−λ
ξ+
ξ+ − ξ− (x1 − u
+), x ∈ Ω1(λ).
Note that Dλ,C is continuous on ΩC , except at the point (λ, e
λ). By definition (2.12), that
point belongs to both Ω3(λ) and Ω4(λ), but not to Ω2(λ).
Here is our main theorem of this section, which serves as the quantitative basis for all
theorems stated in Section 1.
Theorem 2.1. Let C ≥ 1.
(1) If p ∈ (1, 2] and C ≥ ep−2p−1 , then bp,C = bp,C . In particular, for any C ≥ 1, b2,C = b2,C .
(2) b1,C = b1,C
(3) B2,C = B2,C
(4) If 1 ≤ δ < 1/ξ+, then Aδ,C = Aδ,C . If δ ≥ 1/ξ+, then
Aδ,C(x) =
{
x1, if x2 = e
x1 ;
∞, if x2 > ex1 .
(5) For any λ ∈ R, Dλ,C = Dλ,C .
2.1. Discussion. We will not go into how our Bellman candidates were obtained, except to
note that their constructions are close both in spirit and in technical details to the work on
BMO2 presented in [17], [23], and [6], and that the reader is encouraged to consult those
papers. However, we would like to formulate a concise takeaway about the geometric nature
of these candidates and outline the proof of Theorem 2.1 in the process.
First, observe that if a function ϕ on Q is such that 〈eϕ〉
Q
= e〈ϕ〉Q , then ϕ is a.e. constant
on Q. Therefore the set E(t,et),C,Q contains only the constant function ϕ(t) = t, and our
Bellman functions automatically satisfy the following boundary conditions on Γ1 :
(2.15) bp,C(t, e
t) = |t|p, B2,C(t, et) = t2, Aδ,C(t, et) = eδt, Dλ,C(t, et) = χ[λ,∞)(t).
As must be the case, and as can be easily checked, our candidates also satisfy these conditions.
This fact is important in the proof of the theorem, which consists of two standard steps.
Let us take bp,C as an example. The first step, carried out in Section 4, is to show that
(2.16) bp,C(x) ≤ bp,C(x), x ∈ ΩC .
To that end, we first show that bp,C is locally convex in ΩC (i.e., convex on every convex
subset of ΩC ). This local convexity, coupled with a geometric lemma due to Vasyunin, is
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then used in a special process called Bellman induction, eventually yielding a two-dimensional
Jensen’s inequality for the non-convex domain ΩC :
bp,C(〈ϕ〉Q , 〈eϕ〉Q) ≤ 〈bp,C(ϕ, eϕ)〉Q = 〈|ϕ|p〉Q ,
where we used that bp,C(t, e
t) = |t|p. Taking the infimum on the right over all ϕ with fixed
〈ϕ〉
Q
and 〈eϕ〉
Q
gives (2.16). This argument shows that bp,C is bounded from below by any
locally convex function with the right boundary conditions.
The second step, done in Section 5, is to present for each x ∈ ΩC an optimizer, i.e.,
a function ϕ ∈ Ex,C,Q such that 〈|ϕ|p〉Q = bp,C(x). This automatically gives bp,C(x) ≤
bp,C(x), completing the proof. Therefore, bp,C is the largest locally convex function on ΩC
satisfying the first condition in (2.15). Similarly, B2,C , Aδ,C , and Dλ,C are the smallest
locally concave functions on ΩC satisfying their respective boundary conditions. This provides
another illustration of the general theorem from [20] mentioned in the previous section.
Consistent with our candidates’ extremal nature, their graphs are so-called ruled surfaces,
meaning that through each point on the graph passes a straight line contained in the graph.
The traces of these lines in ΩC are themselves straight lines, along which the candidate is
affine; we refer to these traces as the Monge–Ampe`re characteristics of the candidate. The
reason for the name is that at points where the candidate – call it G – is twice-differentiable,
it satisfies the Monge–Ampe`re equation Gx1x1Gx2x2 = G
2
x1x2 , and the kernel of its Hessian
generates the characteristics. They foliate the domain, and there is only one characteristic
passing through each point, unless the candidate is affine in a neighborhood of that point;
thus, the characteristics uniquely determine the candidate. Furthermore, the optimizers of
Section 5 are built along these characteristics, using a procedure adapted from [17].
Let us briefly discuss the limitations of Theorem 2.1. First, we restrict part (1) to p ∈ [1, 2]
and C ≥ ep−2p−1 simply because we do not yet know the Monge–Ampe`re foliations, and thus
the candidates, for other p and other C; they are certainly more complicated than the ones
we have here. Once those are obtained, they will give lower estimates for ε0(p) according
to Theorem 1.12, but it is not clear if they will give the exact value of ε0(p) or allow us to
prove an analog of Theorem 1.3; that will depend on the nature of their optimizers. Second,
Vasyunin’s lemma used to show (2.16) is specific to dimension 1, and its analogs in higher
dimensions may well be false. The only currently available way to use Bellman induction on
non-convex domains in higher dimensions is to replace the underlying function class with its
dyadic, or similarly rigid, variant, which would give an exponential dependence on dimension
(cf. [18], where the John–Nirenberg constant for the dyadic BMO2(Rn) is computed).
Lastly, the reader familiar with the results of [16] may recognize b2,C as a special inverse of
the upper Bellman function Bε defined by (1.21), for which that paper provides an explicit
formula. Without going into details, we note that
Bξ+(z1, z2) = e
z1
(
b2,C(0, ·)
)−1
(z2 − z21).
A similar relation holds between B2,C and the lower counterpart of the function Bε. More
importantly, one can make similar statements for the Bellman functions Bε,p defined by (1.23),
thus representing those functions as “shifted inverses” of the functions bp,C that are the subject
of the present work. This is a fairly wonderful fact, as Bε,p do not admit direct computation.
3. All non-Bellman proofs
Here we first state and prove two auxiliary results and then, assuming Theorem 2.1, prove
all theorems and corollaries from Section 1 (except Corollary 1.6) in this order: Theorem 1.12,
Theorem 1.7, Theorem 1.9, Theorem 1.11, Theorem 1.1, Theorem 1.3, and Corollary 1.5.
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The following intuitive lemma is valid in all dimensions. Here BMO and A∞ are defined
either on Rn or on a cube Q ⊂ Rn; in the latter case, all cubes are subcubes of Q.
Lemma 3.1. Let ϕ be a non-constant BMO function. For ε ∈ [0, εϕ), let F (ε) = [eεϕ]A∞ .
Then F is a strictly increasing, continuous function on [0, εϕ), and limε→εϕ F (ε) =∞.
Proof. Note that since ϕ is not constant, F (ε) > 0 if ε > 0. If 0 ≤ ε1 < ε2 < εϕ, then by
Ho¨lder’s inequality, for any cube J,〈
eε1(ϕ−〈ϕ〉J )
〉
J
≤ 〈eε2(ϕ−〈ϕ〉J )〉ε1/ε2
J
and so F (ε1) ≤ F (ε2)ε1/ε2 < F (ε2), thus F is strictly increasing.
Now, take any ε∗ ∈ (0, εϕ), any δ ∈ (0, ε∗), and any ε1, ε2 ∈ [0, ε∗ − δ] such that ε1 ≤ ε2.
For any cube J we have〈
eε2(ϕ−〈ϕ〉J )
〉
J
− 〈eε1(ϕ−〈ϕ〉J )〉
J
=
〈
eε2(ϕ−〈ϕ〉J )
[
1− e(ε1−ε2)(ϕ−〈ϕ〉J )]〉
J
≤ (ε2 − ε1)
〈
eε2(ϕ−〈ϕ〉J )(ϕ− 〈ϕ〉
J
)
〉
J
≤ (ε2 − ε1)
〈
eε∗(ϕ−〈ϕ〉J )
〉ε2/ε∗
J
〈|ϕ− 〈ϕ〉
J
|ε∗/(ε∗−ε2)〉(ε∗−ε2)/ε∗
J
≤ (ε2 − ε1)
〈
eε∗(ϕ−〈ϕ〉J )
〉
J
〈|ϕ− 〈ϕ〉
J
|ε∗/δ〉δ/ε∗
J
≤ (ε2 − ε1)F (ε∗)‖ϕ‖BMOε∗/δ .
Here we first used the elementary inequality 1 − et ≤ −t, then Ho¨lder’s inequality, and then
the monotonicity in p of the expression 〈|ϕ− 〈ϕ〉
J
|p〉1/p
J
.
Therefore,
0 ≤ F (ε2)− F (ε1) ≤ sup
cube J
(〈
eε2(ϕ−〈ϕ〉J )
〉
J
− 〈eε1(ϕ−〈ϕ〉J )〉
J
) ≤ (ε2 − ε1)F (ε∗)‖ϕ‖BMOε∗/δ ,
which means that F is continuous on [0, ε∗ − δ] and so on [0, εϕ).
Lastly, let L = limε→εϕ F (ε) and assume that L is finite. If εϕ = ∞, then for any ε > 0,
τ > 0, and cube J,
eετ
1
|J |
∣∣{t ∈ J : ϕ− 〈ϕ〉
J
> τ}∣∣ ≤ 〈eε(ϕ−〈ϕ〉J )〉
J
≤ L.
Taking the limit as ε→∞, we conclude that |{t ∈ J : ϕ− 〈ϕ〉
J
> τ}| = 0. Since this is true
for all τ > 0, we have ϕ ≤ 〈ϕ〉
J
a.e. on J, and, thus, ϕ = 〈ϕ〉
J
a.e. on J. Since this holds
for all J, ϕ is constant, a contradiction.
If εϕ < ∞, then by Fatou’s lemma the expressions 〈eεϕ(ϕ−〈ϕ〉J )〉J are bounded uniformly
in J and so eεϕϕ is an A∞ weight. However, by Gehring’s theorem there then exists η > 0
such that eεϕ(1+η)ϕ ∈ A∞, which contradicts the definition of εϕ. 
Most of our sharp inequalities are extremized by the same function, the logarithm. The
following lemma makes this precise. For p > 0 let
ω(p) =
[
p
e
(
Γ(p)−
∫ 1
0
tp−1et dt
)
+ 1
]1/p
.
Lemma 3.2. Let ϕ0(t) = log(1/t), t ∈ (0, 1). Then
(3.1) εϕ0 = 1, ε−ϕ0 =∞.
If p ≥ 1, then
(3.2) ‖ϕ0‖BMOp((0,1)) = ω(p).
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Consequently,
(3.3) ε0(p) ≤ ω(p)
and
(3.4) C(ε, p) ≥ e
−ε/ω(p)
1− ε/ω(p) , 0 ≤ ε < ω(p).
Remark 3.3. In this paper, we only need (3.2)-(3.4) for p ∈ [1, 2], but the proof given below
works for all p ≥ 1. What is more, these statements actually hold for all p > 0, but showing
this requires more involved computation.
Proof. Let Q = (0, 1). To show (3.1), take any subinterval I = (a, b) of Q with a > 0. We
have 〈ϕ0〉I = 1b−a(a log a−b log b)+1 and a simple calculation shows that for any ε ∈ (−∞, 1),〈
eε(ϕ0−〈ϕ0〉I )
〉
I
=
e−ε
1− ε
[
θ−
εθ
1−θ
1− θ1−ε
1− θ
]
,
where θ := a/b. The expression in brackets is a decreasing function of θ for any ε ∈ (−∞, 1),
and its limit as θ → 0 (which corresponds to the case a = 0) is 1. Therefore,
(3.5) [eεϕ0 ]A∞ =
e−ε
1− ε, 0 ≤ ε < 1, and [e
−εϕ0 ]A∞ =
eε
1 + ε
, 0 ≤ ε <∞,
which proves (3.1).
To show (3.2), first note that if b > 0, then 〈ϕ0〉(0,b) = 1− log b and
〈|ϕ0 − 〈ϕ0〉(0,b) |p〉(0,b) =
1
b
∫ b
0
| − log t+ log b− 1|p dt =
∫ 1
0
| log t+ 1|p dt
=
∫ 1
−∞
|s|pes−1 ds = p
e
(
Γ(p)−
∫ 1
0
tp−1et dt
)
+ 1 = ωp(p).
Thus, it remains to show that 〈|ϕ0 − 〈ϕ0〉I |p〉I ≤
∫ 1
0 | log t+ 1|p dt when I = (a, b) ⊂ Q with
a > 0. After the change of variable t 7→ t aa/(b−a)b−b/(b−a) we have
〈|ϕ0 − 〈ϕ0〉I |p〉I =
1
b− a
∫ b
a
| − log t− 〈ϕ0〉I |p dt =
1
z − w
∫ z
w
f(t) dt =: U,
where we set f(t) = | log t+1|p, w = (a/b)b/(b−a), and z = (a/b)a/(b−a). It is easy to check that
0 < w < 1/e < z < 1 and that w is given as a function of z by the equation w logw = z log z;
that, in turn, defines U as a function of z. We would like to show that U is increasing on the
interval (1/e, 1) and, thus, U(z) ≤ U(1) = ωp(p). To that end, we compute:
(z − w)U ′(z) = −U(z)(1− w′) + f(z)− f(w)w′
=
1
1 + logw
(log(z/w)U(z) + f(z)(1 + logw)− f(w)(1 + log z))
=
1
1 + logw
[
log(z/w)U(z) + (1 + logw)(1 + log z)
(
f(w)1−1/p + f(z)1−1/p
)]
,
where we used that w′ = (1 + log z)/(1 + logw). Since 1 + logw < 0, we need to show that
the expression in brackets is non-positive. Since f is decreasing on (0, 1/e) and increasing on
(1/e, 1), and because p ≥ 1, we can estimate U as follows:
(z − w)U(z) =
∫ 1/e
w
f(t) dt+
∫ z
1/e
f(t) dt
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≤ −f(w)1−1/p
∫ 1/e
w
(1 + log t) dt+ f(z)1−1/p
∫ z
1/e
(1 + log t) dt
= (1/e+ z log z)
(
f(w)1−1/p + f(z)1−1/p
)
.
Therefore, it suffices to show that
log(z/w)(1/e+ z log z) ≤ −(1 + logw)(1 + log z)(z − w).
Since w logw = z log z, after simplification this becomes
1 + log z + logw
(
1− 1
ez
)
≤ 0.
We leave it to the reader to verify that logw ≤ −ez. With this in mind, and because z ≥ 1/e,
it suffices to show that 2 + log z − ez ≤ 0, which is elementary. This proves (3.2).
To show (3.3), note that εϕ0 = 1 and so
ε0(p) ≤ inf{εϕ : ‖ϕ‖BMOp(Q) = 1} ≤ εϕ0/‖ϕ0‖BMOp(Q) = ‖ϕ0‖BMOp(Q).
Finally, (3.4) holds because if ε ∈ [0, ω(p)), then
C(ε, p) ≥ 〈eε(ϕ0−〈ϕ0〉Q )/‖ϕ0‖BMOp(Q)〉
Q
= e−ε/ω(p)
∫ 1
0
t−ε/ω(p) dt =
e−ε/ω(p)
1− ε/ω(p) . 
Proof of Theorem 1.12. Take any ϕ ∈ BMO(Q) with ‖ϕ‖BMOp(Q) = 1. For all ε ∈ [0, εϕ), let
Fϕ(ε) = [e
εϕ]A∞(Q). By the definition of bp,C and the assumption on bC , for any cube J ⊂ Q,
bFϕ(ε)
(〈εϕ〉
J
, 〈eεϕ〉
J
) ≤ bp,Fϕ(ε)(〈εϕ〉J , 〈eεϕ〉J ) ≤ 〈|εϕ|p〉J .
Replacing ϕ with ϕ− 〈ϕ〉
J
gives
bFϕ(ε)
(
0, 〈eε(ϕ−〈ϕ〉J )〉
J
) ≤ εp〈|ϕ− 〈ϕ〉
J
|p〉
J
≤ εp‖ϕ‖pBMOp(Q) = εp.
Take a sequence {Jn} of subcubes of Q such that
lim
n→∞〈e
ε(ϕ−〈ϕ〉
Jn
)〉
Jn
= Fϕ(ε).
Since bC(0, ·) is continuous, we have
(3.6) bFϕ(ε)(0, Fϕ(ε)) ≤ εp.
Recall that ε0(p) ≤ inf{εϕ : ‖ϕ‖BMOp = 1}. Assume first that there exists ϕ such that
‖ϕ‖BMOp = 1 and εϕ = ε0(p). For that particular ϕ, take the limit as ε→ ε0(p) in (3.6). By
Lemma 3.1, F is continuous on [0, ε0(p)) and Fϕ(ε)→∞ as ε→ ε0(p). This gives (1.27).
If no such ϕ exists, then for all ϕ with ‖ϕ‖BMOp = 1 we have eε0(p)ϕ ∈ A∞, and by the
definition of ε0(p) there exists a sequence {ϕk} of such functions for which Ck := Fϕk(ε0(p))→
∞ as k →∞. Using (3.6) with ϕ = ϕk and ε = ε0(p) we have
bCk(0, Ck) ≤ εp0(p),
and taking the limit as k →∞ again gives (1.27).
To show (1.28), observe that (3.6) means that
G(Fϕ(ε)) ≤ ε.
By Lemma 3.1, there exists ε∗ ∈ [0, εϕ) such that Fϕ(ε∗) = C0. Since G is strictly increasing
on [C0,∞), we have
Fϕ(ε) ≤ G−1(ε), ε∗ ≤ ε < εϕ,
and so
C(ε, p) ≤ G−1(ε), ε∗ ≤ ε < ε0(p). 
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Proof of Theorem 1.7. Note that for all p and for any interval J ⊂ Q,
(3.7) bp,C
(
0, 〈eϕ−〈ϕ〉J 〉
J
) ≤ 〈|ϕ− 〈ϕ〉
J
|p〉
J
and
〈ϕ2〉
J
− 〈ϕ〉2
J
≤ B2,C
(
0, 〈eϕ−〈ϕ〉J 〉
J
)
,
and both inequalities are sharp by the definitions of bp,C and B2,C , in that for each inequality
there exists a sequence {ϕn} of functions on J, such that the inequality becomes equality in
the limit (in fact, as shown in Section 5, these sequences are realized as single functions).
The function B2,C is given by Theorem 2.1 together with (2.8). We have B2,C(0, x2) =
−(u−(0, x2))2 − 2ξ−u−(0, x2), and this is easily seen to be increasing in x2 on the interval
[1, C]. Since u−(0, C) = −ξ−,
〈ϕ2〉
J
− 〈ϕ〉2
J
≤ B2,C(0, C) = (ξ−)2.
Note that this estimate is still sharp, and, hence, so is the one obtained by taking the supremum
over all J on the left, i.e., the upper inequality in (1.17).
To show the lower estimate for all p take a sequence {Jn} such that 〈eϕ−〈ϕ〉Jn 〉Jn → C. By
Theorem 2.1, bp,C for p ∈ (1, 2] is given by (2.6) and b1,C is given by (2.10). In both cases
bp,C(0, x2) is continuous in x2 on the interval [1, C]. Thus,
bp,C(0, C) ≤ lim sup
n→∞
(〈|ϕ− 〈ϕ〉
Jn
|p〉
Jn
) ≤ ‖ϕ‖pBMOp(Q).
From (2.6), bp,C(0, C) = (ξ
+)pεp0(p), and from (2.10) and (1.5), b1,C(0, C) = k(C). This
proves the lower estimate in (1.17), as well as both (1.18) and (1.19).
We now need to show sharpness in the first and third cases; note that it does not follow
from the fact that the left-hand inequality in (3.7) is sharp. Let ϕ+ = ξ+ log(1/t). By
Lemma 3.2, ‖ϕ+‖BMOp((0,1)) = ξ+ε0(p). On the other hand, by Lemma 3.2, eϕ+ ∈ A∞((0, 1))
and [eϕ
+
]A∞((0,1)) = e
−ξ+/(1− ξ+) = C. This completes the proof. 
Proof of Theorem 1.9. Recall the Bellman function Dλ,C given by Theorem 2.1 and the for-
mulas (2.12), (2.14); write D for Dλ,C . Take ϕ such that e
ϕ ∈ AC∞(Q). Let y = 〈eϕ−〈ϕ〉Q 〉Q .
By definition of D,
1
|Q|
∣∣{t ∈ Q : ϕ(t)− 〈ϕ〉
Q
≥ λ}∣∣ ≤ D(0, y),
and this estimate is sharp for any y ∈ [1, C]. Clearly, the same is true with any subinterval J
of Q in place of Q.
We would like to sharply bound the right-hand side. That bound depends on the location of
the point (0, y) within ΩC . Note that D(0, y) is identically 1 if (0, y) ∈ Ω4(λ); decreasing in
y if (0, y) ∈ Ω3(λ); and increasing in y if (0, y) ∈ Ω1(λ)∪Ω2(λ). (The last fact can be seen by
means of direct differentiation, carried out in part (5) of the proof of Lemma 4.5 in Section 4.)
This means that if 0 ≥ λ, the best bound on D(0, y) is trivial, i.e., maxyD(0, y) = 1; if
λ + ξ− ≤ 0 ≤ λ, then maxyD(0, y) = D(0, eλ(−Ceξ−λ + 1)); and if 0 ≤ λ + ξ−, then
maxyD(0, y) = D(0, C). After computing the last two quantities, we have
1
|J |
∣∣{t ∈ J : ϕ(t)− 〈ϕ〉
J
≥ λ}∣∣ ≤ max
y
D(0, y) =

1, λ ≤ 0,
1− λ
ξ+−ξ− , 0 ≤ λ ≤ −ξ−,
ξ+e−ξ
−/ξ+
ξ+−ξ− e
−λ/ξ+ , λ ≥ −ξ−,
and this estimate remains sharp. 
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Remark 3.4. It will be useful to have an estimate for the right-hand side of (1.20) that involves
only ξ+. It is a straightforward exercise to verify that (1− ξ−)1/ξ+ ≤ e2
(
1− ξ−
ξ+
)
. Therefore,
(3.8)
e−ξ−/ξ+
1− ξ−/ξ+ ≤
e
2
( e−ξ−
1− ξ−
)1/ξ+
=
e
2
( e−ξ+
1− ξ+
)1/ξ+
=
1
2
(1− ξ+)−1/ξ+ .
Proof of Theorem 1.11. By the definition of the Bellman function Aδ,C , for any J ⊂ Q〈
eδ(ϕ−〈ϕ〉J )
〉
J
≤ Aδ,C(0, 〈eϕ−〈ϕ〉J 〉J ).
The function Aδ,C is given by Theorem 2.1 and formula (2.11). Observe that Aδ,C(0, ·) is
increasing on [1, C]. We have u+(0, C) = −ξ+, thus〈
eδ(ϕ−〈ϕ〉J )
〉
J
≤ Aδ,C(0, C) = e
−δξ+
1− δξ+ .
This inequality is sharp by the definition of Aδ,C . Taking supremum over all J on the left,
we obtain the sharp inequality in the statement of the theorem. 
Proof of Theorem 1.1. In light of Lemma 3.2, we only need to show the converse inequality
to (3.3) for all p ∈ [1, 2]; the converse inequality to (3.4) for (2 − p)ε0(p) ≤ ε < ε0(p); and
the upper inequality in (1.12). To that end, we use Theorem 1.12 with bC = bp,C given by
Theorem 2.1.
If p > 1, then bp,C is given by (2.6). From (2.5), u
+(0, C) = −ξ+, so
bp,C(0, C) =
p
e
[ ∫ ∞
−ξ+
|s|p−1 sgn(s) e−s/ξ+ds
]
+ |ξ+|p = (ξ+)p
[
p
e
(
Γ(p)−
∫ 1
0
tp−1et dt
)
+ 1
]
,
where the second equality follows from splitting the integral into two and changing the variable.
Since ξ+ → 1 as C →∞, we have
ε0(p) ≥ lim
C→∞
(
bp,C(0, C)
)1/p
= ω(p).
Furthermore, the function G(C) := (bp,C(0, C))
1/p = ξ+(C)ε0(p) is strictly increasing on the
interval [ e
p−2
p−1 ,∞) and G
(
ep−2
p−1
)
= (2− p)ε0(p), so (1.28) gives
C(ε, p) ≤ G−1(ε) = e
−ε/ε0(p)
1− ε/ε0(p) , (2− p)ε0(p) ≤ ε < ε0(p).
If p = 1, then bp,C is given by (2.10), whence
b1,C(0, C) = 2
(1− ξ−)(1− ξ+)
ξ+ − ξ− (C − 1) = k(C).
and
ε0(1) ≥ lim
C→∞
k(C) =
2
e
.
Lastly, since the function k is strictly increasing on the interval [1,∞), we have
C(ε, 1) ≤ k−1(ε).
This completes the proof. 
Proof of Theorem 1.3. Take ϕ ∈ BMO(Q) with ‖ϕ‖BMOp 6= 0 and for all 0 ≤ ε < εϕ let
F (ε) = [eεϕ]A∞(Q). Then F (0) = 1 and by Lemma 3.1, F (ε) → ∞ as ε → εϕ and F
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is continuous on [0, εϕ). Therefore, there exists an ε
∗ > 0 such that F (ε∗) = e
p−2
p−1 . By
Theorem 1.7,
(3.9) 2− p = ξ+(F (ε∗)) ≤ ε∗
ε0(p)
‖ϕ‖BMOp .
Using (1.20), (3.8), and (3.9), we have
1
|Q|
∣∣{t ∈ Q : ε∗(ϕ(t)− 〈ϕ〉
J
) ≥ λ}∣∣ ≤ 1
2
(
(1− ξ+(F (ε∗)))−1/ξ+(F (ε∗)) e− λξ+(F (ε∗))
≤ 1
2
(p− 1)− 12−p e−
ε0(p)λ
ε∗‖ϕ‖BMOp
Replacing λ/ε∗ with λ gives
(3.10)
1
|Q|
∣∣{t ∈ Q : ϕ(t)− 〈ϕ〉
J
≥ λ}∣∣ ≤ 1
2
(p− 1)− 12−p e−
ε0(p)λ
‖ϕ‖BMOp .
The same estimate holds with ϕ replaced with −ϕ, which means that we can obtain the
inequality in the statement of the theorem by doubling the constant in (3.10). 
Proof of Corollary 1.5. Take any ϕ ∈ BMO(Q). Without loss of generality, assume εϕ < ∞.
For ε ∈ [0, εϕ), let F (ε) = [eεϕ]A∞(Q). If p ∈ (1, 2] then by Lemma 3.1, for sufficiently large
ε we have F (ε) ≥ ep−2p−1 and, thus, Theorem 1.7 applies:
‖εϕ‖BMOp(Q) ≥ ξ+(F (ε))ε0(p).
Take the limit as ε→ εϕ. Since F (ε)→∞, we have ξ+(F (ε))→ 1 and so
(3.11) ‖ϕ‖BMOp(Q) ≥
ε0(p)
εϕ
.
The same estimate holds with −ϕ in place of ϕ, thus,
(3.12) ‖ϕ‖BMOp(Q) ≥
ε0(p)
min{εϕ, ε−ϕ} .
Now, take any f ∈ L∞(Q). Then εϕ−f = εϕ and ε−ϕ+f = ε−ϕ, so
‖ϕ− f‖BMOp(Q) ≥
ε0(p)
min{εϕ, ε−ϕ} .
Taking the infimum over all such f gives (1.14).
If p = 1, we have for all ε ∈ [0, εϕ),
‖εϕ‖BMO1(Q) ≥ k(F (ε)).
Since k(C) → 2e = ε0(1) as C → ∞, taking the limit as ε → εϕ again gives (3.12) and,
consequently, (1.14).
To prove sharpness, let Q = (0, 1) and ϕ0(t) = log(1/t) for t ∈ Q. By Lemma 3.2,
‖ϕ‖BMOp(Q) = ε0(p). Since εϕ0 = 1 and ε−ϕ0 =∞,
inf
f∈L∞(Q)
‖ϕ0 − f‖BMOp(Q) ≤ ‖ϕ0‖BMOp(Q) =
ε0(p)
min{εϕ0 , ε−ϕ0}
.
Finally, to show (1.15), take ϕ ∈ BMO(R). For any interval Q, we have ϕ|Q ∈ BMO(Q);
let εϕ,Q = εϕ|Q . Clearly, ‖ϕ‖BMO(R) ≥ ‖ϕ|Q‖BMO(Q) and εϕ = infQ εϕ,Q. Therefore, by (3.11),
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‖ϕ‖BMO(R) ≥ ε0(p)εϕ,Q for any Q. Taking infimum over all Q in the denominator on the right and
combining the resulting estimate with the one for −ϕ gives
‖ϕ‖BMO(R) ≥
ε0(p)
min{εϕ, ε−ϕ} .
As before, for any f ∈ L∞(R) we have ε±ϕ = ε±(ϕ−f), and so (1.15) follows. 
4. Bellman induction and direct inequalities
The main result of this section is the following “half” of Theorem 2.1.
Lemma 4.1. Let C ≥ 1.
(1) If p ∈ (1, 2] and C ≥ ep−2p−1 , then bp,C ≤ bp,C .
(2) b1,C ≤ b1,C
(3) B2,C ≥ B2,C
(4) For 1 ≤ δ < 1/ξ+(C), Aδ,C ≥ Aδ,C .
(5) For any λ ∈ R, Dλ,C ≥Dλ,C .
To prove it, we will need three ingredients. The first is a simple lemma that says that
cutting off the logarithm of an A∞ weight does not increase its A∞ -characteristic. It is valid
in any dimension and applies to both A∞(Rn) and the local variant A∞(Q).
Lemma 4.2. Let ϕ be such that eϕ ∈ A∞. For c, d ∈ R, such that c < d, let
(4.1) ϕc,d = cχ{ϕ≤c} + ϕχ{c<ϕ<d} + dχ{ϕ≥d}.
Then for any cube J, 〈
eϕc,d−〈ϕc,d〉J
〉
J
≤ 〈eϕ−〈ϕ〉J 〉
J
and, consequently,
(4.2)
[
eϕc,d
]
A∞
≤ [eϕ]
A∞
.
Proof. Let J1 = {t ∈ J : ϕ ≤ c}, J2 = {t ∈ J : c < ϕ < d}, J3 = {t ∈ J : ϕ ≥ d}, and for
k = 1, 2, 3, write δk = |Jk|/|J |. Without loss of generality assume δk > 0 and put zk = 〈ϕ〉Jk ,
rk = 〈eϕ〉Jk ; note that rk ≥ e
zk . Then 〈ϕc,d〉J = cδ1 + z2δ2 + dδ3 and〈
eϕc,d−〈ϕc,d〉J
〉
J
= δ1e
(1−δ1)c−δ2z2−δ3d + δ2r2e−δ1c−δ2z2−δ3d + δ3e−δ1c−δ2z2+(1−δ3)d =: F (c, d).
Fix δk, zk, and rk, and consider F as a function of c and d on the domain z1 ≤ c ≤ z2 ≤
log r2 ≤ d ≤ z3. Then
Fc(c, d) = e
−δ1c−δ2z2−δ3d
[
δ1(1− δ1)ec − δ1δ2r2 − δ1δ3ed
]
= e−δ1c−δ2z2−δ3d[δ1δ2(ec − r2) + δ1δ3(ec − ed)] ≤ 0,
where we used the identity 1− δ1 = δ2 + δ3. Similarly
Fd(c, d) = e
−δ1c−δ2z2−δ3d[δ1δ3(ed − ec) + δ2δ3(ed − r2)] ≥ 0.
Therefore,〈
eϕc,d−〈ϕc,d〉J
〉
J
= F (c, d) ≤ F (z1, z3) = e−〈ϕ〉J [δ1ez1 + δ2r2 + δ3ez2 ] ≤
〈
eϕ−〈ϕ〉J
〉
J
.
Inequality (4.2) for the A∞ -characteristics is immediate. 
The second ingredient is a lemma due to Vasyunin that can be found in [21].
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Lemma 4.3 ([21]). Fix C ≥ 1 and take any C1 > C. Then for every interval Q and every
ϕ such that eϕ ∈ AC∞(Q), there exists a splitting Q = Q− ∪ Q+ such that the whole line
segment with the endpoints (〈ϕ〉
Q±
, 〈eϕ〉
Q±
) lies inside ΩC1 . Moreover, the ratio |Q+|/|Q|
can be chosen to be uniformly (with respect to ϕ and Q) separated from 0 and 1.
4.1. Local convexity and concavity. The third ingredient in the proof of Lemma 4.1 is the
verification of the local convexity/concavity of our candidates. It requires a certain amount
of calculation much of which is routine. The presentation in this part parallels the one in
Section 6 of [17]. First, we state a formal definition.
Definition 4.4. A function G is called locally convex on ΩC if
(4.3) G(αx− + (1− α)x+) ≤ αG(x−) + (1− α)G(x+)
for all α ∈ [0, 1] and all x−, x+ ∈ ΩC such that the line segment [x−, x+] lies entirely in ΩC .
Similarly, G is called locally concave on ΩC if
(4.4) G(αx− + (1− α)x+) ≥ αG(x−) + (1− α)G(x+)
for all such α and x±.
Recall the functions defined by various formulas of Section 2: u± by (2.5), v by (2.13), bp,C
by (2.6), b2,C by (2.7), B2,C by (2.8), b1,C by (2.9) and (2.10), Aδ,C by (2.11), and Dλ,C
by (2.12), and (2.14). As explained in that section, we need to show that bp,C is locally convex
for all p ∈ [1, 2] and that B2,C , Aδ,C , and Dλ,C are all locally concave.
Before stating a formal result, let us outline what this entails. All our candidates have sim-
ilar structure: for each candidate G, the domain ΩC is the union of one or more subdomains,
ΩC = ∪Sk, such that G is twice-differentiable and satisfies the homogeneous Monge–Ampe`re
equation Gx1x1Gx2x2 = G
2
x1x2 in the interior of each Sk. For such a G showing local convexity
(concavity) within each particular Sk amounts to showing that either G is affine in Sk or that
Gx2x2 > 0 (< 0) in the interior of Sk and G is continuous along every straight-line segment
crossing the boundary of Sk.
To show (4.3) (respectively, (4.4)) for segments [x−, x+] that cross the boundaries between
subdomains, we simply need to make sure that Gx2 is increasing (respectively, decreasing)
across these boundaries. This is because each such boundary is always a non-vertical straight-
line segment such that the gradient ∇G is constant on each side of it (though the two constant
vectors are not necessarily the same). As explained in [17], in this situation it suffices to check
the jump in the directional derivative of G in any direction transversal to the boundary, and
it is convenient to choose the x2 -direction.
We will often encounter the situation when a candidate G has the form
(4.5) G(x) = m(u)(x− u) + f(u),
where u stands for either u+(x) or u−(x) and m satisfies the equation
ξm′(u) = m(u)− f ′(u),
for some differentiable function f. (Here ξ = ξ+ when u = u+ and ξ = ξ− when u = u−.)
Such a function automatically satisfies the Monge–Ampe`re equation. Indeed, we compute
ux1 = −
1
x1 − u− ξ , ux2 =
e−u(1− ξ)
x1 − u− ξ ,
(4.6) Gx1 = m−m′, Gx2 = m′e−u(1− ξ),
and
Gx1x1= (m
′ −m′′)ux1 , Gx2x2= (m′′ −m′)e−u(1− ξ)ux2 , Gx1x2= (m′′ −m′)e−u(1− ξ)ux1 .
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Therefore, Gx1x1Gx2x2 = G
2
x1x2 . Moreover, since u
+
x2 < 0 and u
−
x2 > 0, we have sgnGx2x2 =
sgn(m′ −m′′) if u = u+, and sgnGx2x2 = sgn(m′′ −m′) if u = u−.
Lemma 4.5. Let C ≥ 1.
(1) If p ∈ (1, 2] and C ≥ ep−2p−1 , then bp,C is locally convex in ΩC .
(2) b1,C is locally convex in ΩC .
(3) B2,C is locally concave in ΩC .
(4) For 1 ≤ δ < 1/ξ+(C), Aδ,C is locally concave in ΩC .
(5) For any λ ∈ R, Dλ,C is locally concave in ΩC .
Proof. As applicable below, write b for bp,C , B for B2,C , A for Aδ,C , and D for Dλ,C .
(1) In this part, write u for u+ and ξ for ξ+. Clearly, b is continuous on ΩC . Moreover, b is
of the form (4.5) with f(u) = |u|p and m(u) = 1ξ
∫∞
u f(s)e
−s/ξds. Therefore, b is differentiable
in the interior of ΩC and twice-differentiable in the interior of each of the two subdomains of
ΩC separated by the tangent `
+(0, 1). (Note that u(x) = 0 if an only if x ∈ `+(0, 1).) Since
there is no jump in bx2 across this line, we only need to verify that bx2x2 > 0 in each (open)
subdomain.
We have sgn bx2x2 = sgn(m
′ −m′′). Assuming u 6= 0, we compute
ξ2(m′(u)−m′′(u))e−u/ξ = ξf ′′(u)e−u/ξ − (1− ξ)
∫ ∞
u
e−s/ξf ′′(s) ds.
Using f ′′(s) = p(p − 1)|s|p−2 and the variable in the integral, we see that sgn bx2x2 =
sgnF (u/ξ), where
F (µ) = |µ|p−2e−µ − (1− ξ)
∫ ∞
µ
e−t|t|p−2 dt.
If p = 2, F (µ) = ξe−µ > 0 and so bx2x2 > 0 without any conditions on C. Assume p ∈ (1, 2)
and C ≥ ep−2p−1 = e
−(2−p)
1−(2−p) ; then ξ ≥ 2 − p. Differentiation shows that F is decreasing on the
interval (0,∞) and that its minimum on the interval (−∞, 0) is at the point µ = (p− 2)/ξ.
Since F (µ)→ 0 as µ→∞, the proof will be complete if we verify that F (p−2ξ ) ≥ 0. Clearly,
F (p−2ξ ) is increasing in ξ, hence,
F (p−2ξ ) = |p−2ξ |p−2e−(p−2)/ξ − (1− ξ)
∫ ∞
(p−2)/ξ
e−t|t|p−2 dt ≥ e− (p− 1)
∫ ∞
−1
e−t|t|p−2 dt.
Finally, it is easy to check that the last expression is decreasing in p on the interval p ∈ (1, 2]
and equals 0 when p = 2. Therefore, bx2x2 > 0, and the proof is complete.
(2) Since b is an affine (and thus locally convex) function in each of the regions, Ω−, Ω0, and
Ω0, we only need to verify that bx2 is increasing across the tangent lines `
±(0, 1) separating
these regions. This is elementary: in Ω±, bx2 = 0, while in Ω0, bx2 = 2
(1−ξ−)(1−ξ+)
ξ+−ξ− ≥ 0.
(3) The function B is of the form (4.5) with m(u) = 2(u + ξ), f(u) = u2, u = u−, and
ξ = ξ−. Thus, it suffices to observe that sgnBx2x2 = sgn(m′′ −m′) = sgn(−2) < 0.
(4) The function A is of the form (4.5) with m(u) = δeδu/(1− δξ), f(u) = eδu, u = u+, and
ξ = ξ+. Furthermore, we have sgnAx2x2 = sgn(m
′ −m′′) = sgn(1− δ) < 0.
(5) First, observe that D is locally concave in each subdomain. This is trivially true in Ω3(λ)
where D is affine, and in Ω4(λ), where D is constant. In Ω2(λ), we compute
Dx1x1 =
ev
r3
(x2 − eλ)2, Dx2x2 =
ev
r3
(x1 − λ)2, Dx1x1 = −
ev
r3
(x2 − eλ)(x1 − λ),
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where r = x2− eλ− ev(x1−λ). Thus, D satisfies the Monge–Ampe`re equation in the interior
of Ω2(λ). It is easy to show that r < 0, which means that D is locally concave in Ω2(λ). (Note
that while D has a discontinuity at the point (λ, eλ), it is continuous along every straight-line
segment contained in ΩC and passing through that point.)
In Ω1(λ), D is of the form (4.5) with m(u) = e
(ξ+−ξ−−λ+u)/ξ+/(ξ+ − ξ−), f(u) = 0, and
u = u+. Then sgnDx2x2 = sgn(m
′ −m′′) = sgn(ξ+ − 1) < 0.
It remains to check the jump in Dx2 across the boundaries between subdomains. In Ω4(λ),
Dx2 = 0, and in Ω3(λ), Dx2 = −e−λ(1−ξ−)(1−ξ+)/(ξ+−ξ−)2 < 0. Thus, Dx2 is decreasing
across the bounding tangent `+(λ, eλ).
In Ω2(λ), we compute Dx2 = −1/(ev(1 − v + λ) − eλ). On the the boundary separating
Ω2(λ) from both Ω3(λ) and Ω1(λ), we have v(x) = λ+ ξ
− − ξ+ (see Figure 3), thus, Dx2 =
e−λ−ξ−+ξ+/(e−ξ−+ξ+−1+ξ−−ξ+) on this line. Since e−ξ−+ξ+ = 1−ξ−
1−ξ+ , Dx2 = e
−λ−ξ−+ξ+(1−
ξ+)/(ξ+(ξ+ − ξ−)) > 0. Thus Dx2 is decreasing from Ω2(λ) into Ω3(λ).
Lastly, in Ω1(λ), Dx2 is given by (4.6):
Dx2 = m
′(u+)e−u
+
(1− ξ+) = e
(ξ+−ξ−−λ+u+)/ξ+
ξ+(ξ+ − ξ−) e
−u+(1− ξ+).
On the tangent `+(λ+ ξ− − ξ+, eλ+ξ−−ξ+), we have u+ = λ + ξ− − ξ+. Hence, on this line,
Dx2 = e
−λ+ξ+−ξ−(1−ξ+)/(ξ+(ξ+−ξ−)), which means that the jump in Dx2 from Ω2(λ) into
Ω1(λ) is 0. This completes the proof. 
4.2. The induction. We are now ready to prove Lemma 4.1.
Proof of Lemma 4.1. We only prove statement (1), as the proofs of the other statements are
fully analogous.
Fix an interval Q and take ϕ ∈ L∞(Q) such that eϕ ∈ AC∞(Q). Take any C1 > C. We
first build a special collection of subintervals of Q. Let D0(Q) = {Q}. Let Q = Q− ∪Q+ be
the splitting provided by Lemma 4.3 and write D1(Q) = {Q−, Q+}. Note that eϕ ∈ AC∞(Q±)
so the same lemma can be applied separately to Q− and Q+, which defines D1(Q−) and
D1(Q+). For n ≥ 2, let Dn(Q) = Dn−1(Q−) ∪Dn−1(Q+) and D(Q) = ∪n≥1Dn(Q). Observe
that maxJ∈Dn(Q) |J | → 0 as n→∞.
For all J ∈ D(Q), let xJ = (〈ϕ〉
J
, 〈eϕ〉
J
) and consider the following sequence of step
functions taking values in ΩC :
x(n)(t) =
∑
J∈Dn(Q)
xJχJ(t).
By the Lebesgue differentiation theorem, xn → (ϕ, eϕ) a.e. on Q.
By Lemma 4.3, for any J ∈ D(Q) the line segment connecting the points xJ− and xJ+ lies
entirely in ΩC1 . By Lemma 4.5, bp,C1 is locally convex in ΩC1 , i.e., it satisfies (4.3) with C
replaced with C1. Using these two facts repeatedly, we obtain
bp,C1(〈ϕ〉Q , 〈eϕ〉Q) = bp,C1(xQ) ≤
|Q−|
|Q| bp,C1(x
Q−) +
|Q+|
|Q| bp,C1(x
Q+)
≤ 1|Q|
∑
J∈Dn(Q)
|J |bp,C1(xJ) =
1
|Q|
∫
Q
bp,C1(x
(n)(t)) dt.
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Note that {x(n)} is a uniformly bounded sequence and bp,C1 is continuous in ΩC . Therefore,
the dominated convergence theorem applies, and, since bp,C1(s, e
s) = |s|p for any s, we have
(4.7) bp,C1(〈ϕ〉Q , 〈eϕ〉Q) ≤
1
|Q|
∫
Q
bp,C1(ϕ(t), e
ϕ(t)) dt = 〈|ϕ|p〉
Q
.
Now take any, not necessarily bounded ϕ ∈ Ex,C,Q. For c, d ∈ R such that c < d, let ϕc,d be
defined by (4.1). Then ϕc,d ∈ L∞(Q), and by Lemma 4.2, eϕc,d ∈ AC∞(Q); thus, (4.7) applies:
bp,C1(〈ϕc,d〉Q , 〈eϕc,d〉Q) ≤ 〈|ϕc,d|p〉Q .
Taking the limit first as c→ −∞ and then as d→∞, and using the monotone convergence
theorem, we obtain
bp,C1(x) ≤ 〈|ϕ|p〉Q .
Taking infimum over all ϕ ∈ Ex,C,Q now gives
bp,C1(x) ≤ bp,C(x),
and it remains only to observe that bp,C1(x) is continuous in C1 for each x ∈ ΩC and take
limit as C1 → C. 
5. Optimizers and converse inequalities
The main result of this section is the following converse to Lemma 4.1, which will conclude
the proof of Theorem 2.1. Note that unlike in Lemma 4.1, there is no restriction on C in the
first statement.
Lemma 5.1. Let C ≥ 1.
(1) If p ∈ [1, 2], then bp,C ≤ bp,C .
(2) B2,C ≥ B2,C
(3) For 1 ≤ δ < 1/ξ+(C), Aδ,C ≥ Aδ,C .
(4) For any λ ∈ R, Dλ,C ≥Dλ,C .
We can assume C > 1. Let Q = (0, 1). If G is one of the candidates in Lemma 5.1 and
x ∈ ΩC , we say that a function ϕx on Q is an optimizer for G(x) if
(5.1) ϕx ∈ Ex,C,Q and 〈f(ϕx)〉Q = G(x),
where f is the function that appears in the definition of the corresponding Bellman function:
f(t) = |t|p for bp,C ; f(t) = t2 for B2,C ; f(t) = eδt for Aδ,C ; and f(t) = χ[λ,∞)(t) for Dλ,C .
Clearly, presenting such an optimizer for each candidate G and each x ∈ ΩC will prove
Lemma 5.1.
We now do just that. Verifying that our claimed optimizers have the required integral
averages on Q is straightforward, as they are explicitly designed to have that property (we
do not go into details of how such optimizers arise and instead refer the reader to papers [17]
and [6]). Verifying that each optimizer ϕx satisfies e
ϕx ∈ AC∞(Q) is more subtle. Note that
this is equivalent to showing that for any interval J ⊂ Q the point (〈ϕx〉J , 〈eϕx〉J ) lies in
ΩC . To demonstrate that fact in each case, we closely follow the geometric arguments from
Section 7 of [17], where a similar array of optimizers was shown to be in BMO with a fixed
norm.
Recall functions u± given by (2.5) and function v given by (2.13). Our first optimizer will
service both bp,C for 1 < p ≤ 2 and Aδ,C . For all x ∈ ΩC , let
(5.2) ϕ+x (t) = u
+ + ξ+ log
(
α+
t
)
χ(0,α+)(t), where α
+ =
x1 − u+
ξ+
.
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The optimizer for B2,C is obtained by replacing in (5.2) u
+ and ξ+ with u− and ξ−,
respectively. Specifically, for x ∈ ΩC , let
(5.3) ϕ−x (t) = u
− + ξ− log
(
α−
t
)
χ(0,α−)(t), where α
− =
x1 − u−
ξ−
.
To define the optimizers for b1,C we need to consider three cases. For x ∈ Ω+, let
(5.4) ψx = u
+ + (ξ+ − ξ−)χ(0,β+), where β+ =
x1 − u+
ξ+ − ξ− .
For x ∈ Ω−, let
(5.5) ψx = u
− − (ξ+ − ξ−)χ(1−β−,1), where β− =
u− − x1
ξ+ − ξ− .
For x ∈ Ω0, let
(5.6) ψx = (ξ
+ − ξ−)(χ(0,γ+) − χ(1−γ−,1)),
where
(5.7) γ± =
(x2 − 1)(1− ξ−)(1− ξ+)− x1(1− ξ±)
(ξ+ − ξ−)2 .
Defining the optimizer for our most sophisticated candidate, Dλ,C , technically requires the
consideration of four cases. Fortunately, we can reuse some of the optimizers already defined.
For x ∈ Ω3(λ) ∪ Ω4(λ), let
(5.8) ηx = λ+ ψ(x1−λ,x2e−λ),
where ψ(x1−λ,x2e−λ) is given by (5.6)-(5.7) if x ∈ Ω3(λ) and by (5.4) if x ∈ Ω4(λ), in both
cases with x replaced by (x1 − λ, x2e−λ). (Note that Ω3(λ) and Ω4(λ) are the images under
the transformation x 7→ (x1 + λ, x2eλ) of Ω0 and Ω+, respectively.)
For x ∈ Ω2(λ), let
(5.9) ηx = λχ(0,µ) + vχ(µ,1), where µ =
x1 − v
λ− v
For x ∈ Ω1(λ), let
(5.10) ηx = λχ(0,τβ+) + (λ+ ξ
− − ξ+)χ(τβ+,τα+) + ϕ+x χ(τα+,1),
where
(5.11) τ = e(u
++ξ+−ξ−−λ)/ξ+ , β+ =
x1 − u+
ξ+ − ξ− ,
and ϕ+x is given by (5.2).
We can now prove the following lemma, which will immediately imply Lemma 5.1.
Lemma 5.2.
(1) The function ϕ+x given by (5.2) is an optimizer for bp,C(x), 1 < p ≤ 2, and for Aδ,C(x).
(2) The function ϕ−x given by (5.3) is an optimizer for B2,C(x).
(3) The function ψx given by (5.4), (5.5), and (5.6)-(5.7), is an optimizer for b1,C(x).
(4) The function ηx given by (5.8), (5.9), and (5.10)-(5.11), is an optimizer for Dλ,C(x).
Proof. (1) For any differentiable and appropriately integrable function f we have
〈f(ϕ+x )〉Q = f(u+)(1− α+) +
∫ α+
0
f
(
u+ + ξ+ log(α+/t)
)
dt
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= f(u+)(1− α+) + 1
ξ+
eu
+/ξ+α+
∫ ∞
u+
f(s)e−s/ξ
+
ds
=
1
ξ+
eu
+/ξ+
[ ∫ ∞
u+
f ′(s)e−s/ξ
+
ds
]
(x1 − u+) + f(u+),
with the first equality due to a change of variable and the second, to integration by parts.
Now, as the reader can check, f(s) = s gives 〈ϕ+x 〉Q = x1; f(s) = es gives 〈eϕ
+
x 〉
Q
= x2;
f(s) = |s|p gives 〈|ϕ+x |p〉Q = bp,C(x); and f(s) = eδs gives 〈eδϕ
+
x 〉
Q
= Aδ,C(x), if δ < 1/ξ
+,
and 〈eδϕ+x 〉
Q
= ∞, if δ ≥ 1/ξ+ (unless x2 = ex1 , in which case u+ = x1 and α+ = 0, so
〈eδϕ+x 〉
Q
= eδx1 ).
Observe that ϕ+x is the cut-off from below, at height u
+, of the function u+ + ξ+ log(α+)+
ξ+ϕ0(t), where ϕ0(t) = log(1/t) from Lemma 3.2. By (3.5) from the proof of that lemma,
[eξ
+ϕ0 ]A∞ = e
−ξ+/(1− ξ+) = C. Therefore, by Lemma 4.2, eϕ+x ∈ AC∞(Q).
(2) This is a repetition of the argument just given for b2,C , with ξ
−, u−, and α− replacing
ξ+, u+, and α+, respectively.
(3) The cases x ∈ Ω+ and x ∈ Ω− are symmetric, so we only consider the first one. Here
we have ψx ≥ 0, so 〈ψx〉Q = 〈|ψx|〉Q = u+ + (ξ+ − ξ−)β+ = x1. Furthermore, 〈eψx〉Q =
eu
+
(1− β+ + eξ+−ξ−β+) = x2, where we used the identity eξ+−ξ− = (1− ξ−)/(1− ξ+).
To see that ψx ∈ AC∞(Q), note that ψx is a concatenation of two constant functions
u+ +ξ+−ξ− and u+. Therefore, for any interval J ⊂ Q the point (〈ψx〉J , 〈eψx〉J ) is a convex
combination of the two points where the tangent `+(x) intersects Γ1, hence it lies in ΩC .
Now, assume that x ∈ Ω0. Then 〈ψx〉Q = (ξ+ − ξ−)(γ+ − γ−) = x1, 〈|ψx|〉Q = (ξ+ −
ξ−)(γ+ + γ−) = b1,C(x), and 〈eψx〉Q = 1 + γ+(eξ
+−ξ− − 1)− γ−(eξ−−ξ+ − 1) = x2.
To show that ψx ∈ AC∞(Q), draw a line ` through x so that it intersects both `−(0, 1)
and `+(0, 1); call the points of intersection x− and x+, respectively. Note that it is always
possible to draw ` so that the segment [x−, x+] ⊂ Ω0, so assume that is the case. Let
δ =
x1−x−1
x+1 −x−1
; it is easy to verify that δ ∈ [γ+, 1 − γ−]. Take an interval J = (c, d) ⊂ Q. If
J ⊂ (0, δ), then the point U := (〈ψx〉J , 〈eψx〉J ) is a convex combination of the points (0, 1)
and (ξ+−ξ−, eξ+−ξ−) and thus in ΩC ; and similarly for the case J ⊂ (δ, 1). Assume now that
c ≤ γ+ < 1 − γ− ≤ d. In this case, U is a convex combination of V := (〈ψx〉(c,δ) , 〈eψx〉(c,δ))
and W := (〈ψx〉(δ,d) , 〈eψx〉(δ,d)). Moreover, V lies on `+(0, 1), below x+; similarly, W is on
`−(0, 1), below x−. We conclude that [V,W ] ⊂ Ω0 and so U ∈ Ω0 ⊂ ΩC .
(4) Observe that ηx is an optimizer for D0,C(x) if and only if λ+ η(x1+λ,x2eλ) is an optimizer
for Dλ,C(x1 + λ, x2e
λ). Thus, it suffices to consider the case λ = 0.
Setting λ = 0 gives Ω4(0) = Ω+, Ω3(0) = Ω0, and ηx = ψx if x ∈ Ω3(0) ∪ Ω4(0). We have
already verified that 〈ψx〉Q = x1, 〈eψx〉Q = x2, and eψx ∈ AC∞(Q). If x ∈ Ω+, then ψx ≥ 0,
so |{ψx ≥ 0}| = 1 = D0,C(x). If x ∈ Ω0, then |{ψx ≥ 0}| = 1− γ− = D0,C(x).
Assume x ∈ Ω2(0). Since λ = 0, the defining equation for v becomes x1/v = x2e−v and
we have µ = D0,C(x) = 1− x1/v. Now, 〈ηx〉Q = v(1− µ) = x1, 〈eηx〉Q = µ+ ev(1− µ) = x2,
and |{ηx ≥ 0}| = µ = D0,C(x). To show that eηx ∈ AC∞(Q), note that ηx is a concatenation
of the constant functions λ and v, and, thus, for any interval J ⊂ Q the point (〈ηx〉J , 〈eηx〉J )
lies on the line segment connecting the points (λ, eλ) and (v, ev). In turn, this segment lies in
Ω2(0) ⊂ ΩC .
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Finally, assume that x ∈ Ω1(0). We have
ηx = (ξ
− − ξ+)χ(τβ+,τα+) + (u+ + ξ+ log(α+/t))χ(τα+,α+)(t) + u+χ(α+,1),
so,
〈ηx〉Q = (ξ−− ξ+)τ(α+− β+) + ξ+
∫ α+
τα+
log(α+/t) dt+ u+(1− τα+)
= (ξ−− ξ+)τ(α+− β+) + α+ξ+(1 + τ(log τ − 1)) + u+(1− τα+)
= τ(−ξ+α+ − (ξ− − ξ+)β+)) + α+ξ+ + u+ = x1,
(5.12)
〈eηx〉
Q
= τβ+ + eξ
−−ξ+τ(α+− β+) + eu+
(
1− α+ +
∫ α+
τα+
(α+/t)ξ
+
dt
)
= τ
(
β+ + eξ
−−ξ+(α+− β+) + α+ e
u+τ−ξ+
1− ξ+
)
+ eu
+
(
1− α+ + α
+
1− ξ+
)
(5.13)
= τα+
( ξ+
ξ+ − ξ−
(
1− 1− ξ
+
1− ξ−
)
+
ξ+
1− ξ−
)
+ eu
+
(
1 +
x1 − u+
1− ξ+
)
= x2
(where the second to last equality uses the identity eu
+
τ−ξ+ = eξ−−ξ+ = 1−ξ
+
1−ξ− ), and
|{ηx ≥ 0}| = |(0, τβ+)| = x1 − u
ξ+ − ξ− e
(u++ξ+−ξ−)/ξ+ = D0,C(x).
To show that eηx ∈ AC∞(Q), note that ηx is the cut-off from below, at height u+, of the
function
ζ(t) := (ξ− − ξ+)χ(τβ+,τα+)(t) + (u+ + ξ+ log(α+/t))χ(τα+,1)(t),
so by Lemma 4.2 it is enough to show that eζ ∈ AC∞(Q). Take an interval J = (c, d) ⊂ Q and
let U = (〈ζ〉
J
, 〈eζ〉
J
). If J ⊂ (0, τα+), then U is a convex combination of the points (0, 1)
and (ξ− − ξ+, eξ−−ξ+) and thus lies on the tangent `−(0, 1).
If J ⊂ (τβ+, 1), then we can write U = (〈ω〉
J
, 〈eω〉
J
) where ω is the cut-off from above,
at height ξ− − ξ+, of the function u+ + ξ+ log(α+/t). That function was treated in part (1)
above. Thus, again by Lemma 4.2, U ∈ ΩC .
Lastly, assume that c ≤ τβ+ < τα+ ≤ d. Write E = (〈ζ〉
(0,c)
, 〈eζ〉
(0,c)
) and F =
(〈ζ〉
(0,d)
, 〈eζ〉
(0,d)
). Then E = (0, 1), while a direct computation similar to (5.12)-(5.13) gives
F =
(
u+ + ξ+ + ξ+ log
(
α+
d
)
, 1
1−ξ+ e
u+(α
+
d )
ξ+
)
=: (F1, F2).
Note that F2e
−F1 = C and F1 ≤ u+ + ξ+ + ξ+ log(1/τ) = ξ−. Therefore, F lies on the upper
boundary ΓC and to the left of the point (ξ
−, Ceξ−) at which the line `−(0, 1) is tangent to
ΓC . This means that the ray from E through F first exits ΩC and then re-enters it at F.
Since F is a convex combination of E and U, U lies on the same ray, to the left of F and,
thus, in ΩC . The proof is complete. 
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