The artificial neural networks (ANNs) are well suitable to solve a variety class of problems in a knowledge discovery field (e.g., in natural language processing) because the trained networks are more accurate at classifying the examples that represent a problem domain. However, the neural networks that consist of large number of weighted connections (called also links) and activation units often generate the incomprehensible and hard-to-understand models. This problem may be also addressed to most powerful recurrent neural networks that employ the embedded links from a set of hidden or output units to a set of its input units.
The earliest work by McCulloch and Pitts showed that networks of neuron-like elements are capable of implementing some types of finite-state automata. Later Minsky showed that any finite-state automata could be mapped into such a network. Recurrent neural networks are inherently more powerful than free-forward networks because they are able to dynamically store and use state information indefinitely due to the built-in feedback. They can be trained to behave like sequential finite-state automata.
To be more useful for solving the real-world tasks, the known techniques of knowledge extraction from recurrent networks must be explored and extended for applying to such the domain as the natural language processing and grammatical inference. For example, the grammatical strings are a good test bed to explore issues related to the representation of symbolic knowledge in recurrent networks and to evaluate their computational capabilities.
The main objective of proposed research is to explore and develop a new technique for rule extraction with recurrent neural networks. The machine algorithm developed would be able first to extract the relevant regularities discovered by the simple recurrent network trained on multi-dimensional data set and second to interpret these regularities in an easy-to-understand form.
The derived models of regularities must be accuracy and involve the most significant features from input variables. To be accuracy, neural-network model complexity evaluated by number their units and synaptic links must be optimal. Reducing network size makes it easier to understand the regularities contained in the model.
To be represented in the human-understand form, the extracted models would be interpreted as a concise set of the symbolic rules. Such the rules can be generated in case if the different levels of abstractions would be used to represent the extracted knowledge.
To solve these problems, various research groups have suggested the several approaches.
Review of Rule-Extractions Approaches
The first research group (Giles et al.) was suggested the algorithms to extract a finite-state automata from a recurrent network. These algorithms are based on the facts that the outputs of the recurrent state neurons of a trained network tend to cluster. These clusters tend to be well separated in networks, which learned a given grammar well as measured by their generalization performance on unseen string.
The extraction algorithm divided the output of each of the N state neurons into q interval of equal size, yielding q N partitions in the space of outputs of the state neurons (q is as the quantization level).
The result of extraction algorithm is a search tree with initial state at its root. Each node of this tree has a successor. The number of nodes and successors is equal to the number of symbols in the input alphabet. Links between nodes correspond to transitions between finite-state automaton states.
The extraction would seem computationally infeasible if all q N partitions had to be visited. However, the clusters corresponding to finite-state automaton states are often local and can be covered with fewer partitions. Finite-state automaton is extracted with the smallest possible quantization level, which explains the training data.
The experimental tests characterize the following weakness of rule-extraction algorithms.
The extracted finite-state automaton depends on the quantization level q chosen, i.e., different automata will be extracted for different values of q. Moreover, different automata may be extracted depending on the order in which the successors of a node in the search tree are visited. These distinctions are not significant if subsequent standard minimization algorithm of Hopcroff is used. This algorithm yields a unique, minimal representation of the extracted finite-state automaton, and different automata, thus, collapse into equivalence class.
One or more of the extracted discrete-state automata may be consistent with the given training set, i.e. several automaton may correctly classify the training set. Thus, it is necessary to introduce a heuristic procedure to make a choice between different extracted automata. The process of choosing an automaton is considered as model selection. One of possible heuristic for model selection would be to split a given data set into two disjoint, training and testing sets that need to train the network on the first set and to test the network's generalization on the second set. The consistent, minimized finite-state automaton extracted with the smallest quantization levels also had the fewest number of states.
The finite-state automaton extracted from the recurrent network trained to real-world grammatical task consist of the numerous nodes and transitions between nodes. Such automata are hard for human understanding.
Accordingly with goal of the proposed research, our forces are focused on developing the algorithm which is able to extract the rules that could not depend on the given conditions (e.g., a quantization level, a selection criterion needs to split data set). Also, the rules algorithm must extract to be easy to human understanding (i.e., the expressive power of the extracted rules must be enlarged).
The second research group (Shavlik et al.) attempts to extract rules using languages based on logical formulas. Recurrent networks, which are often applied to these problems, are able to maintain state information from one time step to the next. This means that recurrent network can use their hidden units to learn derived features relevant to the task at hand and they can use the state of these derived features at one instant to help make a prediction for the next instance.
Thus it is usually not possible to determine, in isolation, the effect of a given features on the target values, because this effect may be mediated by the values of other features. These relationships are represented by the hidden units in a network, which combine the inputs of multiple features, thus allowing the model to take advantage of dependencies among the features. Hidden units can be thought of as representing higher level, derived features. Understanding hidden units is often difficult because they learn distributed representations.
Craven (1997) used the terms that are as the representation language, extraction strategy.
Representation language is the language used by the extraction method to describe the neural network's learned model. The languages that have been used by various methods include conjunctive (if-then) inference rules, M-of-N rules, fuzzy rules, decision trees, and finite-state automata.
Extraction strategy is the strategy used to map the model represented by the trained network into a model in the new representation language. Specifically, how does the method explore a space of candidate descriptions, and what level of description does it use to characterize the given neural network. The case, when the rules extracted by the method describe the behavior of the network as a whole, refers to the global methods. In contract to first case, other one refers to the local method because the extracted rules behave the individual units in the network.
The search-based approach
Many rule-extraction algorithms may be stated as a search problem that exploring a space of candidate rules and testing individual candidates of the network to see if they are valid rules. Most of these algorithms use a space of conjunctive rules that can represent as a decision tree. Each node in this tree corresponds to the antecedent of a possible rule. The top node of tree represents the most general rule for which all training instances are same member of the one class. The node at the bottom of the tree is most specific rules, which cover one example each.
Visiting a node in the search space involves testing the rule that corresponds to the node to see if it accurately describes the network. A rule is tested considering the constrains that it place on the network's input and output units.
Testing the rule for a multi-layer network is somewhat problematic. One approach to testing rules for a MLN is treat the network as a collection of perceprons, and to extract rules for each hidden and output unit separately (Graven & Shavlik, 93) . This is as the decompositional approach. In this approach, the rules for each unit are expressed in terms of units that feed into it. An advantage is that it produces «intermediate terms» which may result in simple descriptions. A disadvantage is that it requires that the hidden units of network to be approximated by threshold units and thus the extracted rules may not provide an accurate representation of the network.
One of the problems arising in search-based approaches to rule extraction is that the size of rule space can be very large. For a task with n binary features, there are 3 n possible conjunctive rules (each feature can be absent from a rule, or it can be occur as a positive or a negative literal in the antecedent). To limit the combinatorics of the rule-exploration process, a number of heuristics have been employed. For local search-based methods, the process of testing candidate rules is simpler. A local method ) was developed to search for the rules that include M-of-N expressions. An M-of-N expression is a Boolean expression that is specified by an integer threshold, M, and a set of N Boolean literals. Such an expression is satisfied when at least M of its N literals are satisfied. The extracting M-of-N rules are often much more concise and comprehensible than their conjunctive rules.
The learning-based method
The rule-extraction algorithm called TREPAN (Graven, 1996) views the problem of comprehensive rules as an inductive learning task. The TREPAN algorithm is similar to conventional decision-tree algorithms that exploit M-of-N expression, however, it learns directly from training set. Each internal node in a tree represents a splitting criterion that partitions some part of the input space, and each leaf represents a predicted class. TREPAN maintains a queue of leaves, which are expanded into sub-trees as they are removed from the queue. Most decision-tree algorithms grow trees in a depth-first manner however, TREPAN grows trees using a best-first expansion. The node at which there is greatest potential to increase the fidelity of extracted tree will be the best node. To stop growing an extracted tree, the algorithm uses a statistical test to decide whether or not a node covers only instances of a single class. There are two advantages of TREPAN algorithms. First, algorithm does not require a special network architecture or training method. Second, TREPAN gives the user fine control over the complexity of the extracted models. It extracts as very simple, one-mode description of a trained network, and then successively refines this description to improve its fidelity.
Methods that learn simple hypothesis
The algorithm called BBP (Jackson & Graven, 96) is appealing for data-mining applications and incrementally constructs its learned networks. Unlike traditional neural-network methods, this algorithm does not involve training with a gradient-based optimization method. However, the hypotheses it learns are perceptrons. The basic idea of the method is to repeatedly add new input units to a learned hypothesis, using different probability distributions over the training set to select each one. Because the algorithm adds the weight inputs to hypotheses incrementally, the complexity of these hypotheses can be easily controlled.
The inputs incorporated by BBP into a hypothesis represent Boolean functions that map to {-1, +1}. The weight associated with such input corresponds to the threshold of the perceptron.
On each of iterations of BBP algorithm, the input is selected from the pool of candidates and added to the hypothesis under construction. BBP measures the correlation of each input with the target function being learned and then selects the input whose correlation has the greatest magnitude. The correlation between a given candidate and the target function varies from iteration to iteration because it is measured with respect to a changing distribution over the training examples. Initially, the BBP algorithm assumes a uniform distribution over the training examples. When selecting the first input to be added to a perceptron, BBP assigns equal importance to the various instances of training set. In this method, the learner's attention is focused on the examples that the current hypothesis does not explain well.
The algorithm stops adding weighted inputs to the hypothesis after a pre-specified number of iterations have been reached, or after the training set error has been reduced to zero.
The BBP algorithm has two primary limitations. First, it is designed for learning binary classification tasks. To be applied to multi-class learning problems, perceptron learns for each class. The other limitation is that it assumed that the inputs are Boolean functions. However, domains with realvalued features can be handled by discretizing the features.
The genetic approach
Opitz & J. W. Shavlik (1994) proposed the inductive-learning REGENT algorithm that is able to refine the topology of the networks, thereby limiting generalization, especially when given impoverished domain theories. The REGENT algorithm uses genetic algorithms to broaden the type of networks seen during its search. It does by using the domain theory to help create an initial population and crossover and mutation operators that specifically designed for knowledge-based networks. Experiments on three real-world domains indicate that algorithm authors proposed is able to significantly increase generalization compared to a standard connectionist theory-refinement system, as well as algorithm for growing knowledge-based networks.
The researchers of third group (Diedrich et al.) attempt to explain in a comprehensible form (e.g. as a set of symbolic rules) the process by which an ANN arrived at a particular decision.
The suggested DEDEC technique is a generic approach to rule extraction from trained ANN which is designed to be applicable to a broad range of ANN architectures. The basic motif adopted is to use the generalization capability of a trained ANN to generate a set of examples from the problem domain, which may include examples beyond the initial training set. These examples are then presented to a symbolic induction algorithm and the requisite rule set extracted. However, an important innovation over other rule-extraction techniques of this type is that the DEDEC technique uses information extracted from an analysis of the weight vectors of the trained ANN to rank the input variables (rule antecedents) in terms of their relative importance. This additional information is used to focus the search of the solution space on those examples from the problem domain, which are suggested to be of most significance. developed the Constrained Error Back-Propagation (CEBP) multi-layer perceptron capable of performing inductive learning. They describe RULEX, an automated procedure for extracting accurate symbolic rules from the local basins of attraction produced by CEBP networks. RULEX extracts propositional «if-then» rules by direct interpretation of the parameters, which describe the CEBP local functions thus making it very computationally efficient. They also describe how RULEX can be used to pre-configure the CEBP network to encapsulate existing domain knowledge. This ability to encode existing knowledge, train, and then extract accurate rules makes the CEBP network and RULEX the basis for a good knowledge refinement. The degree of accuracy and computational efficiency of the rule extraction process gives this method significant advantages over existing ANN rule refinement techniques.
Other authors (Schellhammer et al., 1996) focus on the extraction of grammatical rules from trained ANN and, in particular, Elman-type recurrent networks. Unlike Giles & Omlin who used an ANN to simulate a deterministic finite-state automaton representing a regular grammar, they have extracted automaton from a network trained on a natural language corpus. The output of k-means cluster analysis is converted to state-transition diagrams that represent the grammar learned by the network. The neural networks, Elman networks and Recurrent Cascade Correlation (RCC), were trained on the text of school reader. The networks performed to predict the lexical category of the next following word. Elman networks with 9 hidden units gave the best training results (72% correct) but scored only 63% when tested for generalization using a cross-validation technique. An RCC network could learn 99.6% of the training set with 42 hidden units but achieved best generalization (63%) with four hidden units. The Elman network appears to be a more useful model than the RCC network for task stated. An RCC network was able to learn the entire training set but its maximum generalization was only 63% achieved with four hidden units.
Other Approaches

The heuristic limitation
Saito & Nakano's (1988) approach looks at the input-output behavior of trained networks to form rules that directly from inputs to outputs. Rule-extraction algorithms manage the combinatorics of the task with heuristic limiting the number of literals that can be in the antecedents of candidate rules (Saito 1988). To control the combinatorics authors limited rules to four antecedents. Other heuristic suggested by Saito is to limit the search to combinations of literals that occur in the training set.
The decompositional rule extraction
The decompositional method (Krishnan, 1996) of «if-then» rule extraction is a search method that works by finding that combinations of weights of the neuron that will make it active. Rules are extracted at the level of the hidden and output neurons of the network and then rewritten to explain the logical mapping between the input and the output neurons of the network. However the process is inherently combinatorial. Heuristics have been proposed in the literature for constraining this search space but at the cost of imposing severe limitations on the kinds of rules extracted. Author presents a systematic method for generating combinations for rule extraction from feed-forward neural networks with Boolean inputs. Based on this, COMBO algorithm for rule extraction from networks with Boolean inputs is presented. The complexity of the algorithm and its properties are analyzed.
Self-Organizing Map of Kohonen
Lawrence et al. (1997) trained recurrent neural networks to predict the daily change in exchange rates, and then extracted finite-state automata from these networks in order to characterize the learned models. This task involves three main components. The first component is a neural network called a self-organizing map (SOM) (Kohonen, 1995) which is trained by an unsupervised learning process. The second component is an ANN that has a set of recurrent connections from each of its hidden units to all the other hidden units. The third part is the rule-extraction component, and finite-state automata are extracted from recurrent networks. The states in the finite-state automaton correspond to regions in the space of activations of the state units. Each state is labeled by the corresponding network prediction (up or down), and each state transition in labeled by the value of the discrete variable that characterizes the time series. Authors compared predictive accuracy to that of the neural networks and found that the finite-state automata were only slightly less accurate.
Self-organizing algorithms of Ivakhnenko
The fundamental self-organization principles were used by in his Group Method of Data Handling (GMDH) to train a neural network whose transfer function has been optimized by an evolutionary manner. GMDH algorithm likes a repetitive procedure that generates the populations of alternative models of growing complexity and selects the fittest models until an optimal complex model has been created. The known principle of S. Beer's external complement is used to select an objective model of optimal complexity. Self-organizing algorithm uses a symbolic generation of an appropriate model structure (algebraic formula or complex process models) and optimization or identification of a related set of parameters by means of genetic algorithms. This approach assumes that the elementary components are predefined (model base) and suitably genetically coded. As Madala & Ivakhnenko (1994) showed neither the number of neurons nor the number of layers in the network, nor the actual behavior of each created neuron (transfer function) are predefined.
Recently, Lemke & Müller (1997) concluded that the applying of GMDH algorithm to training the neural networks limits the involvement of modelers (users) in the knowledge extraction process and to objectively use available a priori knowledge, making the process more automated. The rule induction using similar algorithm results to the representation of models which have familiar disjunctive normal form. A self-organizing fuzzy modeling may come more important to solve illdefined problems (e.g., in case a short-come, unrepresentative data set).
The advantages of self-organizing algorithm over the neural network approach to knowledge extraction are that it works very fast, systematically and objectively. Since only minimal a priori information is required, it provides explicit models as an explanation component while making hidden knowledge visible and usable and the obtained results are in average as good as or better than results of other rule induction techniques.
The weakness of GMDH-type algorithms of rule induction is that their results still depend on some given parameters of algorithm. Mainly, these parameters I have explored (Schetinin & Kostunin, 1996) are as following. Fist, the selection of the fittest candidate rules GMDH algorithm produces assumes using a heuristic partition of data set on two (or more) equal subset. Note the similar heuristics was been used to extract the finite-state automaton from recurrent network by the Giles et al. method. Second, on each of iterations, algorithm selects the given number F (called freedom power) of best candidate rules that are will be used on the next iteration. Third, the modelers (users) also must set up the structure of selection criteria. Any of these parameters may cause the differences in expected result. Moreover, GMDH algorithms have been used only to learn the feedforward multi-layer neural networks whose structure are distributed polynomials, and they fail to produce the logical rules directly from training set.
The Way of Achieving the Goal
The goal stated in proposal is achieved by using the self-organizing principle to discover regularities from data set with the simple recurrent networks and represent them as the symbolic rule set. The neural networks learn to discover most significant relations between their input and output variables, using the self-organization principle. The algorithm of self-organizing recurrent network firstly generates all possible combinations from the input and hidden units, and secondly tests their fidelity on data set. The combining of variables is performed starting with own variable (when the complexity of candidate rule is minimal), then with two variables and so on, while all possible combinations will not be created. So, the complexity of candidate rules produced on the new iteration grows. Note that when the complexity grows (i.e., the number of variables is increased), the fidelity of candidate rules would also rise. In case when the fidelity has rose, the candidate rule created on that iteration is stored. In contrary case, the candidate rule is eliminated. The growing of iterations stops in one of two cases: either the one candidate rule has not been produced on the new iteration, or all variables were used.
It is impotently to note that the fidelity of candidate rule self-organizing algorithm produced is tested on entire data set, without its partition, using the criteria I suggested (Schetinin & Kostunin, 1996) . The suggested criteria can be used to self-organizing the recurrent network consisting directly of the logical units that exactly reproduce behavior of their connectionist models whose inputs are binary variables. To avoid the «combinatoric explosion» caused by the extremely large number of logical functions, the desired function is composed of the several functions for the smaller number of variables, using the GMDH-type approach based on known Kolmogorov's theorem about of a function decomposition. The architecture of the trained network has been minimized because it consists of the most significant input and hidden units that define the state of its output unit.
Thus, above algorithm of self-organization leads to discovering the regularities from data set with trained the recurrent network which may be represented as symbolic rule (logical formulae) set.
Advantages of Suggested Method and Expected Results
The suggested method of extracting symbolic rules has the following advances. First, it extracts symbolic rules from either the training data set, or the trained recurrent network. Second, it works very fast due to the hypothesis is searched at a strongly restricted domain consisting of the several logical functions from small number of the variables. Third, the extracted rules are objective because they do not depend on the experience of users (their influence is restricted by composing the data set). Fourth, the decision output unit made may be produced by the «majority votes» rule that is one of the most concise models of knowledge representation (e.g., like above a N-of-M rule). Note that number of the votes corresponding to the decision rules is minimal because the neural network structure has been minimized by self-organizing algorithm. The extracted rules may generate the same errors on training set.
It can easily prove that extracted logical formulas compactly correspond to the transitions in the deterministic finite-state automata. Also, the extracted rules can be interpreted as fuzzy rules whose membership function value can be discretized and ranged from 0 to 1.
