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This paper compares the distribution of zeros of the Riemann zeta function ζ(s)
with those of a symmetric combination of zeta functions, denoted T+(s), known to
have all its zeros located on the critical line ℜ(s) = 1/2. Criteria are described for
constructing a suitable quotient function of these, with properties advantageous for
establishing an accessible proof that ζ(s) must also have all its zeros on the critical
line: the celebrated Riemann hypothesis. While the argument put forward is not at
the level of rigour required to constitute a full proof of the Riemann hypothesis, it
should convince non-specialists that it must hold.
Keywords: Lattice sums, Riemann hypothesis, Dirichlet L functions,
distribution functions of zeros
1. Introduction
The Riemann hypothesis is renowned as a difficult and important problem in math-
ematics. For over one hundred and fifty years it has challenged mathematicians to
provide a proof, and many notable steps have been taken towards that goal (Titch-
marsh & Heath-Brown, 1987). The hypothesis states that all zeros of the Riemann
zeta function ζ(s) must lie on the critical line ℜs = σ = 1/2, where ℑs = t. The ap-
proach taken here is to investigate the proof of the Riemann hypothesis by studying
the properties of a quotient function, which is composed of a numerator known to
have all its zeros on the critical line, and a denominator equal to ζ(2s − 1/2), to-
gether with a balancing function, introduced for reasons to be discussed in Section
2. ThIs approach has previously been used in McPhedran, Williamson, Botten &
Nicorovici (2011; hereafter referred to as I) to show that, if the Riemann hypothesis
holds for any one of a class of angular lattice sums denoted C(1, 4m; s), then it holds
for all of them, where the lowest member of the class C(0, 1; s) = 4ζ(s)L−4(s) is
analytically known (Lorenz, 1871; Hardy, 1920). Here the notation L−4(s) refers
to a particular Dirichlet L or beta function, (Zucker and Robertson, 1976). More
recently, it has been used for the quotient function ∆5(s) = ζ(s)L−4(s)/ζ(2s−1/2)
to show that the Riemann hypothesis holds for L−4(s) if and only if it holds for
ζ(s) (see McPhedran, 2013, hereafter referred to as II).
The numerator of the quotient function to be used here is the symmetric coun-
terpart (denoted T+(s)) of an antisymmetric function T−(s) constructed from two
zeta functions with arguments 2s and 2s− 1. The antisymmetric function had been
proved in a posthumous paper by Taylor (1945) to have all its zeros on the critical
line. In a companion paper (McPhedran and Poulton, 2013; hereafter III) a proof
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based on the properties of the quotient function T+(s)/T−(s) is used to show that
not only T−(s) but also T+(s) have all zeros restricted to the critical line, that the
zeros of these odd and even functions alternate on that line and that all the zeros
are simple. The proof used is based on the formal analogy between the theory of
analytic functions and that of the logarithmic potential in electrostatics. Numerical
evidence is given in III that the two combinations of zeta functions both have the
same distribution functions of zeros on the critical line σ = 1/2, and that this is
also the same as that of C(0, 1; s) and ζ(2s− 1/2).
In Section 2, a description is given of the properties required of suitable quo-
tient functions, before proofs are given that the particular function chosen, denoted
∆6(s), satisfies the requirements. In Section 3, an argument similar to that used
in I and II is developed, leading to the conclusion that all the zeros of ζ(s) must
lie on the critical line. The reasoning set forward in Sections 2 and 3 will use the
conventional theorem-proof format, but the emphasis will be on accessibility to a
wide class of readers, rather than on a fully rigorous approach. Nevertheless, it is
hoped that the arguments set forward here will provide a suitable basis for a rig-
orous proof. Sections 2 and 3 include numerical examples of the properties under
investigation. These are included to aid the readers’ appreciation of the develop-
ment of ideas, and the parameters have been chosen so that readers can readily
construct similar examples using widely available symbolic algebra packages. There
exist of course far more powerful special purpose algorithms, such as those which
have been used by van de Lune and te Riele (as described in Odlyzko & te Riele,
1985) to show that the first 1.5× 109 zeros of ζ(s) are simple and lie on the critical
line.
2. Requisite Properties of Quotient Functions and Their
Proof for ∆6(s)
The arguments relied on in papers I and II require quotient functions having thee
key properties:
• an appropriate functional equation;
• source neutrality and
• a balanced quotient.
The quotient should satisfy a functional equation of the type pertaining to ζ(s),
which can be expressed in terms of the even symmetry of the function
ξ1(s) =
γ(s/2)ζ(s)
pis/2
= ξ1(1− s). (2.1)
The functional equation needs to tightly connect the values of the quotient in
σ > 1/2 with those in σ < 1/2.
To establish source neutrality, one needs to show either analytically, or exhibit
a priori numerical evidence, that the distribution functions of the zeros of the
numerator and denominator functions in the quotient are the same in terms which
tend to infinity as t → ∞. As described above, this property of source neutrality
applies for example analytically to the quotient T+(s)/T−(s), and on the basis of
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numerical data) to T+(s)/ζ(2s−1/2) (see I). The topic of source neutrality occurs in
the discussion of periodic Green’s functions and the related topic of lattice sums- see
for example Poulton, Botten, McPhedran & Movchan (1999) and Borwein, Borwein
& Shail (1989).
The quotient should also be balanced, using a scaling function if required to
ensure that the quotient has the leading term a constant (say unity) as σ → ∞.
Ideally, the next term in the asymptotic expansion there should vary in inverse
exponential fashion (say as 1/22s).
To use these properties, one establishes that there are infinite number of lines of
constant phase of 0 which leave σ =∞, with intervening lines of constant amplitude,
and run towards the critical line. As long as the lines of constant phase zero reach
the critical line, they cannot enclose between them off-axis zeros of ζ(2s−1/2), since
there are no off-axis zeros of T+(s). (One can consider a closed contour composed of
two lines of phase zero, connected by lines of constant σ: the total change of phase of
the quotient function round the contour is zero, and thus in order to enclose poles,
it also has to enclose zeros.) Thus, as long as lines of phase zero reach the critical
line from σ =∞, there will be no off-axis zeros of ζ(2s− 1/2). If one assumes that
a line of phase zero fails to reach the critical line, then it and all such lines above it
has to curve up towards t = ∞. The functional equation satisfied by the quotient
function then guarantees that the image lines in σ < 1/2 have to have phase and
amplitude properties precluded by its asymptotic analysis, a contradiction which
guarantees that the lines of phase zero invariably reach the critical line. For further
commentary on the three properties prescribed above, see the Appendix.
The detailed elaboration of this brief summary will now be given. The definition
which will be adopted for ∆6(s) is
∆6(s) =
ξ1(2s) + ξ1(2s− 1)
ζ(2s− 1/2)
(
Γ(s)
pis +
Γ(s−1/2)
pis−1/2
) , (2.2)
or
∆6(s) =
ξ1(2s) + ξ1(2s− 1)
ξ1(2s− 1/2)D(s) , where D(s) =
[
pi−1/4Γ(s) + pi1/4Γ(s− 1/2)
Γ(s− 1/4)
]
.
(2.3)
Another useful form for asymptotic evaluation of ∆6(s) is
∆6(s) =
A(s)ξ1(2s) + (1−A(s))ξ1(2s− 1)
ξ1(2s− 1/2) , where A(s) = 1/(1+
√
piΓ(s−1/2)/Γ(s)).
(2.4)
Lemma 2.1. The functional equation satisfied by A(s) is
A(1 − s) = 1
1 + tan(pis) (1/A(s+ 1/2)− 1) . (2.5)
The asymptotic expansion for A(s) when |s| is large associated with (2.4) is:
A(s) ∼ 1/
[
1 +
√
pi
s− 1/2
(
1 +
1
8(s− 1/2) +
1
128(s− 1/2)2 −
5
1024(s− 1/2)3 +O
(
1
(s− 1/2)4
))]
(2.6)
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Proof. The functional equation (2.5) follows from the definition (2.4), together with
the functional equation for the Γ function. The asymptotic expansion (2.6) follows
from Stirling’s formula.
Theorem 2.2. The analytic function ∆6(s) obeys the functional equation
∆6(1− s) = F6(s)∆6(s), (2.7)
where
F6(s) = D(s)D(1 − s) . (2.8)
It is monotonic decreasing along the positive real axis, after its first-order pole at
σ = 1. On the negative real axis, it has an infinite sequence of first-order zeros at
σ = −2n,−2n− 1/2 where n = 0, 1, 2, . . .. It has first-order zeros at 1/2 and 3/4.
There are also first-order poles, which occur in pairs in intervals (−2n,−2n+1/2).
Its phase on the critical line, apart from phase jumps occurring at its zeros and
poles there, is well approximated for large t by
arg∆6(
1
2
+ it) ∼ −pi
8
+
√
pi/(2t)(
1 +
√
pi/(2t)
) (modulo pi). (2.9)
Proof. The functional equation for ∆6(s) follows readily from equation (2.3), which
has been written in the form of a numerator which is symmetric under interchange
of s and 1−s, and the first factor in the denominator which has the same symmetry.
We can rewrite the expression (2.8) using equations (2.3) and (2.5):
F6(s) = Γ(s)Γ(3/4− s)A(1 − s)
Γ(1− s)Γ(s− 1/4)A(s)
=
Γ(s)Γ(3/4− s)
Γ(1− s)Γ(s− 1/4)A(s)
[
1 + tan(pis)
(
1
A((s+1/2) − 1
)] . (2.10)
The single pole to the right of σ = 1/2 is that of the function ξ1(2s − 1) in
the numerator of (2.2). Poles and zeros to the left of σ = 1/2 then follow from the
form (2.10) for F6(s): the zeros are at the poles in the numerator of Γ(1 − s) and
of tan(pis), while half the poles are due to the factor Γ(3/4− s) in the numerator,
the other half being given by the roots of the equation
tan(pis)
(
1
A((s+ 1/2) − 1
)
= −1. (2.11)
The first-order expansion of ∆6(s) near its zero at s = 1/2 is:
∆6(1/2 + δs) =
(3γ − 2 log(2pi) + ψ(1/2))
2ζ(1/2)
δs+O[(δs)2]. (2.12)
Similarly, near the zero at s = 3/4,
∆6(3/4 + δs) =
2(
√
piΓ(1/4)ζ(1/2) + Γ(3/4)ζ(3/2))√
piΓ(1/4) + Γ(3/4)
δs+O[(δs)2]. (2.13)
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On the critical line, from (2.7) and (2.8) (modulo pi) :
arg∆6(1/2 + it) =
1
2
argF6(1/2 + it) = argD(1/2 + it). (2.14)
Using (2.4), this gives
arg∆6(1/2 + it) = argΓ(1/2 + it)− argΓ(1/4 + it)− argA(1/2 + it). (2.15)
Using Stirling’s formula in (2.15) yields (2.9).
Graphical examples of the behaviour discussed in Theorem 2.2 can be found in
Fig. 1.
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Figure 1. Top:Plots of ∆6(σ) along the real axis: at left, a linear plot for σ > 0 and at
right a logarithmic plot of its modulus for σ < 0. Bottom: a plot of arg∆6(1/2+ it) (blue
line, with phase jumps at zeros and poles; red line, the approximation (2.9).
In Fig. 2, phase and amplitude contour plots are given for ∆6(s) in t > 0 and
σ > 2. The phase contours shown correspond to values near zero, with the lines
corresponding to phase zero separating light green regions from light blue regions.
The similar, but vertically-shifted, contours of constant amplitude at right have
amplitude unity at the lines separating light green regions from light blue regions.
These contours are the subject of the next theorem.
Theorem 2.3. The only lines of constant phase of ∆6(s) which can attain σ =∞
are equally spaced, and have interspersed lines of constant modulus. All such lines
of constant phase which reach the critical line do so at a pole or zero of ∆6(s).
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Figure 2. Contour plots of the phase of ∆6(s) (left) and its amplitude (right).The regions
corresponding to the green colour for σ large correspond to negative arguments (left)
and amplitudes less than unity (right), while the blue colour regions indicate positive
arguments (left) and amplitudes in excess of unity (right).
Proof. The proposition is true for t not large compared with unity on the basis of
numerical evidence (see Fig. 2).
The leading terms in equation (2.4) come from the expansion for A(s) (see
(2.6))and the resulting expansion for 1−A(s):
1−A(s) =
√
pi
s−1/2
(
1 + 18(s−1/2) +
1
128(s−1/2)2 − 51024(s−1/2)3 +O
(
1
(s−1/2)4
))
[
1 +
√
pi
s−1/2
(
1 + 18(s−1/2) +
1
128(s−1/2)2 − 51024(s−1/2)3 +O
(
1
(s−1/2)4
))] .
(2.16)
These are combined with the series valid in σ > 1 for ζ(s):
ζ(s) = 1 +
1
2s
+
1
3s
+ . . . , (2.17)
adapted to the three different arguments present in equation (2.4). The result is
∆6(s) = 1 +
1
22s
(
1−√2 +
√
pi
s− 1/2
)
+
1
32s
(
1−√3 + 2
√
pi
s− 1/2
)
+ . . . .
(2.18)
From (2.18) the leading terms in the expansion of ∆6(s) are
∆6(σ + it) ∼ 1 + e−σ ln 4
{(
1−√2 +
√
pi
2t
)
cos(t ln 4)−
√
pi
2t
sin(t ln 4)
−i
[√
pi
2t
cos(t ln 4) + sin(t ln 4)
(
1−
√
2 +
√
pi
2t
)]}
(2.19)
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Thus, the lines of constant phase zero of ∆6(σ + it) are to leading order, if t >> σ
and σ > 2, given by
tan(t ln 4) =
√
pi
2t√
2− 1−√ pi2t . (2.20)
These occur at values tending to npi/ ln 4 for integer n as t increases. The lines of
amplitude unity of ∆6(σ + it) are to leading order given by
cos(t ln 4) = 0, t = (n+
1
2
)/ ln 4. (2.21)
The lines of constant amplitude unity lie halfway between the lines of constant
phase zero, to leading order.
The lines of constant phase which reach σ = ∞ are from (2.19) lines of phase
zero. From equation (2.9), these can only intersect the critical line at a pole or zero
of ∆6(s). The consideration as to whether all such lines must intersect the critical
line is left to the next theorem.
981 982 983 984 985
1
2
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4
Figure 3. (Left) Plot of the modulus of the amplitude of ∆6(1/2 + it) for t between 980
and 985. (Right) A quadrant plot of the phase of ∆6(σ + it) for t in the same range and
for σ lying between 0.2 and 0.8. Phase is indicated by colour, with yellow denoting the
first quadrant, red the second, purple the third and light blue the fourth.
Plots of amplitude and phase of ∆6(s) are given in Fig. 3. The range chosen
for the amplitude plot along the critical line shows both typical behaviour of zero
succeeded by pole, and atypical behaviour of two poles occurring in succession,
followed by two zeros in succession. The amplitudes range around unity, unlike the
strong exponential behaviour of functions like ξ1(1/2+ it), as a consequence of the
balanced definition (2.2). The phase plot in Fig. 3 shows a single connected region
to the left of σ = 0.3, corresponding to the fourth quadrant. The first quadrant
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Figure 4. (Left) Detail from Fig. 3 showing phase distributions of ∆6(s)with the sequence
of zeros (Z) and poles (P) being (from bottom to top) ZPPZ. (Right) Quadrant phase
plots for ∆6(s) in the neighbourhood of the real axis.
regions break up into ”islands” in the region where two successive poles occur,
followed by two successive zeros.
More detail of the phase plot of ∆6(s) in the ”island” region is given at left in
Fig. 4. At right, quadrant phase plots are given for the region near the real axis.
Running from left to right, the sequence of zeros and poles is: ZPPZPZZP. Two
zeros of the derivative of the amplitude function occur splitting the PP pair, and
the ZZ pair.
A broader view of the differences in the behaviour of ∆6(s) distinctly to the left
of the critical line and distinctly to its right is afforded by a comparison of Figs. 2
and 5. These show amplitude and phase in two regions connected by a reflection in
the critical line. They are connected by an application of the functional equation
(2.7) and a sign reversal of the phase (i.e., a complex conjugation). The strong
differences in the morphology of phase and amplitude contours is dictated by the
behaviour of the factor F6(s) in (2.7).
Theorem 2.4. For large |s| the function F6(s) has the asymptotic expansion
F6(s) ∼
√
2
1 + cot(pis)
(
1− 1
16s
− 15
512s2
− 75
8192s3
+ . . .
)
1 + TD(s)
1 + tan(pis)TD(s+ 1/2)
(2.22)
where
TD(s) =
√
pi
s− 1/2
(
1 +
1
8(s− 1/2) +
1
128(s− 1/2)2 −
5
1024(s− 1/2)3 +O
(
1
(s− 1/2)4
))
.
(2.23)
In consequence, in σ < −2, t > 2, the absolute value of ∆6(s) exceeds unity, and
its phase lies in the fourth quadrant. Also, all lines of phase zero of ∆6(s) coming
from σ =∞ intersect the critical line.
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Figure 5. Contour plots of the phase of ∆6(s) (left) and its amplitude (right).The phase
contours correspond to values decreasing from 0 (bottom right) to -0.35 (top left) in steps
of 0.05. The amplitude contours correspond to values decreasing from 1.3 (bottom left) to
1.05 (top right) in steps of 0.05.
Proof. To derive equation (2.22), we use equations (2.10) and (2.6), the latter being
A(s) ∼ 1/(1 + TD(s), using the notation (2.23). The ratio Γ(3/4 − s)/Γ(1 − s) is
rewritten using the functional equation for Γ(s). One arrives at the ratio of gamma
functions Γ(s)2/(Γ(s− 1/4)Γ(s+1/4)), for which the asymptotic expansion occurs
in brackets in (2.22).
The leading term in the phase of F6(s) comes from
√
2/(1+cot(pis), which for t
large gives exp(ipi/4) times terms which are exponentially close to unity. The next
contribution to the phase comes from the ratio involving the TD terms. Taking the
leading term for this ratio, we arrive at
argF6(s) ∼ pi
4
−
√
2pi/t
1 +
√
pi/(2t)
, for σ > 1/2, t >> 1. (2.24)
This algebraic term dominates the exponentially varying terms in ∆6(s) for σ > 2,
meaning the phase of ∆6(1− σ + it) varies in a way controlled by − argF6(s), and
so lies in the fourth quadrant, in keeping with Figs. 3 and 5.
The analysis of the variation of the modulus of F6(s) is more delicate than that
of its phase. The leading asymptotic terms come from the last factor in (2.22),
which is to good accuracy [1 + TD(s)]/[1 + iTD(s + 1/2)]. The expansion of the
modulus of F6(s) is then
|F6(s)| ∼
∣∣∣∣∣∣1 +
(1− i)
(√
pi/s− ipi/s
)
1 + pi/s
∣∣∣∣∣∣ . (2.25)
Thus, when t >> σ and σ is positive and not small, |F6(s)| > 1, and it tends
to unity from above as t increases. Once again, the algebraic behaviour of |F6(s)|
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dominates the exponential behaviour of ∆(s), so that |∆6(1 − s)| > 1 for t large
and positive, and σ above and not close to the real axis.
The final statement to be proved is that all lines of phase zero coming from
σ =∞ reach the critical line. For large σ, the lines of phase zero mark the boundary
between regions in which the phase of ∆6(s) lies in the fourth quadrant (on one
side of the line) and the first quadrant (on the other side). The amplitude of ∆6(s)
in this region is given from (2.18) by 1+(−1)n(1−√2)/4σ, and thus increases as σ
decreases for n odd, and decreases for n even. The amplitude is a monotonic function
of σ, and must continue to behave monotonically even when σ is insufficiently large
for (2.18) to be accurate. Indeed, if say the amplitude were decreasing, and then
started to increase, the lines of constant amplitude forming around the central line
of constant phase would have to form closed loops, not possible unless zeros and
poles of ∆6(s) lay within the loops. A similar argument of course applies to the
case of increasing amplitude along the line of zero phase.
Turning now to the lines of constant amplitude of unity, on one side the ampli-
tude exceeds unity, and on the other it is less than unity. The phase of ∆6(s) along
these lines in the region of large σ is given by −(−1)n(1−√2)/4σ, and so lies in the
fourth quadrant for n odd, and in the first for n even. It increases monotonically
in its magnitude as σ decreases, and again this conclusion holds true even if σ is
insufficiently large for (2.18) to be accurate.
For a line of phase zero coming from infinity not to reach the critical line, lines
of constant phase and amplitude would have to curve upwards and run towards
t = ∞, and they would have to do that everywhere above the starting value of
t. (Otherwise, they would cut subsequent regions of lines of constant phase and
amplitude heading towards the critical line, requiring the presence of accumulation
points of zeros and poles in the finite part of the plane, not in keeping with the
analyticity of ∆6(s).) However, such lines coming from σ =∞ would require, from
the functional equation (2.7) corresponding lines to exist mirrored about σ = 1/2.
Such lines on the right would have phases in the first and fourth quadrants, and on
the left their phase values for |s| >> 1 would lie in the interval [−5pi/8, 3pi/8].
The lines of constant amplitude are symmetric under s → 1 − s if |s| >> 1.
This means sets of lines of constant amplitude are required to start in σ < 1/2 at
high t values and proceed as σ decreases towards smaller values of t. This gives a
contradiction, since the lines of constant amplitude curving up towards the critical
line correspond to amplitudes both larger and smaller than unity, while amplitudes
in σ < 1/2 and t not small are restricted to amplitudes exceeding unity. In summary,
lines of constant amplitude and phase curving up towards infinite t near the critical
line are ruled out by the asymptotic behaviours of ∆6(1 − σ + it) for large σ and
for large t.
Corollary 2.5. The lines of constant phase coming from σ =∞ and reaching the
critical line all correspond to strictly the same phase (i.e. their phase is zero, not
zero modulo 2pi)
Proof. All lines of ”phase zero” (meaning possibly zero modulo 2pi) of ∆6(s) coming
from σ = ∞ reach the critical line. Thus, an infinite number of intervals of t with
∆6(σ + it) in the fourth quadrant exist for each value of σ down to σ = 1/2, and
similarly an infinite number of intervals of t with ∆6(σ + it) in the first quadrant
exist for each value of σ down to σ = 1/2. As σ decreases, intervals with the phase
Article submitted to Royal Society
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lying in the second and third quadrants may also appear, with the strips in the
second quadrant then bordered by strips in the first and third quadrants, and strips
in the first quadrant bordered by strips in the second and fourth quadrants. (The
occurrence of phase intervals in the second and third quadrant would be required
by the failure of the Riemann hypothesis, or by the occurrence of zeros of order two
or greater of ξ1(s).) From equation (2.9), the critical line between poles and zeros
has phase either in the fourth or second quadrants. In an interval of t running from
a zero up to a pole, |∆6(σ + it)| is increasing with t, so by the Cauchy-Riemann
equations, ∂ arg∆6(σ + it)/∂σ < 0 there. Conversely, in an interval from a pole up
to a zero, ∂ arg∆6(σ+it)/∂σ > 0 and lines of constant phase greater than the phase
on the critical line in that segment spread to the right of the critical line, while lines
of constant but lower phase go left. In this second case, then, the intervals of phase
in the fourth quadrant continue smoothly across the critical line, with a similar
argument applying in the first case. Thus, the fourth quadrant region bridges the
critical line, from its algebraic region to its left, to the exponential region to its
right. In the algebraic region, there is no ambiguity of phase, with the phase always
lying in the fourth quadrant and being controlled by the phase of F6(s). We can
thus link the uniquely specified phase in the fourth quadrant in σ << 1/2 to that
in σ >> 1/2, which proves the result.
3. The Riemann Hypothesis for ζ(2s− 1/2)
Using Theorem 2.4, the argument of I can be followed, to prove the equivalent of its
Theorem 4.3. In the case of ∆6(s), it is known from III that the numerator function
T+(s) obeys the Riemann hypothesis.
Theorem 3.1. Given that the function T+(s) obeys the Riemann hypothesis, then
ζ(2s− 1/2) obeys the Riemann hypothesis.
Proof. Consider lines L1 and L2 in t > 0 along which the phase of ∆6(s) is zero.
Join these lines with two lines to the right of the critical line along which σ is
constant. Then the change of argument of ∆6(s) around the closed contour C so
formed is zero, so by the Argument Principle the number of poles inside the contour
equals the number of zeros. Each non-trivial zero is formed by a zero of T+(s), and
as there are no such zeros within C there can be no zeros of ζ(2s− 1/2) within C.
These arguments prove the theorem in the region to the right of the critical line
lying between lines of zero phase of ∆6(s), with the result to the left of the critical
line then guaranteed by the functional equation (2.7) .
To complete the proof one must show that any point in the region σ > 1/2,
t > 0 is enclosed between lines of phase zero of ∆6(s) coming from σ =∞. This is
evidently the case, since several such lines just above t = 0 are shown in Fig. 2. In
addition, for any σ > 1/2 the infinite number of such constant phase lines cannot
cluster into a finite interval of t, since that would indicate an essential singularity
of ∆6(s) for that σ.
Theorem 3.2. Given the Riemann hypothesis holds for ζ(s) and T+(s), then given
any two lines of phase zero of ∆6(s) running from σ = ∞ and intersecting the
critical line, the number of zeros and poles of ∆6(s) counted according to multiplicity
and lying properly between the lines must be the same.
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Proof. Consider a contour composed of two lines of phase zero, the segment between
them on the critical line, and a segment between them on the interval σ >> 1. The
total phase change around this contour is strictly zero, since the region σ >> 1 has
the phase of ∆6(σ + it) constrained to be close to zero. Let Pu = (1/2, tu) be the
point at the upper end of the segment on the critical line, and Pl = (1/2, tl) be the
point at the lower end.
The total phase change between a point approaching Pu on the contour from
the right and a point leaving Pl going right is, by construction, zero. This phase
change is made up of contributions from the changes of phase at the zero or pole
Pu, from the zero or pole Pl, from the Nz zeros and Np poles on the critical line
between Pu and Pl, and from the phase change between the zeros and poles. In
this list, the first phase change is φ6(tu), the phase of ∆6(s) on the critical line just
below tu. The second change is −φ6(tl), where φ6(tl) is the phase of ∆6(s) just
above tl. Giving zero n a multiplicity zn, and pole n a multiplicity pn, the phase
change at the former is −pizn and at the latter pipn. The phase change between
zeros and poles is φ6(tl)− φ6(tu). Hence the phase difference is
φ6(tu)− φ6(tl)− pi

 Nz∑
n=1
zn −
Np∑
n=1
pn

+ φ6(tl)− φ6(tu) = 0, (3.1)
leading to
Nz∑
n=1
zn =
Np∑
n=1
pn, (3.2)
as asserted.
Corollary 3.3. Given the Riemann hypothesis holds for ζ(s) or L−4(s), if all zeros
of ζ(s) on the critical line have multiplicity one, the numbers of zeros and poles on
the critical line between any pair of lines of phase zero of ∆6(s) coming from σ =∞
are the same. The distribution functions for zeros of T+(s) and ζ(2s− 1/2) on the
critical line must then agree in all terms which do not go to zero as t→∞.
Proof. The first assertion is a simple consequence of theorem 3.2. The second also
follows from theorems 3.2 : the number of zeros and poles between successive zero
lines coming from σ =∞match for all such pairs of lines. There are no zeros or poles
on the critical line before the first line of phase zero off the real axis coming from
σ = ∞, so the distribution functions of zeros of the numerator and denominator
of ∆6(s) must then agree exactly at the infinite set of values of t corresponding to
the intersection points above this first line, and in neighbourhoods including each
member of the set. This precludes those distribution functions differing by terms
which do not go to zero as t→∞.
From Titchmarsh and Heath-Brown (1987), given the Riemann hypothesis holds
for ζ(s), the distribution function for its zeros on the critical line is
Nζ(
1
2
, t) =
t
2pi
log(t)− t
2pi
(1 + log(2pi)) + Iζ(
1
2
, t) + Fζ(
1
2
, t), (3.3)
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where the functions I and F denote the sums of all terms which go to infinity as
t→∞ or which remain finite, respectively. Hence,
Nζ(
1
2
, 2t) =
t
pi
log(t)− t
pi
(1 + log(pi)) + Iζ(
1
2
, 2t) + Fζ(
1
2
, 2t), (3.4)
From the result of corollary 3.3, for the distribution function of the zeros of T+(s)
on the critical line, it follows that
N+(
1
2
, t) =
t
pi
log(t)− t
pi
(1 + log(pi)) + I+(
1
2
, t) + F+(
1
2
, t), (3.5)
where
Iζ(
1
2
, 2t) = I+(
1
2
, t). (3.6)
Thus, the distribution function for the zeros of ζ(s) determines that for T+(s), in
all important terms.
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Appendix: Constraints on Counterexamples
Counterexamples provide a useful way of checking proofs, and also of understand-
ing the assumptions on which they rely. In Section 2, three important properties
were listed which were satisfied by the definition of ∆6(s). The results given in
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Sections 2 and 3 will be illustrated briefly here using numerical examples based on
algebraic modifications of ∆6(s), which might be considered capable of providing
counterexamples.
The first modification illustrated consists of inserting zeros off the critical line in
the denominator of ∆6(s), in such a way as to preserve its functional equation. The
zeros of the denominator are artificially inserted using the multiplicative factor:
D6(s) = (s− s0)(s− (1− s0))(s− s0)(s− (1− s0)), (3.1)
with s0 specifying the additional zero, chosen to lie off the critical line. The results
of this modification are shown in Fig. 6. The extra zeros in the denominator have
destroyed source neutrality, resulting in the pause regions corresponding to quad-
rants 1, 2 and 3 becoming extended far to the left of the critical line, in a way
not permitted by the asymptotic result inTheorem 2.4. The destruction of source
neutrality also results in the region of phase corresponding to the fourth quadrant
becoming multiply rather than simply connected.
Figure 6. Contour plot of the phase of ∆6(s), with its denominator having artificial
off-axis zeros introduced as described in equation (3.1). Here s0 = 0.45 + 983.5i.
The second modification exemplified consists of restoring source neutrality, by
multiplying the numerator of ∆6(s) by a factor introducing four zeros on the critical
line:
N6(s) = (s− s1)(s− s2))(s − s1)(s− s2), (3.2)
with s1 and s2 chosen on the critical line, close to the off-axis zeros of the denomi-
nator. As shown in Fig. 7, this modification gives an isolated region containing the
two off-axis poles of ∆6(s) and the two on-axis zeros. The phase region correspond-
ing to quadrant 4 is simply connected once more, but first quadrant phase region
no longer extends to σ =∞, as required by Theorem 2.3.
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Figure 7. Contour plot of the phase of ∆6(s), with its denominator having artificial off-axis
zeros introduced as described in equation (3.1), and its numerator having a compensating
number of on-axis zeros introduced as described in equation (3.2). Here s0 = 0.45+983.5i,
s1 = 1/2 + 983.3i and s2 = 1/2 + 983.7i .
Thus, neither modification described provides an appropriate form for a le-
gitimate counterexample. The failure of both is independent of the choice of the
complex parameters. Indeed, the modification factor in the second case has the
expansion if s→∞ of
N6(s)
D6(s) = 1−
2δσ20 + t
2
1 + t
2
2 − 2t20
s2
+O(1/s4). (3.3)
Here s0 = 1/2 + δσ0 + it0, s1 = 1/2 + it1, s2 = 1/2 + it2. If the coefficient of the
term in 1/s2 is required to be zero giving the required value of t0, the expansion
becomes
N6(s)
D6(s) = 1−
(4δσ20 + (t1 − t2)2)(4δσ20 + (t1 + t2)2)
4s4
+O(1/s6). (3.4)
This algebraic term has a coefficient of the term in 1/s4 which can never be zero.
Thus, the second modified form is always incompatible with the exponential be-
haviour of ∆6(s) as s→∞.
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