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I. INTRODUCTION 3
Capital flow volatility is a major source of concern for macroeconomic and financial stability in emerging market and developing economies (EMDEs). Over the last three decades, the emerging economies have liberalized their capital accounts and have become more integrated in international financial markets. However, as the Global Financial Crisis (GFC) has shown, reaping the benefits of capital account liberalization while containing the associated risks remains a key challenge for many countries for several reasons.
First, EMDEs tend to receive capital flows that, even in net terms, are large relative to their domestic economies and overall absorptive capacity in terms of the size and depth of their financial systems. By looking at data over the last 20 years, international capital gross inflows to EMDEs have experienced a remarkable rise from the mid-1990s to the first half of 2000s, reaching a peak of, on average, 12% of GDP for gross inflows and 6% for net inflows in 2007. Within this broader trend, the patterns of net inflows to EMDEs is mainly determined by gross inflows, as capital flows to EMDEs have been generally driven by foreign investments into domestic assets, while the amount of domestic investments abroad have played a smaller role. 4 Second, EMDEs are more vulnerable to shocks, partly because their economies are smaller and less diversified, and because they have less domestic economic and political stability. In addition, shocks of any kind-positive or negative, domestic or external-are exacerbated and propagated more easily in EMDEs because of structural and institutional characteristics. Indeed, following the GFC in 2008, inflows to EMDEs dropped sharply in 2008 to an average of -6% of GDP (for both gross and net inflows) and regained their upward momentum in 2009, only to fall again in late 2011, as the peripheral Euro Area sovereign debt crisis intensified, getting to another slowdown over the period 2014-2016. Finally, in light of what mentioned above, the GFC has prompted new concerns that flows to EMDEs are overly sensitive to some global (push) factors that are beyond the influence of domestic policies.
Given all this, financial integration poses serious challenges to economic and financial sector stability in EMDEs. 5 To the extent that there exists a positive link between the stability of capital 3 We would like to thank Michael Bordo, Roberto Chang, Varapat Chensavasdijai, Martin Kaufman, Robin Koepke, John Landon-Lane, Sarah Sanya, seminar participants at the IMF, participants at the 10 th RGS Doctoral Conference, at the 21 st ICMAIF, at the INFER 19 th Annual Conference, at the 34 th GDRe Symposium on Banking and Finance, at the IFABS 2017 Oxford Conference and at the 70 th European Meeting of the Econometrics Society for their helpful suggestions and comments. This paper was prepared while Swarnali Ahmed Hannan was an economist and Maria Sole Pagliari was a summer intern in the Strategy, Policy and Review Department at the IMF. All remaining errors are ours.
flows and economic growth (see Easterly, Islam, and Stiglitz 2001 and Ramey and Ramey 1995) , maintaining a steady stream of capital flows is a policy priority in most EMDEs.
In this regard, the composition of the financial account is another crucial aspect to consider 6 . While FDI represent the majority of capital inflows for EMDEs, the surge and the subsequent collapse in inflows during the GFC was mainly driven by shorter-term instruments like other investment flows, and, among the latter, bank flows. Even the post crisis pick-up in capital flows was led by debt-creating (bank and portfolio debt) instruments, with some reversals between 2014 and 2016. Therefore, policymakers should also pay particular attention to the potential portfolio rebalancing effects, when evaluating different policies aimed at increasing financial stability.
The existing empirical literature on the volatility of capital flows can be classified into two strands. 7 The first strand focuses on analyzing the difference in volatility between the capital flows to emerging and advanced economies. For instance, Rigobon and Broner (2005) show that the higher volatility in EMDEs is primarily due to these economies' propensity to build up imbalances, which generates more persistent shocks and a higher likelihood of international contagion. Similarly, Alfaro et al. (2007) emphasize the importance of domestic factors, such as institutional quality and the soundness of macroeconomic policies, in explaining volatility differences.
The second strand focuses on the impact of financial integration on volatility. Neumann et al. (2009) show that financial integration tends to increase the volatility of FDI in emerging economies, while reducing that of other debt flows in mature economies. Bekaert and Harvey (1997) , Lagoarde-Segot (2009) and Umutlu et al. (2010) , by focusing on prices rather than quantities, conclude that financial liberalization reduces the volatility of stock market returns in emerging economies.
8 Broto et al. (2011) analyze the determinants of the volatility of various types of net capital inflows to EMDEs, by using annual data over the period . Their main finding is that, since 2000, global factors have become increasingly significant relative to countryspecific drivers. However, they also identify some domestic macroeconomic and financial factors that appear to reduce the volatility of certain instruments without increasing that of the others. In another study, Byrne and Fiess (2016) , using data until 2008Q4, show how the volatility of capital inflows to emerging markets is mainly driven by the US long-term interest rates and the real commodity prices. Despite being a focus of policymakers, capital flow volatility is usually quantified in policy and academic discussions using a crude measure of standard deviation of flows 6 The three instruments that are usually closely monitored are: 1) Foreign Direct Investments (FDI), "a category of cross-border investments associated with a resident in one economy having control or a significant degree of influence on the management of an enterprise that is resident in another economy"; 2) Portfolio flows, "defined as cross-border transactions and positions involving debt or equity securities, other than those included in direct investment or reserve assets"; 3) Other flows, "a residual category that includes positions and transactions other than those included in direct investment, portfolio investment, financial derivatives and employee stock options, and reserve assets", classified in government-related flows and private flows (bank and non-bank flows). Definitions are taken from the sixth edition of the Balance of Payments and International Investment Position Manual (BPM6).
7 Previous theoretical contributions include Bacchetta and Van Wincoop (1998) , Aghion et al. (2004) and Martin and Rey (2006) . over a specified period. Given the importance of this issue, a better understanding of volatility in capital flows is warranted. This paper aims to provide a deeper understanding of volatility of capital flows by contributing to the existing literature along three important dimensions: 1) Measurements: The first step of this study consists of deriving measures that can accurately describe volatility. Our paper provides capital flow volatility measures using three methodologies: rolling window standard deviation, GARCH(1,1) conditional variance and ARIMA(1,1,0) estimates. Our approach is similar to Engle et al. (2005) and Broto et al. (2011) but we make some methodological modifications.
2) Determinants: In order to pursue policies to increase resilience and help manage capital flow volatility, it is important to understand the drivers of capital flow volatility. We perform panel regressions to understand what are the key variables driving volatility, by disentangling between, on the one hand, global or push factors and, on the other hand, domestic or pull factors. The approach adopted here is built upon the theoretical model provided by Devereux and Sutherland (2009) who, using a two-country DSGE model with portfolio choice, derive a linear relationship between gross capital flows, productivity, measures of monetary policy, price levels, excess returns and valuation risks in both home and foreign economies.
3) Components: Compared to Broto et al. (2011) , we analyze the evolution of volatility across a larger number of instruments. In particular, the high level of granularity of our dataset allows us to achieve a greater precision in the study of particular categories of flows.
Using quarterly data over the period 1970Q1-2016Q4, we build three measures of volatility to document its evolution over time. Our computed measures for gross inflows in EMDEs suggest that portfolio and other investments are respectively around two and four times more volatile than FDI. In addition, amongst portfolio flows, portfolio debt is more volatile than portfolio equity. For other investment flows, private flows are much more volatile than the official sector ones. Within private flows, bank flows usually tend to be more volatile than non-bank flows, but there are periods where this does not hold.
For policymakers, it is not only the level of volatility but also the changes in volatility over time that matter. Our computed measures suggest that, after a spike during the GFC, capital flow volatility in EMDEs is now back to pre-crisis levels. However, volatility has sharply risen in response to some after-crisis global shocks, particularly during the taper tantrum episode. There exists, however, a degree of heterogeneity in the results, depending on the type of flows targeted. The volatility estimates for FDI present an upward trend before the GFC and a downward (and steadier) trend afterwards. The volatility estimates for portfolio tend to hover around the long-run averages, while that of other investments display the highest volatility among all instruments.
One of the major contributions of our paper is that we produce capital flow volatility estimates, both for total flows and different instruments, for 33 individual countries across four regions. 9 We then use the volatility estimates at the country level to run panel regressions with the aim of understanding the determinants of volatility. Our regression analysis shows that push factors like the US monetary policy stance, US economic performance, and global risk aversion have influenced the volatility of capital flows in EMDEs to a greater extent than domestic and structural variables. However, certain pull factors have become relevant since the Global Financial Crisis.
The remainder of this paper is structured as follows: Section II contains an overview of the methodological approaches adopted and analyzes the evolution of volatility of capital flows over time, across instruments and countries; Section III identifies the main drivers of volatility via panel regressions; Section IV concludes.
II. VOLATILITY MEASURES
The first way to expand the existing literature is to build a dataset with broader coverage, in terms of time period, frequency and instruments. The empirical papers previously cited use annual data and do not cover all the different categories included in the balance of payments. Our paper uses quarterly data, spanning from 1970Q1 to 2016Q4, and encompasses a wider set of capital flow instruments. 10 These features allow us to carry on a more in-depth analysis of how volatility has evolved both over time, across countries and across instruments.
A. Methodology
In order to produce reliable estimates of capital flow volatility, we consider three approaches, building on Engle and Gonzalo Rangel (2008) and Broto et al. (2011) :
I. Standard deviations over a rolling window (RW)
This consists of the standard deviation of capital flows computed over a rolling window as follows: and '()* "+ denotes capital flows in country i in period k. In these computations, n = 4 quarters.
As mentioned in Broto et al. (2011) , there are some caveats associated with this measure: a) there is a loss of data at the beginning of the sample, whose entity depends on the window length (n); b) ! "# is strongly persistent and this might entail problems of endogeneity and serial correlation; c) the same weights are assigned to '()* "(#0%) and '()* "#0(&0%) , which overly smooths volatility. As a result, volatility might be underestimated when a shock takes place and overestimated thereafter, compared to other measures.
II.

Estimated standard deviations produced by a GARCH(1,1) model
The second alternative measure makes use of estimated conditional volatilities of a GARCH(1,1) model. The process is defined as follows:
! "# . = 6 7 + 6 % y "(#0%)
. + 6 . ! "(#0%)
.
, where 4 "# ≡ ∆'()* "# , 5 "# is a Gaussian white noise process and ! "# . is the corresponding conditional variance. This measure, however, has its own drawbacks. Notably: a) data scarcity might lead to convergence errors; b) Maximum-Likelihood estimates for small samples contain biases; c) stationarity and positivity of estimates require that 6 % + 6 . < 1, 6 7 > 0, 6 % > 0 and 6 . > 0. If these conditions are violated for some country i, then the model fails to produce valid estimates for that country; d) in some cases, the residuals do not present ARCH effects and that makes the GARCH model not suitable.
III. Estimated standard deviations produced by an ARIMA(p,1,0) model
The third measure is given by the standard deviation of the residuals obtained after fitting an ARIMA(p,1,0) to the data. 11 Notably, we first estimate the residuals from the following AR(p) process:
Then, a test is performed to detect the presence of any ARCH effects in the residuals. If the null hypothesis of heteroscedasticity is rejected:
otherwise conditional volatility is estimated by fitting a GARCH(1,1) model to the residuals. The heteroscedasticity checks on the ARIMA residuals constitute a contribution to the reference literature (e.g. Broto et al. 2011 ), as we deem this further step to be helpful in improving the robustness of the resulting estimates vis-à-vis possible misspecifications. Moreover, this procedure is useful in addressing the shortcomings related to the GARCH(1,1) approach explained above. For these reasons, we prefer the ARIMA estimates and use it as the benchmark measure in our regression analysis.
B. Evolution of Volatility over Time
Using the volatility estimates from the three approaches, this section considers how the volatility of capital flows has evolved over time. We first look at the aggregate flows for EMDEs, 12 and, then, we study the evolution of volatility for the single components of gross inflows. Figure 1 shows the evolution of capital flow volatility using the three different measures. The charts clearly show that RW underestimated the spike in volatility at the onset of the crisis and overestimated the fall in volatility following the end of the crisis. This underscores the need for going beyond the crude RW measure. Comparing the three measures, the GARCH estimates tend to lag slightly behind the RW and the ARIMA, and are on average higher than the estimates produced by the other two approaches. However, broadly speaking, the three estimates show similar results.
Total Flows
Looking at the volatility of gross inflows and gross outflows in EMDEs separately, the volatility of inflows is on average higher than outflows, thereby driving up the volatility of net flows. An interesting question is how the volatility has fared since the GFC 13 , especially in EMDEs. The charts show that, barring several spikes, the biggest one corresponding to the GFC, the current level of volatility is comparable to the pre-crisis average. However, EMDEs volatility has been prone to bouts, as it has risen during global risk off episodes. In particular, the volatility spiked up during the taper tantrum episode. These bouts of increase in volatility thus remain a policy challenge for EMDEs, particularly in the current context of capital flow slowdown (IMF 2016a,b) , where even small swings in flows can lead to substantial net outflows or sudden stops 14 . To check for the presence of any effective difference, we perform some tests to detect whether the mean value of the estimates has significantly changed after the GFC compared to the pre-crisis period. Table 1 reports the results for the Geweke's separated partial means test performed over the three different measures.
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As it can be noticed, there is no statistically significant difference in volatility means before and after the GFC and this result is consistent across flow types and methodologies 16 . Nonetheless, as already highlighted in the previous section, there exist some fundamental divergences in the dynamics of individual components (or instruments) of the financial account. It is therefore necessary to extend the analysis to single instruments as well. 
RW
Individual Components
Even if EMDEs are moving towards a greater financial integration, they still attract inflows from foreign investors that more than outweigh investments of domestic agents abroad.
17 Our paper focuses primarily on the analysis of the volatility and its determinants for gross inflows, as evidence suggests these are of greater importance for EMDEs.
18 Figure 2 shows the evolution of volatility for individual components of EMDEs gross inflows. Portfolio and other investment flows are around two and four times, respectively, more volatile than FDI. Among portfolio flows, portfolio debt is more volatile than portfolio equity. These results are in line with literature showing that equity flows, both FDI and portfolio equity, are generally less volatile.
Looking at the evolution of each instrument, the volatility estimates for FDI present an upward trend before the GFC and a downward (and steadier) trend afterwards. However, volatility has been picking up after 2015. For portfolio, GARCH and ARIMA estimates are higher than RW, in particular as far as portfolio equity instruments are concerned. Broadly speaking, there is not a defined trend and estimates tend to hover around the long-run averages. However, the volatility for these instruments is slightly lower in the subsample 2009-2016. As to portfolio equity, the ARIMA and RW estimates highlight a slight upward trend for volatility until the GFC and a downward trend thereafter. What is more interesting to notice, anyways, is the behavior of volatility of portfolio debt flows, as there is a break point in estimates at the end of 2009. After this date, indeed, volatility has drastically dropped, in particular during the period 2014-2015, and has been subjected to fewer and less ample swings than before 19 .
Finally, other investments display the highest volatility estimates among all instruments. Even in this case, GARCH produces higher values than the other approaches.
The volatility of individual components can help track down the dynamics underlying the evolution of volatility of total capital flows. With this purpose, Figure 3 plots the ARIMA estimates of total inflows together with the individual components. Positive changes in volatility are, broadly speaking, driven primarily by increases in the volatility of other investments, followed by the volatility of portfolio inflows (debt primarily). Table 2 reports the partial means test results for gross inflows in EMDEs, broken down by instruments. While the null hypothesis of equal means is rejected for portfolio, portfolio debt and portfolio equity across all the estimators, the volatility of other inflows (GARCH) and the volatility of FDI (RW and GARCH) have means that are not statistically different before and after the GFC. Using ARIMA estimates, we can conclude that, in the aftermath of the financial crisis, EMDEs have experienced a change in the volatility of FDI, portfolio and other investments, on average, by -0.027%, -0.068% and 0.235% of GDP respectively. In addition to the distinction across the instruments considered above, other investment flows can be classified in: i) bank flows; ii) private non-bank flows; iii) official sector flows. Even though other investments are, on average, smaller in levels than equity instruments like FDI, previous findings and stylized facts show that they are very relevant in determining the volatility developments for capital inflows to EMDEs. Therefore, it is necessary to conduct an in-depth analysis of the evolution of volatility for each subcomponent of the other investments category. Figure 4 below shows the evolution of volatility estimates for other gross inflows 20 . It can be noticed that the volatility of private flows is much higher than the volatility of flows through the official sector. The latter, indeed, after a spike during the crisis, has stabilized around a level which is below 1% of group GDP.
In the private sector, flows to banks display a gradual decrease in volatility from December 2011 onwards. This could be motivated by two recent developments: i) since the onset of GFC, banks have been constantly reducing their exposure towards international investors, thus decreasing their activity on international markets 21 ; ii) international investors have become more and more risk adverse and this has led to the capital flow slowdown observed in EMDEs. On the other hand, the non-banking sector has followed a more cyclical path after the GFC, while stabilizing around a mid-term average which is lower than in the pre-crisis period. All in all, we can say that the volatility of other investments is almost completely driven by the volatility of private flows and, for these latter ones, volatility is around equally distributed across the banking and non-banking sectors. 
C. Cross-regional and Cross-country Comparisons
Apart from computing volatility of aggregate series, we also estimate capital flow volatility for the individual EMDE countries as well as for different geographic regions 22 . The volatility measures of single countries are useful for several reasons. First, they can be important tools in policy discussions related to understanding and mitigating undesirably high volatility in a particular country. Second, the volatility measures of single components will inform policymakers about which instruments they should monitor more closely. Third, these measures can be extremely useful in studies and research geared towards understanding and comparing volatility across countries and regions, as they can shed light on the instruments responsible for possible shifts in volatility. Fourth, as shown in our subsequent analysis, the estimates of individual countries can help understand the determinants of EMDEs capital flow volatility. Figure 5 compares the ARIMA estimates of total, FDI, portfolio and other gross inflows across different regions. By looking at the aggregate inflows, the onset of the GFC entailed a jump in volatility for all the groups considered. However, there are discrepancies that are worth mentioning, in terms of both magnitude and timing. Among the countries included in the sample, European developing economies have experienced the earliest and most marked increase in capital inflow volatility, with some sudden swings that are roughly coinciding with known episodes of regional financial turmoil 23 . In addition, such increase presents a higher degree of persistence compared to other regions, as volatility estimates at the end of the time period considered are substantially greater than in 2000Q1. For other regions, while the GFC period is characterized by bouts in volatility, on the other hand the post-crisis estimates show levels that are comparable to the pre-crisis quarters. As far as instruments are concerned, shorter-term flows like portfolio or other investments seem to be more volatile than FDI for most of the regions considered. Yet, emerging Europe once again constitutes an exception to this trend, since the volatility of FDI in this region tends to be decidedly higher than portfolio inflow volatility and, in some periods, even somewhat comparable to that of other investments. Broadly speaking, volatility dynamics for FDI are more stable and persistent than those of portfolio and other investments. For these latter, however, volatility estimates show a decreasing and smoother trend in the aftermath of the GFC for Asia, Latin America and Middle East and Africa. This is not the case for emerging Europe, whose other inflow volatility estimates show a sudden jump in the third quarter of 2014.
Generally speaking, while the behavior of volatility estimates for aggregate portfolio inflows is mainly driven by portfolio debt inflows, the volatility of other investments, on the other hand, is influenced by private sector inflows, and, notably, in bank inflows (see Figure 6 ). Portfolio equity inflows, after episodes of heightened exuberance in the period 2005-2010, show volatility levels that are decidedly lower than 10 years ago for all regions but Latin America. As to portfolio debt instruments, although the path is slightly more diversified across groups, it can be noticed how volatility levels are generally higher in the latest part of the time span considered, compared to the pre-2008 period. The cases of Latin America and Europe, however, stand out, as the volatility of debt inflows decreased in 2007-2009 and bounced back to unprecedented levels in the first quarters of 2010. 
III. EXPLAINING VOLATILITY -PANEL REGRESSIONS
A. Regression framework
To understand the determinants of the volatility of gross inflows in EMDEs over the period 1980Q1-2016Q4, we construct some panel regressions. In line with literature on the determinants of capital flows, our starting point is the framework based on the principles of portfolio choice theory, whereby expected returns, risk premia and risk preference play a major role 24 . In this paper, we extend this theoretical framework to understand the determinants of the volatility of capital flows, rather than their level. The approach adopted here is built upon the theoretical model provided by Devereux and Sutherland (2009) who, using a two-country DSGE model with portfolio choice, derive a linear relationship between gross capital flows, productivity, measures of monetary policy, price levels, excess returns and valuation risks in both home and foreign economies 25 . This model is particularly useful in explaining the dynamics of portfolio holdings across EMDEs (home) and advanced economies (AEs, foreign). We model capital flows using the following structural equation:
where '()* "# are gross inflows to country i (home) at time t (in GDP terms), A are coefficients and J # is a vector of home and foreign variables.
, where a star denotes foreign-country variables, 4 stands for real GDP, M is money supply, N represents equity value, O is the short-term interest rate, P represents the price level, Q is the exchange rate between home and foreign currencies and nfa is the foreign-country net foreign asset position. All variables are expressed in deviations from the steady state.
By applying the variance operator on both sides of equation (1), one gets:
where Z is the number of elements in vector J # and V T# represents the qth element of the same vector.
Using a first-order Taylor expansion, equation (2) can be approximated as:
where \(J # )|^ is the Jacobian of J # evaluated at the steady state and U(J # ) is the variancecovariance matrix. Therefore, capital flow volatility can be proxied with a linear function of the rate of change of the variables in J # around the steady state.
Equations (2) and (3) provide the baseline setup for our panel regressions, where the dependent variables are the ARIMA volatility estimates of both total flows and different types of instruments, computed at the country-level for EMDEs. In addition, in line with some of the existing literature 26 , we choose the US as our AE of reference, and also as a proxy for global economic stance. The independent variables consist of a set of regressors 27 , grouped in two categories: global (US) factors and domestic factors 28 . Global variables include the US shadow rate 29 , the US real GDP, S&P 500 realized returns 30 , the US CPI and the US M2 aggregate. The domestic variables include the real GDP, CPI, short-term interest rates, and the nominal domestic exchange rate vis-à-vis the USD. Moreover, since _`a # * ≈ Xa # * + O b c S #0% , where Xa # * is the current account of the foreign economy (US) and O b c S #0% represents the unanticipated valuation effect arising from gross asset positions held in the home country (EMDE), we also include the US current account 31 and the lagged dependent variable (capital inflow volatility estimate) in the right-hand side of the regression.
Therefore, given the N=33 EMDEs in our sample, the baseline dynamic panel regression model is:
. + e T f "T# + T/% + 5 "# , g = 1, … , _, where f "T# are growth rates of the regressors and 5 "# = i " + j # + k "# , so that we control for the presence of both country and time fixed-effects. 26 See, for instance, Broto et al. (2011) and Rey (2013 Rey ( ,2016 . 27 In our specification, we don't include proxies for convariances among the regressors. This does not generate endogeneity issues, as explained below. 28 Since in equation (3) the variance is linearized around the steady state, we demean the regressors, using the trend estimated via HP filtering as a proxy for the steady state. Moreover, in order to identify the coefficients, we standardize the series so that variables have unit variance. All variables are in log-terms, except for the shadow rate and short-term interest rates, which are included in levels. 29 The use of the shadow rate instead of the policy rate (Fed Fund rate) is preferred as it allows to capture changes in US monetary policy even when the official rate is at the ZLB. Following most of the literature, we consider short-term interest rates as the only relevant factors. However, there is a strand of the literature arguing that long-run interest rates may be at least as important for capital flows as short-run rates, if investors prefer to diversify assets with short maturities and assets of different maturity are imperfect substitutes (see Bernanke et al. (2011) ). As a robustness check, we ran regressions using long-term interest rates, but the key results were substantially unchanged. 30 In this case, we follow Ghosh et al. (2014) and Ghosh, Ostry and Qureshi (2016) and we use changes in the S&P 500 realized returns volatility as an index for global risk aversion. Ideally, VIX would be a better indicator, but data are available only from 1990 onwards. 31 The US current account balance is used here as a counterpart for the country's net flows and it can be seen as a proxy for the stability of the international financial markets. For a discussion about the relationship between a country's Net International Investment Position (NIIP) and its current account balance, as well as the risk associated to the build-up of persistent current account imbalances, refer to Obstfeld (2012b) and Lane (2013) . Following Broto et al. (2011) , we correct the covariance matrix as suggested by Driscoll and Kraay (1998) , to account for both serial and spatial (cross-sectional) correlations. 32 In addition, we run two sets of diagnostic checks to detect whether this framework is capable of addressing the issues of endogeneity in regressors and cross-sectional dependence in the residuals 33 . Endogeneity in our model can arise for two reasons: i) we are focusing just on the diagonal elements of the Jacobian and the variance-covariance matrix in the right-hand side of equation (3), thus leaving crossvariables covariances in the error term; ii) our volatility measures for capital flows are estimates of actual variance, and, as such, are subject to measurement errors, which are included in the regression residuals. Both these factors could lead to an omitted variable bias problem, which would produce biased estimates. The test results suggest that both endogeneity and spatial correlation can be ruled out for all regressions (see Appendix C). Table 3 below summarizes the effects of each factor over the volatility of each instrument, as produced by the regression estimation. Table 4 reports the complete estimation outcomes. The results suggest that the volatility of capital flows is a somewhat persistent process, with autocorrelation coefficient estimates ranging from 0.20 for government sector investments to 0.83 for total inflows. This points at the presence of substantial valuation risks stemming from the holding of assets in EMDEs.
B. Results
Baseline
Global factors
As expected, global factors are important drivers of capital flow volatility, but their effects vary across instruments. For instance, changes in the US shadow rate have a positive impact on the volatility of most of the instruments considered, with the exception of FDI and portfolio equity inflow volatility. The overall effect, however, is positive, with a 100-basis-points increase in the shadow rate leading to an increase in the volatility of total inflows by 5.14% of GDP. This result is mainly driven by other investment flows (+7.17% of GDP) and, among the latter, by bank inflows (+2.45% of GDP).
An increase in the S&P realized returns has a negative impact for almost all the instruments, with the exception of FDI, whose volatility positively responds to increases in global uncertainty (+2.77% of GDP). The effect on overall inflows, however, is negative (-3.25% of GDP), due to the negative impact on the volatility of other investments (-4.37% of GDP), and, more specifically, of bank inflows (-2.20%). These results seem counterintuitive to the expectation that global risk aversion should increase capital flow volatility. Indeed, the results from the next section suggest that the baseline regressions may be missing some dynamics (both across countries and over time) that need to be further explored.
Indicators of the US economic stance (US real GDP and US CPI) generally have a negative effect over the volatility of EMDEs capital inflows, except for FDI and portfolio equity inflows. All in all, a 1% increase either in the US real GDP or in the US CPI decreases the volatility of gross capital inflows by 6.31% and 2.17% of GDP respectively. These findings seem in line with the common belief that, in general and all else equal, an acceleration in the US economic activity implies greater stability in the global financial system and, consequently, lower uncertainty.
The US monetary policy stance also matters for capital flow volatility. An increase in the US M2, a proxy for the implementation of accommodative monetary policies, raises the volatility of all the instruments considered (but FDI), with particularly remarkable effects for other investments and bank inflows (+23.11% of GDP and +8.31% of GDP respectively). Finally, movements in the US current account increase the volatility of FDI and other investments (both bank and non-bank inflows), with an overall positive effect on the volatility of total inflows (+5.69% of GDP)
Domestic Factors
Tables 3 and 4 also show that domestic factors are not relevant drivers of capital flows volatility in EMDEs, thus implying a predominance of global factors influence. While this finding is in line with evidence provided by some of the existing literature (see, for instance, Broto et al (2011) and Byrne and Fiess (2016) ), yet it has also been pointed out how these effects over capital flow levels are highly heterogenous across countries, due to differences in the quality of domestic institutions, country risk and the strength of domestic macroeconomic fundamentals (Fratzscher (2012) , IMF (2016a)). Moreover, it has also been shown that these effects are characterized by a certain degree of variation over time, since the GFC has actually strengthen the role played by global factors in driving the level of capital flows. This evidence calls then for an extension of our baseline model to account for potential differences in the effects of domestic variables over the volatility of capital flows in the pre and post-crisis periods. In order to get a sense of the contribution of each variable towards capital flow volatility over time, we compute the marginal effects (expressed as semi-elasticities) of changes in the variance of the regressors over capital inflow volatility. 34 Results for total inflows over the period 1990Q1-2016Q4 are reported in Figure 15 .
Among the global factors, the negative impact of returns hits its lowest value between 2008 and 2009 (about -10%) and returns to positive values in the aftermath of the GFC. The effect of the shadow rate shows positive spikes in correspondence of financial turmoil (e.g., the Latin America debt crisis in the mid-1990s, the Asian crisis at the end of 1990s and the GFC), while it turns negative soon after. The marginal effect of the US GDP, on the other hand, plunged during the GFC (~-10%), after having reached a positive peak in 2007. In the last part of the sample, however, the semi-elasticity reached a new record-high (15%) around 2010. The exceptionality of the 2008-2009 recession is also shown by a negative spike (~-12%) in the semi-elasticity of total inflows volatility to the US CPI. Furthermore, the impact of changes in US M2 aggregate presents a hike and, soon after, a plunge (from 50% to -50%) over the period [2008] [2009] [2010] . Finally, the impact of the US current account presents a swing corresponding to the GFC, where it has soared to almost 2% and then, immediately after, decreased to values around -10% (which is the second-lowest value since the mid-1990s). All in all, the marginal effects of global factors seem to hover around a long-run zero mean, with, nonetheless, evident breaks at the onset and during the financial crisis.
As far as the goodness of fit is concerned, the within R 2 statistic shows how our baseline model is particularly suitable to explain the volatility of total inflows towards EMDEs (70%), as well as that of bank and non-bank inflows (60% and 56% respectively), while it is less so for portfolio debt inflows (13%) and other investments through the official sector (7%). 
Extended regression: the role of commodity prices
In this session, we expand the baseline regression to account for commodity prices, as they are deemed influential drivers for capital flows towards both exporting and importing economies (Byrne and Fiess (2016) ). Notably, a positive shock to commodity prices increases bank investments to commodity exporting countries, whose financial institutions, in turn, reinvest their increased revenues into the international financial markets, to diversify their portfolios.
35
Nonetheless, changes in commodity prices are also positively correlated with capital inflows to commodity importers. This could be associated with the fact that these prices partly reflect global demand conditions and therefore global income 36 . Results, reported in detail in Table 6 , are summarized in Table 5 . An increase in commodity prices decreases the volatility of all the instruments considered and, therefore, of overall inflows as well. Notably, an increase in the commodity price index by 1% lowers the volatility of total inflows by 14.4% of GDP, with estimates ranging from -15.38% for other investments to -0.159% for portfolio equity inflows. Table 5 : sign effects of global and domestic factors variance, as reported in the extended regression results. Notes: + positive and significant (90%) impact; -negative and significant (90%) impact.
In addition, in this augmented setting, most of the coefficients of global factors are positive. In particular, and more in line with expectations, an increase in S&P 500 realized returns volatility exerts a positive effect on the volatility of almost all the instruments, with estimates ranging from 0.48% for total private investments to 5.9% for FDI (with an overall effect of about 5% of GDP).
35 See Arezki, Mazarei, and Prasad (2015) and Arezki, Obstfeld and Milesi-Ferretti (2016) . Table 6 : Extended regression for volatility of capital inflows. Notes: Driscoll and Kraay (DK) standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Some countries have been excluded from the pool due to lack of an adequate number of observations.
Pre and Post Lehman collapse
Most of the estimated marginal effects present turning points over the period 2008-2010, which might signal the presence of structural breaks, something that might also hold for the effects of domestic variables, as previously mentioned. In this section, we modify the extended regression to investigate whether the effects of global and domestic variables are significantly different before and after the GFC. To do so, we first run Chow tests to detect whether certain dates effectively represent structural breaks in our empirical model. Results are reported in Table 7 below. As it can be noticed, two natural candidates are 2008Q3 and 2008Q4, which roughly correspond to the collapse of Lehman Brothers. Since this event took place in September 2008, we deem that 2008Q4 is a more well-suited break date, something which is also confirmed by the lower Chow test p-values. Therefore, we construct a time dummy variable which equals one for dates after 2008Q4 and zero otherwise. We then rerun the regression from previous section by interacting such dummy with the relevant independent variables. Tables 8a and 8b report the results for this modified regression. The effects of global factors are particularly pronounced after 2008Q4, while they get somewhat less significant in earlier quarters. In particular, global risk aversion has a significant and positive impact over the volatility of all the instruments only after the GFC. Generally speaking, while risk does not influence volatility in the pre-crisis period, this effect becomes large and positive in later periods, with estimates ranging from 0.05% of GDP for portfolio equity inflows to more than 29% of GDP for FDI. Therefore, results highlighted in previous sections were substantially driven by the post-crisis dynamics. Figure 8 displays the different marginal effects of global factors over the volatility of total gross inflows across the pre and post-crisis periods. There is a striking difference in terms of both statistical significance and magnitude. Global risk, for instance, has a decidedly significant effect onto the volatility of gross inflows after the onset of the GFC, with particularly remarked positive spikes (~30%) in the period 2008-2010, in line with the findings of existing literature, as well as expectations. The GFC, indeed, was a period of heightened risk aversion and uncertainty, which has led to sudden stops of capital inflows in EMDEs. Such a phenomenon holds also for volatility, as the 2008-2010 period is characterized by a much higher sensitivity of our estimates to movements in the S&P 500 realized returns volatility. Another interesting finding concerns the effects of shocks in the US monetary policy, captured via changes in both the shadow rate and the aggregate money supply (M2). While the marginal effects of such variables are decidedly amplified in the post-Lehman collapse period, it is worth noticing how the elasticity of gross inflows volatility to an increase in the shadow rate has fallen in negative domain in two particular periods: in 2009 and in 2014. The former episode relates to the implementation of unconventional monetary policy to offset the negative effects of the GFC, something which is also confirmed by the drop in the marginal effect of changes in US M2 (~-30%) over the same period. The latter one, on the other hand, can be identified with the taper tantrum episode, but it does not coincide with any significant change in the effects of US M2. Finally, commodity price index seems to exert a significant effect on capital inflow volatility only in the pre-GFC period. This is a new finding compared to existing literature (Byrne and Fiess (2016) ), as it shows how, in the last 10 years, the influence of commodity prices has been greatly reduced compared to that of other global factors. As to the effects of domestic factors, it can be noticed that, after the GFC, the volatility of certain types of inflows has become more sensitive to changes in some of the variables included. There is, moreover, a degree of heterogeneity across instruments, that is concealed when looking at the effects of the same variables over the aggregate gross inflows. For instance, in the post-Lehman period, FDI volatility is positively affected by increases in domestic short-term interest rates (+30% of GDP for a 100-bp increase), while domestic production (real GDP) has a positive and significant effect over the volatility of other investments (+3.1% of GDP for 1% increase), and, in particular, the volatility of both private and government investments (+1.22% and +1.58% of GDP respectively). In addition, other investment volatility is also negatively affected by surges in the domestic exchange rate. Over the same period, portfolio inflow volatility positively reacts to increases in both the domestic CPI (+4.9% of GDP for a 1% increase) and the exchange rate vis-à-vis the USD (+2% of GDP for a 1% increase). Figure 9 displays the marginal effects computed using the estimates reported above for some selected flows. As already mentioned, FDI inflows have started to react to changes in domestic short-term interest rates in the aftermath of the GFC; notably, there is a sharp decrease in the elasticity of FDI volatility over the period 2009-2010 (~-5%), followed then by a surge into positive domain in 2012. In the end of the time span considered, however, the effect hovers again around 0, a level which is comparable to the pre-crisis estimates.
Chow tests for structural breaks
Another interesting result concerns the reaction of portfolio and other investment volatility to changes in the exchange rate (notably, a 1%-depreciation) vis-à-vis the USD. While the marginal effect for the volatility of other investments shows two negative spikes (~-2%) in the aftermath of the GFC (2009) and in 2016, the marginal effect on portfolio volatility is exactly reversed, with positive peaks of around 1% in the same periods. This might be pointing at the presence of important portfolio rebalancing effects across these two types of instruments, which are particularly responsive to changes in exchange rate risks. (1) Table 8b : extended regression in pre (columns (i)) and post (columns (ii)) 2008Q4; Notes: Driscoll and Kraay (DK) standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Some countries have been excluded from the pool due to lack of an adequate number of observations.
IV. CONCLUDING THOUGHTS
This paper is an attempt to deepen our understanding of capital flow volatility. We start by quantifying volatility using three measures: rolling standard deviation, GARCH, and ARIMA estimates. We then document the evolution of volatility over time and compare the levels of volatility across instruments. After a period of sharp increase following the GFC, capital flow volatility is back to pre-crisis levels but is prone to bouts during episodes of global financial turmoil. We use our computed volatility estimates to perform panel regressions with the aim of understanding the determinants of volatility. Our results show that push factors are more important than pull factors, and this result holds under different specifications accounting for potential structural breaks due to the GFC and including factors like commodity prices.
Our findings add to the literature that attempts to understand the volatility of capital flows. Despite being a focus of policymakers, capital flow volatility is usually quantified in policy and academic discussions using a crude measure of standard deviation of flows over a specified period. Our computed volatility measures-across a large number of countries and encompassing detailed instruments of capital flows-is a step forward in having more rigorous estimates of volatility. We use our computed measures for the panel regressions, and it can be useful for future studies related to capital flow volatility.
One of our key findings-the push factors are more important than pull factors-is yet another reminder that the determinants of the level of capital flows can be very different from the determinants of the volatility of capital flows. However, we also show how certain domestic (pull) factors have started to play a relevant role after the GFC. This is even more interesting against the backdrop of recent studies (IMF 2016 ) that show how the recent capital flow slowdown can be predominantly attributed to the broader emerging markets economic growth slowdown. While this study is a reminder that the findings from the push vs pull factors literature do not always hold when it comes to the study of capital flow volatility, it is still possible to detect some commonalities in the effects of push and pull factors over both the levels and the volatility of certain types of flows. Therefore, the debate on the relative importance of push versus pull factors needs to continue also in terms of the determinants of capital flow volatility. 
Weak cross-sectional dependence
The second check we perform aims at assessing whether the coovariance-matrix corrections oulined in Section V.A are enough to solve the problem of cross-sectional dependence in residuals. With this purpose, after running the regressions for each instrument, we test for weak cross-sectional dependence, using the approach proposed by Pesaran (2015) . We find that this test is particularly indicated in our case, as we have a large panel, with the time dimension (T) greater than the cross-sectional one (N), and the most commonly used tests usually are more suitable in cases where N>T. Moreover, weak cross-sectional dependence is implied by strong cross-sectional dependence, while the contrary is not true. This test, therefore, allows us to detect forms of spatial correlation that could be disregarded by other, more traditional, tests.
The test results are reported below. As it can be noticed, the null hypothesis of weak spatial dependence can be rejected at 1% for all instruments. 
