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What is the structure of general quantum processes on composite systems that respect a global
or local symmetry principle? How does the irreversible use of quantum resources behave under
such symmetry principles? Here we employ an information-theoretic framework to address these
questions and show that every symmetric quantum process on a system has a highly rigid decom-
position in terms of the flow of symmetry-breaking degrees of freedom between each subsystem
and its environment. The decomposition has a natural causal structure that can be represented di-
agrammatically and makes explicit gauge degrees of freedom between subsystems. The framework
also provides a novel quantum information perspective on lattice gauge theories and a method to
gauge general quantum processes beyond Lagrangian formulations. This procedure admits a simple
resource-theoretic interpretation, and thus offers a natural context in which features such as infor-
mation flow and entanglement in gauge theories and quantum thermodynamics could be studied.
The framework also provides a flexible toolkit with which to analyse the structure of general quan-
tum processes. As an application, we make use of a ‘polar decomposition’ for quantum processes to
discuss the repeatable use of quantum resources and to provide a novel perspective in terms of the
coordinates induced on the orbit of a local process under a symmetry action.
I. INTRODUCTION
Symmetry principles are typically associated with re-
versible dynamics, where they are fundamentally linked
with conservation laws. However, they also arise in
situations in which there is some form of irreversibility
present [1–6]. In such regimes, it has been shown that
there is a break-down between symmetry principles and
conservation laws [3], and novel information-theoretic
measures come into play [7–12].
Can we understand broad concepts such as gauge
symmetries and irreversibility under a unifying frame-
work? There are increasing motivations to extend these
concepts beyond Lagrangian and state formulations into
a more general setting [13–15]. This is not only for the
sake of greater abstraction and unity, but also to con-
nect with the large array of results that have been devel-
oped recently in quantum information theory, which are
framed in the more general terms of completely-positive
trace-preserving (CPTP) operations [16–18]. The present
work seeks to contribute to this goal.
The central question we take as a starting point in this
work is:
What are the consequences of global or local gauge symmetry
on the structure of many-body quantum processes?
We tackle this within the context of quantum infor-
mation theory, and develop a “diagrammatic process
mode” formalism for general quantum processes. In
particular in Section II C we analyse how the dynamics
of a quantum system with global symmetry constraints
arises from local exchange of symmetry-breaking re-
sources across any bipartite split. Previous work [19, 20]
mainly focused on resource states that break a symme-
try, and the resulting framework has provided a num-
ber of significant applications [1, 11, 21–23]. In addition,
in [20] a harmonic decomposition of quantum processes
was introduced and discussed, and which we build
on in this work. In particular we deal with localized
symmetry-breaking degrees of freedom, and develop
an intuitive diagrammatic analysis for general quantum
processes, that leads to a range of extensions and appli-
cations.
We also note that traditional quantum reference frame
analysis usually starts with some target quantum oper-
ation E and aims to construct candidate models involv-
ing an external reference frame and a choice of interac-
tions with the reference frame and system in order to ap-
proximate E as closely as possible [24, 25]. In contrast,
the analysis we present here has the distinct advantage
that it is “model independent”. It specifies explicitly the
minimal resources needed to realise E , without having
to commit to a particular resource state or interaction.
We also show that this analysis of quantum processes
has a natural gauge degree of freedom. In Section II B
we show that this freedom has a simple interpretation
in terms of a local ‘process orbit’, while in Section III
we use this process orbit setting to consider potential
incompatibility in the use of symmetry-breaking quan-
tum resources for local information-theoretic tasks. This
provides a clear physical explanation of recent results on
quantum coherence [2, 26–29] framed in simple geomet-
ric terms.
Finally in Section IV we apply our diagrammatic pro-
cess mode formalism to the problem of gauging a global
symmetry principle for a general quantum process to a
local one. We provide an information-theoretic perspec-
tive on the gauging procedure in terms of concepts from
the field of quantum reference frames, and so enables
the application of ideas from one area into the other.
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2Our gauging procedure for quantum processes neither
assumes a Lagrangian formulation, nor places restric-
tions on the existence of ‘classical regimes’ in the form of
macroscopic reference frames. To demonstrate consis-
tency with traditional gauge theories we describe how
our procedure coincides with the gauging of unitary dy-
namics on a lattice model. We also describe how this ap-
proach provides a simple interpretation of Gauss’ law
and gauge dynamics from a resource-theoretic perspec-
tive, and discuss future directions to be explored.
II. DIAGRAMMATIC DECOMPOSITION OF
QUANTUM PROCESSES UNDER A SYMMETRY GROUP
Symmetries may originate from various physical con-
siderations – conservation laws, geometry of a specific
physical set-up, lack of shared reference frames, funda-
mental laws in particle physics etc. However, in this
analysis we will not focus on a particular model but
rather consider a general framework that can describe
symmetry principles that do not have associated con-
servation laws. This goal can be viewed as trying to ex-
tend constructions traditionally used in Lagrangian dy-
namics to general completely positive trace-preserving
maps.
Our focus is on the symmetry properties of general
quantum processes E that take states of a quantum sys-
tem A with Hilbert space HA into states of a quan-
tum system A′ with Hilbert space HA′ . The symme-
try group G (assumed to be a discrete or compact Lie
group) acts on both the input and output systems HA
and HA′ through unitary representations UA and U ′A.
Such a unitary representation UA : G → B(HA) maps
any group element g ∈ G to a unitary operator in
B(HA) in such a way as to respect the group composi-
tion law. This group action on HA lifts naturally to the
adjoint action on B(HA), the space of linear operators
on HA, which we denote by Ug(·) := UA(g)(·)UA(g)†.
The space S(HA,H′A) of all linear superoperators from
B(HA) into B(H′A) also carries a natural group action:
E 7→ U ′g ◦ E ◦ U†g for any E ∈ S(HA,HA′). A symmet-
ric process E ∈ S(HA,HA′) is then a completely posi-
tive trace-preserving element of S(HA,HA′) that is left
invariant under this group action. General processes
will not be symmetric, and instead contain a symmetry-
breaking component that we want to describe quantita-
tively.
A detailed analysis of the consumption of symmetry-
breaking resources at the level of quantum states was
provided in [19, 20] based on modes of asymmetry,
in which a state ρ is decomposed in terms of irre-
ducible components. Specifically, one can write ρ =∑
λ,m,k ρ
λ,m
k T
λ,m
k , where ρ
λ,m
k ∈ C and the operators
Tλ,mk ∈ B(HA) form a basis of irreducible tensor operators
(ITO) [30] that transform under the group as Ug(Tλ,mk ) =∑
j vkj(g)T
λ,m
k for any g ∈ G, with vλ(g)kj being the ma-
trix components of λ-irrep of the groupG, λ labelling the
irrep of G, k the basis vector of the irrep and m an irrep
multiplicity label.
The starting point of our work is the generalization
of this approach to the level of quantum processes with
a natural extension of ITOs. We define process modes as
a set of superoperators {T λk ∈ S(HA,HA′)}k with the
property that
U ′g ◦ T λk ◦ U†g =
dim(λ)∑
j=1
vλ(g)kjT λj , (1)
where λ labels an irrep of G and the indices k, j range
from 1 to dim(λ), the dimension of the irrep. In general,
these superoperators T λk are not completely positive or
tracing-preserving maps. The label λ may range over
the set we denote by Irrep(A,A′) consisting of all irre-
ducible representations that arise in the decomposition
of U ′⊗U (or equivalently U ′⊗U ′∗⊗U∗⊗U∗). Therefore,
the process modes provide a symmetry-adapted basis
for the set of superoperators S(HA,HA′).
FIG. 1: The structure of process modes.
A diagrammatic representation of a process mode {Φλk }
transforming between state mode (a, p) in the input
system A and state mode (a˜, q) in the output system A′.
Time runs up the page and we have suppressed
multiplicity labels. The horizontal leg is labelled by
(λ,m) and corresponds to symmetry-breaking degrees
of freedom required for the process to be realised. For
the example of state preparation process the input
system is the trivial system C and so a can only be the
trivial irrep of G. This implies that (a˜, q) = (λ,m) only,
which recovers the modes of asymmetry
decomposition.
For any pair of input and output spaces (HA,HA′) we
define the set of canonical process modes {Φλk }, with λ an
irrep in Irrep(A,A′) and m a multiplicity label packaged
together into λ = (λ,m). These are built out of coupling
incoming state-modes {T a,pk ∈ B(HA)}k in the input sys-
tem with outgoing state modes {Sa˜,qj ∈ B(HA′)}k in the
output system as described in Supplementary Material
Section B 4 to form a superoperator transforming as a
λ-irrep. These are the basic building-blocks of the for-
malism, and can be represented as in Fig. 1 by three-
legged objects labelled with an “in-going” mode (a, p)
that evolves into an “out-going” mode (a˜, q) by way of
an interaction with an external degree of freedom (λ,m).
3This decomposition has a natural causal structure to it
that describes the flow of symmetry-breaking resources.
The space S(HA,HA′) decomposes into irrep sub-
spaces spanned by {Φλk }k for each λ = (λ,m) in
Irrep(A,A′), and thus the canonical process modes can
be viewed as the elementary units of any quantum pro-
cess with respect to a symmetry group G. Each of them
has an associated diagram that gives information on the
state mode on which it acts non-trivially, how it trans-
forms under the group action and the state mode it can
output. For a fixed choice of basis for the input and out-
put spaces, the diagram encodes the multiplicity label
and uniquely defines a process mode. Because of this
the label λ is basis specific, and hides the multiplicity
label so as to make the exposition clear without losing
any relevant information.
Given this notation, any E ∈ S(HA,HA′) may be
uniquely decomposed as
E =
∑
λ,k
αλ,kΦ
λ
k (2)
for some complex coefficients αλ,k ∈ C.
Simple examples of process modes are easily con-
structed in the case of the rotational group on a single
spin-1/2 system. For this the irrep label λ is an angular
momentum label, and the set of quantum processes in-
volve only spin-0, spin-1 and spin-2 contributions. More
details on this can be found in Supplementary Material
Section B 7.
A. Local coordinates for the orbit of a process
Given a symmetry principle, a core question is how
quantum processes local to some region A can arise dy-
namically through interactions with an ambient envi-
ronment B. If these interactions are constrained by un-
derlying symmetry principles then the ambient environ-
ment must function so as to generate a set of local “co-
ordinates” {xi} with respect to which a quantum pro-
cess E at A is induced. For example, a time coordi-
nate {xi} = {t} is necessary when using B as a quan-
tum clock with which to perform timed operations on
A, or angular data {(θ, φ)} arises when we want to use
a quantum system to break rotational symmetry on A.
The coordinates {xi} required depend on both G and
the quantum process E , and are described by process or-
bitM(G, E). More precisely, denote by
M(G, E) := {U ′g ◦ E ◦ U†g : g ∈ G} (3)
the orbit of E within the space of superoperators, under
the symmetry action. The motivations for introducing
M(G, E) are
i M(G, E) specifies the minimal set of classical coordi-
nates for E under the symmetry constraint.
FIG. 2: Polar-decomposition of a general quantum
process. Given a symmetry G the decomposition of
quantum processes gives rise to process modes {Φλk }.
The local simulation of a symmetry-breaking process E
on a quantum system A requires specific resources in
the environment B. These are encoded by data
{αλ,k(x)}, which are un-normalised harmonic
wavefunctions on a process orbitM(G, E). The local
process is given by E = ∑λαλ ·Φλ ≡∑λ,k αλ,k · Φλk .
For the case of E being a symmetric process the process
orbitM(G, E) collapses to being a single point and so
has no structure.
ii Choosing an origin for M(G, E) corresponds to a
gauge freedom in the description of the physics oc-
curring atA, and this perspective is significant when
we discuss the gauging of multipartite quantum pro-
cesses in Section IV
iii M(G, E) has a natural geometry to it, which is de-
termined by the asymptotic regime of classical refer-
ence frames.
See Suplementary Material Section B 6 a for more discus-
sion.
B. Process data {αλ,k} as wavefunctions on the space
M(G, E).
There is a very clear link between the process orbit
and process modes. While this is best motivated by
looking at axial processes one can make more general
statements for arbitrary groups and processes. The set of
axial quantum processes comprises of CPTP maps that
break the full rotational symmetry group, but still have
a residual symmetry in some direction. Such maps are
abundant throughout quantum physics – for example:
dephasing a qubit about an axis, preparation of a pure,
polarized spin state, measurements along a particular
4Quantum process (a0, a
′
1, a1, a2)
Dephasing: E(ρ) = pρ+ (1− p)∑k tr(Πkρ)Πk ( 2p−1√3 , 0, 1− p, 0)
Projective measurements: E(ρ) = ∑k Πktr(Πkρ) (− 1√3 , 0, 0, 1, 0)
Rotation about an axis: E(ρ) = eiφ2 nˆ·σρe−iφ2 nˆ·σ
(
− 1√
3
(1 + 2 cosφ), 0,−i√2 sin 2φ, 2 sin2 φ
)
State preparation E(ρ) = 1
2
(1 + pnˆ · σ) (0, p, 0, 0)
Depolarising process: E(ρ) = pρ+ (1− p) 1
2
1
(
1−4p√
3
, 0, 0, 0
)
FIG. 3: Axial processes and resource demands. Any process E admits a natural process mode decomposition under
a symmetry group G, however for axial processes this decomposition takes on a simple and intuitive form as in
Theorem 1. The table shows the decomposition of axial processes on a single qubit with an SU(2) symmetry
principle into invariant resource demands. Here Π0 = |nˆ〉〈nˆ| is the projector onto the nˆ direction, while Π1 = 1−Π0
is the projection onto the −nˆ direction. The data for each process are invariants for the group orbit of that process,
and together with the choice of relative alignment to external references (in terms of the location onM(G, E) i.e n)
fully specify the particular process. The coefficients correspond to spin-0 (a0), spin-1 (a1 and a′1) and spin-2 (a2)
contributions – no higher orders are needed for qubit to qubit processes.
axis, unitary rotations that leave a fixed axis invariant
– and therefore form a convenient set of quantum pro-
cesses to illustrate structures. Specifically when we con-
sider the global symmetry action for G = SU(2), if the
group elements h ∈ G that leave E ∈ T (A,A′) invariant
i.e Uh ◦ E ◦ U†h = E form a U(1) subgroup of SU(2) thenE is said to be an axial process.
In this case the process orbit M(G, E) is a sphere
S2 ∼= SU(2)/U(1) and there is a distinguished unit vec-
tor nˆ on S2 associated to E such that E remains invari-
ant under rotations around the axis defined by nˆ. Then
the coefficients αλ,k in the process modes expansion of
E take a particular simple structure as un-normalised
wave functions on the sphere. Concretely, in this case
they are proportional to spherical harmonics:
αλ,k = aλYλk(θ, φ) (4)
where (θ, φ) are the angular coordinates of the point nˆ
on the sphere. The coefficients aλ ∈ C are independent
of the vector component k and constant for all processes
in the orbit of E .
The core point of this result is that it separates the
process resource requirements {αλ,k} into local de-
mands, given by a set of invariant resource demands
(aλ1 , aλ2 , . . . ), from the purely relational information on
how B is aligned relative to A. More explicitly, any ax-
ial process E is fully specified by the numbers {αλ,k}.
These can be further decomposed into quantities (aλ)
that are independent of the relative alignment of A and
its environment, together with a choice of coordinates
n = (θ, φ) on M(G, E) that specify the relative align-
ment of A and B.
While axial processes are natural and intuitive, the
above construction can be extended easily to a general
statement for any quantum process E that has a par-
ticular symmetry sub-group H ⊂ G with process orbit
M(G, E) ∼= G/H . We summarise the above results with
the following general theorem and refer the reader to
the Supplementary Material Section B 6 for the rigorous
statements and proofs.
Theorem 1: Under a symmetry principle for a (compact)
group G, for any process mode decomposition of a quantum
process E ∈ S(HA,HA′) into E =
∑
λ,k αλ,kΦ
λ
k , the com-
plex coefficients αλ,k are un-normalised spherical harmonic
wavefunctions on the process orbitM(G, E):
αλ,k = aλYλ,k(x) (5)
with x ∈M(G, E).
This can be viewed as a form of polar-decomposition for
the process E into parts independent of laboratory align-
ments and those parts that specify these alignments. It
can be therefore phrased schematically as
E ≈ (Invariant resources)× (Choice of gauge).
For example, if E is a symmetric process then the sym-
metry subgroup is the full groupG and the process orbit
is a single point, so it lacks structure. In this case the re-
source demands for E do not require any reference frame
synchronisation with the environment.
C. Globally symmetric quantum processes
The previous analysis explains the physical signifi-
cance of the process mode decomposition, and provides
a compact perspective on the role of quantum reference
systems for the implementation of a quantum process
on a system. However it does not tell us how these re-
sources and global processes are constrained under a
5global symmetry. So far we have only described how
local quantum processes on a subsystem A decompose
in the demands they place on B, which serves to en-
code reference dataM(G, E). As mentioned, the choice
of origin onM(G, E) is a gauge freedom corresponding
to how A and B are jointly described. We now build
on this and specify the structure of global quantum pro-
cesses that respect the symmetry principle.
To begin with, we consider a bipartite split of the full
quantum system intoA andB. Moreover, given an irrep
λ for a group G, we denote the dual irrep as λ∗, where
the dual representation R∗ to a matrix representation R
of G is defined via R∗(g) = R(g−1)T for all g in G. The
input space Hin = HA ⊗ HB and output space Hout =
H′A⊗H′B carry the tensor product representations UA⊗
UB and U ′A ⊗ U ′B respectively.
Theorem 2: Every symmetric quantum process EAB ∈
S(AB,A′B′) has a decomposition into symmetric superop-
erators:
EAB =
∑
λAB
cλABχ
λAB
χλAB :=
dimλ∑
k=1
CλAk ⊗ Cλ
∗
B
k (6)
where cλ,θ ∈ C and λA = (λ,mA) and λ∗B = (λ∗,mB)), for
any choice of multiplicity labels mA,mB , and where {CλAk }
(respectively {CλBk }) is any complete set of process modes
for S(HA,HA′) (respectively S(HB ,HB′)). The summation
ranges over all irreps λ ∈ Irrep(A,A′) for which there is
λ∗ ∈ Irrep(B,B′) and their associated multiplicities mA and
mB are labelled collectively by λAB = (λ,mA,mB).
The full proof is provided in the Supplementary Mate-
rial C 1. The result highlights the rigid structure of sym-
metric quantum processes, and physically states that
the bipartite process is composed of invariant process
modes, which involve internal exchange of asymmetry
between A and B in a balanced way.
It also allows a diagrammatic representation of the
components of such a quantum process EAB whenever
we consider the canonical process modes CλAk = ΦλAk and
CλBk = ΦλBk for the local systemsA andB. We have seen
in Section II that each such local process mode say at
A, generically ΦλA corresponds to a diagram (a, a˜) λ−→
with incoming and outgoing modes on which the pro-
cess mode acts non-trivially and similarly atB, Φλ
∗
B cor-
responds to (b, b˜) λ
∗
−→. In this context, each symmetric
process χλAB acts non-trivially on the tensor product
of incoming modes at A and B and transforms them
into tensor product of outgoing modes. We can bun-
dle this action on mode data in terms of a diagram la-
bel θ = [(a, a˜) λ−→ (b, b˜)]. Since to each multiplicity mA
and mB there is an associated local diagram at A and
similarly at B, then the diagram label θ packages the
multiplicities (mA,mB). As such, in terms of the local
canonical process modes, to every symmetric superop-
erator χ(λ,θ) := χλAB there is the associated θ-diagram
that has the representation shown in Fig. 4.
FIG. 4: A generic diagram for symmetric bipartite
processes. Basis of superoperators for the space of
symmetric, bipartite quantum processes T (Hin,Hout).
The λ-irrep arrow is associated to a (directed) flow of
quantum information. For an abelian group G, this is a
one-dimensional degree of freedom and so corresponds
to classical data (e.g. can be broadcasted, as in the case
of quantum coherence). The diagram is represented
mathematically in terms of incoming and outgoing
asymmetry modes θ = [(a, a˜) λ−→ (b, b˜)].
The diagrammatic decomposition, the polar decom-
position in Theorem 1 and the Theorem 2 for bipar-
tite symmetric processes are the main technical results
of this section and provide us with the basic tools to
analyse concrete model-independent scenarios. We next
turn to applications of these results and find that a range
of non-trivial insights follow.
III. APPLICATION: LIMITATIONS ON THE EFFICIENT
USE OF QUANTUM STATES UNDER SYMMETRIC
DYNAMICS
For general symmetric quantum processes quantum
incompatibility [31] is expected to give rise to irre-
versibility in the symmetry-breaking degrees of freedom
of a quantum system. For example, a quantum system
that acts as a clock functions to break time-translation
symmetry. However its use in say quantum thermody-
namics [1, 32] may result in a back-action that distorts its
subsequent ability to function as a clock [28, 29, 33, 34].
One might generally expect globally symmetric quan-
tum processes ρA ⊗ σB 7→ EAB(ρA ⊗ σB) such that
σB 7→ σ′B = EB(σB) := trA [EAB(ρA ⊗ σB)], such that
the state σ′B breaks the symmetry in a much weaker
form than the original state σB and is therefore less use-
ful as a result. This constitutes an irreversibility under
the symmetry constraint, however it could arise due to
the particular interactions used – might it be possible
to use the state more wisely and not suffer such irre-
versibility?
In the simplest case an isolated symmetric, unitary
evolution preserves all symmetry-breaking properties
6FIG. 5: Repeatable use of symmetry-breaking system
B. A system B is used sequentially to induce otherwise
an inaccessible process on systems A1, A2, A3 . . . An. If
the induced processes are identical for all n ∈ N then
the system B is used with arbitrary repeatability, even
if the state of B changes in time.
and conserves charges – but there are many non-trivial
fruitful scenarios that illustrate the boundary between
reversibility and irreversibility.
In light of this, we can consider the repeatable use of
resource states of a reference frame B with a protocol
P whose aim is to implement a simulation of a quan-
tum process E locally at A via interactions governed
by a symmetry principle. The protocol, given a sin-
gle use of resource state σB on B implements E(ρ) =
trB′(VAB(ρA ⊗ σB)) where VAB is a globally symmet-
ric isometry on AB determined by the target process
Etarget that we wish to simulate on A. To address irre-
versibility features, we consider a repeated application
of the protocol using the reduced state in the reference
σ′B = trA(VAB(ρA ⊗ σB)).
We say a protocol P is arbitrarily repeatable if for all
finite n and every reference frame state σB , the local
simulation on each system Ai ∼= A is some fixed pro-
cess E , and where E(ρAi) = tri(VA1,A2,...An,B(ρA1 ⊗ ...⊗
ρAn⊗σB)), where VA1,A2,...An,B is a product of symmet-
ric isometries each acting pairwise on B and each sys-
tem Ai in some ordering.
This definition captures the ability of the reference
frameB to be used in such a way that its performance on
each individual quantum systemAk is identical, regard-
less of the number of systems involved, and so there
is necessarily some reference frame property of B that
never degrades. One motivation for considering this is
given by the prominent work [26] in which a feature
called catalytic coherence was studied in which quan-
tum coherence can be re-used in such a way that the
state of the resource constantly changes, however its
ability as a resource for inducing processes on multiple
independent systems remains unchanged. In [26] the ar-
bitrarily repeatable protocol is subject to a global U(1)
symmetry, and is given in terms of a set of unitary inter-
actions V (U) that act on system A and the reference sys-
tem B consisting of a ladder system with Hilbert space
Hladder spanned by eigenstates {|n〉}n∈Z of the number
operator N . Interactions take a particular form
V (U) =
∑
Umn |φm〉 〈φn| ⊗∆n−m (7)
where {|φm〉}dim(A)m=1 forms an orthonormal basis for sys-
tem A such that it transforms under the U(1) action
as U(θ) |φm〉 = eimφ |φm〉, the operators ∆n−m are
displacement operators on the ladder system ∆n =∑
j∈Z |j + n〉 〈j| and Umn denotes the matrix entries of
some arbitrary target unitary U with dimension dim(A)
that we wish to induce on A. Crucially this interaction
implements a local simulation on A that depends on B
only via the expectation values of ∆n and takes the form:
E(ρ) =
∑
n,i
tr(∆nσ)Kn,iρK
†
n,i (8)
for operators {Kn,i} on A. In what follows, we shall call
any protocol that simulates E in this form using a ladder
system as simply a catalytic coherence protocol, without
any further qualifications.
The system B can be reused arbitrarily many times,
and its reduced state will change continually under the
protocol. Despite this, its ability to function as a coher-
ence reference remains the same. One might think that
the protocol in [26] functions by doing a projective mea-
surement on the reference system via the covariant mea-
surement {|θ〉〈θ|} for the U(1) phase of the system and
then making use of the this phase angle at A to perform
the target map. This would certainly allow for the re-
peated use of the reference as claimed, however the pro-
tocol in [26] is not doing this, which can be seen from
the fact that the back-action on the reference B under
the catalytic coherence protocol can be very slight, and
moreover depends explicitly on the type of target uni-
tary U . In contrast, the projective measurement on B is
independent ofU and collapsesB to a uniform superpo-
sition over the states {|n〉}. We therefore seek a deeper
understanding of what is going on within catalytic co-
herence protocols and how it relates to the broader no-
tion of repeatability.
Our analysis of an arbitrarily repeatable protocol (ir-
respective of symmetry constraints) begins with the
observation that the effective process from the refer-
ence frame into the simulation Λρ : σB → E(ρ) =
trB′(VAB(ρ ⊗ σB)) is n-extendible [35] for all fixed n
and every ρ. In general, a process Λ ∈ T (HB ,HA)
is n-extendible if there is a process Λn ∈ T (HB ,H⊗nA )
symmetric under permutations of the output spaces and
with equal marginals Λ(·) = tri(Λn(·)) for all i, where
we trace out over all but the i-th system. This obser-
vation on extendibility then leads to a simple statement
on what types of simulations can be achieved by an ar-
bitrarily repeatable protocol. The proof is provided in
Supplementary Material Section E 1.
Theorem 3: Given that E is a process on A simulated by a
reference frame state σB via an arbitrarily repeatable protocol
7P , then there exists a POVM set {Ma} on system B and CP
maps Φa on A such that:
E(ρ) =
∑
a
tr(MaσB)Φa(ρ). (9)
We can now combine this result with our previous
analysis to deduce that the outcome measurement prob-
abilities tr(MaσB) have a natural interpretation in terms
of the process orbit. Explicitly, we apply the process
mode decomposition to the case where B is an infinite-
dimensional ladder system Hladder and in terms of the
eigenstates {|n〉}n∈Z we consider the following set of or-
thonormal ‘states’ that encode any θ ∈ U(1) [36]:
|θ〉 := (2pi)−1/2
∑
n∈Z
e−inθ |n〉 , (10)
which should be understood as being meaningful in a
distributional sense as a Dirac delta wavefunction on the
unit circle {eiθ}. We will refer to the states {|θ〉}θ∈U(1)
as asymptotic reference frames. We can thus establish the
following theorem.
Theorem 4: A protocol P that is used to simulate a local
process Etarget on A via a ladder system B satisfies:
i Global U(1) symmetry.
ii Arbitrary repeatability.
iii Asymptotic reference frames on B are not disturbed.
iv Asymptotic reference frames on B yield perfect simula-
tions of Etarget.
if and only if P is a catalytic coherence protocol.
This provides a clear physical interpretation of the
repeatable use of quantum coherence in simple physi-
cal terms and identifies catalytic coherence protocols to
be essentially unique under mild assumptions. Note it
does not imply that the systemB is in some perfectly co-
herent state, or that the state of B stays the same – the
repeatability holds irrespective of the state on B.
Proof. From ii, the protocol P is arbitrarily repeatable
so it follows that the induced map E takes the form
Eσ(ρ) =
∑
a tr(Maσ)Φa(ρ) for {Ma} a POVM and Φa set
of CP maps, and we include the label σ in the induced
process Eσ to account for the fact that different reference
states induce different processes onA. However, we can
decompose each Φa into the complete process modes ba-
sis as Φa =
∑
λ cλ,aΦ
λ for constants cλ,a resulting in:
Eσ(ρ) =
∑
λ
tr(
∑
a
(cλ,aMa)σ)Φ
λ. (11)
We simplify the above equation using the notation
Xλ :=
∑
a cλ,aMa to get the compact form for the in-
duced map:
Eσ(ρ) =
∑
λ
tr(Xλσ)Φλ. (12)
As a direct consequence of the global U(1) symmetry the
action of the symmetry group on σ will generate the or-
bit of Eσ . More concretely for any σ ∈ B(HB):
EUθ(σ) = Uθ ◦ Eσ ◦ U†θ . (13)
Now we substitute equation (12) into (13) to get that:∑
λ
tr(XλUθ(σ))Φλ =
∑
λ
tr(Xλσ)Uθ ◦ Φλ ◦ U†θ . (14)
The process modes form a complete orthonormal set
and transform as Uθ ◦ Φλ ◦ U†θ = eiλθΦλ. Therefore the
coefficients associated to each Φλ in the above must be
equal and we have that for all λ-irreps and all θ ∈ U(1)
tr(XλUθ(σ)) = tr(Xλσ)eiλθ. (15)
Using cyclicity of the trace in the left-hand side of the
above we move the group action Uθ on to the POVM
element. Then we use the fact that equation (15) holds
for all σ ∈ B(Hladder):
U†θ (Xλ) = eiλθXλ. (16)
Assumption iii is equivalent to the statement that the
POVM effects {Ma} must all commute with the self ad-
joint operator Φˆ associated with the asymptotic refer-
ence frames {|θ〉}θ∈U(1), given by Φˆ :=
∫ 2pi
0
θ |θ〉 〈θ| d θ.
In particular, [Xλ, Φˆ] = 0, and therefore Ma (and
each Xλ) will be diagonal in the asymptotic refer-
ence frame basis. Finally, we can write this as Xλ =∫ 〈θ|Xλ |θ〉 |θ〉 〈θ| d θ.
However, the operators Xλ transform in a particular
way under the group action. Moreover, it follows di-
rectly from equation (E17) that the asymptotic reference
frames satisfy |θ〉 = U(θ)† |0〉. These two observations
imply that 〈θ|Xλ |θ〉 = αλ(E0)e−iλθ for some constant
αλ(E0) that depends only E0 the representative origin
in the process orbit of the induced process E . E0 cor-
responds to the process induced by the reference frame
state σ = |0〉 〈0|. Altogether,
Xλ = αλ(E0)
∫
e−iλθ |θ〉 〈θ| d θ. (17)
However (see [36]) the displacement operators can be
written as ∆λ = eiλΦˆ. This implies that Xλ = ∆−λ and
the maps induced by the protocol must take the form of:
Eσ(ρ) =
∑
λ
αλ(E0)tr(∆−λσ)Φλ. (18)
It can be shown that this admits a Kraus decomposition
of the form (8), and thus the protocol is necessarily a
catalytic coherence protocol as defined in equation (8),
which completes the proof.
8The abelian structure of U(1) allows us to understand
the protocol in another way. While the coherence proto-
col appears in conflict with cloning intuitions, it should
not be viewed as a cloning of reference frame data, but
as the broadcasting of reference frame data to multiple sys-
tems. Broadcasting is a mixed state version of cloning
in which one wishes to copy unknown quantum states
{ρ1, . . . , ρn} to multiple other parties. In the single copy
case a state ρk is transformed to a bipartite σAB , such
that the marginals are σA = ρk and σB = ρk. It is known
[37] that a set of quantum states {ρk} may be broadcast
perfectly if and only if [ρi, ρj ] = 0 for all i, j. The rele-
vance for us here is that the coherent properties of the
environment B are fully described by the expectation
values 〈∆k〉 := tr[∆kσB ], and so we need only consider
these degrees of freedom. However [∆k,∆j ] = 0 for all
j, k and so a state of the form σB = 1d (1 +
∑
k ck∆
k +
other terms) can have the ∆k components of the state
broadcast in the sense described.
IV. APPLICATION: HOW TO GAUGE GENERAL
QUANTUM PROCESSES?
Gauge symmetries have played a deep and impor-
tant role in modern quantum physics [38]. In the tradi-
tional sense they are statements about a redundancy in
the system’s dynamics. In what follows we shall again
make use of the process mode formalism to provide an
information-theoretic account of gauge symmetries that
generalizes existing approaches. Importantly this ac-
count makes no requirement of a Lagrangian descrip-
tion, or that the dynamics is reversible and allows us to
consider gauge symmetries in the absence of conserved
charges.
In Section II C we analysed the structure of bipartite
processes that are symmetric under the action of a group
given by Ug⊗Ug . As mentioned, implicit in this symme-
try action is a relative alignment of the systems, which
is encoded in the choice of tensor product ⊗ for states
on AB. We have also shown that this gauge freedom
corresponds to an arbitrary choice of origin for the pro-
cess orbit M(G, E). Moreover the structure of bipar-
tite processes is naturally analysed in terms of diagrams
θ = [(a, a˜)
λ−→ (b, b˜)], which have a similar group-
theoretic structure to Feynman diagrams for particles in-
teracting via gauge bosons (e.g. electrons scattering via
photons) [39]. Given these aspects, it is therefore natu-
ral to ask if the freedom in choice of origin in M(G, E)
coincides in a way with the more traditional notion that
arises in gauge theories. To analyse this, we describe
how one gauges a general quantum process on a mul-
tipartite system from a global symmetry to a local sym-
metry.
A. Gauging global symmetries for quantum processes –
The core recipe.
We describe the gauging of quantum processes on
multipartite systems. We do not address continuous
quantum systems here, however one expects agreement
once the system is approximated in a lattice formulation.
Consider a multipartite system consisting of subsystems
A1, A2, . . . An and each of them carry a group action
of G given by Ui(g) for all g ∈ G and i ∈ {1, 2..., n}.
Let E be a globally symmetric quantum process acting on
it – this means E is invariant under the group action
U1(g) ⊗ ... ⊗ Un(g) where the same element is applied
at each site. The aim is to transform the process into E˜
acting on the system and some extra degree of freedom
such that it becomes invariant under the local group ac-
tion U1(g1)⊗ ...⊗Un(gn) where different group elements
are applied at each site.
An informal algorithm that describes our gauging of
a globally symmetric quantum process to a local one is
as follows:
1. (Background systems) We define an array of quan-
tum reference frames that function to encode rela-
tional data.
2. (Background dynamics) We define a quantum pro-
cess for the collection of reference frames that is
symmetric under the global symmetry.
3. (Gauging of symmetry) We discard our access to
the relational data between subsystems, via a uni-
form average over the local symmetry group.
Our goal is to explicitly spell out the information-
theoretic components involved in the gauging of gen-
eral dynamics, and determine the structures required for
generalization. Our analysis explicitly shows how the
gauge systems encode quantum information about the
relative alignment of subsystems, and that the gauge in-
teractions generated under this prescription depend on
the information-theoretic properties of the quantum ref-
erence frame states, as we shall describe below.
In the following we use the notation g := (g1, ...gn)
for a group element in G×n, the local symmetry group
for the composite system. We write U(g) for the action
on HA1...An and Ug to denote the corresponding action
on operators in B(HA1...An). For compactness, we shall
also use the notation Ug[E ] := Ug ◦ E ◦ U†g for the group
action on processes.
For simplicity we now assume that the multipartite
process has a particular structure. Let Γ = (V,E) be
the graph obtained by associating each subsystem to a
vertex x ∈ V , and E denotes the set of all edges linking
each subsystem. To each link l = [xy] joining x and y we
pick an arbitrary but fixed choice of orientation.
We will restrict our analysis to a particular subset
of globally symmetric processes E : B(HA1...An) →
9FIG. 6: Gauging a quantum process. Given a number
of subsystems A1, . . . An, we associate to each directed
link lk a quantum reference frame (green ellipses) that
encodes the relative orientation of the subsystems at its
end-points. For the class of 2-symmetric processes the
array of systems {lk} suffices to gauge the dynamics.
For 3-symmetric processes, one must consider
plaquette terms (yellow curved region), or equivalently
the relative alignments of triples such as (l3, l4, l5). The
properties of the quantum reference frames determine
the interactions between subsystems.
B(HA′1...A′m) that can be written as
E =
∑
{(lk,θk)}
c{(lk,θk)}χ
(l1,θ1)⊗χ(l2,θ2)⊗· · ·⊗χ(lr,θr) (19)
with c{(lk,θk)} ∈ C, and where we range over all ordered
links l = [xy] ∈ E, between Ax and Ax, and where χ(l,θ)
is a θ-diagram term on Ax and Ay . We refer to these as
2-symmetric processes.
This definition has a simple physical interpretation in
that there exists a Kraus decomposition for E in which
all Kraus operators are products on operators on pairs of
subsystems. For example, a special case is if we have a
spin lattice model with a HamiltonianH involving pair-
wise Heisenberg interactions, and expand the unitary
exp[itH] in powers of H , then we will have non-trivial
terms acting on multiple systems, but they will take the
form of being pairwise symmetric. This clearly gener-
alises in an obvious way to 3-symmetric (and beyond),
where we would consider not just directed links but also
oriented triangles (or simplices) on the total graph. In-
cluding this would obscure the core ideas and also re-
quire a generalisation of the core result on the structure
of bipartite symmetric processes, so instead we focus on
the case of 2-symmetric quantum processes.
1. The inclusion of background reference frame systems
We first introduce an array of quantum reference
frames that behave trivially under the global group ac-
tion. Specifically to every link l ∈ E we place a quantum
system, with Hilbert space Hl whose principal role is to
encode the relative alignment of the end-points of the
link. This relative alignment is fully determined by a
single group element in h ∈ G. More explicitly, since
(Uh ⊗ id) ◦ (Ugx ⊗ Ugy ) = Ugy ⊗ Ugy , (20)
for h = gyg−1x ∈ G, the fully local action on Ax ⊗Ay dif-
fers from a global one by a single group element degree
of freedom (on either subsystem).
The reference frame on l functions so as to record
this relative alignment through an encoding h 7→ σh ∈
B(Hl). In order to be consistent with equation (20) the
action of the local symmetry group on a state σh of l is
given by
Ug(σh) = σgxhg−1y . (21)
This defines the symmetry action on the reference sys-
tem l. For an initialisation of l in the state σe we have
that Ug(σe) = σe for a global action g = (g, g, . . . , g),
while for a more general action the reference l encodes
the relative alignment via e→ gxg−1y , as required.
We do not need to make any assumption as to how
well such an encoding can be done, however, modulo
technical aspects, there always exists a classical encod-
ing in which one has a set of perfectly distinguishable
of states {|h〉} for a reference frame system, which car-
ries a well-defined group action given on the basis via
U(g)|h〉 := |gxhg−1y 〉.
2. Specifying dynamics for the reference frame systems
Now crucially the quantum reference frames on the
links become dynamical objects, and themselves must
be subject to a quantum process. However we require
the the total quantum process, on subsystems and refer-
ence frames, to be invariant under the full local group
action. Moreover, we wish that any changes in the rel-
ative alignments of systems be encoded in the reference
frames. Therefore we must define interactions between
subsystems and reference frames that act non-trivially
so as to accomplish this.
One could introduce arbitrary couplings between
subsystems and reference frames and deduce how well
they perform, however the simplest construction is to
define couplings that naturally mirror with the process
modes that we have introduced. A process gauge cou-
pling, {A(l,λ)jk } for a quantum reference frame on a link
l is a set of superoperators A(l,λ)j,k : B(Hl) → B(Hl) such
that
Ug[A(l,λ)j,k ] =
∑
m,n
vλ(g−1x )mjv
λ(gy)knA(l,λ)mn , (22)
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under the local symmetry action, and where x and y are
the endpoints of the directed link l.
These process gauge couplings are essential for gaug-
ing the global symmetry to a local one, and if one
views process modes Φλk as comprising a vector Φ
λ =
(Φλ1 , . . . ,Φ
λ
d)
T of terms that transform irreducibly, then
a process gauge coupling {Aij} can be viewed as com-
prising a matrix of process terms
A =

A11 A12 · · · A1d
A21 A22 · · · A2d
...
...
...
...
Ad1 Ad2 · · · Add
 (23)
for which a local symmetry transformation on subsys-
tem Ax corresponds to left multiplication by the d × d
matrix v(g−1x ) of irrep components (for the irrep λ with
dim(λ) = d), a symmetry transformation on subsystem
Ay corresponds to right multiplication by v(gy), while
the diagonal components of A are each invariant under
global actions.
Since we have restricted to processes that are 2-
symmetric, it suffices to describe the construction for a
general bipartite superoperator term χ(l,θ) =
∑
j Φ
λ
x,j ⊗
Φλ
∗
y,j with the link l joining Ax and Ay . The promotion of
the globally symmetric process E to a locally symmet-
ric one E˜ is implemented by first making explicit the
background process. Since for any fixed j we have that
Ug[A(l,λ)j,j ] = A(l,λ)j,j for g being a global symmetry action
the superoperator term A(l,λ)j,j is a “background scalar”
under the global action and so can be included into χ(l,θ)
without affecting any symmetry properties.
χ(l,θ) =
∑
j
Φλ
∗
x,j ⊗ Φλy,j
χ(l,θ) −→ χ′(l,θ) =
∑
j
Φλ
∗
x,j ⊗A(l,λ)j,j ⊗ Φλy,j (24)
The superoperator χ′(l,θ) acts on the subsystems in ex-
actly the same way as χ(l,θ) under the global group ac-
tion – we have simply made explicit the background de-
grees of freedom.
While the above describes the process couplings to the
system, we must also ensure that the full process is com-
pletely positive and trace-preserving. In particular it is
insufficient to include only interaction terms on the ref-
erence frames – there must be purely local terms on the
reference frames so as to ensure trace-preservation. The
details of this are not needed for our present analysis.
3. Gauging the process to a local symmetry
Having made explicit the background reference frame
and process gauge couplings we promote the global
symmetry to a local one by discarding relative align-
ments. This is done by averaging over all independent
local group actions. The gauge-invariant process com-
ponents are now obtained via G-twirling the superoper-
ator Φ′(l,θ) over the full local group G
×n, and are given
by
χ(l,θ)
gauging−→ χ˜(l,θ) := G[χ′(l,θ)] = Φλ∗x
T · A(l,λ) ·Φλy (25)
with the dot denoting summation over the adjacent
indices of the vector-matrix form of the local process
modes and gauge couplings.
The fully local process is then
E˜ =
∑
{(lk,θk)}
c{(lk,θk)}χ˜
(l1,θ1)⊗χ˜(l2,θ2)⊗· · ·⊗χ˜(lr,θr), (26)
and the invariance of each term implies we have gauged
the globally symmetric dynamics to a process with local
gauge symmetry.
B. Illustrative example: lattice gauge theory
We highlight this alternative information-theoretic
perspective within the traditional context of unitary dy-
namics for a lattice gauge theory as described in the
Kogut-Susskind Hamiltonian approach [40]. We con-
sider the total Hamiltonian on a two dimensional square
lattice Γ = (V,E) given by a nearest neighbour hop-
ping H =
∑
xN(x) +
∑
x,∼xK(x, ), where  ∼ x
denotes summation over nearest neighbour points to x.
The local particle density observable at each site x is
N(x) :=
∑
k a
†
k(x)ak(x) and the kinetic term describ-
ing a hopping from site x to neighbouring site x +  is
given by the hermitian operator
K(x, ) :=
∑
k
a†k(x+ )ak(x) + a
†
k(x)ak(x+ ). (27)
The unitary evolution that results from the above
Hamiltonian E(ρ) := e−itHρeitH is symmetric under the
global group action Ug[E ] = E for all g = (g, ..., g). How-
ever, while the local particle density N(x) is also invari-
ant under the local group action, the hopping term in
not.
Gauging this unitary process will allow one to make
purely local dynamical statements. Since the dynamics
are generated by a Hamiltonian, we can do the gaug-
ing on the level of the generator for simplicity – in
other words we gauge the superoperator L(ρ) = i[H, ρ],
which in turn generates the unitary dynamics under
exponentiation. As discussed in the previous section
the procedure involves adding to every link the lattice
l ∈ E a reference frame Hl which can perfectly encode
the group element for the relative alignment of adjacent
sites on the lattice. Specifically Hl is spanned by per-
fectly distinguishable set of pure states {|h〉 : h ∈ G}
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and transforms under the local group action with ele-
ments gx and gx+ on the vertices of the edge l according
to |h〉 −→ |gxhg−1x+〉.
FIG. 7: Lattice gauge theory. Subsystems are located at
the vertices of the lattice, while quantum reference
frames on the links. The generators {Ja} of the local
group action at a subsystem A1 act non-trivially on the
vertex as well as the 4 directed links surrounding it
(yellow radial arrows). Gauss’ law is satisfied if the
state of the system is a symmetric state, ρ = G[ρ], under
the full local symmetry. Within a fully symmetric
scenario, the only observables that can be measured are
those that are invariant under the symmetry group.
Wilson loops (e.g. the red-loop shown) are defined
purely on the reference frames, and are examples of
such measurable observables.
The procedure at the Hamiltonian level amounts to
gauging the hopping term K → K˜ = ∑x,∼xK(x, ),
with the inclusion of the link operator such that
K˜(x, ) =
∑
jk
a†j(x)⊗ Ljk(l)⊗ ak(x+ ) + h.c (28)
where Ljk =
∫
ujk(h) |h〉 〈h| d h. The process gauge cou-
plings that encode the relative alignment of the subsys-
tems into the reference frame Hl are given by Ajk(ρ) :=
[Ljk, ρ].
This describes the dynamics of the systems at the ver-
tices – on top of this however one must include kinetic
terms for the links. A full treatment of this would be be-
yond the aims of the present work, and so we refer the
reader to [41–45].
C. A resource theory perspective on gauge dynamics and
Gauss’ Law
Having described how the gauging procedure coin-
cides with the traditional unitary dynamics on a lattice
approach, we can briefly discuss how it looks from the
perspective of quantum resource theories.
In the resource theory of asymmetry, and quantum
reference frames, symmetry defines the freely prepara-
ble states (or ‘free states’) of the theory. In particular,
under the full local symmetry constraint we have the el-
ementary information-theoretic result that any compos-
ite state ρ cannot be distinguished from G[ρ] given by
G[ρ] =
∫
G×n
dng Ug[ρ]. (29)
This fact can be used within the resource-theoretic ap-
proach to determine the observables that can be mea-
sured within a purely symmetric context [46]. In the
language of gauge theories these observables are called
“physical observables” and the states for which G[ρ] = ρ
are called the “physical states” of the theory.
Since E˜ is symmetric under the local symmetry group
we have that E˜(G(ρ)) = G(E˜(ρ)) = G(E˜(G(ρ)). Therefore
the dynamics preserve the set of all symmetric states,
which is a minimal requirement for consistency. In the
language of asymmetry resource theory, these gauge-
invariant processes are the free operations of the theory.
Now, the states for which ρ = G[ρ] are convex mix-
tures of states with support in the eigenspaces of the
generators {Jc} of the action U(g) = ei
∑
c θcJc , where
θc are group parameters. Thus, the free states in the the-
ory are convex mixtures of states with sharp values of
gauge-invariant observables. This condition is a gener-
alized form of Gauss’ Law.
We can outline that this is true for the lattice gauge
system. The local group representation is g 7→ U(g) and
has independent group parameters gx defined at each
site x on the lattice. Therefore the representation can be
written as
U(g) = exp
[
i
∑
x,c
θc(x)Jc(x)
]
, (30)
where, local to each site x, we have θ(x) ∈ R and with
the operators {Jc(x)} being the local generators of the
group action. It is important to note the the operators
Jc(x) act non-trivially both on the vertex x quantum
system and also on the quantum systems residing on
the four adjacent links around x. The “physical Hilbert
space of states” is defined as the span of the gauge in-
variant vectors |ψ〉 that obeyOk(x)|Ψ〉 = sk(x)|Ψ〉 for all
x and for a maximal commuting subset of observables
{Ok} obtained from the generators [41–44]. The eigen-
values {sk(x)} are called “static charges”, since they are
constants of any gauge-invariant evolution. More typi-
cally it is demanded that there are no static charges and
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so the physical space of states is the null space the above
observables, and is mapped into itself by all of the local
generators.
We can outline this for the case of G = U(1) where
we simply have a scalar number degree of freedom at
each site, and a single generator J(x) at each site. De-
noting the lattice vectors as  in the horizontal direction,
and ′ in the vertical direction for a 2-d square lattice. It
turns out (see [41–44] or the recent review [45]) that this
decomposes into a term q(x) that is purely local to x,
and link operators E(x + y) acting on the directed link
joining x to y. More explicitly, it takes the form
J(x) = E(x+)−E(x−)+E(x+′)−E(x−′)−q(x).
(31)
Thus in the limit ||, |′| → 0 the set of physical states are
required to obey
[∇ ·E(x)− q(x)] |Ψ〉 = 0, (32)
which is simply Gauss’ Law for the electric field E(x)
at the point x in terms of the local charge density q(x).
However from the resource-theoretic perspective, the
Gauss law coincides with condition that we can only
freely prepare states for which G[ρ] = ρ.
For convenience we summarize this resource-
theoretic perspective: in the resource theory of asymmetry
for a local gauge group G, the free states of the theory coincide
with the set of all convex mixtures of pure quantum states
|Ψ〉〈Ψ| that obey a generalized Gauss’ Law. The set of free
operations within the resource theory coincide with the set of
all locally gauge-invariant processes.
We also note briefly that the symmetric observables
on the reference frames correspond to Wilson loops, and
which are also fully invariant under the local group ac-
tion. The basic loops are around a single plaquette of the
lattice and give rise to terms
Wp = tr[L(l1)L(l2)L(l3)L(l4)], (33)
where there is an implicit summing and trace over the
m,n indices of Lmn(l). It is readily seen that Ug[Wp] =
Wp for all g ∈ G×n in the local symmetry group. We
leave a more detailed analysis to later work where view-
ing the gauge symmetry from a resource-theoretic per-
spective could provide a natural context in which to
study entanglement in gauge theories.
D. Fixing a gauge – from local to global symmetry.
In the context of a gauged process, we can also con-
sider the opposite direction, namely how to go from a
local gauge symmetry to a global one. We restrict our
discussion to the case in which the reference frame can
perfectly encode group elements in a basis {|g〉}.
The way in which this gauge fixing can be done is
simply by pre- and post-selecting the reference frames
onto particular group elements. This breaks the the local
symmetryG×n down to a particular globalG symmetry.
Again, it suffices to consider gauging the two site case.
The local symmetry is U(h,g), which we wish to fix to a
global action U(h(g),g) where we assume h(g) = wgw−1,
for somew ∈ G, and which defines the way in which the
action at A2 is related to that at A1.
The gauge-fixing is achieved as a pre- and post-
selecting of the form
E˜ → E˜h1,h2 := (id⊗Πh2) ◦ E˜ ◦ (id⊗Πh1), (34)
where Πh(σ) = |h〉〈h|σ|h〉〈h|, is the projection onto the
pure state |g〉. The projection id ⊗ Πh breaks the G×2
symmetry action U(h,g) to the global symmetry action
U ′g := U(hgh−1,g), for any g ∈ G. Note that
U(hgh−1,g) = U(h,e) ◦ U(g,g) ◦ U†(h,e), (35)
and so the passage between global and local symmetry
coincides with the degree of freedom discussed in Sec-
tion II A and II B for the relative alignment of two sub-
systems. More details on gauge-fixing can be found in
the Supplementary Material Section D 2
V. DISCUSSION
The central feature of this work is a tool-kit with
which to analyse general quantum processes. It ex-
tends prior asymmetry analysis to a diagrammatic de-
composition reflecting both the causal structure of pro-
cesses and the underlying symmetry principle. The con-
struction stemmed from a simple and general motivat-
ing question on the structure of symmetric processes on
many-body systems and it lead to a range of insights
and applications.
We have provided an information-theoretic analysis
of how a quantum process can be gauged to a local
gauge symmetry. The procedure coincides with tradi-
tional approaches: unitary reversible processes lead to
lattice gauge theories and (although not discussed here)
state preparation processes recover recent constructions
in Tensor Networks [47–50] that involve gauging quan-
tum states [51]. Since unitary dynamics and state prepa-
ration are particular instances of quantum processes,
our results can be viewed as generalizations that in-
clude both cases within a single unifying setting – to this
aim we use only primitive information-theoretic con-
cepts such as quantum reference frames, and quantum
processes on multipartite systems, and with as few as-
sumptions as possible, and without any Lagrangian for-
mulation.
However, one could ask how restrictive it was to use
2-symmetric processes and what our analysis tells us
about gauging of symmetries more generally. Since the
bipartite covariance result in Theorem 2 is fully general,
the set of 2-symmetric processes can be viewed as the
most general form of CPTP maps for which the gaug-
ing occurs for pairwise Kraus interactions. To go be-
yond this would require slightly more involved machin-
ery for tripartite terms. However, for sufficiently short
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timescales, it would be expected that an approximation
to 2-body interactions is appropriate, and so falls un-
der the analysis here. In a related direction, one can
work solely at the level of generators for the dynamics
– and so perform the gauging on a Lindbladian opera-
tor. One direction this might be of use would be in re-
cent work [52] on information loss in quantum field sys-
tems, where the present techniques would allow gaug-
ing of quantum fields without having a global conser-
vation present. We leave to this line of inquiry to future
work.
Gauge theories exhibit highly non-local features that
give rise to subtleties when one looks at entanglement
in this context [53–55]. However entanglement theory
is best described in terms of the resource theory of Lo-
cal Operations and Classical Communications (LOCC)
[56]. This setting does not readily admit a Lagrangian
description and so one might expect that the formalism
that we have presented would be ideally suited for tack-
ling such features in systems with gauge symmetry.
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Appendix A: Background – notations, definitions, basic results.
We use HA to denote the Hilbert space associated to a quantum system A, and B(HA) to denote the set of
(bounded) linear operators on HA. A quantum process E : B(HA) → B(HA′) is a completely-positive trace-
preserving superoperator taking states ρA ∈ B(HA) into states E(ρA) ∈ B(HA′) for an output system A′. We denote
the space of superoperators Φ : B(HA)→ B(HA′) by T (A,A′).
By Wigner’s theorem, a symmetry on a system A is represented by either a unitary or anti-unitary action on HA.
In this work we consider only unitary actions. Associated to a symmetry group G we have a unitary representation
U : G→ B(HA), with U(g) being unitary onHA for all g ∈ G that respects the usual group composition rules.
Since we work at the level of density operators and processes, it is convenient to use additional notation. For any
X ∈ B(HA) we denote the adjoint action as Ug(X) := U(g)XU(g)†. In a similar way we can define a group action on
superoperators Φ ∈ T (A,A′) via Φ 7→ U ′g ◦ Φ ◦ U†g , where U†g := Ug−1 and U ′g is the unitary action of G on the output
system A′.
An operator X ∈ B(HA) is called symmetric if Ug(X) = X for all g ∈ G, while a superoperator Φ ∈ T (A,A′) is
called symmetric if U ′g ◦ Φ ◦ U†g = Φ. We also use the short-hand Ug[Φ] := U ′g ◦ Φ ◦ U†g .
We make use of vectorization of linear operators extensively, and use a modified version of the notation in [57].
Given a linear map L : HA → HB we can define its vectorization, denoted |vec(L)〉which is a vector inHB ⊗HA, by
the following method. For L = |a〉〈b|, with {|a〉} and {|b〉} being computational bases for the two spaces, we define
|vec(L)〉 := |a〉 ⊗ |b〉. (A1)
The vectorization of a more general linear map L =
∑
a,b Lab|a〉〈b|with La,b ∈ C is then fully specified by demanding
linearity hold: |vec(L1 + L2)〉 = |vec(L1)〉+ |vec(L2)〉 for all linear maps L1, L2 fromHA toHB .
It is then easy to verify the following two central properties of vectorization:
|vec(AXB)〉 = A⊗BT |vec(X)〉 (A2)
〈vec(L)|vec(M)〉 = tr(L†M), (A3)
for all linear maps between the appropriate spaces. The first relation is powerful in the context of entangled bipartite
quantum systems, while the second simply says that the mapping vec is an isometry between the Hilbert space
HB ⊗HA and the space of linear maps fromHA toHB with the Hilbert Schmidt inner product 〈L,M〉 := tr(L†M).
The application of these relations make the following easy to establish
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Lemma A.1. Given two quantum systems A and B that are isomorphic we have that
M ⊗ 1|vec(1)〉 = 1⊗MT |vec(1)〉 (A4)
U ⊗ U∗|vec(1)〉 = |vec(1)〉 (A5)
tr(L†M) = tr((L† ⊗M)F) (A6)
for all L,M ∈ B(HA) and for all unitaries U ∈ B(HA), and where F := |vec(1)〉〈vec(1)|TB =
∑ |ab〉〈ba| is the swap
operator on AB.
These relations generalise to the case where A and B are not isomorphic, and where we allow M to map into a
different space, by observing that the smaller system, B say, hasHB isomorphic to a strict subspace ofHA.
1. Representations of superoperators
Given a superoperator Φ ∈ T (A,A′) we can represent it in a number of different ways. The Choi representation
J(Φ) ∈ B(HA′ ⊗HA) is provided by
J(Φ) := Φ⊗ idA(|vec(1)〉〈vec(1)|). (A7)
with inverse relation given by
Φ(X) = trA′(1A ⊗XTJ(Φ)), (A8)
for any X ∈ B(HA). The Kraus decomposition of Φ is given by Φ(X) =
∑
k AkXB
†
k, where {Ak}Nk=1 and {Bk}Nk=1
are the set of Kraus operators. This automatically implies that the corresponding Choi operator is given by
J(Φ) =
∑
k
|vec(Ak)〉〈vec(Bk)|. (A9)
The vectorization map gives another representation K(Φ) ∈ B(HA′ ⊗ HA) via the expression K(Φ) : |vec(X)〉 7→
|vec(Φ(X))〉 for all X . It is easy to verify that
K(Φ) =
∑
k
Ak ⊗B∗k . (A10)
We also have that Φ is a quantum process if and only if Ak = Bk for all k and
∑
k A
†
kAk = 1, and if and only if J(Φ)
is a positive semi-definite operator with trA(J(Φ)) = 1A′ .
The Steinspring dilation (V,HB , |η〉B) provides a final representation for a quantum process Φ ∈ T (A,A′) given
by
Φ(ρ) = trCV (ρA ⊗ |η〉B〈η|)V †, (A11)
where V : HA ⊗HB → HA′ ⊗HC is an isometry (V †V = 1), and σB is a fixed quantum state on an auxiliary system
B, which can be taken to be pure.
Appendix B: Decomposition of quantum processes
1. Representations and tensor product representations
Given a fixed group G one can usually classify and construct every irreducible representation for that particular
group. These are exactly those representations which do not have a proper subrepresentation and therefore they
contain no subspace invariant under the action of all group elements. We will be dealing with compact Lie groups G
and for these types of groups all their irreducible representations are finite dimensional. We denote by Gˆ the set of
all irreducible representations of G. Each irreducible representation is uniquely determined in a canonical way by a
distinguished vector which we generically denote by λ ∈ Gˆ and is called the heighest weight vector. A λ-irrep acts on
an dim(λ) vector space V λ with an irreducible representation vλ : G −→ GL(V λ) that has matrix coefficients v(λ)mm′(g)
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determined by some fixed basis choice for V λ. In particular they satisfy Schur’s orthogonality relations (which are
valid for any compact group) for any λ, µ ∈ Gˆ:∫
G
v
(λ)
mm′(g)(v
(µ)
nn′(g))
∗d g =
1
dim(λ)
δλ,µδmnδnn′ (B1)
For any unitary representations UA : G −→ B(HA) the Hilbert space HA has a canonical decomposition into sub-
spaces on which the group acts irreducibly. Formally we can write
HA =
⊕
λ∈Gˆ;α
V λ,α (B2)
where α is a multiplicity label counting the number of times an irreducible representation appears in the decompo-
sition of HA. The symmetry of the system A which manifests itself through the unitary representation U is the only
property that dictates which irreps and corresponding multiplicities appear in the decomposition.
Since we will be interested in bipartite systems HA ⊗ HB we want to know how one can decompose this space
into irreducible components. Suppose that UB : G −→ B(HB) is a unitary representation of HB then there is a
tensor product representation acting on the composite system UA ⊗ UB : G −→ B(HA ⊗ HB) given by UA ⊗ UB(g) =
UA(g)⊗UB(g). For example in the case of SU(2) the irreps are labelled by positive half-integers j ∈ {0, 1/2, 1, 3/2, ...}
and have dimension 2j + 1. The tensor product representation of two irrep j1 ⊗ j2 decomposes into irreducible
components according to the Clebsch-Gordan series j1⊗ j2 = |j1− j2| ⊕ ...⊕ j1 + j2. These correspond physically to
the possible total angular momentum values that arise when coupling a particle with spin j1 with another with spin
j2. Notice how there is only one configuration for each value of the total angular momentum meaning that each irrep
in the decomposition appears with multiplicity one. While this is not necessarily the case for general compact groups
G similar techniques can be applied there to obtain the canonical decomposition of tensor product representations.
We summarise below how these apply generally and refer to [58] for a detailed analysis.
a. Detour into generalised Clebsch-Gordan coefficients
Let Uµ and Uν be two irreducible representations of G and assume these are realised on the vector spaces V µ and V ν respec-
tively where µ, ν ∈ Gˆ. Under the tensor product representation the space V µ ⊗ V ν decomposes into irreducible components:
V µ ⊗ V ν ∼=
⊕
λ∈Gˆ
mλV
λ (B3)
where mλ is the multiplicity of the λ-irrep. This implies that the product of representations Uµ ⊗ Uν is unitarily equivalent to
a block decomposition where each block is an irreducible representation of the group. One can write that for all g ∈ G
C(Uµ(g)⊗ Uν(g))C† =
⊕
mλU
λ(g) (B4)
for some unitary matrix C which represents nothing more than a change of basis in V µ ⊗ V ν from the tensor product basis to
a basis that achieves the decomposition. The entries of this matrix are what we call the Clebsch Gordan coefficients (CGC) and
provide a generalisation to arbitrary compact groups G of the coefficients that appear when coupling angular momentum states.
When {|µ, k〉}dim(µ)k=1 and {|ν, k〉}dim(ν)k=1 are basis for V µ and V ν respectively and {|eλ,αk 〉}dim(λ)k=1 a basis for the λ-irreducible
component labelled by multiplicity α in the above decomposition into irreducible components then these are related through the
Clebsch-Gordan coefficients:
|eλ,αk 〉 =
∑
m,n
〈µ,m; ν, n|λ, α, k〉 |µ,m〉 |eνn〉 (B5)
where the coefficients 〈µ,m; ν, n|λ, α, k〉 represent entries for the unitary matrixC. The CGCs depend on the choice of orthonor-
mal basis in the spaces V µ, V ν and V λ,α. Beyond orthonormality relations inherited from the unitarity of C, the generalised
Clebsch-Gordan coefficients posses many different types of permutation symmetries and they are non-zero when particular types
of relations hold. Within quantum mechanics these relations are exactly the ones that give the selection rules.
The problem of determining the multiplicity mλ of each irrep in B3 for the general linear group of fixed dimension n is
sharpP -complete and it can be approximated with a randomized polynomial time algorithm [59]. The problem of determining
CGCs is in the NP-complete class [60].
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2. Irreducible tensor operators
The structure of HA provided by the symmetry carries over to higher-level Hilbert spaces such as B(HA) and
T (HA,HA′) in such a way that it respects their algebraic structure. The mathematical construction that will allow us
to upgrade the decomposition of the Hilbert space HA into irreducible components to the decomposition of B(HA)
are called irreducible tensor operators.
Definition B.1. Let G be a compact group and U a unitary representation of G on the Hilbert space HA. Then for every
irreducible representation λ ∈ Gˆ define the irreducible tensor operators (ITO) to be the set of operators {T (λ)k }dim(λ)k=1 in B(HA)
such that for all g ∈ G:
Ug(Tλk ) =
∑
v
(λ)
kj (g)T
λ
j (B6)
where v(λ)kj are matrix coefficients of the λ-irrep and ranges over all irreps in the decomposition of the representation U ⊗ U∗.
The action of the group G on the space of operators B(HA) is given by the adjoint action U . Therefore there is a
canonical decomposition for B(HA) into irreducible components such that U acts like an irrep when restricted to
each subspace. There is a natural isomorphism between B(HA) and HA ⊗H∗A but since we can identify any Hilbert
space with its dual we can identify the space of operators with two copies of HA carrying the representation given
by U ⊗ U∗. This means that all irreps that appear when decomposing B(HA) into irreducible subspaces under U are
exactly those that appear when decomposing HA ⊗ HA into irreducible subspaces under U ⊗ U∗. The following
lemma makes this point precise and shows that the set of all ITOs forms an orthonormal basis for B(HA).
Lemma B.2. Let G be a compact group and U a unitary representation of G on the Hilbert space H. Given a full set of
irreducible tensor operators {Tλk : λ, k} for B(HA) then the set {|vec(Tλk )〉 : k = 1, ...dim(λ)} forms an orthonormal basis for
the λ-irrep in the decomposition of HA ⊗HA under the action U ⊗ U∗. Moreover the ITOs satisfy the orthonormality relation
tr((Tλk )
†Tµj ) = δkjδλµ for all λ, µ-irrep and all k, j.
Proof : The result follows easily from orthonormality of matrix coefficients and properties of vectorisation.
The basis that achieves the decomposition of B(H) into irreducible components is given by the complete set of
orthonormal ITOs {Tλ}dim(λ)k=1 for λ ranging over all irreps (including multiplicities) that appear in the representation
U ⊗ U∗. For every λ the set of ITOs under the adjoint action transform irreducibly. Particularly Ug acts on the
Oλ,α := span{Tλ,αk : 1 ≤ k ≤ dim(λ)} in the same way as does the irreducible representation of highest weight λ.
This corresponds to the λ-irreducible component of multiplicity α in the decomposition of B(HA). Then the space of
operators splits into:
B(HA) ∼=
⊕
λ,α
Oλ,α . (B7)
Since there is clearly an underlying choice of basis for the irreducible tensor operators there is a sense in which
the above decomposition is not entirely unique. However at the high level of the structure of the decomposition
there is no freedom to mix operators belonging to different irreducible components. Denote the λ-mode by Aλ =⊕
αOλ,α the full λ-irreducible component where we have summed over all copies of the λ irrep that appear in the
decomposition of B(HA). Therefore the space decomposes in a unique way into subspaces:
B(HA) ∼=
⊕
λ
Aλ (B8)
Then given any density matrix ρ ∈ B(HA) we can effectively decompose it into modes of asymmetry according to:
ρ =
∑
λ
ρλ (B9)
where each of the ρλ ∈ B(HA) represents the orthogonal projection of ρ onto the λ-mode, that is onto the subspace
Aλ of B(HA). While indeed some of the projectors above can be zero, the decomposition of ρ into asymmetry modes
will be unique because the coarse grained structure of B(HA) given by the unitary representation Ug is rigid and
always fixed by the symmetries of the underlying Hilbert space.
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a. Uniqueness of the ITOs and asymmetry modes
In order to construct a fixed set of ITOs for the space of operators B(HA) there are two underlying choice of basis: i) the basis
for the Hilbert space HA and ii) a basis for each irreducible representation resulting in a fixed set of matrix coefficients vλkj(g).
More specifically the mode decomposition (the coarse grained structure) B(HA) ∼=
⊕
λAλ is always unique and depends upon
the symmetry of the Hilbert space so only on the unitary representation U . Once we have fixed a basis for the underlying Hilbert
space then the finer-grained decomposition B(HA) ∼=
⊕
λ,αOλ,α becomes unique. Finally whenever we have fixed a basis for
the irrep vλkj this implies that we fix the ITOs all together and particularly we fix the vector-component label associated to that
particular irrep.
3. Irreducible tensor superoperators
A similar type of structure we find when dealing with the space of superoperators T (A,A′) and we can further
upgrade the irrep decomposition at the level of superoperators by defining the analogue of ITOs:
Definition B.3. Let G be a compact group and U , U ′ unitary representations of G on the Hilbert spacesHA respectivelyHA′ .
For every irreducible representation λ ∈ Gˆ define the irreducible tensor superoperators (ITS) to be the set of {Φλk}dim(λ)k=1 inT (A,A′) that transforms under the group action as:
Ug(Φ
λ
k) := U ′g ◦ Φλk ◦ U†g =
∑
j
v
(λ)
kj Φ
λ
j (B10)
where vλkj are matrix coefficients of the λ-irrep and ranges over all irreps in the decomposition of U ⊗ U∗ ⊗ U ′ ⊗ U ′∗.
In the main text we use the term process modes for these ITS.
The space of superoperators T (A,A′) has a similar structure in the sense that can be decomposed into irreducible
components according to the underlying symmetries. In particular the set of all ITS forms a basis that achieves this
decomposition. Therefore when we take into account the possibility of multiplicities to write:
T (A,A′) =
⊕
λ,α
span{Φλ,αk : k = 1, ...,dim(λ)} (B11)
where we sum over all λ-irreps and corresponding multiplicities α. The following lemma gives a rigorous proof of
this:
Lemma B.4. Given that {Φλk}dim(λ)k=1 forms an ITS for T (A,A′) then for each λ-irrep in the decomposition of UA⊗U∗A⊗U ′A⊗
(U ′A)
∗ the corresponding Choi operators Jλk := J(Φ
λ
k) form a λ-irrep ITO under the action of U ′A ⊗ U∗A.
The above lemma allows us to construct ITSs form ITOs which in turn can be obtained by vectorising basis vectors
for irreducible components appearing under the decomposition of the required representations. In light of Lemma
B.4 we can define an inner product on T (A,A′) as 〈E1, E2〉 := tr(J [E1]†J [E2])〉. This ensures that the complete set of
ITS for T (A,A′) forms an orthonormal basis.
Similarly to our previous discussion for ITOs the ITS also rely on particular basis choices: i) for the input and
output Hilbert spaces HA and H′A ii) for the matrix coefficients/ irreducible representations and therefore are not
uniquely determined by how they transform under the group action. However the coarse-grained decomposition
of T (A,A′) into irreducible components is unique in the sense that for any E ∈ T (A,A′) the orthogonal projection
onto the λ-irrep isotypical component (i.e including multiplicities) given by
⊕
α span{Φλ,αk : k = 1, ...dim(λ)} does
not depend on the underlying choice of basis:
Eλ = dim(λ)
∫
tr(vλ(g))Ug[E ]d g (B12)
where tr(vλ(g)) is just the character of the λ-irrep and it is independent on the choice of basis that give the matrix
coefficients. Furthermore fixing a basis only for irreps and consequently their matrix coefficients then we obtain the
asymmetry modes Eλk of the superoperator E and these are the projection onto the subspaces
⊕
α span{Φλ,αk } for any
fixed k and λ:
Eλk = dim(λ)
∫
vλkk(g)Ug[E ]d g. (B13)
19
Therefore any E ∈ S(A,A′) can be written as:
E =
∑
λ,k
Eλk =
∑
λ,α,k
Φλ,αk 〈E ,Φλ,αk 〉 (B14)
where the projection on any λ-isotypical component Eλ = ∑α,k Φλ,αk 〈E ,Φλ,αk 〉 is independent on the choice of basis
that fixes the ITS and Eλk =
∑
α Φ
λ,α
k 〈E ,Φλ,αk 〉 depends only on the choice of basis for the v(λ) irrep.
4. Constructing a natural basis of ITS for T (A,A′)
By building upon notions of ITOs we provide a way to construct an orthogonal basis of ITSs for the space of
superoperators. While the construction does not a priori assume any choice of basis for the underlying Hilbert
spaces or irreps – in practice for computational purposes these will be hidden behind the ITOs and determining
these requires basis choices.
The irreducible representations that appear in the decomposition of T (A,A′) are exactly those found in the product
representationU⊗U∗⊗U ′⊗(U ′)∗ and we have denoted the set of all such irreps by Irrep(A,A′). Each λ ∈ Irrep(A,A′)
can be thought of as arising in the tensor product of a a-irrep in the decomposition of U ⊗ U∗ with a a˜-irrep in the
decomposition of U ′ ⊗ (U ′)∗. This represents a useful way to keep track of multiplicities of each irrep in T (A,A′)
which takes into account the natural way in which superoperators act on the input and output systems. This is
because a˜ and a also labels irreps in the decomposition of the output space B(H′A) respectively the input space
B(HA). We then say that the λ-irrep has an associated multiplicity label that we denote by mλ = (a˜, a). While in
practice a˜ and a-irrep themselves can carry multiplicities as well as giving rise to more than one λ-irrep in the tensor
product a˜ ⊗ a we will often suppress this for simplicity of notation. We only make it explicit when it becomes a
relevant issue. For instance one should keep in mind that in the case of SU(2) the tensor product of two irreps does
not contain irreps with multiplicity greater than one in their decomposition.
Theorem B.5. For any λ ∈ Irrep(A,A′) and multiplicity labelmλ = (a˜, a) we have that the set of superoperators in T (A,A′)
given by:
Φλ,mλk (ρ) :=
∑
m,n
〈a˜,m; a, n|λ, k〉T a˜mtr(T anρ) (B15)
forms an orthogonal basis of irreducible tensor superoperators for T (A,A′). {T a˜m} and {T an} denote sets of ITOs for B(HA)
respectively B(H′A).
Proof. We just need to check that under the group action Ug[Φ
λ,mλ
k ]
?
=
∑
k′ v
(λ)
kk′(g)Φ
λ,mλ
k′ where the matrix coefficients
for the λ-irrep need to be consistent with the choice of basis assumed by the CGCs. Since {T a˜m} in B(H′A) and {T an}
in B(HA) are ITOs then they will transform as:
Ug(T an ) =
∑
nn′
v
(a)
nn′(g)T
a
n′
U ′g(T a˜m) =
∑
m′
v
(a˜)
mm′(g)T
a
m′
(B16)
and therefore the set of superoperators defined in the Equation B15 will transform as:
Ug[Φ
λ,mλ
k (ρ)] =
∑
m,n,m′,n′
〈a˜,m; a, n|λ, k〉v(a˜)mm′v(a)nn′T a˜m′ tr(T an′ρ) (B17)
Taking into account the definition of CGC and the fact that they represent a unitary change of basis then they must
satisfy:
∑
k′
〈a˜,m′; a, n′ |λ, k′〉v(λ)kk′ =
∑
m,n
〈a˜,m; a, n|λ, k〉v(a˜)mm′v(a)nn′ . For more details on the relations between CGCs and
matrix coefficients we refer the reader to [58]. Finally by substituting this into Equation B17 we obtain
Ug[Φ
λ,mλ
k (ρ)] =
∑
k′,m′,n′
〈a˜,m′; a, n′ |λ, k′〉v(λ)kk′(g)T a˜m′ tr(T an′ρ)
=
∑
k′
v
(λ)
kk′(g)Φ
λ,mλ
k′ . (B18)
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FIG. 8: The edges label asymmetric resource species while the vertex represents the interaction of asymmetric
resources. Mathematically it is a diagramatic representation of an intertwiner between couplings of irreducible
representations. Physically - due to the directionality provided by the quantum operations - it has the interpretation
that the input asymmetric mode interacts with some external asymmetry to produce the output asymmetric mode.
We can associate one such diagram to every irreducible tensor superoperator that decomposes the space T (H1,H2)
of superoperators.
In light of the above theorem we can identify a special type of ITSs that have support only on a single irreducible
component in the input space and map it to a single irreducible component in the output space.
Definition B.6. We define a complete set of canonical process modes in T (A,A′) to be the ITS set {Φλ,mλk }k,λ such that
for any λ ∈ Irrep(A,A′) and any corresponding multiplicity mλ there exists irreps in the input and output spaces labelled by
a and a˜ respectively such that for all k the ITS Φλ,mλk : Va −→ V ′a˜ is supported only on the a-irrep subspace of B(HA) and with
range included only in the a˜-irrep subspace of B(H′A)
While every canonical process mode will take the form given by Theorem B.5 for some choice of ITOs in the input
and output spaces it is generally not true that any ITS can take this form. However the primitives are building blocks
that allow us to construct any general ITS and therefore any basis that achieves the decomposition of T (A,A′) into
irreducible components.
Corollary B.7. Any λ-irrep ITS in T (A,A′) can be written as a linear combination of λ-irrep canonical process modes.
Moreover we draw attention on the fact that the construction of primitive ITS does not rely on a particular choice
of basis for the input or output states since the only defining property is that it acts non-trivially only on a particular
irreducible subspace and transforms it into another irreducible subspace.
5. Homogeneous spaces
Given a topological spaceM a group action ofG onM is defined formally as · : G×M −→M such that it maps for
every g ∈ G a point x ∈M into g · x ∈M and satisfies i) g1g2 · x = g1 · (g2 · x) and ii) e · x = x where e is the identity
element in G. A transitive group action is one that allows to obtain every point on the manifold from an arbitrary
initial point by acting with some group element: ∀x,y ∃ g ∈ G such that g · x = y. A homogeneous space is a space
that has a transitive group action. Moreover all of these can be realised as quotient spaces G/H = {gH : g ∈ G} for
some closed subspace H of G carrying the subspace topology.
a. Spherical Harmonics
The spherical harmonics form a basis for the space L2(S2,C) of complex wavefunctions on the sphere. These
are picked out through the decomposition of the space intro irreps. For spaces of functions this is conveniently
expressed in terms of Lie derivatives. The Lie derivatives corresponding to the Lie algebra generators are given
by Lz and L± = Lx ± iLy , and are obtained from the angular momentum operators (Lx, Ly, Lz) defined in spatial
21
coordinates as Li =
∑
jk ijkxj∂j . Going from cartesian to spherical coordinates (θ, φ) it is easy to check that
L0 = −2i ∂
∂φ
(B19)
L± = e±iφ(± ∂
∂θ
+ i cot θ
∂
∂φ
). (B20)
In terms of these differential operators we require that L0Yj,m(θ, φ) = 2mYj,m(θ, φ) and also L±Yj,m(θ, φ) =√
(j ∓m)(j ±m+ 1)Yj,m±1(θ, φ).
It can be shown that imposing orthonormality implies that
Yjm(θ, φ) = Pjm(cos θ)e
imφ, (B21)
where Pjm(x) are Legendre functions, with
Pjm(x) = (1− x2)m2 d
mPj(x)
dxm
(B22)
Pj(x) =
1
2jj!
dj(x2 − 1)j
dxj
. (B23)
b. Harmonic analysis on homogeneous spaces
We will be concerned with functions on homogeneous spaces and generalisations of spherical harmonics. We de-
note the space of square integrable functions on the compact1 group G by by L2(G) = {f : G −→ C : ∫
G
|f(g)|2d g ≤
∞}. It carries a natural group action given by the left regular representation
g · f(h) = f(g−1h) (B24)
for all g, h ∈ G. From the perspective of group theory function spaces are useful objects because they encompass the
representation theory structure of the respective group. In particular every λ-irrep ofG is realised in L2(G) under the
above group action with multiplicity equal to dim(λ). This is the content of Peter-Weyl theorem which importantly
leads to the Fourier series decomposition of functions when the group G is abelian. One of the consequences of this
result is that any function f ∈ L2(G) can be written as linear combinations of matrix coefficients ranging over all
irreps
f(g) =
∑
λ∈Gˆ
dim(λ)∑
i,j=1
f˜(λ, i, j)vλij(g) (B25)
for some complex coefficients f˜(λ, i, j) ∈ C that can be recovered via the integral formula:f˜(λ, i, j) =∫
G
f(g)(vλi,j(g))
∗d g which follows directly from orthonormality of matrix coefficients. For abelian groups G = U(1)
the irreps are one-dimensional and the matrix coefficients are given by the usual exponentials (which also correspond
to the characters of the irreps) eiλg for g ∈ U(1). Then Equation (B25) becomes the Fourier series decomposition of
f ∈ L2(U(1)).
Spherical harmonics arise naturally when we consider functions on homogeneous spaces G/H and at the heart of
it lies a generalisation of Peter-Weyl’s theorem to such spaces. A function on a homogeneous space G/H is an L2(G)
function that is constant on the left cosets. This means that for all g ∈ G and h ∈ H f(gh) = f(g). For these types
of function the decomposition into irreducible matrix coefficients as given in Equation (B25) simplifies. In particular
only those matrix coefficients that are constant on the left cosets appear in the expansion. In defining spherical
harmonics we require the subgroupH to be a massive subgroup. A subgroupH is called massive whenever for any λ-
irrep given by vλ if there exists a non-zeroH-invariant vector |n〉 in the λ-irrep carrier space such that vλ(h) |n〉 = |n〉
1 Unless stated otherwise we deal with compact groups only for many
reasons: i) the irreducible representations are finite dimensional ii)
the left and right group actions coincide iii) there is a unique (up to
scaling) Haar measure (G, d g) iv) irreducibility and indecompos-
ability are equivalent notions v) every finite representation has an
equivalent unitary representation . Generally representation theory
for compact groups is very well understood.
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for all h ∈ H then it is unique (up to scalar multiples). This ensures that each λ-irrep in the decomposition of
L2(G/H) into irreducible components has multiplicity at most one.2 In particular each such unique irreducible
subspace is spanned by an orthonormal set of functions on G/H which are exactly the spherical harmonics. The
associated spherical harmonics give an explicit such basis with respect to some fixed orthonormal basis {|ek〉} for the
λ-irrep carrier space where we identify |e1〉 := |n〉 with the unique H-invariant vector for the λ-irrep and are given
by:
Yλ,k(gH) := v
λ
k1(g) = 〈n|vλ(g−1)|ek〉 (B26)
for k = 1, ...,dim(λ) and gH a coset representing an element in G/H . It is straightforward to check that vλk1(g) are
invariant on left cosets and therefore the above are well defined (orthonormal) functions on L2(G/H) that span the
λ-irrep subspace.
Spherical harmonics have many useful properties and there are different equivalent viewpoints to the above:
through the Lie derivatives, as eigenfunctions of invariant differential operators. However we will be mostly con-
cerned with how they transform under the action of the left regular representation. From the above definition it is
straightforward to establish that they transform similarly to irreducible tensor operators. Therefore for any g ∈ G,
λ-irrep appearing in L2(G/H) and k = 1, ...,dim(λ)
g · Yλ,k(g0H) = Yλ,k(g−1g0H) = 〈n|vλ(g−10 g)|ek〉
=
∑
j
〈n|vλ(g−10 )|ej〉〈ej |vλ(g)|ek〉
=
∑
j
Yλ,j(g0H)v
λ
kj(g).
A rigorous account of spherical harmonics on general homogeneous spaces can be found in Chapter 2 of [61].
6. Axial quantum operations
Before we prove the main theorem regarding axial operations we will take a closer look at the technical aspects
involved in defining the process orbit. Given a fixed operation E ∈ S(A,A′) with input and output spaces carrying
representations of the general compact group G one can construct the stabiliser (or isotropy) group consisting of
all those elements h ∈ G that leave the operation unchanged: Stab(E) = {h ∈ G| Uh[E ] = E}. This also defines
an equivalence relation between the group elements by identifying any two that belong to Stab(E) and therefore
we can construct the quotient space which for us corresponds to the process orbit M(G, E) := G/Stab(E). By
the orbit-stabiliser theorem the process orbit is homeomorphic (for compact groups) to the orbit of E under the
group action and therefore M(G, E) is a homogeneous space. The orbit of E under the group action is given by:
Orb(E) = {Ug[E ] : g ∈ G)}.
The space of all superoperators T (A,A′) splits up into disjoint orbits as ∪EOrb(E) = T (A,A′). One can uniquely
specify any operation by identifying a choice of origin in a particular orbit together with a set of coordinates on the
process orbit. In general not all orbits will be isomorphic. This means that we might need two different types of
process orbits to describe two quantum processes acting on the same spaces. In particular every fully symmetric
operation lies in a single point orbit and the process orbit is simply a point. The invariant data of quantum processes
can be directly associated with the choice of origin which gives a distinguished operation for each orbit.
a. The use of process orbits
A few points warrant mention regarding this perspective. Firstly, note that extreme cases are easy to state. For the
case that E is symmetric the setM(G, E) is a single point and so has no structure to it. In the case that the quantum
2 For example, on the sphere S1 one can either consider the action of
SO(3) or SU(2) which contain the massive subgroups SO(2) and
U(1) respectively. While every irrep of SO(3) appears in L2(S1)
only the odd dimensional irreps of SU(2) appear. One can easily
check for instance that the 1/2-irrep fo SU(2) does not have a U(1)-
invariant vector and therefore this irrep does not appear in the de-
composition of functions on a sphere. In this sense we cannot define
spherical harmonics on S1 for the 1/2-irrep therefore reflecting the
need for extra care on the assumptions for H in order to define gen-
eralised spherical harmonics on homogeneous spaces.
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process E lacks any residual symmetry, the space M(G, E) is the full group manifold G (quotiented by any phase
symmetries eiθ(g) in the representation), and the realisation of E under a symmetry constraint can be interpreted in
terms of encoding a group element g in some token quantum system as g 7→ σg ∈ B(HB) followed by a symmetric
state discrimination to access this group element. However the group element encoding perspective ignores the fact
that not all group elements are equal in the realisation of E in A. In contrast, the homogeneous spaceM(G, E) boils
things down to the essentials and provides uniformity in the data required.
Secondly, transformations of B relative to A correspond to displacements onM(G, E), and therefore the choice of
origin onM(G, E) is an arbitrary one that simply encodes how the physics in A is related to the physics in B. It is
therefore a gauge choice in the sense that the physics local to A does not care about how the symmetry action on B is
defined relative to A. A redundancy exists in our description of the composite system that leaves observed physics
invariant. We justify the use of this terminology more in the following subsections and the Section II B of the main
text.
Finally, in Section E of this Supplementary Material we will be interested in saying when fundamental irreversibil-
ity occurs in the use of a symmetry-breaking resource to induce a quantum process E on a subsystem A. This
statement must explicitly depend on both the symmetry group and the particular quantum process involved. We
shall argue that the geometry induced onM(G, E) provides a natural perspective on whether a resource state can
be used in a repeatable manner without degrading it. From the perspective of asymmetry the realisation of any
quantum process on a quantum system A, subject to a symmetry constraint, in the presence of a perfect “classical
reference” can be viewed abstractly as a mappingM(G, E)→ T (A,A′) with x 7→ E . The role ofM(G, E) is to provide
an asymptotic, classical set of coordinates demanded under the symmetry constraint. However if one attempts to
realise E using a bounded non-classical system, then we still have a mapping fromM(G, E) into T (A,A′) however
now the resolving power onM(G, E) is “blurred” due to the non-classical resources used.
b. Paradigmatic example: One qubit unitary axial operation under SU(2)
Before giving the general statement we look at an illustrative example of the decomposition of unitary axial op-
eration on a qubit into irreducible tensors. This will help to clarify all the core ingredients. Let V = ein·σ with
corresponding one qubit process V that takes the form V = ∑j,k αjkΦjk where without loss of generality assume the
ITSs are orthonormal. This is an axial map that leaves invariant any qubit with Bloch vector aligned along the n axis.
Denote by Jjk := J [Φ
j
k] the Choi representation of the Φ
j
k superoperator. The Choi operator of the unitary processV is given by J [V] = |vec(V )〉 〈vec(V )|. Therefore we can write the alpha-coefficients in the form:
αjk(n) = 〈vec(ein·σ)| (Jjk)† |vec(ein·σ)〉 . (B27)
There is a natural group action on the space of functions on a sphere α ∈ L2(S2) which for any g ∈ SU(2) is given
by:
g · α(n) = α(g−1 · n) (B28)
where the action of the group element g ∈ SU(2) on the vector in S2 is defined by (g ·n) ·σ := g(n ·σ)g†. By a simple
direct calculation we can check that the set of alpha-coefficients αjk for fixed j transform under this group action
exactly like the spherical harmonics. We get that:
αjk(g
−1 · n) =
∑
k′
(vjkk′(g))
∗αjk′(n). (B29)
Since the group action of SU(2) on the sphere is transitive this means that by fixing a representative process in the
Orb(V) with some initial fixed Bloch vector then from this and the above relation we obtain the alpha-coefficients
for any process in Orb(V). Moreover we argue that they will be proportional to the dual spherical harmonics on the
sphere.
The spherical harmonics Yjk ∈ L2(S2) form a complete orthonormal basis for square integrable functions on a
sphere. They achieve the decomposition of L2(S2) into irreducible components and are simultaneous eigenfunctions
for all rotationally invariant differential operators. Under the group of rotations for any R ∈ SO(3) the standard
spherical harmonics transform according to:
Yjk(R
−1n) =
∑
k′
Djkk′(R)Yjk′(n) (B30)
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where Dj are the Wigner matrix for the j-irrep of SO(3). As a homogeneous space the sphere is diffeomorphic to
the quotient spaces S2 ∼= SU(2)/U(1) ∼= SO(3)/SO(2). This leads to a left regular representation of SU(2) and SO(3)
on the space L2(S2) that decomposes the space into multiplicity free irreducible components. While for SO(3) the
decomposition will be achieved by the spherical harmonics and every possible j-irrep appears, for SU(2) only the
odd-dimensional irreps appear and these are exactly the ones isomorphic under the double cover to those of SO(3).
Suppose that the double cover map is given byH : SU(2) −→ SO(3) and associates an elementH(g) = R ∈ SO(3)
for some g ∈ SU(2). We choose the matrix coefficients vjkk′ for the j-irrep of SU(2) to be the Wigner matrix i.e
vjkk′(g) = Djkk′(R) (this in turn means that we construct the ITSs with respect to this choice of basis as well). Then the
alpha coefficients αjk transform like the dual spherical harmonics Yj∗k = (−1)kYj,−k in their standard form using
the Condon-Shortly phase. Therefore they live in the irreducible subspace spanned by these and consequently can
be written as linear combinations of Yj∗k for k = −j, ..., j. Furthermore transitivity of the group action and some
algebraic manipulation detailed in the main proof will result in the following form for the coefficients:
αjk(n) = aj(−1)kYj,−k(n) (B31)
for some complex number aj independent on the vector component label k and which depends on the choice of
origin for the process orbit or equivalently a representative axial map in Orb(V).
In conclusion any one-qubit unitary axial map with fixed direction n can be decomposed as:
V =
∑
j,k
aj(−1)kYj,−k(n)Φjk (B32)
which only assumes that the choice of basis for the ITS is aligned with the choice of basis for the spherical harmonics.
However it remains a basis-independent statement since only the relative alignment is fixed and not the particular
basis choice. The following sections give the general results.
c. SU-2 symmetry
Axial operations E ∈ S(A,A′) under SU(2) are those that are not invariant under the full group but have some
residual symmetry given by a subgroup H such that Uh[E ] = E for all elements of h ∈ H . By the orbit-stabilizer
there is a natural homeomorphism between the homogeneous space SU(2)/H and Orb(E) which we denote by
T : SU(2)/H −→ Orb(E) and explicitly given by T (gH) = Ug[E ] for all g ∈ Gwhere gH denotes a coset in SU(2)/H .3
Whenever H is isomorphic to a U(1) subgroup of SU(2) then the process orbitM(E , G) will be diffeomorphic to a
2-sphere S2. This means we can associate to any axial quantum process some direction nˆ.
Theorem B.8. Let E : B(HA) → B(HA′) be an axial process associated to some direction nˆ, that takes states of a quantum
system A into states of a system A′. Then the orbit of E under the symmetry action is a 2-sphere S2 and there exists a basis
of irreducible tensor superoperators {Φjk} with E(ρ) =
∑
j,k αj,kΦ
j
k(ρ) such that the components αjk are un-normalised
wavefunctions on the sphere given by
αj,k(θ, φ) = ajYjk(θ, φ), (B33)
where nˆ = (θ, φ), aj is the norm of αjk that is independent of k, and Yjk(θ, φ) are spherical harmonics.
Proof. Because SU(2)/U(1) ∼= S2 means that the process orbit is a sphere so the orbit will be homeomorphic to S2.
We denote this by f : S2 −→ Orb(E).
Any operation in the Orb(E) is an axial operation since it will be also fixed by H . Suppose we denote by x ∈ S2
such that f(x) = E . The coefficients when decomposing E into ITSs will depend on E and therefore on x and take the
form E = ∑j,k αj,k(x)Φjk. This means that any axial operation in Orb(E) will decompose in terms of coefficients that
we can view as complex-valued functions on S2 such that αj,k : S2 −→ C . Any axial operation Ug[E ] ∈ Orb(E) has a
corresponding a unique vector in S2 such that f(x′) = Ug[E ] where x′ depends on the fixed g. The transitive group
3 The proof is fairly standard. For any h ∈ H and any g ∈ SU(2) the
following also holds: Ugh[E] = Ug ◦ Uh[E] = Ug [E]. This implies
that whenever Ug [E] = Ug′ [E] since E is fixed under the action of
H we must have equivalently that g−1g′ ∈ H which means that
the group elements generate the same coset gH = g′H . Finally
SU(2) acts transitively on Orb(E) so any operation in the orbit will
be reached by some g ∈ G
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action on the orbit induces a group action on S2 given by x′ := g · x = f−1[Ug(f(x))]. In turn since the coefficients
αj,k ∈ L2(SU(2)/U(1)) we have an induced group action on the function space given by g · αj,k(x) = αj,k(g−1 · x).
Moreover this group action will be equivalent to the left regular representation since we can identify the orbit with
the coset space.
As E transforms under the group action it generates only operations in Orb(E) so we can explicitly show how the
coefficients transform under the induced group action by expressing αj,k(x′) = g · αj,k(x) in terms of only the set of
coefficients evaluated at x i.e αj′,k′(x) for all j′ and k′. We show the following:
Claim 1 The alpha-coefficients will transform under the induced group action as:
g · αjk(x) =
∑
k′
vj
∗
kk′(g)αjk′(x) (B34)
for any g ∈ SU(2) and any irrep j ∈ Irrep(A,A′) with vj∗kk′ matrix coefficients of the dual irrep j∗. Proof of claim:
We have that:
Ug[E ] =
∑
j,k
αj,k(x
′)Φjk. (B35)
We want to express αj,k(x′) in terms of αj,k(x) to explicitly show how the alpha coefficients transform under the
group action. Since Φjk transform as irreducible tensor superoperators we have that:
Ug[E ] =
∑
j,k
αj,k(x)Ug[Φ
j
k]
=
∑
j,k
vjkk′(g)αj,k(x)Φ
j
k′ .
(B36)
The ITS sets Φjk form a complete basis for the space of superoperators and in particular they are linearly independent.
Then equating the two different expressions for Ug[E ] and using orthogonality leads to
αj,k(x
′) =
∑
j,k′
vjk′k(g)αj,k′(x). (B37)
Since x = g · x we can re-write the above as g−1 · αj,k(x) =
∑
j,k′
vjk′k(g)αj,k′(x). However there is nothing special
in our choice of the particular element g and corresponding point x′ so it turns out that this occurs for all elements
g ∈ SU(2). Because we can use (vjkk′(g))∗ = vjk′k(g−1) and (vjkk′(g))∗ = vj
∗
kk′(g) where j
∗ is the dual irrep this leads to
the desired transformation
g · αj,k(x) = αj,k(g−1 · x) =
∑
j,k′
vj
∗
kk′(g)αj,k′(x). (B38)
This ends our proof of Claim 1.
It is immediate to check that αj,k ∈ L2(S2,C). However square integrable functions on the sphere decompose
into a complete set of spherical harmonics. It is important to mention at this point that the irrep-decomposition of
L2(S2,C) is multiplicity-free and each j-irrep component is spanned by a complete basis of orthonormal functions
Yjk for k = −j, ...j which correspond to the spherical harmonics. The fact that the isotypical decomposition is
multiplicity free is exactly what allows us to define spherical harmonics for this homogeneous space in the first
place. Since αjk are functions on the manifold Orb(E) and transform according to Equation (B38) then they lie in the
j∗-irrep component of L2(S2,C) that is spanned by spherical harmonics Yj∗k. Therefore we can write them in terms
of a spherical harmonics basis such that:
αjk(x) =
∑
k′
a
(k)
jk′Yj∗k′(x) (B39)
for some complex coefficients akjk′ depending on some fixed j and k. We show that a
k
jk′ = δkk′aj for some complex
number aj that is independent on the vector component k. To do so note that the above should hold for all x ∈ S2.
So we have:
αjk(g
−1 · x) =
∑
k′
a
(k)
jk′
(
Yjk′((g
−1 · x))
=
∑
k′,m
a
(k)
jk′v
j∗
k′m(g)Yj∗m(x)
(B40)
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and similarly we have that the alpha coefficients transform as:
αjk(g
−1 · x) =
∑
k′
vj
∗
kk′(g)αjk′(x)
=
∑
m,k′
vj
∗
kk′(g)a
(k′)
jm Yj∗m(x).
(B41)
Using orthonormality of spherical harmonics we can equate the two different forms for the transformed alpha-
coefficients to obtain that for all m the following holds:∑
k′
vj
∗
kk′(g)a
(k′)
jm =
∑
k′
a
(k)
jk′v
j∗
k′m(g). (B42)
Now we can use orthonormality of matrix coefficients for the j∗ irrep to multiply both sides by (vj
∗
ls )
∗ and integrate
over all group elements to get ∑
k′
δklδk′sa
(k′)
jm =
∑
k′
δk′lδmsa
(k)
jk′ (B43)
and therefore reduce to a(s)jmδkl = δmsa
(k)
jl for all m. Alternatively this says that a
(s)
jm = δmsa
(l)
jl which means that
the coefficients are all independent on the vector components and we have that αjk = ajYj∗k where aj = a
(k)
jk for
any k. For the case of SU(2) the irreps sand their duals are isomorphic. Moreover under the choice of Condon-
Shortly phase the spherical harmonics for the dual representation are related to the usual spherical harmonics by
Yj∗k = (−1)kYj,−k. Therefore under some basis choice for the ITS/spherical harmonics the alpha-cofficients will
take the form:
αj,k(x) = aj(−1)kYj,−k(x) (B44)
for any x ∈ S2 and some aj independent on the vector component labelled by k.
d. Axial operations under general symmetry
The results in the previous subsection can be generalised to arbitrary compact groups G.
Theorem B.9. Let G be a compact group with unitary representations UA and UA′ on the Hilbert spaces HA and HA′ .
Consider operations E in T (A,A′) that have an isotropy group H subgroup of G. Then any such operation can be decomposed
into irreducible tensor superoperators with corresponding coefficients proportional to harmonics functions on the homogeneous
space G/H . That is:
E =
∑
λ,k
aλYλ∗,k(x)Φ
λ
k (B45)
where x ∈ G/H correspond to the point in the process orbit associated with E and the complex coefficients aλ ∈ C correspond
to invariant data that are fixed for any operation in Orb(E).
Proof. Any E can be decomposed in terms of irreducible superoperators as E = ∑λ,k αλ,kΦλk . However since E is
also an axial operation with stabilizer (or isotropy) group H = {g ∈ G : Ug[E ] = E}. Moreover any operation in
Orb(E) will also be an axial operation with the same stabilizer group. By the orbit-stabilizer theorem there is an
homeomorphism Orb(E) ∼= G/H . Clearly G/H is a homogeneous space because G acts transitively on any single
orbit. Therefore we can associate to any point x ∈ G/H an axial operation in Orb(E), which also was previously
referred to as the process orbitM(G, E). This in turn implies that we can view the corresponding alpha-coefficients
for each such axial operation as functions on the process orbit. In particular we can show that αλ,k ∈ L2(G/H). From
orthonormality of ITS we have that for any λ, k αλ,k(x) = 〈Φλk , E〉 with x being the associated coordinate point ofE on the process orbit. Because the group acts transitively for any y ∈ G/H there exists g ∈ G such that g · x = y.
Therefore: ∫
G/H
|αλ,k(y)|2dy =
∫
G
|αλ,k(g · x)|2d g. (B46)
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However αλ,k(g · x) = 〈Φλk ,Ug[E ]〉 = 〈U†g[Φλk ], E〉 and hence we obtain that
αλ,k(g · x) =
∑
j
vλjk(g)〈Φλj , E〉 =
∑
j
vλjk(g)αλ,j(x) (B47)
which by substituting in the above integral we get straight away from orthonormality of matrix coefficients that∫
G/H
|αλ,k(y)|2dy <∞ and therefore αλ,k ∈ L2(G/H). By a repeat of the argument for the normalization in for axial
maps, we find that the norm of αλ,k is independent of k and so we can write αλ,k(x) = aλYλ∗,k(x) as claimed.
In the case that H is a massive subgroup, the space L2(G/H) decomposes under the left regular representation
into irreducible subspaces all appearing with multiplicity one. Unlike the decomposition of L2(G) not all irreps of
G appear in the decomposition of L2(G/H). However each such λ irreducible subspace has a basis of spherical har-
monic functions Yλ,k with the vector label component ranging from k = 1, ...dim(λ). However the alpha-coefficients
transform like the λ∗-irrep under the left regular representation and hence they can be written in terms of the corre-
sponding spherical harmonics Y λ
∗
k .
7. One qubit operations under SU(2) symmetry
Consider a one qubit system H ∼= C2 which carries the 1/2-irreducible representation of SU(2). This is the fun-
damental representation of SU(2) whose action is given by matrix multiplication. The space of operators B(H)
decomposes according to this symmetry into two orthogonal subspaces carrying the trivial 0-irrep respectively the
1-irrep. An analogous way of expressing this statement is through the Bloch-vector representation of a qubit state.
Any valid density matrix ρ ∈ B(H) can be written as ρ = 12 (1 + r · σ) where σ = (σx, σy, σz) is the vector of Pauli
matrices and r represents the Bloch vector associated with ρ. The Pauli matrices transform non-trivially under the
adjoint action of any SU(2) matrix and they span the 1-irrep subspace whereas the identity is invariant under the
group action and corresponds to the trivial 0-irrep subspace.
According to this symmetry any one-qubit quantum process can be decomposed into ITSs – each of which will act
non-trivially only on one of the two modes a ∈ {0, 1} and transform them into a different mode a˜ ∈ {0, 1} according
to the λ-irrep label that captures how the ITS behaves under the group action. To each ITS we associate a particular
diagram label θ = (a, a˜) λ−→ where λ ∈ {0, 1, 2} with multiplicity two, three and one respectively. The diagram
(1, 0)
1−→ is unphysical and therefore does not appear in the decomposition of any valid quantum process. Out
of the total five remaining possible ITSs, two of them (0, 0) 0−→ and (0, 1) 1−→ give an output independent of the
Bloch vector of the initial state ρ ∈ B(H). The first corresponds to the superoperator Φ0(ρ) = 12 and the second
span a 3-dimensional superoperator subspace that displace the maximally mixed state and therefore appear only
in non-unital quantum processes. The latter we denote by Φ1,m˜1k (ρ) = σk where the multiplicity label m˜1 specifies
that this particular 1-irrep ITS arrises from coupling (0, 1) 1−→ and k corresponds to the vector component. The
space of invariant one-qubit superoperators is two dimensional and the most general such quantum process is a
depolarised process. It is spanned by Φ0 and the ITS given by diagram (1, 1)
0−→ which we explicitly denote by
Φ0,m0(ρ) = r·σ√
3
= ρ − 12 . This leaves only two non-trivial diagrams corresponding to both input and output mode
carrying asymmetry. The remaining 1-irrep ITS corresponds to coupling (1, 1) 1−→ which we label with multiplicity
m1 will be given by:
Φ1,m1−1 = −
1
2
√
2
(σ+tr(σzρ)− σztr(σ+ρ))
Φ1,m10 =
i
2
√
2
(σxtr(σyρ)− σytr(σxρ))
Φ1,m11 = −
1
2
√
2
(σ−tr(σzρ)− σztr(σ−ρ)) .
(B48)
Similarly for the 5-dimensional subspace spanned by superoperators corresponding to the diagram (1, 1) 2−→ will
be described by the following (where we suppress the multiplicity label since there is a single component for the
28
2-irrep)
Φ2−2(ρ) =
1
2
((σ+)tr((σ+)ρ))
Φ2−1(ρ) = −
1
2
√
2
((σ+)tr(σzρ) + σztr(σ+ρ))
Φ20(ρ) = −
1
2
√
6
(−σxtr(σxρ)/2− σytr(σyρ)/2 + σztr(σzρ))
Φ21(ρ) = −(Φ2−1(ρ))†
Φ22(ρ) = (Φ
2
−2(ρ))
†. (B49)
The most general axial quantum process on one qubit with fixed axis n = (x, y, z) takes the diagramatic form:
E = Φ0 + α0Φ0,m0 + α˜1Y 1
∗
(n) ·Φ1,m˜1
+ α1Y
1∗(n) ·Φ1,m1 + α2Y 2
∗
(n) ·Φ2.
(B50)
Appendix C: Biparitite symmetric operations
1. General structure theorem
In this section we will be concerned with fully characterising bipartite symmetric operations under general sym-
metry constraints.
Theorem C.1. Let G be a compact group and consider an input quantum system described byHin = HA⊗HB and an output
quantum system described by Hout = HA′ ⊗ HB′ . These spaces carry unitary representations of G given by UA ⊗ UB and
UA′ ⊗ UB′ respectively. Then every symmetric process E can be written as
E =
∑
λ,m,m′
Φλ,m,m′
Φλ,m,m′ =
dimλ∑
k=1
Aλ,mk ⊗ Bλ
∗,m′
k (C1)
where λ ∈ Irrep(A,A′) ∩ Irrep(B,B′), m,m′ are multiplicity labels for the irrep and where {AλA,mAk } forms a complete set of
ITS for T (HA,HA′) and similarly {BλB ,mBk } forms a complete basis set of ITS for T (HB ,H′B).
Proof. First we show that every Φλ,m,m′ constructed this way are symmetric under the group action on space of
bipartite superoperators T (A⊗B,A′ ⊗B):
Ug(Φλ,m,m′) =
∑
UA′(g) ◦ Aλ,mk ◦ U†A(g)⊗
⊗ UB′(g) ◦ Bλ
∗,m′
k ◦ U†B(g)
=
∑
k
vλkk′(g)v
λ∗
kj (g)Aλ,mk′ ⊗ Bλ
∗,m′
j
where in the last equation we only used the fact that {Aλk} and {Bλ
∗
k } form complete sets of ITSs. Observe that there is
an underlying assumption that both sets of ITS transform relative to the matrix coefficients computed with respect to
the same basis. Moreover the standard λ-irrep matrix is unitary. Therefore
∑
k v
λ
kk′(g)v
λ∗
kj (g) =
∑
k v
λ
kk′(g)v
λ
jk(g
−1) =
(vλvλ)†jk′ = δjk′ where the last equality comes from unitarity and have used the dual representation is given by
vλ
∗
(g) = vλ(g−1)T . This implies that for any λ and multiplicities m and m′ we have that4:
Ug(Φλ,m,m′) =
∑
j
Aλ,mj ⊗ Bλ
∗,m′
j = Φλ,m,m′
4 Remark: Dealing with matrix coefficients gives a false sense of sim-
plicity. Orthonormality of matrix coefficients is actually a power-
ful result that can be linked to Peter-Weyl’s theorem and Schur’s
lemma. These are technical statements which are central to many
important results in group theory. The core underlying result of the
main theorem we prove is a consequence of these: The tensor product
of two irreducible representations λ⊗ µ contains at most one trivial irrep
and this occurs if and only if µ ∼= λ∗
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This implies that each of the superoperators Φλ,m,m
′
are invariant under the group action. Finally all we have left
to prove is they span the whole invariant subspace of superoperators on the bipartite system considered. To do so
we need to characterise the trivial subspaces and their multiplicity in the decomposition of T (A ⊗ B,A′ ⊗ B′) into
irreducible components. All these irreducible components are exactly the ones that appear in the decomposition of
the tensor product of representations UA′ ⊗ U∗A′ ⊗ UB′ ⊗ U∗B′ ⊗ UA ⊗ U∗A ⊗ UB ⊗ U∗B . The irreducible components
remain the same under swaping the tensors in the previous representation. Therefore any irrep in T (A⊗B,A′⊗B′)
arises in decomposing the tensor product coupling of an irrep λA ∈ Irrep(A,A′) and λB ∈ Irrep(B,B′). This accounts
for all irreps in the space of superoperators on the bipartite system. In particular a classical result in representation
theory says that there is at most one trivial 0-irrep subspace in the decomposition of λA⊗λB and appears if and only
if λB ∼= λ∗A. Therefore as we range over all λ ∈ Irrep(A,A′) with multiplicity m and λ∗ ∈ Irrep(B,B′) (if it exists)
with multiplicity m′ we generate all possible trivial components. Each of them will be distinct because they arise in
orthogonal subspaces. Most easily this can be seen by the orthogonality relations:
〈Φλ,m,m′ ,Φν,n,n′〉 =
∑
k,j
〈Aλ,mk ,Aν,nj 〉〈Bλ
∗,m′
k ,Bν
∗,n′
j 〉
= dim(λ)δλ,νδm,nδm′,n′ (C2)
where in the last equation we used the fact that ITS at T (A,A′) and T (B,B′) are orthogonal (and we also assume
without loss of generality that they are normalised).
While the above theorem holds for general local ITS at system A and B we will be interested in decomposing
general symmetric operations in terms of primitive local ITS. This means that the complete basis of symmetric su-
peroperators can be labelled by diagrams θ = [(a, a˜) λ−→ (b, b˜)] which reflect what are the local ITS couplings that
make up each basis element. In particular in terms of the allowed symmetry-breaking properties of the input and
output states it has the following mathematical form:
Φθ(ρAB) =
∑
m,m′,n,n′,k
〈a˜,m; a, n|λ, k〉〈b˜,m′; b, n′ |λ∗, k〉T a˜m ⊗ T b˜m′ tr(T an ⊗ T bn′ρAB) (C3)
where the operators {T a˜m}, {T b˜m′}, {T an}, {T bn′} form complete sets of orthonormal ITOs for B(HA′),B(HB′),B(HA)
respectively B(HB). By ranging over all possible diagrams Equation C3 gives an orthogonal complete basis of sym-
metric bipartite superoperators. We make several remarks on the generality of such a construction:
i) There is no a priori choice of basis for the underlying Hilbert spaces and there is freedom in choosing a basis for
the local input and output states.
ii) There is however an assumption in lifting the choice of basis from the local Hilbert space to basis of local (and
global) superoperators. In particular the choice of basis for superoperators is such that it maps input basis states to
output basis states, but generally there are valid orthonormal superoperator basis that do not act in this way. The
reason for this construction is purely operational: it allows us to analyse both local symmetry-breaking properties
of the bipartite states and of the global symmetric processes as well as how these two concepts interact with one
another.
iii) The notation for each diagram θ and underlying irrep couplings does not explicitly include multiplicities. How-
ever it should be understood that when we identify a particular diagram it arises from particular couplings of input
and output irreps having specific multiplicities.
Lemma C.2. Given E ∈ T (AB,A′B′), if E has (a) non-trivial subsystems A,B,A′, B′, (b) globally symmetry, and (c)
complete-positivity, then E must take the form
E =
∑
θ
(xθΦθ + x
∗
θΦθ∗), (C4)
where xθ ∈ C and where θ∗ is the dual diagram to θ. Moreover trace-preservation implies xθ =
√
dAdB
dA′dB′
for θ = [(0, 0) 0−→
(0, 0)] and xθ = 0 for θ = [(λ, 0)
λ−→ (λ, 0)] for any non-trivial λ-irrep.
Proof. Complete positivity is easiest to keep track in the Choi picture. E is CPTP map if and only if the corresponding
Choi operator satisfies J [E ] ≥ 0 and trA′B′(J [E ]) = 1AB . In particular we also have that J [E ] = J [E ]† and therefore
since J [Φθ]† = J [Φθ∗ ] we get that E takes the form of Equation (C4). By construction of the primitive ITS the only
diagrams contributing to the trace i.e for which tr(Φθ) 6= 0 correspond to a˜ = b˜ = 0 where θ = [(a, a˜) λ−→ (b, b˜)].
30
However for all these types of diagrams we have that trA′B′(J [Φθ]) =
√
dA′dB′
∑
k(A
λ
k⊗Bλ
∗
k )
T whereAλk andB
λ
k are
ITOs for the input system atA andB respectively. However due to orthonormality of ITOs in any linear combination
of such diagrams for which
∑
θ xθtrA′B′(J [Φθ]) = 1AB only the coefficient associated to θ = [(0, 0)
0−→ (0, 0)] is non-
zero. Since the ITOs are also normalised this results in a fixed value for the associated non-zero coefficient given by√
dAdB
dA′dB′
.
2. Classes of diagrams – local, injection and relational.
We need to distinguish several types of irreps for what follows. For every quantum system the identity operator
1 ∈ B(H) is always a trivial state-mode (Ug(1) = 1 for all g) that is required for a state to be normalised. We denote
with state mode via a = 0. Any other trivial state mode is then a′ ∼= 0. For the process mode label we need only
specify whether it is a trivial irrep or not, and therefore write λ ∼= 0 and λ 6∼= 0 respectively. For general bipartite
scenarios we may decompose the set of all diagrams into three natural types:
1. The first class of diagrams are local diagrams for which λ ∼= 0 and so involve no symmetry-breaking interactions.
These are therefore symmetric under the local symmetry action.
2. The second class of diagrams we distinguish are injection diagrams for which λ 6∼= 0, and either a˜ = 0 or b˜ = 0.
These describe the transference of asymmetry degrees of freedom from one side to the other. For example, these
diagrams are required to take a symmetric state at A to a non-symmetric state via the injection of asymmetry
from B.
3. The final class of diagrams we distinguish are relational diagrams for which λ 6∼= 0, and a˜, b˜ 6= 0. These evolve
the relational asymmetry degrees of freedom between A and B. As such, these diagrams only contribute when
both the inputs at A and B carry symmetry-breaking degrees of freedom. In particular, they have no local
affects at either A or B.
The first class is easy to justify, while the other two classes are best seen by example. In the next section we illustrate
these features in the elementary case of processes on 2 qubits.
3. Illustrative examples – The set of 2-qubit symmetric quantum processes
To illustrate this we can consider the group G = SU(2) and analyse the set of 2-qubit symmetric quantum pro-
cesses (we assume the input and output spaces coincide). Consider a bipartite system AB consisting of two qubits
each of which carry the spin-1/2 irrep of SU(2). It is easy to see that Irrep(A,A′) = Irrep(B,B′) = {0, 1, 2} with
multiplicities two for λ = 0, three for λ = 1 and one for λ = 2.
The set of all diagrams from which all 2-qubit symmetric processes are built, are shown in Figure (C 3).
a. Local processes on two qubits
The simplest bipartite symmetric processes are those for which λ ∼= 0 in all process diagrams. In other words,
no asymmetry flows between A and B. For these processes E is symmetric on both A and B separately, and form
a two-parameter family of processes given by the product of partial depolarising processes E = DpA ⊗ DpB , where
pA, pB ∈ [− 13 , 1] and
Dp(ρ) = pρ+ 1
4
(1− p)1. (C5)
These processes involve only two process modes locally, id(ρ) = ρ and Φ0(ρ) = σxρσx + σyρσy + σzρσz .
b. Asymmetry injection processes on AB and simulation of processes at A.
The next simplest bipartite processes to consider are those globally symmetric quantum processes built from di-
agrams in the second class mentioned above. We can characterise the general set of processes that made use of
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FIG. 9: The set of 2-qubit SU(2)-diagrams. All possible diagrammatic terms allowed for a 2-qubit symmetric
quantum process. The space of valid processes is 13-dimensional.
asymmetry in the input state at system B and transfer it to the subsystem A. These are significant in being the only
terms of relevance in any protocol where we wish to simulate or induce a target quantum process at A via asymme-
try resources at B. Specifically, we would consider using a state σB at B under a bipartite symmetric process VAB on
AB as
EA(ρA) := trB [V(ρA ⊗ σB)]. (C6)
It can be seen that only diagrams in class-1 and class-2 contribute to EA, and since class-1 diagrams are purely local,
the class-2 are precisely the diagrams that contribute to the injection of asymmetry from B into A or vice versa.
The general structure of these processes are
E = E0 + Ein,A + Ein,B , (C7)
where E0 is built solely from class-1 diagrams, and for any ρ we have trB [Ein,A(ρ)] = 0, and trA[Ein,B(ρ)] = 0 and so
these components describe the injection into A and B respectively. In this we also include diagrams that maintain
the local Bloch vectors (which are class-1 diagrams) since we are interested in inducing local processes.
Each of these two terms form a 3-parameter family of maps given by
Ein,A = xΦθ1 + yΦθ2 + zΦθ3 (C8)
Ein,B = x′Φθ′1 + y′Φθ′2 + z′Φθ′3 (C9)
for coefficients x, y, z, x′, y′, z′ chosen such that E is a valid quantum process.
The diagrams involved are given by
θ1 = [(1, 1)
0−→ (0, 0)]
θ2 = [(0, 1)
1−→ (1, 0)]
θ3 = [(1, 1)
1−→ (1, 0)] (C10)
for simulation at A, and by
θ′1 = [(0, 0)
0−→ (1, 1)]
θ′2 = [(1, 0)
1−→ (0, 1)]
θ′3 = [(1, 0)
1−→ (1, 1)] (C11)
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for simulation at B.
We can also describe the action of these processes via their action on a general 2-qubit state. We use the canonical
form:
ρAB =
1
4
1⊗ 1 + a · σ ⊗ 1 + 1⊗ b · σ +∑
i,j
Tijσi ⊗ σj
 (C12)
for such a state, where local Bloch vectors a and b together with the correlation matrix Tij are chosen such that ρAB
is a positive matrix. Given the above parameterization of the general process E , we have that
E(ρAB) = 1
4
(
1⊗ 1 + a˜ · σ ⊗ 1 + 1⊗ b˜ · σ
)
, (C13)
where the local Bloch vectors of the output states are given by
a˜ = −
(
xa√
3
+ yb +
zT√
2
)
(C14)
b˜ = −
(
x′b√
3
+ y′a +
z′T√
2
)
. (C15)
Here T the vector with components Tk :=
∑
i,j kijTij . The geometric significance of this can be seen for the case of
initial product states ρAB = ρA ⊗ ρB with local Bloch vectors a and b then the correlation matrix takes the form of
Tij = aibj and therefore since kijaibj = (a × b)k and so the vector T = a × b is cross-product between the input
Bloch vectors at each site. More generally T is a vector component that describes the joint asymmetry of A and B, in
contrast to a and b, which are purely local terms.
We may now set x′ = y′ = z′ = 0, and study the set of all processes involved in simulation at A. This is a 3-
parameter family in (x, y, z) and so we can plot the allowed region in 3-D. The set of all such quantum processes is
given by the convex set bounded by the paraboloid
x2 + x
(
2− 6y√
3
)
+ 2y + 3y2 + 6z2 = 1 (C16)
and the plane
√
3(1 + y) + x = 0.
We can make a change of coordinates for which the quartic boundary (paraboloid) reduces to one of the 17 stan-
dard forms. Let
X = (1 +
√
3x− 3y))/2
Y = 1− 3y
Z = 3z/
√
2. (C17)
Then the region of parameters (X,Y, Z) is given by the three dimensional convex set bounded by an elliptic
paraboloid described by the equation,
X2 + Z2 = Y, (C18)
and the plane 2+X−Y = 0. In Figure 10 we show this parameter region while highlighting the points corresponding
to distinguished extremal processes. In particular, we find that the vertex of the paraboloid at (X,Y, Z) = (0, 0, 0)
corresponds to the quantum process
EU-NOT(ρ) = 1
4
(1− 1
3
b · σ ⊗ 1) (C19)
which is the result of discarding the input at A, performing an approximate Universal NOT gate on system B, and
then injecting this into the output system at A. This approximate U-NOT turns out to actually be the optimal “spin
inversion” that is allowed by quantum mechanics [62].
The intersection of the two boundary regions is an ellipse that we parametrise by a single coordinate φ. In terms
of the parameters we have Z(φ) = 32 cosφ, Y (φ) =
3
2 sinφ +
5
2 and X(φ) =
3
2 sinφ +
1
2 . And gives rise to the
one-parameter family of processes with
Eφ(ρ) = 1
4
(1⊗ 1 + a˜ · σ ⊗ 1) (C20)
a˜ =
1
2
((a + b) + (b− a) sinφ+ T cosφ) . (C21)
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EU−NOT
Eφ
FIG. 10: The set of induced processes on A via a globally symmetric process on AB. Shown is the allowed
parameter region for the rotated coefficients corresponding to each class-2 diagram appearing in a general quantum
process that injects asymmetry. The boundary is described by the intersection of a plane and an elliptic paraboloid.
For the case of product input states with local Bloch vectors a and b at A and B respectively, we see that the set of
accessible points form an ellipse displaced from the origin by 12 (a + b) with orientation defined by
1
2 (b − a) and
1
2a×b. Also note that for φ = pi2 we have that the output on A is the input state on B. Therefore the line joining EUNOT
and Eφ=pi2 is the set of general depolarization processes on B with output sent to A.
We therefore find that the set of all processes using a qubit B to induce a non-symmetric process on A is to a good
approximation given by the convex hull of the optimal U-NOT gate and the set of processes Eφ with 0 ≤ φ ≤ 2pi.
c. Purely relational processes
There are 5 diagrams in total in the class-3 resulting in the most general quantum processes that involve these type
of diagrams taking the form of:
E = Φ0 + x4Φθ4 + x5Φθ5 + x6Φθ6 + x7Φθ7 + x8Φθ8 (C22)
where
θ4 = [(0, 1)
1−→ (0, 1)]
θ5 = [(1, 1)
1−→ (1, 1)]
θ6 = [(1, 1)
1−→ (0, 1)]
θ7 = [(0, 1)
1−→ (1, 1)]
θ8 = [(1, 1)
2−→ (1, 1)]. (C23)
Any such quantum process which contains only class-3 diagrams has the property that the output state E(ρ)
always has maximally mixed marginals for all initial states. More precisely, for any ρ ∈ B(HA ⊗ HB) we have that
trA(E(ρ)) = trB(E(ρ)) = 121. This implies that we must have
E(ρAB) = 1
4
1⊗ 1 +∑
i,j
Rijσi ⊗ σj
 (C24)
for some correlation matrix Rij that depends on both ρAB and the particular relational process. We can make more
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precise the contribution of each diagram in class-3 to the tensor Rij .
θ4 : R
θ4 = −1
4
θ5 : R
θ5 =
1
8
(TT + tr(T )1)
θ6 : R
θ6
ij = i
√
2
2
(ijkak)
θ7 : R
θ7
ij = i
√
2
2
(−ijkbk)
θ8 : R
θ8 =
1
8
(TT − 2
3
T + tr(T )1),
(C25)
where we have denoted by Rθm to be the correlation matrix of the output under applying the superoperator Φθm to
ρAB . In other words, Φθm(ρAB) =
∑
i,j R
θm
ij σi ⊗ σj .
To explore such processes, we restrict to those that are invariant under swapping A and B. For this, the most
general form is given by
E = Φ0 + xΦθ4 + yΦθ5 + zΦθ8 (C26)
for real parameters x, y, z. Imposing that E is a valid quantum process implies the 3-d convex region of parameters
with boundary surfaces given by the following quartics:
(9x+ 3y + 5z − 3)2 = (5z + 21y − 12)2 − 108(1− 2y)2
(6y + 3x)
2
= 6x+ 3 + 20z
y2 =
(
1− x
2
)2
for 0 < x ≤ 1
y2 =
(x+ 5/3)2
4
− 4
9
for − 1/3 ≤ x ≤ 0
In other words the boundary is the intersection of an elliptic cone, a parabolic cylinder, two intersecting planes
and a hyperbolic cylinder respectively.
E2
E1
Esinglet
x
y
z
FIG. 11: SU(2)-symmetric, relational processes on 2-qubits. The allowed parameter region for the relational
processes including only class-3 diagrams. The right-most red point is the singlet process Esinglet, blue point is E1
and green point is E2
There are distinguished simple processes that correspond to points on the surface boundary. For instance the
point (1, 0, 0) is the unique intersection of the two intersecting planes, the parabolic cylinder, the elliptic cone. It
corresponds to the singlet preparation process Esinglet(ρ) = |ψ−〉 〈ψ−| for any 2-qubit state ρ.
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In addition there are two points that lie at the intersection of the elliptic cone the parabolic cylinder and the
hyperbolic cylinder and each of them are in one of the two planes and correspond to imposing that x = 0. The
characterising feature of the processes for which x = 0 is that they do not displace the maximally mixed state and are
therefore unital processes. Corresponding to the two distinguished points we get the following quantum processes
E1 = Φ0 − 1
2
Φθ5 +
3
10
Φθ8 (C27)
E2 = Φ0 + 1
2
Φθ5 +
3
10
Φθ8 (C28)
where E1 corresponds to the point lying in the plane y = 12 (x− 1) and all the other three surfaces and E2 corresponds
to the point lying in the plane y = 12 (x+ 1) and the non-degenerate three surfaces.
Both are only sensitive to the Tij components of the input state ρ. Without loss of generality, we look at how
they act on states of the form: ρAB = 14
(
1 +
∑
i,j Tijσi ⊗ σj
)
. Moreover, up to local unitaries any such state can be
brought to a canonical form ρAB = 14 (1 +
∑
i tiσi ⊗ σi) specified by a single vector (t1, t2, t3). The range of these
parameters lie in a tetrahedron whose vertices correspond to the Bell states.
The action of these processes on the Bell states φ±, ψ± is given by:
E1(φ±) = 3
20
1 +
3
10
φ± +
1
10
ψ−
E1(ψ+) = 3
20
1 +
3
10
ψ+ +
1
10
ψ−
E1(ψ−) = 1
4
1 (C29)
and
E2(φ±) = 2
5
1− 1
5
φ± − 2
5
ψ−
E2(ψ+) = 2
5
1− 1
5
ψ+ − 2
5
ψ−
E2(ψ−) = ψ− (C30)
Since the Bell states are extremal the convex hull of these images give the action in the more general case. The
image of the tetrahedron of state is graphically displayed in Figure 12. The preceding analysis can be used on more
general bipartite quantum systems, where it allows a compact book-keeping for the analysis of quantum processes
and simplifies the analysis.
d. Symmetric unitary processes on two qubits
For the same of completeness, we briefly describe one more kind of symmetric process – the SU(2)-symmetric
unitaries on two qubits. Since V = exp[itH] for some HamiltonianH , the problem reduces to computing the allowed
Hamiltonians. The symmetry of V implies that Ug(H) = H for all g ∈ G and so H is an invariant operator under the
group action. The space of invariant hermitian observables is spanned by 1 and σx ⊗ σx + σy ⊗ σy + σz ⊗ σz , and
therefore the symmetric unitaries on the system is a two-parameter family given by
exp[i(s1 + t(σx ⊗ σx + σy ⊗ σy + σz ⊗ σz))]. (C31)
The first term is a phase term and so V (t) = eit(σx⊗σx+σy⊗σy+σz⊗σz) is the only non-trivial unitary interaction present.
The quantum process E(ρ) = V (t)ρV (t)† has a mode decomposition as shown in Figure 13. Note that because V is
symmetric under swapping A and B, we have this additional symmetry reflected in the diagram contributions. The
expansion in terms of process modes shows that the global unitary has a non-trivial structure under the symmetry
action, which is perhaps not surprising since the process is perfectly reversible and keeps all symmetry properties in
the state constant.
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ψ−
t1
t2
t3
φ−
ψ+
φ+
FIG. 12: T-state transformations. The set of 2-qubit states with maximally mixed marginals modulo local choice of
bases (or “T-states”) have a tetrahedral state space with the four Bell states at the extremal points. Under the
extremal processes E1 and E2 the set of T-states is mapped into the (blue) triangle and inner (brown) tetrahedron
respectively.
FIG. 13: The decomposition of the symmetric unitary V (t) = eit(σx⊗σx+σy⊗σy+σz⊗σz) on two qubits.
Appendix D: Gauging processes
1. From global to local symmetries
In the following we illustrate the gauging procedure for 2-symmetric quantum processes by looking at the sym-
metric bipartite superoperator associated with diagram θ and link l connecting local system Ax with Ay . Our main
Theorem C.1 together with linearity of the gauging map ensures that the same procedure works for any 2-symmetric
quantum process. More precisely we denote the gauging map for superoperators by:
Gauge : T (AxAy, A′xA′y)→ T (Ax, A′x)⊗ T (Hl,Hl)⊗ S(Ay, A′y)
where as in the main textHl is the quantum reference frame corresponding to link l and encodes the group elements.
The action of the gauging map is such that it promotes a global symmetry to a local symmetry. Specifically any Φθ ∈
T (AxAy, A′xA′y) which is symmetric under the global representation (i.e Ug[Φθ] = Φθ for all g ∈ G) will be mapped
to Gauge(Φθ) which is symmetric under the local representation. This means that Ugx ⊗U(gx,gy)⊗Ugy [Gauge(Φθ)] =
Gauge(Φθ) for all gx, gy ∈ G.
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We provide an explicit gauging map that satisfies these requirements. First we explicitly add in the background
degrees of freedom that are encoded in the quantum reference frame initialised with a gauge coupling that is sym-
metric under the global symmetry. The resulting process on the local systems and the link reference frame will be
invariant under the global representation. Then we promote the global symmetry to a local symmetry by averaging
over the local independent degrees of freedom and therefore removing all the relative alignments.
Recall that the globally symmetric superoperator given by diagram θ decomposes into local ITS as: Φ(l,θ) =∑
j Φ
λ
x,j ⊗ Φλ
∗
y,j . We first map Φ(l,θ) −→ Φ′(l,θ) =
∑
j Φ
λ
x,j ⊗ Aj,j(l,λ) ⊗ Φλ
∗
y,j where Aj,j(l,λ) are process gauge cou-
plings such that U(g,g)[Aj,j(l,λ)] = Aj,j(l,λ) for all g ∈ G. Clearly Φ′(l,θ) is invariant under the global representation:
Ug ⊗ U(g,g) ⊗ Ug[Φ′θ] = Φ′θ. We have that:
Gauge(Φ(l,θ)) :=
∫
G×G
Ugx ⊗ U(gx,gy) ⊗ Ugy [Φ′(l,θ)]d gxd gy
=
∑
j
∫
G×G
Ugx [Φ
λ
x,j ]⊗ U(gx,gy)[Aj,j(l,λ)]⊗ Ugy [Φλ
∗
y,j ]d gxd gy
Because the Haar measure for a compact group is both left and right invariant it is straightforward to check that
the operation constructed above is symmetric under the local de-synchronised group action. Therefore we have that
Ugx ⊗ U(gx,gy) ⊗ Ugy [Gauge(Φ(l,θ))] = Gauge(Φ(l,θ)) for all gx, gy ∈ G. However we know how the local ITS and
the process gauge couplings transform under group actions on their respective systems and therefore can obtain a
compact form for the gauging map. In particular we have that:
Ugx [Φ
λ
x,j ] =
∑
m
vλjm(gx)Φ
λ
x,m
U(gx,gy)[Aj,j(l,λ)] =
∑
m′,n′
vλm′j(g
−1
x )v
λ
j,n′(gy)Am
′n′
(l,λ)
Ugy [Φ
λ∗
y,j ] =
∑
n
(vλjn(gy))
∗Φλy,n.
We can combine all of these to obtain the form of the gauging map. The matrix coefficients satisfy vλjm(gx)v
λ
m′j(g
−1
x ) =
δmm′ and also from unitarity we get that vλjn′(gy)(v
λ
jn(gy))
∗ = vλjn′(gy)(v
λ(gy)
†)nj = vλjn′(gy)(v
λ(g−1y ))nj = δnn′ .
Therefore the action of the gauging map is given by:
Gauge(Φ(l,θ)) =
∑
m,n
Φλx,m ⊗Amn(l,λ) ⊗ Φλ
∗
y,n. (D1)
a. Example: U(1) symmetry
We consider the situation when the symmetry group is U(1) and suppose that the local ITS on system Ax and
Ay are given by Φλx and Φλy . Under the group action for each element φ ∈ U(1) they transform according to
Uφ[Φ
λ
x] = e
iλφΦλx. For abelian groups all irreducible representations are one-dimensional and therefore each θ-
diagram corresponding to λ-irrep symmetry breaking carrier takes the form of: Φ(l,θ) = Φλx ⊗ Φλ
∗
y . This is invariant
under the global group action. We add in the quantum reference frame that encodes group elements – in this case
angles. Consider Hl to be the Hilbert space of an infinite ladder system with equally spaced energy eigenstates
labelled by {|m〉}m∈Z. The coherent states on the circle are defined inHl for each element φ ∈ U(1) as:
|φ〉 =
∑
m
e−imφ |m〉 . (D2)
They form an orthonormal set of eigenvectors for the self-adjoint operator φˆ =
∫
φ |φ〉 〈φ| dφ the canonical conjugate
of angular momentum in the z-direction. Therefore these states perfectly encode all group elements of U(1). The
group action on these states will be given by:
U(gx,gy)(|φ〉 〈φ|) = |gx + φ− gy〉 〈gx + φ− gy| (D3)
for all gx, gy ∈ U(1). In particular |0〉 〈0| is invariant under the global representation i.e whenever gx = gy . Therefore
adding in the globally symmetric background degrees of freedom: Φ(l,θ) −→ Φλx ⊗ Φλ
∗
y ⊗ |0〉 〈0| and therefore the
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gauging procedure maps:
Gauge(Φ(l,θ)) =
∫
eiλ(gx−gy)Φλx ⊗ Φλ
∗
y ⊗ |gx − gy〉 〈gx − gy| d gxd gy. (D4)
However invariance of Haar measure means that:∫
eiλ(gx−gy) |gx − gy〉 〈gx − gy| d gxd gy =
∫
eiλφ |φ〉 〈φ| dφ. (D5)
Using the defining decomposition of |φ〉 in terms of the energy eigenstates of the ladder then we obtain the gauged
operation that has a local symmetry:
Φ(l,θ) −→ Gauge(Φ(l,θ)) = Φλx ⊗ Φλ
∗
y ⊗
∑
m∈Z
|m〉 〈m+ λ| . (D6)
Remark: In the above we assume that the gauging processes are given by states on the reference frame system Hl.
This is a particular simplified scenario to illustrate the gauging procedure.
2. Fixing a gauge: connections with pre and post selection with a group element
In here we demonstrate a particular way in which the gauge fixing for general quantum processes is achieved
via pre and post selection with group elements. In doing so we also underline the physical interpretation of the
polar decomposition and the role of the process orbit in providing the relative alignment between subsystem and
environment.
Suppose that the quantum process E˜ ∈ T (HAx ⊗HAy ⊗Hl) that acts on systems Ax, Ay and the reference frame
Hl situated on the link between x and y is invariant under the local group action. This means that U(gx,gy)[E˜ ] = E˜ for
all group elements gx, gy ∈ G. Suppose that we post select with group element h2 ∈ G and pre select with h1 ∈ G
then the resulting operation will be given by:
E˜h1,h2(τ) := (id⊗Πh2) ◦ E˜ ◦ (id⊗Πh1), (D7)
where Πh(σ) = |h〉〈h|σ|h〉〈h|, is the projection onto the pure state |h〉. In general, the process E˜h1,h2 will not remain
locally invariant since the measurements with group elements will break that symmetry. One can check that E˜h1,h2
now transforms under the local group action according to
U(gx,gy)(E˜h1,h2) = E˜gxh1g−1y ,gxh2g−1y . (D8)
This means that the process resulting after pre and post-selection with a group elements h1 and h2 is transformed
under the de-synchronised local group action with elements (gx, gy) into the process corresponding to pre and post
selection with group elements gxh1g−1y and gxh2g−1y respectively. We show this result by checking directly:
U(gx,gy)[E˜h1,h2 ] = U(gx,gy)(|h2〉 〈h2|)Ugx ⊗ Ugy
(
〈h2| E˜(|h1〉 〈h1| 〈h1| U†(gx,gy)(τ) |h1〉) |h2〉
)
(D9)
= |gxh2g−1y 〉 〈gxh2g−1y | Ugx ⊗ Ugy
(
〈h2| E˜
(
|h1〉 〈h1| U†gx ⊗ U†gy (〈gxh1g−1y | τ |gxh1g−1y 〉)
)
|h2〉
)
= |gxh2g−1y 〉 〈gxh2g−1y | Ugx ⊗ Ugy
(
〈h2| E˜
(
U†(gx,gy)
(|gxh1g−1y 〉 〈gxh1g−1y | ⊗ 〈gxh1g−1y | τ |gxh1g−1y 〉)) |h2〉)
= |gxh2g−1y 〉 〈gxh2g−1y | ⊗
(
〈gxh2g−1y |U(gx,gy)[E˜ ]
(|gxh1g−1y 〉 〈gxh1g−1y | ⊗ 〈gxh1g−1y | τ |gxh1g−1y 〉) |gxh2g−1y 〉)
= |gxh2g−1y 〉 〈gxh2g−1y | ⊗
(
〈gxh2g−1y | E˜
(|gxh1g−1y 〉 〈gxh1g−1y | ⊗ 〈gxh1g−1y | τ |gxh1g−1y 〉) |gxh2g−1y 〉)
= E˜gxh1g−1y ,gxh2g−1y (τ).
In the previous calculation we have only used that E˜ is invariant under the local group action U(gx,gy).
To establish how much the local symmetry has been broken by the pre and post selection we look at the set of
all group elements (gx, gy) under which E˜h1,h2 remains an invariant process. First note that the the reference frame
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perfectly encodes group elements such that the pure states |g〉 are orthonormal (and hence perfectly distinguish-
able). Therefore using the above result we have that U(gx,gy)[E˜h1,h2 ] = E˜h1,h2 holds if and only if gxh1g−1y = h1 and
gxh2g
−1
y = h2. Equivalently U(h1gyh−11 ,gy )[E˜h1,h2 ] = E˜h1,h2 where gyh2h
−1
1 = h2h
−1
1 gy .
In particular this is clearly satisfied whenever h1 = h2 = h for some h ∈ G . In this case the pre and post selection
with group element h breaks the local de-synchronised invariance resulting in a process that is invariant under the
global action U′g := U(hgh−1,g) = U(h,e) ◦U(g,g) ◦U(h−1,e). Therefore we can view U(h−1,e) as a local change of basis that
aligns system Ax and Ay . Perfect alignment means that the process on the bipartite system is globally symmetric i.e
invariant under the global representation. In other words the reference frame on the link encodes the group element
h required to align the two systems.
Appendix E: Irreversibility in symmetry-breaking degrees of freedom
A symmetry principle in a quantum system need not correspond to a conservation law [3]. In the case of symmetric
unitary dynamics we do have that conservation of charges (corresponding to hermitian observables) hold, and that
any symmetry-breaking degrees of freedom in quantum states (which may include a property not described by a
hermitian observable) is also conserved.
However, more generally there is a disconnect between symmetry principles and conservation laws [3]. For gen-
eral symmetric quantum processes the expectation values of the generators of the symmetry can both increase and
decrease, and a proper account must be supplemented with information-theoretic measures. In such cases quan-
tum incompatibility [31] is expected to give rise to irreversibility in the symmetry-breaking degrees of freedom of a
quantum system. For example, a quantum system that acts as a clock functions to break time-translation symmetry.
However its use in say quantum thermodynamics may result in a back-action that distorts its subsequent ability to
function as a clock.
One might generally expect globally symmetric quantum processes ρA⊗σB 7→ EAB(ρA⊗σB) such that σB 7→ σ′B =
EB(σB) := trA [EAB(ρA ⊗ σB)], such that the state σ′B breaks the symmetry in a much weaker form than the original
state σB and is therefore less useful as a result. This constitutes an irreversibility under the symmetry constraint,
however it could arise due to the particular interactions used – might it be possible to use the state more wisely and
not suffer such irreversibility?
There is a range of notions related to reversibility and irreversibility. In the simplest case an isolated symmetric,
unitary evolution preserves all symmetry-breaking properties and conserves charges. There is also the notion of a
catalytic use of a symmetry-breaking resource σB in which a quantum process is performed ρA ⊗ σB 7→ EAB(ρA ⊗
σB) = EA(ρA)⊗σB . In general theories of quantum resources (for example entanglement theory) such use of catalysts
can have non-trivial effects and enlarge the set of accessible transformations on A.
However the above notions do not exhaust the possibilities. In [26] a phenomenon called catalytic coherence was
discovered by Johan Åberg in which quantum coherence resources can be re-used in such a way that the state of
the resource constantly changes, however its ability as a resource for inducing processes on multiple independent
systems remains unchanged. The core setting involves a U(1) symmetry constraint associated to a ‘number’ operator
N , with integer eigenvalues n ∈ Z, on quantum systems [1]. A coherent state σB on a ‘ladder’ system, with Hilbert
spaceHladder spanned by the eigenstates {|n〉}n∈Z ofN , is present and used to induce some target map E on a system
A through the interaction
ρA → E˜(ρA) := trBV (ρA ⊗ σB)V †. (E1)
Here E˜ is an approximation of some target map E on the primary system. V is a bipartite unitary that respects the
global U(1) symmetry constraint and takes the general form
V (U) =
∑
Umn |φm〉 〈φn| ⊗∆n−m (E2)
where {|φm〉}dim(A)m=1 forms an orthonormal basis for system A such that it transforms under the U(1) action as
U(θ) |φm〉 = eimφ |φm〉, the operators ∆n−m are displacement operators on the ladder system ∆n =
∑
j∈Z |j + n〉 〈j|
and Umn denotes the matrix entries of some arbitrary unitary with dimension dim(A). More generally, we will refer
to any protocol that implements E˜ of the form
E˜(ρ) =
∑
n,i
tr(∆nσ)Kn,iρK
†
n,i (E3)
for operators {Kn,i} on A, as simply a catalytic coherence protocol, without any further qualifications.
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The state on B evolves non-trivially under the above V as σB → σ′B , however if one reuses B on another quantum
system under precisely the same protocol V it was found that its ability to lift the symmetry constraint is undimin-
ished (see [26] for more details). In what follows we shall use the term ‘repeatability’ to cover the above three distinct
concepts, and which will be defined in the next subsection.
With these subtleties in mind we now study, in general terms, the use of symmetry-breaking resources and when
they may be repeatedly used without degrading. In doing so we make use of the process mode framework, and
demonstrate its utility for the analysis of such questions.
1. The use of symmetry-breaking resources and local simulation of quantum processes
We assume the simulation of a quantum process E : B(HA) → B(HA′) locally on A using a state σB on the
environment B, takes the form
E(ρ) = trB′VAB(ρA ⊗ σB), (E4)
where V : B(HA ⊗HB)→ B(HA′ ⊗HB′) is symmetric under the group action of G, and which for simplicity can be
assumed to be an isometry. We are interested in the use of some resource σB to induce E , independent of the state ρ.
More generally we might wish to simulate a set of local processes {Ek} on the system A, which for simplicity
we assume is a discrete set labelled by k. The general task is to devise a protocol that tries to achieve any one of
these target maps when presented with an arbitrary quantum system B that is prepared in an unknown state σB .
Abstractly, given (Ek, B), a protocol must specify a symmetric process Vk : B(HA ⊗HB)→ B(HA′ ⊗HB′) such that
the approximate process induced using σB , denoted E˜k = P(k,B, σB), is given by
E˜k(ρ) = trB′Vk(ρA ⊗ σB′). (E5)
Generally, the performance of the protocol P is then determined by how close E˜k is to the target process Ek (using
e.g. the diamond norm ||E˜k − Ek||) for given k and σB . It is also natural to assume a general protocol has a perfect
classical limit, in the sense that as the environment B becomes sufficiently large, and we are provided a state σB that
encodes group elements (asymptotically) perfectly, then the protocol P provides P(k,B, σB) = Ek exactly for all k.
Since we are interested in studying irreversibility in the use of B, we define the back-action on the environment,
given byRk(σA) = trA′Vk(ρA ⊗ σB). Given these details we state a precise a notion of repeatability as follows.
Definition E.1. Let E : B(HA1)→ B(HA′1) be a quantum process onA1, and letB be any other quantum system. We say that
a protocolP for E is 2-repeatable if given any systemA2 isomorphic toA1 it specifies symmetric processes V1 : B(HA1⊗HB)→
B(HA′1 ⊗HB′) and V2 : B(HA2 ⊗HB′)→ B(HA′2 ⊗HB′′) such that for all states σB ∈ B(HB)
trA1,B′′(V(ρ1 ⊗ ρ2 ⊗ σB)) = E˜(ρ2) (E6)
trA2,B′′(V(ρ1 ⊗ ρ2 ⊗ σB)) = E˜(ρ1).
with V := (1A ⊗ V2) ◦ (V1 ⊗ 1A2), and E˜ being the approximation to E using σB .
An elementary aspect of the repeatable use of some symmetry-breaking resource σB to induce a map E on a system
A is that a subsequent use will also result in exactly the same quantum process. One can easily extend the above
definition to n-repeatability where the same process E is induced on n identical systems using the same initial system
B and we expand upon this in the following definition.
Definition E.2. Let A1, ...An be n isomorphic systems Ai ∼= A and E : B(HA) −→ B(HA′) a target process. We say that the
protocol P for E using system B is n-repeatable if it specifies a circuit of symmetric operationsW = Vn ◦ Vn−1 ◦ ... ◦ V1 with
Vi : B(HAi ⊗HBi−1) −→ B(HA′i ⊗HBi) for all i initially acting on B0 = B such that for any σ ∈ HB and any k:
trrk,Bn(W(ρ1 ⊗ ρ2 ⊗ ...⊗ ρn ⊗ σ)) = E˜(ρk) (E7)
the induced process E˜ is the same on all subsystems Ak and is an approximation of E using σ. In particular E will depend on σ
but not on k.
This scenario is also depicted in the main text figure in which a sequence or “circuit” of symmetric interactions
V1,V2, . . .Vn are performed on B so as to induce local processes on subsystems A1, A2, . . . An.
We wish to study when the state σB can be used in an arbitrarily repeatable way, namely n-repeatable for any
n ∈ N. To determine this we can consider for any fixed total state on the systems A1, . . . An, the induced process
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Fk under the protocol map V = Vn ◦ · · · ◦ V1 from the system B into any system Ak, which describes the transfer of
reference frame data needed to induce the local process on Ak.
The induced process for fixed input state ρ1...n on A1, . . . , An is given by
Fk(σB) = trrkV(ρ1...n ⊗ σB) (E8)
where trrk denotes discarding all systems except Ak.
However for the particular case of ρ1...n = ρ⊗n, the n-repeatability implies that Fk = F for all k = 1, . . . n, and so
in this case the protocol results in the same process from the reference frame B into each of the subsystems.
In entanglement theory one has the notion of an n-extendible state, which gives a simple measure of the entangle-
ment in the state. However this notion can be generalised to quantum processes, and relates directly to our present
discussion.
Definition E.3. A quantum process F : B(HB) → B(HA) is said to be n-extendible if there exists a quantum process
Λ : B(HB)→ B(HA1 ⊗HA2 ...⊗HAn) withHAi ∼= HA for all i, such that for all X ∈ B(HB) trriΛ(X) = F(X).
Therefore we see that n-repeatability of a protocol involving B to simulate E implies the induced process F from
B to the output system A′ must be n-extendible.
Lemma E.4. Suppose that system B admits an n-repeatable use on systems A1, ...An then for any fixed ρ the resulting process
on B given by Fρ : B(HB) −→ B(HA′k):
Fρ(σ) := trrk,Bn(W(ρ⊗n ⊗ σ)) (E9)
is an n-extendible map.
The following lemma says that an operation that is n-extendible for all finite n must be a measure and prepare.
Lemma E.5. A quantum operation F : B(HB) −→ B(HA′) is n-extendible for all finite n if and only if it is a measure and
prepare process. Equivalently there is a POVM set {Ma} and quantum states ρa ∈ B(HA′) such that:
F(σB) =
∑
a
tr(MaσB)ρa (E10)
for all σ ∈ B(HA).
Proof. A bipartite state is n-extendible for all finite n it must be a separable state. Whenever F is n-extendible for
all n then its corresponding Choi operator J [F ] is also n-extendible for all finite n and therefore is separable. A
Choi operator is separable if and only if the the corresponding process is entanglement breaking. Moreover an
entanglement-breaking process has the form of a measure and prepare and therefore F takes the form stated above.
Given this, we can establish the following general constraint on any protocol that admits arbitrarily repeatable use
of a resource σB .
Theorem E.6. Let B be a quantum system with Hilbert space HB . For any fixed σ ∈ B(HB) used as a reference frame,
suppose that for every finite n there is an n-repeatable circuit of global symmetric process that induces E : B(HA) → B(HA′)
on a quantum system A. Then there exists a POVM {Ma} onHB and completely positive maps Φa : B(HA)→ B(HA′) such
that:
E(ρ) =
∑
a
tr(Maσ)Φa(ρ). (E11)
Proof. The previous Lemma E.4 implies that the effective process on the environment Fρ : B(HB) −→ B(H′A) given
for any fixed ρ by Fρ(σB) = trrk,Bn(W(ρ⊗ σB) is n-extendible for all finite n. This statement is independent on the
initial state on system A (although the process Fρ generally may not be so). Moreover Fρ is a valid CPTP map as
it arises as a composition of CPTP maps. By lemma E.5 every n-extendible quantum operation for all finite n must
take the form of a measure and prepare process. Therefore for each fixed ρ ∈ B(HA) there exists a POVM {Ni} on
HB and quantum states ρi ∈ B(H′A) such that:
Fρ(σ) =
∑
a
tr(Niσ)ρi. (E12)
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Note that there could be dependence on ρ in either ρi or Ni, however this can be simplified by noting that one can
decompose any POVM into a convex combination of extremal POVMs. We can write
Ni =
∑
k
pkMk,i (E13)
whereMk = (Mk,i) is an extremal POVM for each k, and pk is a probability distribution. This implies that
trrk,Bn(W(ρ⊗n ⊗ σ)) =
∑
i,k
pktr(Mk,iσ)ρi (E14)
=
∑
i,k
tr(Mk,iσ)Φk,i(ρ) (E15)
where Φk,i(ρ) := pkρi is a completely-positive linear map on ρ (since it always returns up to normalization a valid
quantum state), and which implies that the POVM acting on B is independent of the input state ρ on A. Introducing
the single index a = (k, i) completes the proof.
This places a strong constraint on the repeatable use of an environment B to induce maps on other systems. The
content is easy to understand – if the environment acts as a reference system for an arbitrary number of systems then
the only information that can be used must be classical information [63, 64].
It is important to emphasize that this result applies to a circuit that induces a single quantum process E on the sys-
temA – simply interrogate the systemB once, copy the measurement information and propagate it to an unbounded
number of systems to induce E . This says nothing about whether the system B (which might be finite dimensional)
suffers irreversibility in the process. In order to determine this we must consider protocols that use B for a second,
independent quantum process E ′.
In the next subsection we use our earlier results on the decomposition of quantum processes to analyse coher-
ence protocols and provide an account of how in the case of a non-commutative symmetry G that fundamental
incompatibility in the use of symmetry-breaking resources is expected to arise.
2. Process mode picture: The repeatable use of quantum coherence.
We can now apply the process mode formalism to the question of the repeatable use of symmetry-breaking re-
sources. We first look at a quantum subsystemA, and the task of inducing a target quantum process E on that system
under a U(1) quantum coherence constraint. We shall determine precisely when we can induce E in an arbitrarily
repeatable protocol using a coherent environment B. As discussed, the orbitM(G, E) of E under the group action
encodes the reference frame data required from the rest of the global system. For the case of coherence G = U(1) it is
clear thatM(G, E) is either a point, for E being a symmetric process on A, or is a circle, when Ug ◦ E ◦U†g 6= E . The set
of processes decompose under U(1) into a basis of process modes {Φλ}, which are one-dimensional since the group
is abelian. Again we absorb any multiplicities into the λ label for clarity of the exposition.
We are free to pick any point onM(G, E) which corresponds to a reference quantum process E0, and decompose
this map in terms of E0 =
∑
λ αλ(E0)Φλ, with data {αλ(E0) ∈ C} for the reference operation E0. With respect to E0
the target map E is obtained from E0 via some group transformation θ ∈ U(1), as E = Uθ ◦ E0 ◦ U†θ , and so
E(ρ) =
∑
λ∈Irrep(A,A′)
αλ(E0)eiλθΦλ(ρ). (E16)
To implement any such target map one needs to specify the group element θ and the constant invariant data
αλ(E0). Note that a perfect classical reference frame for the group U(1) is provided by the infinite dimensional space
of wavefunctions on a circle L2(S1). Using such a system for the environment B means that an arbitrarily repeatable
protocol can perfectly achieve the target E by performing a measurement that estimates the group element and
transmitting the classical result to arbitrary many systems. The non-trivial issue is to determine what form such
protocols can take under a U(1) global symmetry constraint. This is our aim for the current section.
In particular we restrict to the case when B is an infinite-dimensional ladder systemHladder for two reasons. First
there is a fundamental connection between L2(S1) and Hladder such that the latter can also perfectly encode group
elements θ ∈ U(1) into quantum states |θ〉 ∈ Hladder that can be perfectly discriminated. This has technical subtleties
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for the continuous group (since we work in a separable Hilbert space), but in terms of the eigenstates {|n〉}n∈Z we
can consider the following set of orthonormal ‘states’ that encode any θ ∈ U(1)
|θ〉 := (2pi)−1/2
∑
n∈Z
e−inθ |n〉 , (E17)
which should be understood as being meaningful in a distributional sense. In terms of L2(S1) this amounts to
viewing the Dirac delta distribution δ(x− θ) to be a normalized ‘wavefunction’ on S1.
We will refer to the set of all {|θ〉}θ∈U(1) as asymptotic reference frames. For an in depth analysis of this connection
and further useful properties of these states we refer the reader to the excellent book [36]. The second reason why we
restrict B to be Hladder is that we want to have an asymptotic classical limit in the environment such that an initial
state σB = |θ〉 〈θ| induces the target operation E = Uθ ◦ E0 ◦ U†θ that is associated with the point θ on the process orbitM(E0, G).
We can now state the main result of this section.
Theorem E.7. A protocol P that induces a local process E on A using a ladder system B satisfies:
(a) Global U(1) symmetry.
(b) Arbitrary repeatability.
(c) Asymptotic reference frames on B are not disturbed.
(d) Asymptotic reference frames on B yield perfect simulations.
if and only if P is a catalytic coherence protocol.
This provides a clear physical interpretation of the repeatable use of quantum coherence in simple physical terms.
Note it does not imply that the system B is in some perfectly coherent state, or that the state of B stays the same –
the repeatability holds irrespective of the state on B. The proof of this result is straightforward using process modes,
and is given as follows.
For the case where B is a finite-dimensional system, a similar result can be established, but with additional qual-
ifications. The back-action R on B must (in general) map into a slightly larger system C in order to maintain the
repeatability condition (or otherwise it can only be n-repeatable for some finite n). This is discussed in section ??
of the Supplementary Material. For finite d-dimensional subsystems A, we also see that the POVM required only
involves modes no larger than d. For example for the case of d = 2 we have that
Ma = xa1 + ya cos φˆ+ za sin φˆ, (E18)
where xa, ya, za ∈ R and we have ∆±1 = cos φˆ ± i sin φˆ being the only interaction term required between A and the
environment.
More generally, from the perspective ofM(G, E) this corresponds to the fact that the target map E only requires a
resolution of the target point onM(G, E) to an angular scale at worst δθ ∼ 2pid , and so is as efficient as possible in the
use of the reference. We can therefore view the protocol as involving a coarse-grained measurement of φˆ, which can
be made without disturbing a subsequent measurement.
In the case of coherence there is a single coordinate φˆ that must be extracted from the environment up to some
resolution, and therefore the simulations of different coherent maps {E1, E2, . . . } onA are essentially equivalent. This
is no longer true for more general symmetry groups, as we discuss shortly.
3. Interpretation of coherent protocol as broadcasting of reference frame data
One can understand this result from another informal perspective, which perhaps helps clear up some confusion
that might exist on catalytic coherence. The systemB can be continually reused, and its state will change continually
under the protocol. Despite this, its ability to function as a coherence reference remains the same. One might feel that
this clashes with cloning intuition – namely quantum resources cannot be copied in general. However the coherence
protocol should not be viewed as a cloning of reference frame data, but as the broadcasting of reference frame data to
multiple systems. Broadcasting is a mixed state version of cloning in which one wishes to copy unknown quantum
states {ρ1, . . . , ρn} to multiple other parties. In the single copy case a state ρk is transformed to a bipartite σAB , such
that the marginals are σA = ρk and σB = ρk. It is known [37] that a set of quantum states {ρk} may be broadcast
perfectly if and only if [ρi, ρj ] = 0 for all i, j.
The relevance for us here is that the coherent properties of the environmentB are fully described by the expectation
values 〈∆k〉 := tr[∆kσB ], and so we need only consider these degrees of freedom. However [∆k,∆j ] = 0 for all j, k
and so a state of the form σB = 1d (1+
∑
k ck∆
k + other terms) can have the ∆k components of the state broadcast in
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FIG. 14: Repeatable use of quantum coherence as the broadcasting of classical data. For a non-symmetric E and
quantum coherence, the process orbitM(U(1), E) is a circle. All relevant operators are built from the shift operator
∆ = eiφˆ, corresponding to the position observable φˆ on the process orbit. The only relevant parameters in a state ρ
of a reference system B are the expectation values 〈∆m〉. Since [∆m,∆n] = 0 for all n,m it is possible to perfectly
broadcast the classical data {〈∆m〉} to any number of systems A1, A2 . . . An.
the sense described. What is non-trivial to establish, is that this can be done under a global symmetry constraint. The
classicality of the underlying data is the key point, and explains how the protocol works from a different perspective.
This is also consistent with our analysis in the next section concerning the structure of symmetric bipartite processes.
4. Irreversibility under general symmetry constraints and a geometric perspective.
Given the analysis we have provided for quantum coherence, we might wonder if a similar construction applies for
more general groups. For such cases, there is one simple way in which an environmentB can be used in a repeatable
way – namely we can embed the system’s Hilbert space into the space of wavefunctions on G and perform the
measurement that estimates groups elements {|g〉〈g|} on this infinite dimensional space. Since this extracts all the
reference data from B into a classical form it can be copied and repeatedly used. However this assumes a very
particular interaction, and that B can physically be embedded in the required infinite-dimensional system (which is
a non-trivial assumption).
We can therefore ask if repeatability can occur for a general group G and a finite dimensional system B? For sim-
plicity we can restrict to G = SU(2) and consider just the set of all axial processes as our target quantum processes.
As already described, the process orbit M(G, E) for these quantum processes is the 2-sphere S2, with coordinates
(θ, φ). Now if arbitrary repeatability is present then we have by the same analysis that E = ∑a tr(Maσ)Ea where the
POVM elements on B must supply the coordinates onM via the condition∑
a
cj,m,atr(MaσB) = aj(E)Yjm(θ, φ), (E19)
where {aj(E)} are the invariant data for the process orbit, and cj,a are the coefficients of Ea in the SU(2) process
mode basis.
However, now an important distinction is made with the U(1) coherence case. The POVM that extracts the ref-
erence data from B must estimate a point on a sphere. In the classical limit one can have perfect resolution of any
point (θ, φ) ∈ S2, however for finite dimensionalB it is impossible to provide a perfect encoding on the point. More-
over, we know that quantum mechanics on S2 is a phase space and so in the case that B is finite dimensional there
will be a non-trivial uncertainty relation present. If, for example, B is a d-dimensional spin, then one has operators
Xˆi :=
r
d2−1Ji for B that constitute non-commuting coordinates such that Xˆ
2
1 + Xˆ
2
2 + Xˆ
2
3 = r
2. This defines the
so-called “fuzzy sphere” [65] in non-commutative geometry where one has a discrete representation of spherical
geometry. In the d → ∞ limit this coincides with classical geometry, however for finite d has a fundamental lower
bound on resolution and complementarity in measurements.
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Therefore if one is using the system B within some globally symmetric process to representM(G, E) ∼= S2, then
the complementary in measurements on this phase space will imply incompatibility in the use of symmetry-breaking
resources. This incompatibility is not present for coherence, since essentially only φˆ is needed to supply the reference
data.
More generally, the process orbit perspective suggests a form of quantum-mechanical irreversibility in the use of
symmetry breaking resources that depends on whether the geometry that can be induced onM(G, E) by B is non-
commuting or not. This is consistent with the asymptotic limit of classical reference frames in quantum theory for
an arbitrary group G, and also with the case of quantum coherence, however we must leave any further analysis to
later work.
