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THE MATHEMATICAL STRUCTURE OF THE SECOND LAW OF
THERMODYNAMICS
ELLIOTT H. LIEB AND JAKOB YNGVASON
Abstrat. The essene of the seond law of lassial thermodynamis is the `entropy
priniple' whih asserts the existene of an additive and extensive entropy funtion, S,
that is dened for all equilibrium states of thermodynami systems and whose inrease
haraterizes the possible state hanges under adiabati onditions. It is one of the few re-
ally fundamental physial laws (in the sense that no deviation, however tiny, is permitted)
and its onsequenes are far reahing. This priniple is independent of models, statisti-
al mehanial or otherwise, and an be understood without reourse to Carnot yles,
ideal gases and other assumptions about suh things as `heat', `temperature', `reversible
proesses', et., as is usually done. Also the well known formula of statistial mehanis,
S = −
∑
p log p, is not needed for the derivation of the entropy priniple.
This ontribution is partly a summary of our joint work (Physis Reports, Vol. 310,
196 (1999)) where the existene and uniqueness of S is proved to be a onsequene of
ertain basi properties of the relation of adiabati aessibility among equilibrium states.
We also present some open problems and suggest diretions for further study.
Foreword
At the onferene Contemporary Developments in Mathematis, hosted by the MIT and
Harvard University Mathematis Departments, November 16-17, 2001, one of us (E.H.L.)
ontributed a talk with the above title. It was a review of our work [LY1℄ on the mathemati-
al foundations of lassial thermodynamis. An extensive summary of [LY1℄ was published
in the AMS Noties [LY2℄. It was also published in [LY4℄ and [LY5℄ with additional se-
tions added in eah. A shorter summary, addressed partiularily to physiists, appeared in
Physis Today [LY3℄. We inlude here an expanded version of the artile [LY5℄. Setion
1 is primarily from [LY2℄ but is augmented by proofs of all theorems. The present version
is therefore mathematially omplete, but the original paper [LY1℄ is reommended for ad-
ditional insights and extensive disussions. Setion 2 is primarily from [LY4℄ and [LY5℄.
Setion 3 is mainly from [LY3℄.
1. A Guide to Entropy and the Seond Law of Thermodynamis
This artile is intended for readers who, like us, were told that the seond law of ther-
modynamis is one of the major ahievements of the nineteenth entury, that it is a logial,
perfet and unbreakable law  but who were unsatised with the `derivations' of the entropy
priniple as found in textbooks and in popular writings.
A glane at the books will inform the reader that the law has `various formulations' (whih
is a bit odd for something so fundamental) but they all lead to the existene of an entropy
funtion whose reason for existene is to tell us whih proesses an our and whih annot.
An interesting summary of these various points of view is in [U℄. Contrary to onvention,
we shall refer to the existene of entropy as the seond law. This, at least, is unambiguous.
E.H.L.'s work was partially supported by U.S. National Siene Foundation grants. J.Y.'s work was
partially supported by the Adalsteinn Kristjansson Foundation, University of Ieland.
©2002 by the authors. Reprodution of this artile, by any means, is permitted for non-ommerial purposes.
This artile appears in Current Developments in Mathematis, 2001, International Press, Cambridge,
2002, pp. 89130.
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The entropy we are talking about is that dened by thermodynamis (and not some analyti
quantity, usually involving expressions suh as −p ln p, that appears in information theory,
probability theory and statistial mehanial models).
Why, one might ask, should a mathematiian be interested in the seond law of ther-
modynamis whih, historially, had something to do with attempts to understand and
improve the eieny of steam engines? The answer, as we pereive it, is that the law is
really an interesting mathematial theorem about orderings on sets, with profound physi-
al impliations. The axioms that onstitute this ordering are somewhat peuliar from the
mathematial point of view and might not arise in the ordinary ruminations of abstrat
thought. They are speial, but important, and they are driven by onsiderations about the
world, whih is what makes them so interesting. Maybe an ingenious reader will nd an
appliation of this same logial struture to another eld of siene.
Classial thermodynamis, as it is usually presented, is based on three laws (plus one
more, due to Nernst, whih is mainly used in low temperature physis and is not immutable
like the others). In brief, these are:
The Zeroth Law, whih expresses the transitivity of equilibrium, and whih
is often said to imply the existene of temperature as a parametrization of
equilibrium states. We use it below but formulate it without mentioning
temperature. In fat, temperature makes no appearane here until almost
the very end.
The First Law, whih is onservation of energy. It is a onept from mehan-
is and provides the onnetion between mehanis (and things like falling
weights) and thermodynamis. We disuss this later on when we introdue
simple systems; the ruial usage of this law is that it allows energy to be
used as one of the parameters desribing the states of a simple system.
The Seond Law. Three popular formulations of this law are:
Clausius: No proess is possible, the sole result of whih is that
heat is transferred from a body to a hotter one.
Kelvin (and Plank): No proess is possible, the sole result of whih
is that a body is ooled and work is done.
Carathéodory : In any neighborhood of any state there are states
that annot be reahed from it by an adiabati proess.
All three are supposed to lead to the entropy priniple (dened below). These steps
an be found in many books and will not be trodden again here. Let us note in passing,
however, that the rst two use onepts suh as hot, old, heat, ool, that are intuitive
but have to be made preise before the statements are truly meaningful. No one has seen
`heat', for example. The last (whih uses the term adiabati proess, to be dened below)
presupposes some kind of parametrization of states by points in R
n
, and the usual derivation
of entropy from it assumes some sort of dierentiability; suh assumptions are beside the
point as far as understanding the meaning of entropy goes.
The basi input in our analysis of the seond law is a ertain kind of ordering on a set
and denoted by
≺
(pronouned `preedes'). It is transitive and reexive as in A1, A2 below, but X ≺ Y and
Y ≺ X does not imply X = Y , so it is a `preorder'. The big question is whether ≺ an be
enoded in an ordinary, real-valued funtion on the set, denoted by S, suh that if X and Y
are related by ≺, then S(X) ≤ S(Y ) if and only if X ≺ Y . The funtion S is also required
to be additive and extensive in a sense that will soon be made preise.
A helpful analogy is the question: When an a vetor-eld,
~V (~x), on R3 be enoded in an
ordinary funtion, f(~x), whose gradient is ~V ? The well-known answer is that a neessary
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and suient ondition is that curl ~V = 0. One ~V is observed to have this property one
thing beomes evident and important: It is neessary to measure the integral of
~V only
along some urves  not all urves  in order to dedue the integral along all urves. The
enoding then has enormous preditive power about the nature of future measurements of
~V . In the same way, knowledge of the funtion S has enormous preditive power in the
hands of hemists, engineers and others onerned with the ways of the physial world.
Our onern will be the existene and properties of S, starting from ertain natural axioms
about the relation ≺. We present our results with slightly abridged versions of some proofs,
but full details, and a disussion of related previous work on the foundations of lassial
thermodynamis, are given in [LY1℄. The literature on this subjet is extensive and it is
not possible to give even a brief aount of it here, exept for mentioning that the previous
work losest to ours is that of [Gi℄, and [Bu℄, (see also [Co℄, [D℄ and [RL℄). (The situation
is summarized more ompletely in [LY1℄.) These other approahes are also based on an
investigation of the relation ≺, but the overlap with our work is only partial. In fat, a
major part of our work is the derivation of a ertain property (the omparison hypothesis
below), whih is taken as an axiom in the other approahes. It was a remarkable and largely
unsung ahievement of Giles [Gi℄ to realize the full power of this property.
Let us begin the story with some basi onepts.
1. Thermodynami System: Physially, this onsists of ertain speied amounts of
ertain kinds of matter, e.g., a gram of hydrogen in a ontainer with a piston, or
a gram of hydrogen and a gram of oxygen in two separate ontainers, or a gram of
hydrogen and two grams of hydrogen in separate ontainers. The system an be in
various states whih, physially, are equilibrium states. The spae of states of the
system is usually denoted by a symbol suh as Γ and states in Γ by X,Y,Z, et.
Physial motivation aside, a state-spae, mathematially, is just a set  to begin with;
later on we will be interested in embedding state-spaes in some onvex subset of some R
n+1
,
i.e., we will introdue oordinates. As we said earlier, however, the entropy priniple is quite
independent of oordinatization, Carathéodory's priniple notwithstanding.
2. Composition and saling of states: The notion of Cartesian produt, Γ1 × Γ2 or-
responds simply to the two (or more) systems being side by side on the laboratory
table; mathematially it is just another system (alled a ompound system), and we
regard the state spae Γ1 × Γ2 as the same as Γ2 × Γ1. Likewise, when forming
multiple ompositions of state spaes, the order and the grouping of the spaes is
immaterial. Thus (Γ1×Γ2)×Γ3, Γ1× (Γ2×Γ3) and Γ1×Γ2×Γ3 are to be identied
as far as omposition of state spaes is onerned. Points in Γ1 × Γ2 are denoted
by pairs (X,Y ), and in Γ1 × · · · × ΓN by N -tuples (X1, . . . ,XN ) as usual. The
subsystems omprising a ompound system are physially independent systems, but
they are allowed to interat with eah other for a period of time and thereby alter
eah other's state.
The onept of saling is ruial. It is this onept that makes our thermodynamis
inappropriate for mirosopi objets like atoms or osmi objets like stars. For eah
state-spae Γ and number λ > 0 there is another state-spae, denoted by Γ(λ) with
points denoted by λX . This spae is alled a saled opy of Γ. Of ourse we identify
Γ(1) = Γ and 1X = X. We also require (Γ(λ))(µ) = Γ(λµ) and µ(λX) = (µλ)X. The
physial interpretation of Γ(λ) when Γ is the spae of one gram of hydrogen, is simply
the state-spae of λ grams of hydrogen. The state λX is the state of λ grams of
hydrogen with the same `intensive' properties as X, e.g., pressure, while `extensive'
properties like energy, volume, et., are saled by a fator λ (by denition).
For any given Γ we an form Cartesian produt state spaes of the type Γ(λ1) × Γ(λ2) ×
· · · × Γ(λN ). These will be alled multiple saled opies of Γ.
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The notation Γ(λ) should be regarded as merely a mnemoni at this point, but later on,
with the embedding of Γ into Rn+1, it will literally be λΓ = {λX : X ∈ Γ} in the usual
sense.
3. Adiabati aessibility : Now we ome to the ordering. We say X ≺ Y (with X and
Y possibly in dierent state-spaes) if Y is adiabatially aessible from X aording
to the denition below. Dierent state spaes an our, e.g., if there is mixing or a
hemial reation between two states of a ompound system to produe a state in a
third system.
What does this mean? Mathematially, we are just given a list of pairs X ≺ Y . There
is nothing more to be said, exept that later on we will assume that this list has ertain
properties that will lead to interesting theorems about this list, and will lead, in turn, to
the existene of an entropy funtion, S haraterizing the list.
The physial interpretation is quite another matter. In text books a proess taking X
to Y is usually alled adiabati if it takes plae in `thermal isolation', whih in turn means
that `no heat is exhanged with the surroundings'. Suh onepts (heat, thermal et.) ap-
pear insuiently preise to us and we prefer the following version, whih is in the spirit
of Plank's formulation of the seond law [P1℄ and avoids those onepts. Our denition of
adiabati aessibility might at rst sight appear to be less restritive than the usual one,
but as disussed in [LY1℄, pp. 29 and 54, in the end anything that we all an adiabati
proess (meaning that Y is adiabatially aessible from X) an also be aomplished in
`thermal isolation' as the onept is usually understood. Our denition has the great virtue
(as disovered by Plank) that it avoids having to distinguish between work and heat  or
even having to dene the onept of heat. We emphasize, however, that the theorems do
not require agreement with our physial denition of adiabati aessibility; other deni-
tions are oneivably possible. We emphasize also that we do not are about the temporal
development involved in the state hange; we only are about the net result for the system
and the rest of the universe.
A state Y is adiabatially aessible from a state X, in symbols X ≺ Y , if it
is possible to hange the state from X to Y by means of an interation with
some devie onsisting of some auxiliary system and a weight, in suh a way
that the auxiliary system returns to its initial state at the end of the proess
whereas the weight may have risen or fallen.
The role of the `weight' in this denition is merely to provide a partiularly simple soure
(or sink) of mehanial energy. Note that an adiabati proess, physially, does not have to
be gentle, or `stati' or anything of the kind. It an be arbitrarily violent and destrutive,
so long as the system is brought bak to equilibrium! The `devie' need not be a well-
dened mehanial ontraption. It an be another thermodynami system, and even a
gorilla jumping up and down on the system, or a ombination of these  as long as the
devie returns to its initial state. The devie an have intelligene, e.g., it an ontain a
lever sientist whose strategy depends on the progress of the experiment. Only the initial
state X and the nal state Y matter.
An example might be useful here. Take a pound of hydrogen in a ontainer with a piston.
The states are desribable by two numbers, energy and volume, the latter being determined
by the position of the piston. Starting from some state, X, we an take our hand o the
piston and let the volume inrease explosively to a larger one. After things have almed
down, all the new equilibrium state Y . Then X ≺ Y . Question: Is Y ≺ X true? Answer:
No. To get from Y to X adiabatially we would have to use some mahinery and a weight,
with the mahinery returning to its initial state, and there is no way this an be done. Using
a weight we an, indeed, reompress the gas to its original volume, but we will nd that the
energy is then larger than its original value.
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Let us write
X ≺≺ Y if X ≺ Y but not Y ≺ X (written Y 6≺ X) .
In this ase we say that we an go from X to Y by an irreversible adiabati proess. If
X ≺ Y and Y ≺ X we say that X and Y are adiabatially equivalent and write
X
A
∼ Y .
Equivalene lasses under
A
∼ are alled adiabats.
4. Comparability : Given two states X and Y in two (same or dierent) state-spaes,
we say that they are omparable if X ≺ Y or Y ≺ X (or both). This turns out to
be a ruial notion. Two states are not always omparable; a neessary ondition
is that they have the same material omposition in terms of the hemial elements.
Example: Sine water is H2O and the atomi weights of hydrogen and oxygen are 1
and 16 respetively, the states in the ompound system of 2 gram of hydrogen and
16 grams of oxygen are omparable with states in a system onsisting of 18 grams
of water (but not with 11 grams of water or 18 grams of oxygen).
Atually, the lassiation of states into various state-spaes is done mainly for oneptual
onveniene. The seond law deals only with states, and the only thing we really have to
know about any two of them is whether or not they are omparable. Given the relation
≺ for all possible states of all possible systems, we an ask whether this relation an be
enoded in an entropy funtion aording to the following:
Entropy priniple. There is a real-valued funtion on all states of all systems (inluding
ompound systems), alled entropy and denoted by S suh that
a) Monotoniity: When X and Y are omparable states then
X ≺ Y if and only if S(X) ≤ S(Y ) . (1)
b) Additivity and extensivity: If X and Y are states of some (possibly dierent)
systems and if (X,Y ) denotes the orresponding state in the ompound system, then
the entropy is additive for these states, i.e.,
S(X,Y ) = S(X) + S(Y ) . (2)
S is also extensive, i.e., for or eah λ > 0 and eah state X and its saled opy
λX ∈ Γ(λ), (dened in 2. above)
S(λX) = λS(X) . (3)
A formulation logially equivalent to a), not using the word `omparable', is the following
pair of statements:
X
A
∼ Y =⇒ S(X) = S(Y ) and
X ≺≺ Y =⇒ S(X) < S(Y ) . (4)
The last line is espeially noteworthy. It says that entropy must inrease in an irreversible
adiabati proess.
The additivity of entropy in ompound systems is often just taken for granted, but it is
one of the startling onlusions of thermodynamis. First of all, the ontent of additivity,
(2), is onsiderably more far reahing than one might think from the simpliity of the
notation. Consider four states X,X ′, Y, Y ′ and suppose that X ≺ Y and X ′ ≺ Y ′. One
of our axioms, A3, will be that then (X,X ′) ≺ (Y, Y ′), and (2) ontains nothing new or
exiting. On the other hand, the ompound system an well have an adiabati proess in
whih (X,X ′) ≺ (Y, Y ′) but X 6≺ Y . In this ase, (2) onveys muh information. Indeed, by
monotoniity, there will be many ases of this kind beause the inequality S(X) + S(X ′) ≤
S(Y ) + S(Y ′) ertainly does not imply that S(X) ≤ S(Y ). The fat that the inequality
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S(X) + S(X ′) ≤ S(Y ) + S(Y ′) tells us exatly whih adiabati proesses are allowed in
the ompound system (among omparable states), independent of any detailed knowledge
of the manner in whih the two systems interat, is astonishing and is at the heart of
thermodynamis. The seond reason that (2) is startling is this: From (1) alone, restrited
to one system, the funtion S an be replaed by 29S and still do its job, i.e., satisfy
(1). However, (2) says that it is possible to alibrate the entropies of all systems (i.e.,
simultaneously adjust all the undetermined multipliative onstants) so that the entropy
S1,2 for a ompound Γ1 × Γ2 is S1,2(X,Y ) = S1(X) + S2(Y ), even though systems 1 and 2
are totally unrelated!
We are now ready to ask some basi questions:
Q1: Whih properties of the relation ≺ ensure existene and (essential) uniqueness of S?
Q2: Can these properties be derived from simple physial premises?
Q3: Whih onvexity and smoothness properties of S follow from the premises?
Q4: Can temperature (and hene an ordering of states by hotness and oldness) be
dened from S and what are its properties?
The answer to question Q1 an be given in the form of six axioms that are reasonable,
simple, `obvious' and unexeptionable. An additional, ruial assumption is also needed, but
we all it a `hypothesis' instead of an axiom beause we show later how it an be derived
from some other axioms, thereby answering question Q2.
A1. Reexivity. X
A
∼ X.
A2. Transitivity. If X ≺ Y and Y ≺ Z, then X ≺ Z.
A3. Consisteny. If X ≺ X ′ and Y ≺ Y ′, then (X,Y ) ≺ (X ′, Y ′).
A4. Saling Invariane. If λ > 0 and X ≺ Y , then λX ≺ λY .
A5. Splitting and Reombination. X
A
∼ ((1− λ)X,λX) for all 0 < λ < 1. Note that
the two state-spaes are dierent. If X ∈ Γ, then the state spae on the right side is
Γ(1−λ) × Γ(λ).
A6. Stability. If (X, εZ0) ≺ (Y, εZ1) for some Z0, Z1 and a sequene of ε's tending to
zero, then X ≺ Y . This axiom is a substitute for ontinuity, whih we annot assume
beause there is no topology yet. It says that `a grain of dust annot inuene the
set of adiabati proesses'.
An important lemma is that (A1)(A6) imply the anellation law, whih is used in many
proofs. It says that for any three states X,Y,Z
(X,Z) ≺ (Y,Z) =⇒ X ≺ Y (5)
Proof. We show that (X,Z) ≺ (Y,Z) implies (X, 12Z) ≺ (Y,
1
2Z) and hene (X,
1
2nZ) ≺
(Y, 12nZ) for all n = 1, 2, . . . . By the stability axiom, A6, this implies X ≺ Y .
The argument for (X, 12Z) ≺ (Y,
1
2Z) is as follows:
(X, 12Z)
A
∼ (12X,
1
2X,
1
2Z) (by A5 and A3)
≺ (12X,
1
2Y,
1
2Z) (by (X,Z) ≺ (Y,Z), using A3 and A4)
≺ (12Y,
1
2Y,
1
2Z) (again by (X,Z) ≺ (Y,Z), using A3 and A4)
A
∼ (Y, 12Z) (by A5 and A3).
The next onept plays a key role in our treatment.
CH. Denition: We say that the Comparison Hypothesis, (CH), holds for a state-spae
Γ if all pairs of states in Γ are omparable.
Note that A3, A4 and A5 automatially extend omparability from a spae Γ to ertain
other ases, e.g., X ≺ ((1 − λ)Y, λZ) for all 0 ≤ λ ≤ 1 if X ≺ Y and X ≺ Z. On the
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other hand, omparability on Γ alone does not allow us to onlude that X is omparable
to ((1 − λ)Y, λZ) if X ≺ Y but Z ≺ X. For this, one needs CH on the produt spae
Γ(1−λ) × Γ(λ), whih is not implied by CH on Γ.
The signiane of A1A6 and CH is borne out by the following theorem:
THEOREM 1 (Equivalene of entropy and A1-A6, given CH). The following are
equivalent for a state-spae Γ:
(i) The relation ≺ between states in (possibly dierent) multiple saled opies of Γ e.g.,
Γ(λ1) × Γ(λ2) × · · · × Γ(λN ), is haraterized by an entropy funtion, S, on Γ in the
sense that
(λ1X1, λ2X2, . . . ) ≺ (λ
′
1X
′
1, λ
′
2X
′
2, . . . ) (6)
is equivalent to the ondition that∑
i
λiS(Xi) ≤
∑
j
λ′jS(X
′
j) (7)
whenever ∑
i
λi =
∑
j
λ′j . (8)
(ii) The relation ≺ satises onditions A1A6, and CH holds for every multiple saled
opy of Γ.
This entropy funtion on Γ is unique up to ane equivalene, i.e., S(X)→ aS(X) +B,
with a > 0.
Proof. The impliation (i) ⇒ (ii) is obvious. To prove the onverse and also the uniqueness
of entropy, pik two referene points X0 ≺≺ X1 in Γ. (If there are no suh points then
entropy is simply onstant and there is nothing more to prove.) To begin with, we fous
attention on the `strip' {X : X0 ≺ X ≺ X1}. (See Fig. 1.) In the following it is important
to keep in mind that, by axiom A5, X
A
∼ ((1− λ)X,λX), so X an be thought of as a point
in Γ(1−λ) × Γ(λ), for any 0 ≤ λ ≤ 1.
Consider uniqueness rst. If S is any entropy funtion satisfying (i), then neessarily
S(X0) < S(X1), and S(X) ∈ [S(X0), S(X1)]. Hene there is a unique λ ∈ [0, 1] suh that
S(X) = (1− λ)S(X0) + λS(X1). (9)
By (i), in partiular additivity and extensivity of S and the fat that X
A
∼ ((1 − λX, λX),
this is equivalent to
X
A
∼ ((1− λ)X0, λX1). (10)
Beause (10) is a property of X0,X1,X whih is independent of S, and beause of the
equivalene of (10) and (9) for any entropy funtion, any other entropy funtion, S′ say,
must satisfy (9) with the same λ but with S(X0) and S(X1) replaed by S
′(X0) and S
′(X1)
respetively. This proves that entropy is uniquely determined up to the hoie of the en-
tropy for the two referene points. A hange of this hoie learly amounts to an ane
transformation of the entropy funtion.
The equivalene of (10) and (9) provides also a lue for onstruting entropy: Using only
the properties of the relation ≺ one must produe a unique λ satisfying (10). The uniqueness
of suh a λ, if it exists, follows from the more general fat that
((1− λ)X0, λX1) ≺ ((1− λ
′)X0, λ
′X1) (11)
is equivalent to
λ ≤ λ′. (12)
This equivalene follows from X0 ≺≺ X1, using A4, A5 and the anellation law, (5).
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To nd λ we onsider
λmax = sup{λ : ((1− λ)X0, λX1) ≺ X} (13)
and
λmin = inf{λ : X ≺ ((1 − λ)X0, λX1)} (14)
Making use of the stability axiom, A6, one readily shows that the sup and inf are ahieved,
and hene
((1 − λmax)X0, λmaxX1) ≺ X (15)
and
X ≺ ((1− λmin)X0, λminX1). (16)
Hene, by A2,
((1− λmax)X0, λmaxX1) ≺ ((1− λmin)X0, λminX1) (17)
and thus, (ontrary to what the notation might suggest)
λmax ≤ λmin. (18)
That λmax annot be stritly smaller than λmin follows from the omparison hypothesis for
the state spaes Γ(1−λ) × Γ(λ): If λ > λmax, then ((1 − λ)X0, λX1) ≺ X an not hold, and
hene, by (CH) the alternative, i.e.,
X ≺ ((1 − λ)X0, λX1) (19)
must hold. Likewise, λ < λmin implies
((1− λ)X0, λX1) ≺ X. (20)
Hene, if λmax < λmin, we have produed a whole interval of λ's satisfying (10). This
ontradits the statement made earlier that (10) speies at most one λ. At the same time
we have shown that λ = λmin = λmax satises (10). Hene we an dene the entropy by (9),
assigning some xed, but arbitrarily hosen values S(X0) < S(X1) to the referene points.
For the speial hoie S(X0) = 0 and S(X1) = 1 we have the basi formula for S (see
Fig. 1):
S(X) = sup
{
λ : ((1 − λ)X0, λX1) ≺ X
}
, (21)
or, equivalently,
S(X) = inf
{
λ : X ≺ ((1− λ)X0, λX1)
}
. (22)
The existene of λ satisfying (9) may an be shown also for X outside the `strip', i.e., for
X ≺ X0 orX1 ≺ X, by simply interhanging the roles ofX, X0 and X1 in the onsiderations
above. For these ases we use the onvention that (X,−Y ) ≺ Z means X ≺ (Y,Z), and
(Y, 0Z) = Y . If X ≺ X0, λ in Eq. (9) will be ≤ 0, and if X1 ≺ X it will be ≥ 1.
Our onlusion is that every X ∈ Γ is equivalent, in the sense of
A
∼, to a saled omposition
of the referene points X0 and X1. By A5 this holds also for all points in multiply saled
opies of Γ, where by A4 we an assume that the total `mass' in (7) is equal to 1. Moreover,
by the denition of S, the left and right sides of (7) are just the orresponding ompositions
of S(X0) and S(X1). To see that S haraterizes the relation on multiply saled opies it is
thus suient to show that (11) holds if and only if
(1− λ)S(X0) + λS(X1) ≤ (1− λ
′)S(X0) + λ
′S(X1). (23)
Sine S(X0) < S(X1) this is just the equivalene of (11) and (12) that was already men-
tioned.
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(1−λ) moles
λ moles
X
X
X
V
1
0
U
Figure 1. The entropy of X is, aording to Eq. (21), determined by the
largest amount of X1 that an be transformed adiabatially into X, with the
help of a omplementary amount of X0. The oordinates U (energy) and
V (work oordinates) are irrelevant for Eq. (21), but are important in the
ontext of the simple systems to be disussed later.
Remarks. 1. The formula (21) for entropy is reminisent of an old denition of heat by
Laplae and Lavoisier in terms of the amount of ie that a body an melt: S(X) is the
maximal amount of substane in the state X1 that an be transformed into the state X
with the help of a omplimentary amount in the state X0. Aording to (22) this is also the
minimal amount of substane in the state X1 that is needed to transfer a omplementary
amount in the state X into the state X0. Note also that any λ satisfying (19) is an upper
bound and any λ satisfying (20) is a lower bound to S(X).
2. The onstrution of entropy in the proof above requires CH to hold for the two-fold
saled produts Γ(1−λ) × Γλ. It is not suient that CH holds for Γ alone, but in virtue of
the other axioms it neessarily holds for all multiple saled produts of Γ if it holds for the
two-fold saled produts.
3. Theorem 1 states the properties a binary relation on a set must have in order to be
haraterized by a funtion satisfying our additivity and extensivity requirements. The set
is here the union of all multiple saled produts of Γ. In a quite dierent ontext, this
mathematial problem was disussed by I.N. Herstein and J. Milnor already in 1953 [HM℄
for what they all a `mixture set' , whih in our terminology orresponds to the union of
all two-fold saled produts Γ(1−λ) × Γλ. The main result of their paper is very similar to
Theorem 1 for this speial ase.
Theorem 1 extends to produts of multiple saled opies of dierent systems, i.e. to general
ompound systems. This extension is an immediate onsequene of the following theorem,
whih is proved by applying Theorem 1 to the produt of the system under onsideration
with some standard referene system.
Theorem 2 (Consistent entropy sales). Assume that CH holds for all ompound sys-
tems. For eah system Γ let SΓ be some denite entropy funtion on Γ in the sense of
Theorem 1. Then there are onstants aΓ and B(Γ) suh that the funtion S, dened for all
states of all systems by
S(X) = aΓSΓ(X) +B(Γ) (24)
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for X ∈ Γ, satises additivity (2), extensivity (3), and monotoniity (1) in the sense that
whenever X and Y are in the same state spae then
X ≺ Y if and only if S(X) ≤ S(Y ) . (25)
Proof. The entropy funtion dened by (21) will in general not satisfy additivity and ex-
tensivity, beause the referene points an be quite unrelated for the dierent state spaes
Γ. Note that (21) both xes the states where the entropy is dened to be 0 (those that are
A
∼ X0) and also an arbitrary entropy unit for Γ by assigning the value 1 to the states
A
∼ X1.
To obtain an additive and extensive entropy it is rst neessary to hoose the points where
the entropy is 0 in a way that is ompatible with these requirements.
This an be ahieved by onsidering the formal vetor spae spanned by all systems and
hoosing a Hamel basis of systems {Γα} in this spae suh that every system an be written
uniquely as a saled produt of a nite number of the Γα's. Pik an arbitrary point in eah
state spae in the basis, and dene for eah state spae Γ a orresponding point XΓ ∈ Γ as
a omposition of these basis points. Then
XΓ1×Γ2 = (XΓ1 ,XΓ2) and XtΓ = tXΓ. (26)
Assigning the entropy 0 to these points XΓ is learly ompatible with additivity and exten-
sivity.
To ensure that the entropy unit is the same for all state spaes, hoose some xed spae
Γ0 with xed referene points Z0 ≺≺ Z1. For any Γ onsider the produt spae Γ× Γ0 and
the entropy funtion SΓ×Γ0 dened by (21) in this spae with referene points (XΓ, Z0) and
(XΓ, Z1). Then X 7→ SΓ×Γ0(X,Z0) denes an entropy funtion on Γ by the anellation law
(5). It it is additive and extensive by the properties (26) of XΓ, and by Theorem 1 it is is
related to any other entropy funtion on Γ by and ane transformation.
An expliit formula for this additive and extensive entropy is
S(X) = sup{λ : (XΓ, λZ1)} ≺ (X,λZ0) (27)
= inf{λ : (X,λZ0) ≺ (XΓ, λZ1)}, (28)
beause
(X,Z0)
A
∼ ((1− λ)(XΓ, Z0), λ(XΓ, Z1)) (29)
is equivalent to
(X,λZ0)
A
∼ (XΓ, λZ1)). (30)
by the anellation law.
Theorem 2 is what we need, exept for the question of mixing and hemial reations,
whih is treated at the end and whih an be put aside at a rst reading. In other words,
as long as we do not onsider adiabati proesses in whih systems are onverted into eah
other (e.g., a ompound system onsisting of a vessel of hydrogen and a vessel of oxygen is
onverted into a vessel of water), the entropy priniple has been veried. If that is so, what
remains to be done, the reader may justiably ask? The answer is twofold: First, Theorem
2 requires that CH holds for all systems, inluding ompound ones, and we are not ontent
to take this as an axiom. Seond, important notions of thermodynamis suh as `thermal
equilibrium' (whih will eventually lead to a preise denition of `temperature' ) have not
appeared so far. We shall see that these two points (i.e., thermal equilibrium and CH) are
not unrelated.
As for CH, other authors, [Gi℄, [Bu℄, [Co℄ and [RL℄ essentially postulate that it holds for all
systems by making it axiomati that omparable states fall into equivalene lasses. (This
means that the onditions X ≺ Z and Y ≺ Z always imply that X and Y are omparable:
likewise, they must be omparable if Z ≺ X and Z ≺ Y .) Replaing the onept of a
`state-spae' by that of an equivalene lass, the omparison hypothesis then holds in these
other approahes by assumption for all state-spaes. We, in ontrast, would like to derive CH
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from something that we onsider more basi. Two ingredients will be needed: The analysis
of ertain speial, but ommonplae systems alled `simple systems' and some assumptions
about thermal ontat (the `zeroth law') that will at as a kind of glue holding the parts of
a ompound systems in harmony with eah other.
A Simple System is one whose state-spae an be identied with some open onvex
subset of some R
n+1
with a distinguished oordinate denoted by U , alled the energy, and
additional oordinates V ∈ Rn, alled work oordinates. The energy oordinate is the way
in whih thermodynamis makes ontat with mehanis, where the onept of energy arises
and is preisely dened. The fat that the amount of energy in a state is independent of
the manner in whih the state was arrived at is, in reality, the rst law of thermodynamis.
A typial (and often the only) work oordinate is the volume of a uid or gas (ontrolled
by a piston); other examples are deformation oordinates of a solid or magnetization of a
paramagneti substane.
Our goal is to show, with the addition of a few more axioms, that CH holds for simple
systems and their saled produts. In the proess, we will introdue more struture, whih
will apture the intuitive notions of thermodynamis; thermal equilibrium is one.
Here, for the rst time in our theory, oordinates are introdued. Up to now state spaes
were fairly abstrat things; there was no topology. Calulus, for example, played no role
 ontrary to the usual presentation of lassial thermodynamis. For simple systems we
are talking about points in R
n
and we an thus talk about `open sets', `onvexity', et. In
partiular, if we take a point X and sale it to tX then this saling now has the usual
onrete meaning it always has in R
n
, namely, all oordinates of X are multiplied by the
positive number t. The notion of +, as in X + Y , had no meaning heretofore, but now it
has the usual one of addition of vetors in R
n
.
First, there is an axiom about onvexity:
A7. Convex ombination. If X and Y are states of a simple system and t ∈ [0, 1] then
(
tX, (1 − t)Y
)
≺ tX + (1− t)Y , (31)
in the sense of ordinary onvex addition of points in R
n+1
. A straightforward on-
sequene of this axiom (and A5) is that the forward setors
AX := {Y ∈ Γ : X ≺ Y } (32)
of states X in a simple system Γ are onvex sets. (See Fig. 2.)
Another onsequene is a onnetion between the existene of irreversible proesses and
Carathéodory's priniple ([C℄, [B℄) mentioned above.
Lemma 1. Assume (A1)(A7) for Γ ⊂ RN and onsider the following statements:
(a) Existene of irreversible proesses: For every X ∈ Γ there is a Y ∈ Γ with X ≺≺ Y .
(b) Carathéodory's priniple: In every neighborhood of every X ∈ Γ there is a Z ∈ Γ
with X 6≺ Z.
Then (a) ⇒ (b) always. If the forward setors in Γ have interior points, then (b) ⇒ (a).
Proof. Suppose that for some X ∈ Γ there is a neighborhood, NX of X suh that NX is
ontained in AX . (This is the negation of the statement that in every neighbourhood of
every X there is a Z suh that X ≺ Z is false.) Let Y ∈ AX be arbitrary. By the onvexity
of AX , whih is implied by axiom A7, X is an interior point of a line segment joining Y and
some point Z ∈ NX , and, again by A7,
(tZ, (1 − t)Y ) ≺ X
A
∼ (tX, (1 − t)X) (33)
for some t ∈ (0, 1). But we also have that (tX, (1 − t)X) ≺ (tZ, (1 − t)X) sine Z ∈ AX .
This implies, by the anellation law and A4, that Y ≺ X. Thus we onlude that for some
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X, we have that X ≺ Y implies X
A
∼ Y . This ontradits (a). In partiular, we have shown
that (a) ⇒(b).
Conversely, assuming that (a) is false, there is a point X0 whose forward setor is given
by AX0 = {Y : Y
A
∼ X0}. Let X be an interior point of AX0 , i.e., there is a neighborhood of
X, NX , whih is entirely ontained in AX0 . All points in NX are adiabatially equivalent
to X0, however, and hene to X, sine X ∈ NX . Thus, (b) is false.
U
V
X
XA
Figure 2. The oordinates U and V of a simple system. The state spae
(bounded by dashed line) and the forward setor AX (shaded) of a state X
are onvex, by axiom A7. The boundary of AX (full line) is an adiabat, f.
Theorem 3.
We need three more axioms for simple systems, whih will take us into an analyti detour.
The rst of these establishes (a) above.
A8. Irreversibility. For eah X ∈ Γ there is a point Y ∈ Γ suh that X ≺≺ Y . (This
axiom is implied by A14 below, but is stated here separately beause important
onlusions an be drawn from it alone.)
A9. Lipshitz tangent planes. For eah X ∈ Γ the forward setor AX = {Y ∈ Γ :
X ≺ Y } has a unique support plane at X (i.e., AX has a tangent plane at X). The
tangent plane is assumed to be a loally Lipshitz ontinuous funtion of X, in the
sense explained below.
A10. Connetedness of the boundary. The boundary ∂AX (relative to the open set
Γ) of every forward setor AX ⊂ Γ is onneted. (This is tehnial and oneivably
an be replaed by something else.)
Axiom A8 plus Lemma 1 asserts that every X lies on the boundary ∂AX of its forward
setor. Although axiom A9 asserts that the onvex set, AX , has a true tangent at X only, it
is an easy onsequene of axiom A2 that AX has a true tangent everywhere on its boundary.
To say that this tangent plane is loally Lipshitz ontinuous means that if X = (U0, V 0)
then this plane is given by
U − U0 +
n∑
1
Pi(X)(Vi − V
0
i ) = 0 . (34)
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with loally Lipshitz ontinuous funtions Pi. The funtion Pi is alled the generalized
pressure onjugate to the work oordinate Vi . (When Vi is the volume, Pi is the ordinary
pressure.)
Lipshitz ontinuity and onnetedness is a well known guarantee for uniqueness of the
solution to the oupled dierential equations
∂u
∂Vj
(V ) = −Pj
(
u(V ), V
)
for j = 1, . . . , n (35)
whih desribes the boundary ∂AX of AX .
With these axioms one an now prove that the omparison hypothesis holds for the state
spae Γ of a simple system:
Theorem 3 (CH for simple systems). If X and Y are states of the same simple system,
then either X ≺ Y or Y ≺ X. Moreover, X
A
∼ Y ⇐⇒ Y ∈ ∂AX ⇐⇒ X ∈ ∂AY .
Proof. The proof is arried out in several steps, whih provide also further information about
the forward setors.
Step 1: AX is losed. We have to prove that if Y ∈ Γ is on the boundary of AX then Y is
in AX . For this purpose we an assume that the set AX has full dimension, i.e., the interior
of AX is not empty. If, on the ontrary, AX lay in some lower dimensional hyperplane
then the following proof would work, without any hanges, simply by replaing Γ by the
intersetion of Γ with this hyperplane.
Let W be any point in the interior of AX . Sine AX is onvex, and Y is on the boundary
of AX , the half-open line segment joining W to Y (all it [W,Y ), bearing in mind that
Y 6∈ [W,Y )) lies in AX . The prolongation of this line beyond Y lies in the omplement of
AX and has at least one point (all it Z) in Γ. (This follows from the fat that Γ is open
and Y ∈ Γ.) For all suiently large integers n the point Yn dened by
n
n+1Yn +
1
n+1Z = Y (36)
belongs to [W,Y ). We laim that (X, 1
n
Z) ≺ (Y, 1
n
Y ). If this is so then we are done beause,
by the stability axiom, A6, X ≺ Y .
To prove the last laim, rst note that (X, 1
n
Z) ≺ (Yn,
1
n
Z) beause X ≺ Yn and by axiom
A3. By saling, A4, the onvex ombination axiom A7, and (3.10)(
Yn,
1
n
Z
)
= n+1
n
(
n
n+1Yn,
1
n+1Z
)
≺ n+1
n
Y . (37)
But this last equals (Y, 1
n
Y ) by the splitting axiom, A5. Hene (X, 1
n
Z) ≺ (Y, 1
n
Y ).
Step 2: AX has a nonempty interior. AX is a onvex set by axiom A7. Hene, if AX had
an empty interior it would neessarily be ontained in a hyperplane. [An illustrative piture
to keep in mind here is that AX is a losed, (two-dimensional) dis in R
3
and X is some
point inside this dis and not on its perimeter. This dis is a losed subset of R
3
and X is
on its boundary (when the dis is viewed as a subset of R
3
). The hyperplane is the plane in
R
3
that ontains the dis.℄
Any hyperplane ontaining AX is a support plane to AX at X, and by axiom A9 the
support plane, ΠX , is unique, so AX ⊂ ΠX . If Y ∈ AX , then AY ⊂ AX ⊂ ΠX by transitivity,
A2. By the irreversibility axiom A8, there exists a Y ∈ AX suh that AY 6= AX , whih
implies that the onvex set AY ⊂ ΠX , regarded as a subset of ΠX , has a boundary point in
ΠX . If Z ∈ ΠX is suh a boundary point of AY , then Z ∈ AY beause AY is losed. By
transitivity, AZ ⊂ AY ⊂ ΠX , and AZ 6= ΠX beause AY 6= AX .
Now AY , onsidered as a subset of ΠX , has an (n−1)-dimensional supporting hyperplane
at Z (beause Z is a boundary point). Call this hyperplane Π′Z . Sine AZ ⊂ AY , Π
′
Z is a
supporting hyperplane for AZ , regarded as a subset of ΠX . Any n-dimensional hyperplane
in R
n+1
that ontains the (n− 1)-dimensional hyperplane Π′Z ⊂ ΠX learly supports AZ at
Z, where AZ is now onsidered as a onvex subset of R
n+1
. Sine there are innitely many
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suh n-dimensional hyperplanes in Rn+1, we have a ontradition to the uniqueness axiom
A9.
Step 3: Y ∈ ∂AX ⇒ X ∈ ∂AY and hene AX = AY . We bring here only a sketh of the
proof; for details see [LY1℄, Theorems 3.5 and 3.6. First, using the onvexity axiom, A7,
and the existene of a tangent plane of AX at X, one shows that the boundary points of
AX an be written as (uX(V ), V ), where uX is a solution to the equation system (35). Here
V runs through the set
ρX = {V : (U, V ) ∈ ∂AX for some U}. (38)
Seondly, the solution of (35) that passes through X is unique by the Lipshitz ondition
for the pressure. In partiular, if Y ∈ ∂AX , then uX must oinide on ρY ⊂ ρX with the
solution uY through Y . The proof is ompleted by showing that ρX = ρY ; this uses that
ρX is onneted by axiom A10 and also that ρX is open. For the latter it is important that
no tangent plane of AX an be parallel to the U -axis, beause of axiom A9.
Step 4: X /∈ AY ⇒ Y ∈ AX . Let Z be some point in the interior of AY and onsider the
line segment L joining X to Z. If we assume X /∈ AY then part of L lies outside AY , and
therefore L intersets ∂AY at some point W ∈ ∂AY . By Step 3, AY and AW are the same
set, so W ≺ Z (beause Y ≺ Z). We laim that this implies X ≺ Z also. This an be seen
as follows:
We have W = tX + (1− t)Z for some t ∈ (0, 1). By A7, A5, W ≺ Z, and A3
(tX, (1 − t)Z) ≺W
A
∼ (tW, (1 − t)W ) ≺ (tW, (1 − t)Z). (39)
By transitivity, A2, and the anellation law, (5), tX ≺ tW . By saling, A4, X ≺ W and
hene, by A2, X ≺ Z.
Sine Z was arbitrary, we learn that Interior(AY ) ⊂ AX . Sine AX and AY are both
losed by Step 1, this implies AY ⊂ AX and hene, by A1, Y ∈ AX .
Step 5: X
A
∼ Y ⇐⇒ Y ∈ ∂AX . By Step 1, AX is losed, so ∂AX ⊂ AX . Hene, if
Y ∈ ∂AX , then X ≺ Y . By Step 3, Y ∈ ∂AX is equivalent to X ∈ ∂AY , so we an also
onlude that Y ≺ X. The impliation⇐= is thus lear. On the other hand, X
A
∼ Y implies
AX = AY by Axiom A2 and thus ∂AX = ∂AY . But Y ∈ ∂AY by Axioms A1, A8 and
Lemma 1. Thus the adiabats, i.e., the
A
∼ equivalene lasses, are exatly the boundaries of
the forward setors.
Remark. It an also be shown from our axioms that the orientation of forward setors
w.r.t. the energy axis is the same for all simple systems (f. [LY1℄, Thms. 3.3 and 4.2).
By onvention we hoose the diretion of the energy axis so that the the energy always
inreases in adiabati proesses at xed work oordinates. When temperature is dened
later, this will imply that temperature is always positive. Sine spin systems in magneti
elds are sometimes regarded as apable of having `negative temperatures' it is natural to
ask what in our axioms exludes suh situations. The answer is: Convexity, A7, together
with axiom A8. The rst would imply that if the energy an both inrease and derease
in adiabati proesses, then also a state of maximal energy is in the state spae. But suh
a state would also have maximal entropy and thus violate A8. From our point of view,
`negative temperature' states should not be regarded as true equilibrium states.
Before leaving the subjet of simple systems let us remark on the onnetion with Carathéo-
dory's development. The point of ontat is the fat that X ∈ ∂AX . We assume that AX
is onvex and use transitivity and Lipshitz ontinuity to arrive, eventually, at Theorem 3.
Carathéodory uses Frobenius's theorem, plus assumptions about dierentiability to onlude
the existene  loally  of a surfae ontaining X. Important global information, suh as
Theorem 3, are then not easy to obtain without further assumptions, as disussed, e.g., in
[B℄.
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Figure 3. This gure illustrates Theorem 3, i.e., the fat that forward
setors of a simple system are nested. The bottom gure shows what ould,
in priniple, go wrongbut does not.
The next topi is thermal ontat and the zeroth law, whih entails the very speial
assumptions about ≺ that we mentioned earlier. It will enable us to establish CH for
produts of several systems, and thereby show, via Theorem 2, that entropy exists and
is additive. Although we have established CH for a simple system, Γ, we have not yet
established CH even for a produt of two opies of Γ. This is needed in the denition of
S given in (9). The S in (9) is determined up to an ane shift and we want to be able to
alibrate the entropies (i.e., adjust the multipliative and additive onstants) of all systems
so that they work together to form a global S satisfying the entropy priniple. We need
ve more axioms. They might look a bit abstrat, so a few words of introdution might be
helpful.
In order to relate systems to eah other, in the hope of establishing CH for ompounds,
and thereby an additive entropy funtion, some way must be found to put them into ontat
with eah other. Heuristially, we imagine two simple systems (the same or dierent) side
by side, and x the work oordinates (e.g., the volume) of eah. Bring them into `thermal
ontat' (e.g., by linking them to eah other with a opper thread) and wait for equilibrium
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to be established. The total energy U will not hange but the individual energies, U1 and
U2 will adjust to values that depend on U and the work oordinates. This new system (with
the thread permanently onneted) then behaves like a simple system (with one energy
oordinate) but with several work oordinates (the union of the two work oordinates).
Thus, if we start initially with X = (U1, V1) for system 1 and Y = (U2, V2) for system 2,
and if we end up with Z = (U, V1, V2) for the new system, we an say that (X,Y ) ≺ Z. This
holds for every hoie of U1 and U2 whose sum is U . Moreover, after thermal equilibrium is
reahed, the two systems an be disonneted, if we wish, and one more form a ompound
system, whose omponent parts we say are in thermal equilibrium. That this is transitive
is the zeroth law.
Thus, we annot only make ompound systems onsisting of independent subsystems
(whih an interat, but separate again), we an also make a new simple system out of two
simple systems. To do this an energy oordinate has to disappear, and thermal ontat does
this for us. This is formalized in the following two axioms.
A11. Thermal join. For any two simple systems with state-spaes Γ1 and Γ2, there is
another simple system, alled the thermal join of Γ1 and Γ2, with state-spae
∆12 =
{
(U, V1, V2) : U = U1 + U2 with (U1, V1) ∈ Γ1 , (U2, V2) ∈ Γ2
}
. (40)
If X = (U1, V1) ∈ Γ1, and Y = (U2, V2) ∈ Γ2 we dene
θ(X,Y ) := (U1 + U2, V1, V2) ∈ ∆12. (41)
It is assumed that the formation of a thermal join is an adiabati operation for the
ompound system, i.e.,
(X,Y ) ≺ θ(X,Y ). (42)
A12. Thermal splitting. For any point Z ∈ ∆12 there is at least one pair of states,
X ∈ Γ1, Y ∈ Γ2, suh that
Z = θ(X,Y )
A
∼ (X,Y ) (43)
Denition. If θ(X,Y )
A
∼ (X,Y ) we say that the states X and Y are in thermal equilibrium
and write
X
T
∼ Y . (44)
A11 and A12 together say that for eah hoie of the individual work oordinates there
is a way to divide up the energy U between the two systems in a stable manner. A12 is the
stability statement, for it says that joining is reversible, i.e., one the equilibrium has been
established, one an ut the opper thread and retrieve the two systems bak again, but
with a speial partition of the energies. This reversibility allows us to think of the thermal
join, whih is a simple system in its own right, as a speial subset of the produt system,
Γ1 × Γ2, whih we all the thermal diagonal.
Axioms A11 and A12, together with the general axioms A4, A5, A7 and our assumption
that a ompound state (X,Y ) is idential to (Y,X), imply that the relation
T
∼ is refelxive
and symmetri:
lemma 2 . (i) X
T
∼ X.
(ii) If X
T
∼ Y , then Y
T
∼ X.
Proof. (i) Let X = (U, V ). Then, by A11,
(X,X) ≺ θ(X,X) = (2U, V, V ). (45)
By A12, this is, for some U ′ and U ′′ with U ′ + U ′′ = 2U ,
A
∼ ((U ′, V ), (U ′′, V )), (46)
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whih, using A4, A7, and nally A5, is
A
∼ 2(12 (U
′, V ), 12(U
′′, V )) ≺ 2(12 (U
′ + U ′′), V ) = 2X
A
∼ (X,X). (47)
Hene (X,X)
A
∼ θ(X,X), i.e., X
T
∼ X.
(ii) By A11 and A12 we have quite generally
θ(X,Y ) = (UX + UY , VX , VY )
A
∼ ((U ′, VX), (U
′′, VY )) (48)
for some U ′, U ′′ with U ′ + U ′′ = UX + UY = UY + UX . Sine omposition of states is
ommutative (i.e., (A,B) = (B,A), as we stated when explaining the basi onepts) we
obtain, using A11 again,
((U ′, VX), (U
′′, VY )) = ((U
′′, VY ), (U
′, VX)) ≺ (U
′′ + U ′, VY , VX) = θ(Y,X). (49)
Interhanging X and Y we thus have θ(X,Y )
A
∼ θ(Y,X). Hene, if X
T
∼ Y , i.e., (X,Y )
A
∼
θ(X,Y ), then (Y,X) = (X,Y )
A
∼ θ(X,Y )
A
∼ θ(Y,X), i.e., Y
T
∼ X.
Remark. Instead of presenting a formal proof of the symmetry of
T
∼, it might seem more
natural to simply identify θ(X,Y ) with θ(Y,X) by an additional axiom. This ould be
justied both from the physial interpretation of the thermal join, whih is symmetri in
the states (onnet the systems with a opper thread), and also beause both joins have the
same energy and the same work oordinates, only written in dierent order. But sine we
really only need that θ(X,Y )
A
∼ θ(Y,X) and this follows from the axioms as they stand, it
is not neessary to postulate suh an identiation. Likewise, it is not neessary to identify
θ(θ(X,Y ), Z) with θ(X, θ(Y,Z)) formally by an axiom, beause we do not need it. It is
possible, using the present axioms, to prove θ(θ(X,Y ), Z)
A
∼ θ(X, θ(Y,Z)), but we do not
do so sine we do not need this either.
We now ome to the famous zeroth law, whih says that the thermal equilibrium is
transitive, and hene (by Lemma 2) an equivalene relation.
A13. Zeroth law of thermodynamis. If X
T
∼ Z and Z
T
∼ Y then X
T
∼ Y .
The zeroth law is often taken to mean that the equivalene lasses an be labeled by an
`empirial' temperature, but we do not want to mention temperature at all at this point. It
will appear later.
There are two more axioms about thermal ontat, but before we state them we draw
two simple onlusions from A11, A12 and A13.
lemma 3. (i) If X
T
∼ Y , then λX
T
∼ µY for all λ, µ > 0.
(ii) If X
T
∼ Y and Z
T
∼ X, then Z
T
∼ θ(X,Y ).
Proof. (i) By the zeroth law, A13, it sues to show that λX
T
∼ X and µY
T
∼ Y . For this
we use similar arguments as in Lemma 2(i):
(λX,X) ≺ θ(λX,X) = ((1 + λ)U, λV, V )
A
∼ ((λU ′, λV ), (U ′′, V )) (50)
with λU ′ + U ′′ = (1 + λ)U . By A4, A7, and A5 this is
A
∼ (1+λ)( λ1+λ (U
′, V ), 11+λ(U
′′, V )) ≺ (1+λ)( 11+λ(λU
′+U ′′), V ) = (1+λ)X
A
∼ (λX,X). (51)
(ii) By the zeroth law, it sues to show that X
T
∼ θ(X,Y ), i.e.,
(X, θ(X,Y ))
A
∼ θ(X, θ(X,Y )). (52)
The left side of this equation is ≺ the right side by A11, so we need only show
θ(X, θ(X,Y )) ≺ (X, θ(X,Y )). (53)
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Now, sine X
T
∼ Y and hene also 2X
T
∼ Y by (i), the right side of (53) is
(X, θ(X,Y ))
A
∼ (X, (X,Y )) = ((X,X), Y )
A
∼ (2X,Y )
A
∼ θ(2X,Y ) = (2UX + UY , 2VX , VY ).
(54)
(Here A5, A4 and A3 have been used, besides (i)). On the other hand, using A12 twie
as well as A3, we have for some X ′ = (U ′, VX), X
′′ = (U ′′, VX) and Y
′ = (U ′′′, VY ) with
U ′ + U ′′ + U ′′′ = 2UX + UY :
θ(X, θ(X,Y ))
A
∼ (X ′, (X ′′, Y ′)) = ((X ′,X ′′), Y ′) . (55)
By onvexity A7 and saling A4, as above, this is
≺ (X ′ +X ′′, Y ′) ≺ θ(X ′ +X ′′, Y ′) = (2UX + UY , 2VX , VY ). (56)
But this is
A
∼ (X, θ(X,Y )) by (54).
We now turn to the remaining two axioms about thermal ontat.
A14 requires that for every adiabat (i.e., an equivalene lass w.r.t.
A
∼) there exists at
least one isotherm (i.e., an equivalene lass w.r.t.
T
∼), ontaining points on both sides of
the adiabat. Note that, for eah given X, only two points in the entire state spae Γ are
required to have the stated property. This assumption essentially prevents a state-spae
from breaking up into two piees that do not ommuniate with eah other. Without it,
ounterexamples to CH for ompound systems an be onstruted, f. [LY1℄, Setion 4.3.
A14 implies A8, but we listed A8 separately in order not to onfuse the disussion of simple
systems with thermal equilibrium.
A15 is a tehnial and perhaps an be eliminated. Its physial motivation is that a su-
iently large opy of a system an at as a heat bath for other systems. When temperature
is introdued later, A15 will have the meaning that all systems have the same temperature
range. This postulate is needed if we want to be able to bring every system into thermal
equilibrium with every other system.
A14. Transversality. If Γ is the state spae of a simple system and if X ∈ Γ, then there
exist states X0
T
∼ X1 with X0 ≺≺ X ≺≺ X1.
A15. Universal temperature range. If Γ1 and Γ2 are state spaes of simple systems
then, for every X ∈ Γ1 and every V belonging to the projetion of Γ2 onto the spae
of its work oordinates, there is a Y ∈ Γ2 with work oordinates V suh that X
T
∼ Y .
The reader should note that the onept `thermal ontat' has appeared, but not tem-
perature or hot and old or anything resembling the Clausius or Kelvin-Plank formulations
of the seond law. Nevertheless, we ome to the main ahievement of our approah: With
these axioms we an establish CH for produts of simple systems (eah of whih satises
CH, as we already know). The proof has two parts. In the rst, we onsider multiple saled
opies of the same simple system and use the thermal join and in partiular transversality to
redue the problem to omparability within a single simple system, whih is already known
to hold by Theorem 3. The basi idea here is that with X,X0,X1 as in A14, the states
((1 − λ)X0, λX1) and ((1 − λ)X,λX) an be regarded as states of the same simple system
and are, therefore, omparable. This is the key point needed for the onstrution of S, a-
ording to (9). The importane of transversality is thus brought into fous. In the seond
part we onsider produts of dierent simple systems. This ase is more ompliated and
requires all the axioms A1A14, in partiular the zeroth law, A13.
lemma 4 (CH in multiple saled opies of a simple system). For any simple system Γ, all
states of the form (λ1Y1, λ2Y2 . . . ) with Yi ∈ Γ and
∑
i λi xed are omparable.
Proof. By saling invariane of the relation ≺ (Axiom A4) we may assume that
∑
i λi = 1.
Now suppose Y1, . . . , YN , Y
′
1 , . . . , Y
′
M ∈ Γ, and λ1, . . . , λN , λ
′
1, . . . , λ
′
M ∈ R with
∑
i λi =
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Figure 4. Transversality, A14, requires that on on eah side of the adia-
bat through any point X there are points, X0 and X1, that are in thermal
equilibrium with eah other.
∑
j λ
′
j = 1. We shall show that for some X¯0, X¯1 ∈ Γ with X¯0 ≺≺ X¯1 and some λ, λ
′ ∈ R
(λ1Y1, . . . , λNYN )
A
∼ ((1− λ)X¯0, λX¯1), (57)
(λ′1Y
′
1 , . . . , λ
′
MY
′
M )
A
∼ ((1− λ′)X¯0, λ
′X¯1). (58)
This will prove the lemma, sine we already know from the equivalene of (11) and (12)
that the right sides of (57) and (58) are omparable.
It was already noted that if X0 ≺≺ X1 and X0
T
∼ X1, then every X in the `strip'
Σ(X0,X1) := {X : X0 ≺ X ≺ X1} is omparable to ((1 − λ)X0, λX1) for any 0 ≤ λ ≤ 1,
due to the axioms A5, A11, A12, and Theorem 3. This implies in the same way as in the
proof of Theorem 1 that X is in fat adiabatially equivalent to ((1−λ)X0, λX1) for some λ.
(Namely, λ = λmax, dened by (13).) Moreover, if eah of the points Y1, Y2 . . . , Y
′
M−1, Y
′
M
is adiabatially equivalent to suh a ombination of a ommon pair of points X¯0 ≺≺ X¯1
(whih need not be in thermal equilibrium), then Eqs. (57) and (58) follow easily from the
reombination axiom A5. The existene of suh a ommon pair of referene points is proved
by the following stepwise extension of `loal' strips dened by points in thermal equilibrium.
By the transversality property, A4, the whole state spae Γ an be overed by strips∑
(X
(i)
0 ,X
(i)
1 ) with X
(i)
0 ≺≺ X
(i)
0 and X
(i)
0
T
∼ X
(i)
1 . Here i belongs to some index set. Sine
all adiabats ∂AX with X ∈ Γ are relatively losed in Γ we an even over eah X (and hene
Γ) with the open strips
o∑
i :=
o∑
(X
(i)
0 ,X
(i)
1 ) = {X : X
(i)
0 ≺≺ X ≺≺ X
(i)
0 }. Moreover, any
ompat subset, C, of Γ is overed by a nite number of suh strips
o∑
i, i = 1, . . . ,K, and
if C is onneted we may assume that
o∑
i ∩
o∑
i+1 6= ∅. In partiular, this holds if C is some
polygonal path onneting the points Y1, . . . , YN , Y
′
1 , . . . , Y
′
M .
By Theorem 3, the points X
(1)
0 ,X
(1)
1 . . . X
(K)
0 ,X
(K)
1 , an be ordered aording to the
relation ≺, and there is no restrition to assume that
X
(i)
0 ≺≺ X
(i+1)
0 ≺≺ X
(i)
1 ≺≺ X
(i+1)
1 . (59)
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Let X¯0 = X
(1)
0 denote the `smallest' and X¯1 = X
(K)
1 the `largest' of these points. We
laim that every one of the points Y1, . . . , YN , Y
′
1 , . . . , Y
′
M is adiabatially equivalent to a
ombination of X¯0 and X¯1. This is based on the following general fat:
Suppose X0 ≺≺ X1, X
′
0 ≺≺ X
′
1 and
X1
A
∼ ((1− λ1)X
′
0, λ1X
′
1), X
′
0
A
∼ ((1− λ0)X0, λ0X1). (60)
If
X
A
∼ ((1− λ)X0, λX1), (61)
then
X
A
∼ ((1− µ)X0, µX
′
1) (62)
with
µ =
λλ1
1− λ0 + λ0λ1
, (63)
and if
X
A
∼ ((1− λ′)X ′0, λ
′X ′1), (64)
then
X
A
∼ ((1 − µ′)X0, µ
′X ′1) (65)
with
µ′ =
λ′(1− λ0) + λ0λ1
1− λ0 + λ0λ1
. (66)
The proof of (62) and (65) is simple arithmetis, using the splitting and reombination
axiom, A5, and the anellation law, Eq. (5). Applying this suessively for i = 1, . . . ,K
with X0 = X
(1)
0 , X1 = X
(i)
1 , X
′
0 = X
(i+1)
0 , X
′
1 = X
(i+1)
1 , proves that any X ∈ Σ(X
(1)
0 ,X
(K)
1 )
is adiabatially equivalent to a ombination of X¯0 = X
(1)
0 and X¯1 = X
(K)
1 . As already
noted, this is preisely what is neded for (57) and (58).
By Theorem 1, the last lemma establishes the existene of an entropy funtion S within
the ontext of one simple system Γ and its saled opies. Axiom A7 implies that S is a
onave funtion of X = (U, V ) ∈ Γ, i.e.,
(1− λ)S(U, V ) + λS(U ′, V ′) ≤ S((1 − λ)U + λU ′, (1 − λ)V + λV ′). (67)
Moreover, by A11 and A12 and the properties of entropy desribed in Theorem 1 (i),
(U, V )
T
∼ (U ′, V ′) ⇐⇒ S(U, V ) + S(U ′, V ′) = max
W
[S(W,V ) + S(U + U ′ −W,V ′)]. (68)
For a given Γ the entropy funtion is unique up to a mutipliative and an additive onstant
whih are indetermined as long as we stay within the group of saled opies of Γ. The next
task is to show that the multipliative onstants an be adjusted to give a universal entropy
valid for opies of dierent systems, i.e. to establish the hypothesis of Theorem 2. This is
based on the following.
Lemma 5 (Existene of alibrators). If Γ1 and Γ2 are simple systems, then there exist states
X0,X1 ∈ Γ1 and Y0, Y1 ∈ Γ2 suh that
X0 ≺≺ X1 and Y0 ≺≺ Y1 (69)
and
(X0, Y1)
A
∼ (X1, Y0) . (70)
The signiane of this lemma is that it allows us to x the multipliative onstants by
the ondition
S1(X0) + S2(Y1) = S1(X1) + S2(Y0) . (71)
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Proof of Lemma 5. The proof of this lemma is not entirely simple and it involves all the
axioms A1A15. Consider the simple system ∆12 obtained by thermally joining Γ1 and Γ2.
Let Z be some arbitrary point in ∆12 and onsider the adiabat ∂AZ . Any point in ∂AZ is
by Axiom A12 adiabatially equivalent to some pair (X,Y ) ∈ Γ1 × Γ2. There are now two
alternatives.
• For some Z there are two suh pairs, (X0, Y1) and (X1, Y0) suh that X0 ≺≺ X1.
Sine (X0, Y1)
A
∼ Z
A
∼ (X1, Y0), this implies Y0 ≺≺ Y1 and we are done.
• (X,Y )
A
∼ (X¯, Y¯ ) with X
T
∼ Y and X¯
T
∼ Y¯ always implies X
A
∼ X¯ (and hene also
Y
A
∼ Y¯ ).
The task is thus to exlude the seond alternative.
The seond alternative is ertainly exluded if the thermal splitting of some Z = (U, V1, V2)
in ∆12 is not unique. Indeed, if U = U1 + U2 = U¯1 + U¯2 with U1 < U¯1 and Z
A
∼ (X,Y )
A
∼
(X¯, Y¯ ) with X = (U1, V1), X¯ = (U¯1, V1), Y = (U2, V2) and Y¯ = (U¯2, V2), then X ≺≺ X¯ and
Y¯ ≺≺ Y . Hene we may assume that for every Z = (U, V1, V2) ∈ ∆12 there are unique U1
and U2 with U1 + U2 = U and Z
A
∼ ((U1, V1), (U2, V2)).
Consider now some xed Z¯ ∈ ∆12 with orresponding thermal splitting (X¯, Y¯ ), X¯ ∈ Γ1,
Y¯ ∈ Γ2. We shall now show that the seond alternative above leads to the onlusion that
all points on the adiabat ∂AZ¯ are in thermal equilibrium with eah other. By the zeroth
law (Axiom A13) and sine the domain of work oordinates orresponding to the adiabat
∂AZ¯ is onneted (by Axiom A10), it is suient to show this for all points with a xed
work oordinate V1 and all points with a xed work oordinate V2.
The seond alternative means that if Z ∈ ∂AZ¯ has the thermal splitting (X,Y ), then X
A
∼
X¯ and Y
A
∼ Y¯ . For a given work oordinate V1 there is a unique X˜ = (U˜1, V1) ∈ ∂AX¯ . (Its
energy oordinate is uniquely determined as a solution of the partial dierential equations
for the adiabat, f. Step 3 in the proof of Theorem 3.) Hene the thermal splitting of eah
points Z with xed work oordinate V1 has the form (X˜, Y ), and Y
T
∼ X˜ for all suh Y . By
the zeroth law, all Y 's are in thermal equilibrium with eah other (sine they are in thermal
equilibrium with a ommon X˜), and hene, by the zeroth law and Lemma 3, all the points
θ(X˜, Y ) are in thermal equilibrium with eah other. In the same way one shows that all
points in ∂AZ¯ with xed V2 are in thermal equilibrium with eah other.
To omplete the proof we now show that if a simple system, in partiular ∆12, ontains
two points that are not in thermal equilibrium with eah other, then there is at least one
adiabat that ontains suh a pair. The ase that all points in ∆12 are in thermal equilibrium
with eah other an be exluded, sine by A15 it would imply the same for Γ1 and Γ2 and
thus the thermal splitting would not be unique, ontrary to assumption. (Note, however,
that a world where all systems are in thermal equilibrium with eah other is not in onit
with our axiom system. The entropy would then be an ane fution of U and V for all
systems. In this ase, the rst alternative above would always hold.)
In our proof of the existene of an adiabat with two points not in thermal equilibrium we
shall make use of the already established entropy funtion S for the simple system Γ = ∆12
whih haraterizes the adiabats in Γ and moreover has the properties (67) and (68).
The fat that S haraterizes the adiabats means that if R ⊂ R denotes the range of S
on Γ then the sets
Eσ = {X ∈ Γ : S(X) = σ}, σ ∈ R (72)
are preisely the adiabats of Γ. Furthermore, the onavity of S  and hene its ontinuity
on the onneted open set Γ  implies that R is onneted, i.e., R is an interval.
Let us assume now that for any adiabat, all points on that adiabat are in thermal equilib-
rium with eah other. We have to show that this implies that all points in Γ are in thermal
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equilibrium with eah other. By the zeroth law, A3, and Lemma 2 (i),
T
∼ is an equiva-
lene relation that divides Γ into disjoint equivalene lasses. By our assumption, eah suh
equivalene lass must be a union of adiabats, whih means that the equivalene lasses are
represented by a family of disjoint subsets of R. Thus
R =
⋃
α∈I
Rα (73)
where I is some index set, Rα is a subset of R, Rα ∩ Rβ = 0 for α 6= β, and Eσ
T
∼ Eτ if
and only if σ and τ are in some ommon Rα.
We will now prove that eah Rα is an open set. It is then an elementary topologial fat
(using the onnetedness of Γ) that there an be only one non-empty Rα, i.e., all points in
Γ are in thermal equilibrium with eah other and our proof will be omplete.
The onavity of S(U, V ) with respet to U for eah xed V implies the existene of an
upper and lower U -derivative at eah point, whih we denote by 1/T+ and 1/T−, i.e.,
(1/T±)(U, V ) = ± lim
εց0
ε−1[S(U ± ε, V )− S(U, V )]. (74)
Eq. (68) implies thatX
T
∼ Y if and only if the losed intervals [T−(X), T+(X)] and [T−(Y ), T+(Y )]
are not disjoint. Suppose that some Rα is not open, i.e., there is σ ∈ Rα and either a se-
quene σ1 > σ2 > σ3 · · · , onverging to σ or a sequene σ1 < σ2 < σ3 < · · · onverging to σ
with σi 6∈ Rα. Suppose the former (the other ase is similar). Then (sine T± are monotone
inreasing in U by the onavity of S) we an onlude that for every Y ∈ Eσi and every
X ∈ Eσ
T−(Y ) > T+(X). (75)
We also note, by the monotoniity of T± in U , that (75) neessarily holds if Y ∈ Eµ and
µ ≥ σi; hene (1) holds for all Y ∈ Eµ for any µ > σ (beause σi ց σ). On the other hand,
if τ ≤ σ
T+(Z) ≤ T−(X) (76)
for Z ∈ Eτ and X ∈ Eσ. This ontradits transversality, namely the hypothesis that there
is τ < σ < µ, Z ∈ Eτ , Y ∈ Eµ suh that [T−(Z), T+(Z)]∩ [T−(Y ), T+(Y )] is not empty.
With the aid of Lemma 5 we now arrive at our hief goal, whih is CH for ompound
systems.
Theorem 4 (Entropy priniple in produts of simple systems). The omparison
hypothesis CH is valid in arbitrary ompounds of simple systems. Hene, by Theorem 2, the
relation ≺ among states in suh state-spaes is haraterized by an entropy funtion S. The
entropy funtion is unique, up to an overall multipliative onstant and one additive onstant
for eah simple system under onsideration.
Proof. Let Γ1 and Γ2 be simple systems and let X0,X1 ∈ Γ1 and Y0, Y1 ∈ Γ2 be points with
the properties desribed in Lemma 5. By Theorem 1 we know that for every X ∈ Γ1 and
Y ∈ Γ2
X
A
∼ ((1− λ1)X0, λ1X1) and Y
A
∼ ((1 − λ2)Y0, λ2Y1) (77)
for some λ1 and λ2. Dene Z0 = (X0, Y0) and Z1 = (X1, Y1). It is then simple arithemtis,
making use of (70) besides Axioms A3A5, to show that
(X,Y )
A
∼ ((1 − λ)Z0, λZ1) (78)
with λ = 12(λ1 + λ2). By the equivalene of (11) and (12) we know that this is suient for
omparability within the state spae Γ1 × Γ2.
Consider now a third simple system Γ3 and apply Lemma 3 to ∆12 × Γ3, where ∆12 is
the thermal join of Γ1 and Γ2. By Axiom A12 the referene points in ∆12 are adiabatially
equivalent to points in Γ1 × Γ2, so we an repeat the reasoning above and onlude that
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all points in (Γ1 × Γ2) × Γ3 are omparable. By indution, this extends to an arbitrary
produts of simple systems. This inludes multiple saled produts, beause by Lemma 3
and Theorem 1, every state in a multiple saled produt of opies of a simple system Γ is
adiabatially equivalent to a state in a single saled opy of Γ.
remark. It should be emphasized that Theorem 4 ontains more than the Entropy Priniple
for ompounds of simple systems. The ore of the theorem is an assertion about the ompa-
rability of all states in any state spae omposed of simple systems. (Note that the entropy
priniple would trivially be true if no state was omparable to any other state.) Combin-
ing Lemma 5 and Theorem 4 we an even assert that ertain ompound states in dierent
state spaes are omparable: What ounts is that the total `mass' of eah simple system
that enters the ompound is the same for both states. For instane, if Γ1 and Γ2 are two
simple systems, and X1, . . . ,XN ,X
′
1, . . . ,X
′
N ′ ∈ Γ1, Y1, . . . , YM , Y
′
1 , . . . , Y
′
M ′ ∈ Γ2, then Z =
(λ1X1, . . . , λNXN , µ1Y1, . . . , µMYM) is omparable toW = (λ
′
1X
′
1, . . . , λ
′
N ′X
′
N ′ , µ
′
1Y
′
1 , . . . , µ
′
M ′Y
′
M ′)
provided
∑
λi =
∑
λ′j ,
∑
µk =
∑
µ′ℓ, and in this ase Z ≺W if and only if S(Z) ≤ S(W ).
At last, we are now ready to dene temperature. Conavity of S (implied by A7), Lipshitz
ontinuity of the pressure and the transversality ondition, together with some real analysis,
play key roles in the following, whih answers questions Q3 and Q4 posed at the beginning.
Theorem 5 (Entropy denes temperature). The entropy, S, is a onave and on-
tinuously dierentiable funtion on the state spae of a simple system. If the funtion T is
dened by
1
T
:=
(
∂S
∂U
)
V
(79)
then T > 0 and T haraterizes the relation
T
∼ in the sense that X
T
∼ Y if and only if
T (X) = T (Y ). Moreover, if two systems are brought into thermal ontat with xed work
oordinates then, sine the total entropy annot derease, the energy ows from the system
with the higher T to the system with the lower T .
Remark. The temperature need not be a stritly monotone funtion of U ; indeed, it is not
so in a `multiphase region' (see Fig. 5). It follows that T is not always apable of speifying
a state, and this fat an ause some pain in traditional disussions of the seond law  if it
is reognized, whih usually it is not.
Proof of Theorem 5. The omplete proof is rather long and we shall not bring all details here.
They an be found in [LY1℄ (Lemma 5.1 and Theorems 5.15.4 .) As in the proof of Lemma
5, onavity of S(U, V ) implies the existene of the upper and lower partial derivatives of
S with respet to U and hene of the upper and lower temperatures T± dened by (74).
Moreover, as also noted in the proof of Lemma 5,
X
T
∼ Y ⇐⇒ [T−(X), T+(X)] ∩ [T−(Y ), T+(Y )] 6= ∅. (80)
The main goal is to show that T− = T+ = T , and that T is a ontinuous funtion of X.
Step 1: T+ and T− are loally Lipshitz ontinuous on adiabats. The essential input here
is the loal Lipshitz ontinuity of the pressure, i.e., for eah X ∈ Γ and eah r > 0 there is
a onstant C = C(X, r) suh that
|P (X) − P (Y )| ≤ C |X − Y | (81)
if |X − Y | < r. The assertion is that
|T+(X) − T+(Y )| ≤ c |X − Y | (82)
for some c = c(X, r), if |X − Y | < r and Y ∈ ∂AX , together with the analogous equation
for T−).
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Figure 5. Isotherms in the (U,V) plane near the triple point (L=liquid,
G=gas, S=solid) of a simple system. (Not to sale). In the triple point
region the temperature is onstant, whih shows that an isotherm need not
have odimension one.
As in the proof of Theorem 3, Step 3, the adiabati surfae through X = (U0, V0) is given
by (uX(V ), V ) where uX is the solution to the system of dierential equations
∂u
∂Vi
= −Pi, i = 1, . . . , n (83)
with the inital ondition u(V0) = U0. Let us denote this solution by u0, and onsider for
ε > 0 also the solution uε with the initial ondition u(V0) = U0 + ε. This latter solution
determines the adiabati surfae through Xε = (U0 + ε, V0) (for V suiently lose to V0,
so that (u(V ), V ) ∈ Γ).
Let S0 denote the entropy on (u0(V ), V ) and Sε the entropy on (uε(V ), V ). Then, by
denition,
T+(U0, V0) = lim
ε↓0
ε
Sε − S0
= lim
ε↓0
uε(V0)− u0(V0)
Sε − S0
(84)
and
T+(u0(V ), V ) = lim
ε↓0
uε(V )− u0(V )
Sε − S0
= T+(U0, V0)
[
1 + lim
ε↓0
uε(V )− u0(V )− ε
ε
]
. (85)
To prove (82) it sues to show that for all nonnegative ε lose to 0 and V lose to V0
uε(V )− u0(V )− ε
ε
≤ D |V − V0|. (86)
for some D. This estimate (with D = 2C) follows from (81), using (83) to write uε(V ) −
uε(V0) and u0(V )− u0(0) as line integrals of the pressure. See [LY1℄, p. 69.
Step 2: T+(X) > T−(X) ⇒ T+ and T− are onstant on ∂AX . This step relies on
onavity of entropy, ontinuity of T± on adiabats (Step 1), and last but not least, on the
zeroth law. Without the zeroth law it is easy to give ounterexamples to the assertion.
If T+(X) > T−(X), but T+ is not onstant, then by ontinuity of T± on adiabats there
exist Y,Z with Y
A
∼ Z
A
∼ X, T+(Y ) < T+(Z) but [T−(Y ), T+(Y )] ∩ [T−(Z), T+(Z)] 6= ∅,
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i.e., Y
T
∼ Z. Now it is a general fat about a onave funtion, in partiular U 7→ S(U, V ),
that the set of points where it is dierentiable, i.e., where T+(U, V ) = T−(U, V ) ≡ T (U, V ),
is dense. Moreover, if U1 > U2 > . . . is a sequene of suh points onverging to U , then
T (Ui, V ) onverges to T+(U, V ). Using ontinuity of T+ on the adiabat, we onlude that
there exists a W suh that T+(W ) = T−(W ) = T (W ), but T+(Y ) < T (W ) < T+(Z).
This ontradits the zeroth law, beause suh a W would be in thermal equilibrium with
Z (beause T (W ) ∈ [T−(Z), T+(Z)]) but not with Y (beause T (Y ) /∈ [T−(Y ), T+(Y )]). In
the same way one leads the assumption that T− is not onstant on the adiabat ∂AX to a
ontradition.
Step 3: T+ = T−. Assume T+(X) > T−(X) for some X. Then, by Step 2, T+ and T−
are onstant on the whole adiabat ∂AX . Now by onavity and monotoniity of S in U
(f. the remark following the proof of Theorem 3) we have T+(Y ) ≤ T−(Z) if S(UY , VY ) <
S(UZ , VZ), VY = VZ . Hene, if Z is suh that
Y ≺≺ Z and VY = VZ for some Y
A
∼ X, (87)
then T+(X) ≤ T−(Z) ≤ T+(Z). Likewise, if Z
′
is suh that
Z ′ ≺≺ Y ′ and VY ′ = VZ′ for some Y
′ A∼ X, (88)
then
T−(Z
′) ≤ T+(Z
′) ≤ T−(X) < T+(X) ≤ T−(Z) ≤ T+(Z). (89)
This means that no Z satisfying (87) an be in thermal equilibrium with a Z ′ satisfying
(88). In the ase that every point in the state spae has its work oordinates in ommon
with some point on the adiabat ∂AX , this violates the transversality axiom, A14.
Using axiom A5 we an also treat the ase where the projetion of the adiabat ∂XX onto
the work oordinates, does not over the whole range of the work oordinates for Γ, i.e.,
when
ρX := {V : (U, V ) ∈ ∂AX for some U} 6= {V : (U, V ) ∈ Γ for some U} =: ρ(Γ). (90)
One onsiders a line of points (U, V¯ ) ∈ Γ with V¯ xed on the boundary of ρX in ρ(Γ). One
then shows that a gap between the upper and lower temperature of X, i.e., T−(X) < T+(X),
implies that points with these work oordinates V¯ an only be in thermal equilibrium with
points on one side of the adiabat ∂AX , in ontradition to A15 and the zeroth law. See
[LY1℄, p. 72 for the details.
Step 4: T is ontinuous. By Step 3 T is uniquely dened and by Step 1 it is loally
Lipshitz ontinuous on eah adibat, i.e.,
|T (X) − T (X ′)| ≤ c |X −X ′] (91)
if X
A
∼ X ′ and X and Y both lie in some ball of suiently small radius. Moreover,
onavity of S and the fat that T+ = T− = T imply that T is ontinuous along eah line
lV = {(U, V ) : (U, V ) ∈ Γ}.
Let now X∞,X1,X2, . . . be points in Γ suh that Xj → X∞ as j → ∞. We write
Xj = (Uj , Vj), we let Aj denote the adiabat ∂AXj , we let Tj = T (Xj) and we set lj =
{(U, Vj) : (U, Vj) ∈ Γ}.
By axiom A9, the slope of the tangent of AX , i.e., the pressure P (X), is loally Lipshitz
ontinuous. Therefore for Xj suiently lose to X∞ we an assume that eah adiabat Aj
intersets l∞ in some point, whih we denote by Yj. Sine |Xj −X∞| → 0 as j → ∞, we
have that |Yj → X∞| as well. In partiular, we an assume that all the Xi and Yj lie in
some small ball around X∞ so that (91) applies. Now
|T (Xj)− T (X∞)| ≤ |T (Xj)− T (Yj)|+ |T (Yj)− T (X∞)|, (92)
and as j →∞, T (Yj)−T (X∞)→ 0 beause Yj and X∞ are in l∞. Also, T (Xj)−T (Yj)→ 0
beause |T (Xj)− T (Yj)| < c|Xj − Yj | ≤ c|Xj −X∞|+ c|Yj −X∞|.
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Step 5: S is ontinuously dierentiable. The adiabat through a point X ∈ Γ is harater-
ized by the one ontinuously dierentiable funtion, uX(V ), on R
n
. Thus, S(uX(V ), V ) is
onstant, so (in the sense of distributions)
0 =
(
∂S
∂U
)(
∂uX
∂Vj
)
+
∂S
∂Vj
. (93)
Sine 1/T = ∂S/∂U is ontinuous, and ∂uX/∂Vj = −Pj is Lipshitz ontinuous, we see that
∂S/∂Vj is a ontinuous funtion and we have the well known formula
∂S
∂Vj
=
Pj
T
. (94)
Step 6: Energy ows from `hot' to `old'. Let X = (UX , VX) and Y = (UY , VY ) be two
states of simple systems and assume that T (X) > T (Y ). By Axioms A11 and A12
(X,Y ) ≺ θ(X,Y )
A
∼ (X ′, Y ′) (95)
with X ′ = (UX′ , VX), Y
′ = (UY ′ , VY ) and
UX′ + UY ′ = UX + UY . (96)
Moreover, X ′
T
∼ Y ′ and hene, by (80) and Step 3
T (X ′) = T (Y ′) ≡ T ∗. (97)
We laim that
T (X) ≥ T ∗ ≥ T (Y ). (98)
(At least one of these inequalities is strit beause of the uniqueness of temperature for
eah state.) Suppose that inequality (98) failed, e.g., T∗ > T (X) > T (Y ). Then we would
have that UX′ > UX and UY ′ > UY and at least one of these would be strit (by the strit
monotoniity of U with respet to T , whih follows from the onavity and dierentiability
of S). This pair of inequalities is impossible in view of (96).
Sine T ∗ satises (98), the theorem now follows from the monotoniity of U with respet
to T .
From the entropy priniple and the relation
T = (∂S/∂U)−1 (99)
between temperature and entropy we an now derive the usual formula for the Carnot
eieny
ηC := 1− (T0/T1) (100)
as an upper bound for the eieny of a `heat engine' that undergoes a yli proess.
Let us dene a thermal reservoir to be a simple system whose work oordinates remains
unhanged during some proess. Consider a ombined system onsisting of a thermal reser-
voir and some mahine, and an adiabati proess for this ombined system. The entropy
priniple says that the total entropy hange in this proess is
∆Smachine +∆Sreservoir ≥ 0. (101)
Let −Q be the energy hange of the reservoir, i.e., if Q ≥ 0, then the reservoir delivers
energy, otherwise it absorbs energy. If T denotes the temperature of the reservoir at the end
of the proess, then, by the onvexity of Sreservoir in U , we have
∆Sreservoir ≤ −
Q
T
. (102)
Hene
∆Smachine −
Q
T
≥ 0. (103)
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Let us now ouple the mahine rst to a high temperature reservoir whih delivers energy
Q1 and reahes a nal temperature T1, and later to a low temperature reservoir whih
absorbs energy −Q0 and reahes a nal temperature T0. The whole proess is assumed to
be yli for the mahine so the entropy hanges for the mahine in both steps anel. (It
returns to its initial state.) Combining (101), (102) and (103) we obtain
Q1/T1 +Q0/T0 ≤ 0 (104)
whih gives the usual inequality for the eieny η := (Q1 +Q0)/Q1:
η ≤ 1− (T0/T1) = ηC. (105)
In text book presentations it is usually assumed that the reservoirs are innitely large,
so that their temperature remains unhanged, but formula (105) remains valid for nite
reservoirs, provided T1 and T0 are properly interpreted, as above.
Mixing and hemial reations. The ore results of our analysis have now been presented
and readers satised with the entropy priniple in the form of Theorem 4 may wish to
stop at this point. Nevertheless, a nagging doubt will our to some, beause there are
important adiabati proesses in whih systems are not onserved, and these proesses are
not yet overed in the theory. A ritial study of the usual texbook treatments should
onvine the reader that this subjet is not easy, but in view of the manifold appliations
of thermodynamis to hemistry and biology it is important to tell the whole story and not
ignore suh proesses.
One an formulate the problem as the determination of the additive onstants B(Γ) of
Theorem 2. As long as we onsider only adiabati proesses that preserve the amount of
eah simple system (i.e., suh that Eqs. (6) and (8) hold), these onstants are indeterminate.
This is no longer the ase, however, if we onsider mixing proesses and hemial reations
(whih are not really dierent, as far as thermodynamis is onerned.) It then beomes
a nontrivial question whether the additive onstants an be hosen in suh a way that the
entropy priniple holds. Oddly, this determination turns out to be far more omplex, math-
ematially and physially than the determination of the multipliative onstants (Theorem
2). In traditional treatments one resorts to gedanken experiments involving idealized devies
suh as `van t'Hot boxes' whih are made of idealized materials suh as `semipermeable
membranes' that do not exist in the real world exept in an approximate sense in a few
ases. For the derivation of the entropy priniple by this method, however, one needs virtu-
ally perfet `semipermeable membranes' for all substanes, and it is fair to question whether
suh a preise physial law should be founded on non-existent objets. Fermi, in his famous
textbook [F℄, draws attention to this problem, but, like those before him and those after
him, hooses to ignore it and presses on. We propose a better way.
What we already know is that every system has a well-dened entropy funtion, e.g., for
eah Γ there is SΓ, and we know from Theorems 2 and 4 that the multipliative onstants aΓ
an been determined in suh a way that the sum of the entropies inreases in any adiabati
proess in any ompound spae Γ1 × Γ2 × .... Thus, if Xi ∈ Γi and Yi ∈ Γi then
(X1,X2, ...) ≺ (Y1, Y2, ...) if and only if
∑
iSi(Xi) ≤
∑
jSj(Yj) . (106)
where we have denoted SΓi by Si for short. The additive entropy onstants do not matter
here sine eah funtion Si appears on both sides of this inequality. It is important to note
that this applies even to proesses that, in intermediate steps, take one system into another,
provided the total ompound system is the same at the beginning and at the end of the
proess.
The task is to nd onstants B(Γ), one for eah state spae Γ, in suh a way that the
entropy dened by
S(X) := SΓ(X) +B(Γ) for X ∈ Γ (107)
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satises
S(X) ≤ S(Y ) (108)
whenever
X ≺ Y with X ∈ Γ , Y ∈ Γ′ . (109)
Additionally, we require that the newly dened entropy satises saling and additivity under
omposition. Sine the initial entropies SΓ(X) already satisfy them, these requirements
beome onditions on the additive onstants B(Γ):
B(Γ
(λ1)
1 × Γ
(λ2)
2 ) = λ1B(Γ1) + λ2B(Γ2) (110)
for all state spaes Γ1,Γ2 under onsiderations and λ1, λ2 > 0. Some reetion shows us
that onsisteny in the denition of the entropy onstants B(Γ) requires us to onsider all
possible hains of adiabati proesses leading from one spae to another via intermediate
steps. Moreover, the additivity requirement leads us to allow the use of a `atalyst' in
these proesses, i.e., an auxiliary system, that is reovered at the end, although a state
hange within this system might take plae. With this in mind we dene quantities F (Γ,Γ′)
that inorporate the entropy dierenes in all suh hains leading from Γ to Γ′. These are
built up from simpler quantities D(Γ,Γ′), whih measure the entropy dierenes in one-step
proesses, and E(Γ,Γ′), where the `atalyst' is absent. The preise denitions are as follows.
First,
D(Γ,Γ′) := inf
{
SΓ′(Y )− SΓ(X) : X ∈ Γ , Y ∈ Γ
′ , X ≺ Y
}
. (111)
If there is no adiabati proess leading from Γ to Γ′ we put D(Γ,Γ′) = ∞. Next, for any
given Γ and Γ′ we onsider all nite hains of state spaes, Γ = Γ1,Γ2, . . . ,ΓN = Γ
′
suh
that D(Γi,Γi+1) <∞ for all i, and we dene
E(Γ,Γ′) := inf
{
D(Γ1,Γ2) + · · ·+D(ΓN−1,ΓN )
}
, (112)
where the inmum is taken over all suh hains linking Γ with Γ′. Finally we dene
F (Γ,Γ′) := inf
{
E(Γ× Γ0,Γ
′ × Γ0)
}
, (113)
where the inmum is taken over all state spaes Γ0. (These are the `atalysts'.)
The denition of the onstants F (Γ,Γ′) involves a threefold inmum and may look some-
what ompliated at this point. The F 's, however, possess subadditivity and invariane
properties that need not hold for the D's and E's, but are essential for an appliation of the
Hahn-Banah theorem in the proof of Theorem 7 below. The importane of the F 's for the
problem of the additive onstants is made lear by the following theorem.
Theorem 6 (Constant entropy dierenes). If Γ and Γ′ are two state spaes then for
any two states X ∈ Γ and Y ∈ Γ′
X ≺ Y if and only if SΓ(X) + F (Γ,Γ
′) ≤ SΓ′(Y ) . (114)
Remark. Sine F (Γ,Γ′) ≤ D(Γ,Γ′) the theorem is trivially true when F (Γ,Γ′) = +∞,
in the sense that there is then no adiabati proess from Γ to Γ′. The reason for the title
`onstant entropy dierenes' is that the minimum jump between the entropies SΓ(X) and
SΓ′(Y ) for X ≺ Y to be possible is independent of X. An essential ingredient for the proof
of this theorem is Eq. (106).
Proof of Theorem 6. The `only if' part is obvious beause F (Γ,Γ′) ≤ D(Γ,Γ′). For the proof
of the `if' part we shall for simpliity assume that the inma in (111), (112) and (113) are
minima, i.e., that they are obtained for some hain of spaes and some states in these spaes.
The general ase an be treated very similarly by approximation, using the stability axiom,
A6.
We thus assume that
F (Γ,Γ′) = D(Γ× Γ0,Γ1) +D(Γ1,Γ2) + · · · +D(ΓN ,Γ
′ × Γ0) (115)
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for some state spaes Γ0, Γ1, Γ2,..., ΓN and that
D(Γ× Γ0,Γ1) = S(Y1)− SΓ×Γ0(X˜,X0) = S(Y1)− SΓ(X˜)− SΓ0(X0) (116)
D(Γi,Γi+1) = SΓi+1(Yi+1)− SΓi(Xi) (117)
D(ΓN ,Γ
′ × Γ0) = SΓ′×Γ0(Y˜ , Y0)− SΓN (XN ) = SΓ′(Y˜ ) + SΓ0(Y0)− SΓN (XN ) (118)
for states Xi ∈ Γi and Yi ∈ Γi, for i = 0, ..., N , X˜ ∈ Γ and Y˜ ∈ Γ
′
with
(X˜,X0) ≺ Y1, Xi ≺ Yi+1 for i = 1, ..., N − 1, XN ≺ (Y˜ , Y0). (119)
Hene
F (Γ,Γ′) = SΓ′(Y˜ ) +
N∑
j=0
SΓj (Yj)− SΓ(X˜)−
N∑
j=0
SΓj(Xj). (120)
From the assumed inequality SΓ(X) + F (Γ,Γ
′) ≤ SΓ′(Y ) and (120) we onlude that
SΓ(X) + SΓ′(Y˜ ) +
N∑
j=0
SΓj(Yj) ≤ SΓ(X˜) + SΓ′(Y ) +
N∑
j=0
SΓj (Xj). (121)
However, both sides of this inequality an be thought of as the entropy of a state in the
ompound spae Γˆ := Γ× Γ′ × Γ0 × Γ1 × · · · × ΓN . The entropy priniple (106) for Γˆ then
tell us that
(X, Y˜ , Y0, . . . , YN ) ≺ (X˜, Y,X0, . . . ,XN ). (122)
On the other hand, using (119) and the axiom A3, we have that
(X˜,X0,X1, ...,XN ) ≺ (Y˜ , Y0, Y1, ..., YN ). (123)
(The left side is here in Γ×Γ0×Γ1×· · ·×ΓN and the right side in Γ
′×Γ0×Γ1×· · ·×ΓN .)
By A3 again, we have from (123) that
(X˜, Y,X0, · · · ,XN ) ≺ (Y, Y˜ , Y0, Y1, ..., YN ). (124)
(Left side in Γ× Γ′ × Γ0 × Γ1 × · · · × ΓN , right side in Γ
′ × Γ′ × Γ0 × Γ1 × · · · × ΓN .) From
(122) and transitivity of the relation ≺ we then have
(X, Y˜ , Y0, Y1, ..., YN ) ≺ (Y, Y˜ , Y0, Y1, ..., YN ), (125)
and the desired onlusion, X ≺ Y , follows from the anellation law (5).
Aording to Theorem 6 the determination of the entropy onstants B(Γ) amounts to
satisfying the inequalities
−F (Γ′,Γ) ≤ B(Γ)−B(Γ′) ≤ F (Γ,Γ′) (126)
together with the linearity ondition (110). It is lear that (126) an only be satised
with nite onstants B(Γ) and B(Γ′), if F (Γ,Γ′) > −∞. To exlude the pathologial ase
F (Γ,Γ′) = −∞ we introdue our last axiom A16, whose statement requires the following
denition.
Definition. A state-spae, Γ is said to be onneted to another state-spae Γ′ if there are
states X ∈ Γ and Y ∈ Γ′, and state spaes Γ1, . . . ,ΓN with states Xi, Yi ∈ Γi, i = 1, . . . , N ,
and a state spae Γ0 with states X0, Y0 ∈ Γ0, suh that
(X,X0) ≺ Y1 , Xi ≺ Yi+1 , i = 1, . . . , N − 1 , XN ≺ (Y, Y0) . (127)
A16. Absene of sinks. If Γ is onneted to Γ′ then Γ′ is onneted to Γ.
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This axiom exludes F (Γ,Γ′) = −∞ beause, on general grounds, one always has
−F (Γ′,Γ) ≤ F (Γ,Γ′) . (128)
(See below.) Hene F (Γ,Γ′) = −∞ (whih means, in partiular, that Γ is onneted to Γ′)
would imply F (Γ′,Γ) =∞, i.e., that there is no way bak from Γ′ to Γ. This is exluded by
Axiom 16.
The quantities F (Γ,Γ′) have ertain properties that allow us to use the Hahn-Banah
theorem to satisfy the inequalities (126), with onstants B(Γ) that depend linearly on Γ, in
the sense of (110). These properties, whih follows immediately from the denition, are
F (Γ,Γ) = 0 (129)
F (tΓ, tΓ′) = tF (Γ,Γ′) for t > 0 (130)
F (Γ1 × Γ2,Γ
′
1 × Γ
′
2) ≤ F (Γ1,Γ
′
1) + F (Γ2,Γ
′
2) (131)
F (Γ× Γ0,Γ
′ × Γ0) = F (Γ,Γ
′) for all Γ0. (132)
In fat, (129) and (130) are also shared by the D's and the E's. The `subadditivity' (131)
holds also for the E's, but the `translational invariane' (132) might only hold for the F 's.
Eq. (128), and, more generally, the `triangle inequality'
F (Γ,Γ′′) ≤ F (Γ,Γ′) + F (Γ′,Γ′′) (133)
are simple onsequenes of (131) and (132). Using these properties we an now derive
Theorem 7 (Universal entropy). The additive entropy onstants of all systems an be
alibrated in suh a way that the entropy is additive and extensive, and X ≺ Y implies
S(X) ≤ S(Y ), even when X and Y do not belong to the same state spae.
Proof. The proof is a simple appliation of the Hahn-Banah theorem. Consider the set S of
all pairs of state spaes (Γ,Γ′). On S we dene an equivalene relation by delaring (Γ,Γ′)
to be equivalent to (Γ × Γ0,Γ
′ × Γ0) for all Γ0. Denote by [Γ,Γ
′] the equivalene lass of
(Γ,Γ′) and let L be the set of all these equivalene lasses.
On L we dene multipliation by salars and addition in the following way:
t[Γ,Γ′] := [tΓ, tΓ′] for t > 0 (134)
t[Γ,Γ′] := [−tΓ′,−tΓ] for t < 0 (135)
0[Γ,Γ′] := [Γ,Γ] = [Γ′,Γ′] (136)
[Γ1,Γ
′
1] + [Γ2,Γ
′
2] := [Γ1 × Γ2,Γ
′
1 × Γ
′
2]. (137)
With these operations L beomes a vetor spae, whih is innite dimensional in general.
The zero element is the lass [Γ,Γ] for any Γ, beause by our denition of the equivalene
relation (Γ,Γ) is equivalent to (Γ× Γ′,Γ× Γ′), whih in turn is equivalent to (Γ′,Γ′). Note
that for the same reason [Γ′,Γ] is the negative of [Γ,Γ′].
Next, we dene a funtion H on L by
H([Γ,Γ′]) := F (Γ,Γ′) (138)
Beause of (132), this funtion is well dened and it takes values in (−∞,∞]. Moreover,
it follows from (130) and (131) that H is homogeneous, i.e., H(t[Γ,Γ′]) = tH([Γ,Γ′]), and
subadditive, i.e., H([Γ1,Γ
′
1] + [Γ2,Γ
′
2]) ≤ H([Γ1,Γ
′
1]) +H([Γ2,Γ
′
2]). Likewise,
G([Γ,Γ′]) := −F (Γ′,Γ) (139)
is homogeneous and superadditive, i.e., G([Γ1,Γ
′
1] + [Γ2,Γ
′
2]) ≥ G([Γ1,Γ
′
1]) + G([Γ2,Γ
′
2]).
By (128) we have G ≤ F so, by the Hahn-Banah theorem, there exists a real-valued linear
funtion L on L lying between G and H; that is
−F (Γ′,Γ) ≤ L([Γ,Γ′]) ≤ F (Γ,Γ′). (140)
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Pik any xed Γ0 and dene
B(Γ) := L([Γ0 × Γ,Γ0]). (141)
By linearity, L satises L([Γ,Γ′]) = −L(−[Γ,Γ′]) = −L([Γ′,Γ]). We then have
B(Γ)−B(Γ′) = L([Γ0 × Γ,Γ0]) + L([Γ0,Γ0 × Γ
′]) = L([Γ,Γ′]) (142)
and hene (126) is satised.
Our nal remark onerns the remaining non-uniqueness of the onstants B(Γ). This
indeterminay an be traed bak to the non-uniqueness of a linear funtional lying between
−F (Γ′,Γ) and F (Γ,Γ′) and has two possible soures: One is that some pairs of state-spaes
Γ and Γ′ may not be onneted, i.e., F (Γ,Γ′) may be innite (in whih ase F (Γ′,Γ) is also
innite by axiom A16). The other is that there might be a true gap, i.e.,
−F (Γ′,Γ) < F (Γ,Γ′) (143)
might hold for some state spaes, even if both sides are nite.
In nature only states ontaining the same amount of the hemial elements an be trans-
formed into eah other. Hene F (Γ,Γ′) = +∞ for many pairs of state spaes, in partiular,
for those that ontain dierent amounts of some hemial element. The onstants B(Γ) are,
therefore, never unique: For eah equivalene lass of state spaes (with respet to the rela-
tion of onnetedness) one an dene a onstant that is arbitrary exept for the proviso that
the onstants should be additive and extensive under omposition and saling of systems. In
our world there are 92 hemial elements (or, stritly speaking, a somewhat larger number,
N , sine one should ount dierent isotopes as dierent elements), and this leaves us with at
least 92 free onstants that speify the entropy of one gram of eah of the hemial elements
in some spei state.
The other possible soure of non-uniqueness, a nontrivial gap (143) for systems with the
same omposition in terms of the hemial elements is, as far as we know, not realized
in nature, although it is a logial possibility. The true situation seems rather to be the
following: Every state spae Γ is onneted to a distinguished state spae
Λ(Γ) = λ1Γ1 × · · · × λNΓN (144)
where the Γi are the state spaes of one mole of eah of the hemial elements, and the
numbers (λ1, . . . , λN ) speify the amount of eah hemial element in Γ. We have
Λ(tΓ) = tΛ(Γ) (145)
and
Λ(Γ× Γ′) = Λ(Γ)× Λ(Γ′). (146)
Moreover (and this is the ruial `experimental fat'),
−F (Λ(Γ),Γ) = F (Γ,Λ(Γ)) (147)
for all Γ. Note that (147) is subjet to experimental veriation by measuring on the
one hand entropy dierenes for proesses that synthesize hemial ompounds from the
elements (possibly through many intermediate steps and with the aid of atalysts), and on
the other hand for proesses where hemial ompounds are deomposed into the elements.
This proedure need not invoke any semipermeable membranes.
It follows from (128) (133) and (147) that
F (Γ,Γ′) = F (Γ,Λ(Γ)) + F (Λ(Γ),Γ′) (148)
and
−F (Γ′,Γ) = F (Γ,Γ′) (149)
for all Γ′ that are onneted to Γ. Moreover, an expliit formula for B(Γ) an be given:
B(Γ) = F (Γ,Λ(Γ). (150)
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If F (Γ,Γ′) = ∞, then (126) holds trivially, while for onneted state spaes Γ and Γ′ we
have by (148) and (149)
B(Γ)−B(Γ′) = F (Γ,Γ′) = −F (Γ′,Γ), (151)
i.e., the inequalities (126) are saturated. It is also lear that in this ase B(Γ) is unique up
to the hoie of arbitrary onstants for the xed systems Γ1, . . . ,ΓN . The partiular hoie
(150) orresponds to putting B(Γi) = 0 for the hemial elements i = 1, . . . , N .
In onlusion, one the entropy onstants for the hemial elements have been xed and a
temperature unit has been hosen (to x the multipliative onstants) the universal entropy
is ompletely xed.
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2. Some Speulations and Open Problems
1. As we have stressed, the purpose of the entropy funtion is to quantify the list of
equilibrium states that an evolve from other equilibrium states. The evolution an be
arbitrarily violent, but always S(X) ≤ S(Y ) if X ≺ Y . Indeed, the early thermodynamiists
understood the meaning of entropy as dened for equilibrium states. Of ourse, in the
real world, one is often lose to equilibrium without atually being there, and it makes
sense to talk about entropy as a funtion of time, and even spae, for situations lose to
equilibrium. We do a similar thing with respet to temperature, whih has the same problem
that temperature is only stritly dened for a homogeneous system in equilibrium. At some
point the thought arose (and we onfess our ignorane about how it arose and by whom)
that it ought to be possible to dene an entropy funtion rigorously for manifestly non-
equilibrium states in suh a way that the numerial value of this funtion will inrease with
time as a system goes from one equilibrium state to another.
Despite the fat that most physiists believe in suh a non-equilibrium entropy it has so far
proved to be impossible to dene it in a learly satisfatory way. (For example Boltzmann's
famous H-Theorem shows the steady inrease of a ertain funtion alled H. This, however,
is not the whole story, as Boltzmann himself knew; for one thing, H 6= S in equilibrium
(exept for ideal gases), and, for another, no one has so far proved the inrease without
making severe assumptions, and then only for a short time interval (f. [La℄).) Even today,
there is no universal agreement about what, preisely, one should try to prove (as an example
of the ongoing disussion, see [LPR℄).
It is not lear if entropy an be onsistently extended to non-equilibrium situations in
the desired way. After a entury and a half of thought, inluding the rise of the siene of
statistial mehanis as a paradigm (whih was not available to the early thermodynamiists
and, therefore, outside their thoughts), we are far from suess. It has to be added, however,
that a great deal of progress in understanding the problem has been made reently (e.g.,
[G℄).
If suh a onept an be formulated preisely, will it have to involve the notion of atoms
and statistial mehanial onepts, or an it be dened irrespetive of models, as we have
done for the entropy of equilibrium states? This is the question we pose.
There are several major problems to be overome, and we list two of them.
a. The problem of time reversibility: If the onept is going to depend upon mehanial
models, we have to aount for the fat that both lassial and quantum mehanis
are time reversible. This makes it diult to onstrut a mehanial quantity that
an only inrease under lassial or quantum mehanial time evolution. Indeed,
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this problem usually oupies enter stage in most disussions of the subjet, but it
might, ultimately, not be the most diult problem after all.
b. In our view of the subjet, a key role is played by the idea of a more or less arbitrary
(peaeful or violent) interation of the system under disussion with the rest of the
universe whose nal result is a hange of the system, the hange in height of a weight,
and nothing more. How an one model suh an arbitrary interation in a mehanial
way? By means of an additional term in the Hamiltonian? That hardly seems like
a reasonable way to model a sledgehammer that happens to fall on the system or
a gorilla jumping up and down. Most disussions of entropy inrease refer to the
evolution of systems subjet to a dynamial evolution that is usually Hamiltonian
(possibly time dependent) or a mixture of Hamiltonian and stohasti evolution.
This an hardly even ope with desribing a steam engine, muh less a random,
violent external fore.
As a matter of fat, most people would reognize a) as the important problem, now and
in the past. In b) we interjet a new note, whih, to us, is possibly more diult. There
are several proposals for a resolution of the irreversibility problem, suh as the large number
(1023 ≈ ∞) of atoms involved, or the `sensitive dependene on initial onditions' (one an
shoot a ball out of a annon, but it is very diult to shoot it bak into the annon's mouth).
Problem b), in ontrast, has not reeived nearly as muh attention.
2. An essential role in our story was played by axioms A4 and A5, whih require the
possiblity of having arbitrarily small samples of a given material and that these small samples
behave in exatly the same way as a 1 kilogram sample. While this assumption is made in
everyone's formulation of the seond law, we have to reognize that absurdities will arise if
we push the onept to its extreme. Eventually the atomi nature of matter will reveal itself
and entropy will ease to have a lear meaning. What protets us is the huge power of ten
(e.g., 1023) that separates marosopi physis and the realm of atoms.
Likewise, a huge power of ten separates time sales that make physial sense in the
ordinary marosopi world and time sales (suh as 1025 seonds = 107 times the age of the
universe) whih are needed for atomi utuations to upset the time evolution one would
obtain from marosopi dynamis. One might say that one of the hidden assumptions in
our (and everyone else's) analysis is that ≺ is reproduible, i.e., X ≺ Y either holds or it
does not, and there are no hidden stohasti or probabilisti mehanisms that would make
the list of pairs X ≺ Y `fuzzy'.
One of the burgeoning area of physis researh is 'mesosopis', whih deals with the
interesting properties of tiny piees of matter that might ontain only a million atoms (=
a ube of 100 atoms on a side) or less. At some point the seond law has to get fuzzy and
a signiant open problem is to formulate a fuzzy version of what we have done in [LY1℄.
Of ourse, no amount of ingenuity with mesosopi systems is allowed to violate the seond
law on the marosopi level, and this will have to be taken into aount. One possibility
ould be that an entropy funtion an still be dened for mesosopi systems but that ≺ is
fuzzy, with the onsequene that entropy inreases only on `the average', but in a totally
unpreditable way  so that the oasional derease of entropy annot be utilized to violate
the seond law on the marosopi level.
There are other problems as well. A simple system, suh as a ontainer of hydrogen gas,
has states desribed by energy and volume. For a mesosopi quantity of matter, this may
not sue to desribe an equilibrium state. Another problem is the meaning of equilibrium
and the impliit assumption we made that after the (violent) adiabati proess is over the
system will eventually ome to some equilibrium state in a time sale that is short ompared
to the age of the universe. On the mesosopi level, the ahievement of equilibrium may
be more deliate beause a mesosopi system might never settle down to a state with
insigniant utuations that one would be pleased to all an equilibrium state.
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To summarize, we have listed two (and there are surely more) areas in whih more thought,
both mathematial and physial, is needed: the extension of the seond law and the entropy
onept to 1) non-equilibrium situations and 2) mesosopi and even atomi situations. One
might objet that the problems annot be solved until the `rules of the game' are made lear,
but disovering the rules is part of the problem. That is sometimes inherent in mathematial
physis, and that is one of the intelletual hallenges of the eld.
3. Some Remarks About Statistial Mehanis
We are frequently asked about the onnetion between our approah to the seond law
of thermodynamis and the statistial mehanial Boltzmann-Gibbs-Maxwell approah. Let
us make it lear that we value statistial mehanis as muh as any physiist. It is a
powerful tool for understanding physial phenomena and for alulating many quantities,
espeially in systems at or near equilibrium. It is used to alulate entropy, spei and
latent heats, phase transition properties, transport oeients and so on, often with good
auray. Important examples abound, suh as Max Plank's 1901 realization [P2℄ that by
staring into a furnae he ould nd Avogadro's number, or Linus Pauling's highly aurate
bak-of-the-envelope alulation of the residual entropy of ie [LP℄ in 1935. But is statistial
mehanis essential for the seond law?
In any event, it is still beyond anyone's omputational ability (exept in idealized situ-
ations) to aount for this very preise, essentially innitely aurate law of physis from
statistial mehanial priniples. No exeption has ever been found to the seond law of
thermodynamisnot even a tiny one. Like onservation of energy (the rst law) the
existene of a law so preise and so independent of details of models must have a logial
foundation that is independent of the fat that matter is omposed of interating partiles.
Our aim in [LY1℄ was to explore that foundation. It was also our aim to try to formulate
lear statements on the marosopi level so that statistial mehanis an try to explain
them in mirosopi terms.
As Albert Einstein put it [E℄, A theory is the more impressive the greater the simpliity
of its premises is, the more dierent kinds of things it relates, and the more extended is
its area of appliability. Therefore the deep impression whih lassial thermodynamis
made upon me. It is the only physial theory of universal ontent onerning whih I am
onvined that, within the framework of the appliability of its basi onepts, it will never
be overthrown.
We maintain, that the seond law, as understood for equilibrium states of marosopi
systems, does not require statistial mehanis, or any other partiular mehanis, for its ex-
istene. It does require ertain properties of marosopi systems, and statistial mehanis
is one model that, hopefully, an give those properties, suh as irreversibility. One should not
onfuse the existene, importane, and usefulness of the Boltzmann-Gibbs-Maxwell theory
with its neessity on the marosopi level as far as the seond law is onerned. Another
way to make the point is this: If the statistial mehanis of atoms is essential for the
seond law, then that law must imply something about atoms and their dynamis. Does
the seond law prove the existene of atoms in the way that light sattering, for example,
tells us what Avogadro's number has to be? Does the law distinguish between lassial and
quantum mehanis? The answer to these and similar questions is no and, if there were a
diret onnetion, the late 19th-entury wars about the existene of atoms would have been
won muh sooner. Alas, there is no suh diret onnetion that we are aware of, despite
the many examples in whih atomi onstants make an appearane at the marosopi level
suh as Plank's radiation formula mentioned above, the Sakur-Tetrode equation, stability
of matter with Coulomb fores, and so on. The seond law, however, is not suh an example.
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