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a b s t r a c t
We prove that the asymptotic logarithmic density of copies of
a graph F in the graphs of a nowhere dense class C is integral
and we determine the range of its possible values. This leads to a
generalization of the trichotomy theorem of Nešetřil and Ossona
de Mendez (2011) [18] and to a notion of the degree of freedom
of a graph F in a class C. This provides yet another formulation of
the somewhere dense–nowhere dense classification. We obtain a
structural result concerning the asymptotic shape of graphs with
given degree of freedom.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
A homomorphism from a graph F to a graph G is an adjacency preservingmapping from the vertex
set of F to the vertex set of G. When considering a sequence of larger and larger graphs, counting the
number of homomorphisms from small test graphs or counting the number of induced copies of a
small pattern is a main tool in the study of a possible limit of the sequence. For instance, this is the
case when one considers the convergence criteria for dense graphs (as defined by Lovász et al. [1],
linked to Szemerédi partitions) and the one for hyperfinite graphs (as defined by Elek and Lippner [4],
linked to a finitarization of the Farell–Varadarajan ergodic decomposition theorem).
One of the main differences between these two approaches lies in the normalization needed to
transform the number of induced copies of a fixed pattern into a ‘‘density’’ and, more precisely, in
the exponent of the order of the graph which is used to divide the number of copies. This exponent
intuitively measures how independent the assignments of the vertices of the pattern graph may be.
In a way this corresponds to the ‘‘degree of freedom’’ of the pattern in graphs of the class.
In the dense case, it is natural to consider that each vertex of the pattern could be considered
independently and thus to consider, for a small test graph F and a large graph G, the probability that a
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random map from V (F) to V (G) will be a homomorphism. Notice that the number of induced copies
of F in Gmay be easily derived from the number of homomorphisms from F to G but that the notion
of homomorphism can benefit from using the independence assumption to ease the estimations and
the computations. The density considered is thus
t(F ,G) = hom(F ,G)|G||F | , (1)
where hom(F ,G) stands for the number of homomorphisms from F to G.
In the ultra-sparse case, for instance in the case where G is a bounded degree graph excluding a
minor, we have to proceed differently, as a random map from a test graph F to a large ultra-sparse
graph G is unlikely to be a homomorphism (except if F is edgeless). However, there are obviously only
finitely many isomorphism types of balls of radius r and it readily follows that the number of copies
of F in Gwill be at most linear in the order of G and that the density considered should be
dens(F ,G) = (#F ⊆ G)|G| , (2)
where (#F ⊆ G) stands for the number of induced copies of F in G.
In this paperwe address the question of the normalization and of the degree of freedomof a general
class of graphs.More precisely, we are interested inwhether for a given infinite classC of finite graphs
and a (small) test graph F there exists a ‘‘natural’’ exponent f (F ,C) such that the number of copies of
F in G is bounded by |G|f (F ,C). This motivates our study of the asymptotic logarithmic density of F in C,
that is of the limit
lim sup
G∈C
log(#F ⊆ G)
log |G|
where we define
lim sup
G∈C
log(#F ⊆ G)
log |G| = limn→∞ sup

log(#F ⊆ G)
log |G| : G ∈ C and |G| ≥ n

.
The asymptotic logarithmic density of F inC is a classical extremal combinatorial problemwhich is
known inmany instances. It need not be an integer (as it is in the case of C4-free graphs; see Remark 1).
The main result of this paper (Theorems 1.1 and 1.2), which we state after introducing necessary
notions, shows that the situation is different for nowhere dense classes.
Following the classification of graph classes introduced in [18,16,17] we say that an infinite class
of graphs C is somewhere dense if there exists a thresholdτ(C) such that for any n, there exists in C a
graph which includes aτ(C)-subdivision of Kn as a subgraph. If a class C is not somewhere dense, it
is called nowhere dense (for convenience we are using here the formulation using topological minors
and subdivisions; see [17] where this alternative description is introduced). For an integer i, denote as
C▽i the class of all the graphs H such that there exists G ∈ C having a subdivision of H as a subgraph
with each edge subdivided at most 2i times. In this way we obtain the topological class resolution
C ⊆ C▽0 ⊆ C▽1 ⊆ · · · ⊆ C▽i ⊆ · · · . (3)
In this setting, the class C is somewhere dense if and only if there exists an integer i such that C▽i is
the class of all finite graphs.
The following are the main results of this paper:
Theorem 1.1. Let C be an infinite class of graphs and let F be a fixed graph with at least one edge and
stability number α(F). Then the limit
free(F ,C) = sup
i
lim sup
G∈C▽i
log(#F ⊆ G)
log |G| (4)
is |F | if and only if C is somewhere dense, and belongs to {−∞, 0, 1, . . . , α(F)} otherwise (i.e. if C is
nowhere dense).
By analogy with similar situations we call free(F ,C) the degree of freedom of F in C. We will have
a more precise result when restricting to hereditary nowhere dense classes. In such a case, we do not
have to consider the topological class resolution:
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Fig. 1. Construction of a graph, all subgraphs of which have O(n3/2) edges and O(n3/2)C4 ’s.
Theorem 1.2. Let C be an infinite nowhere dense hereditary class of graphs and let F be a fixed graph
with at least one edge and stability number α(F). Then the limit
lim sup
G∈C
log(#F ⊆ G)
log |G| (5)
belongs to {−∞, 0, 1, . . . , α(F)}.
Note that the degree of freedom free(F ,C) of F in C is the supremum of the asymptotic logarithmic
densities of F in the classes C▽i, and that generally free(F ,C) can be greater than the asymptotic
logarithmic density of F in C.
We shall actually prove a rigidity result: every sufficiently large graph G with many copies of F
contains a large ‘‘regular’’ substructure with at least the same logarithmic density of copies of F . In
order to state this structural result,we shall introduce in Section 2 the notion of a generalized sunflower.
We will then proceed by a reduction from general graphs to graphs with bounded tree-depth and
from graphs with bounded tree-depth to colored forests. Section 3 is devoted to the study of colored
forests, Section 4 deals with graphs with bounded tree-depth (the definition of tree-depth will be
recalled there),while Section 5 considers general graphs. Consequences for classes of graphs are stated
in Section 6. Finally, in Section 7 we describe counting algorithms (for homomorphisms or Boolean
queries) based on some of the ideas developed in the previous sections.
Let us end this introduction with three remarks concerning previous related works.
Remark 1. In general, the asymptotic logarithmic density need not be an integer. For instance,
consider the classC0 of girth at least 5 (i.e. the class of C3-free and C4-free graphs) and the classC1 of all
subgraphs of the Cartesian product of a graph in C0 and the complete graph K2 (see Fig. 1). Recall that
the Cartesian product G H of two graphs G and H is the graph with vertex set V (G)×V (H) in which
two vertices (u, x) and (v, y) are adjacent if u = v and {x, y} ∈ E(H) or x = y and {u, v} ∈ E(G).
Obviously, both C0 and C1 are addable (i.e. closed under disjoint union) and monotone (i.e. closed
under subgraphs) and we have (see [5] and most books on graph theory [8])
lim sup
G∈C0
log(#K2 ⊆ G)
log |G| =
3
2
, (6)
from which it follows that
lim sup
G∈C1
log(#C4 ⊆ G)
log |G| =
3
2
. (7)
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Fig. 2. Hierarchy of properties for a hereditary class of graphs C.
Of course, we suspect that the density of graphs in C will play an important role, but the relation
might be not obvious as if one considers the class P of planar graphs we have
lim sup
G∈P
log(#C4 ⊆ G)
log |G| = 2 >
3
2
= lim sup
G∈C1
log(#C4 ⊆ G)
log |G| , (8)
although
lim sup
G∈P
log ‖G‖
log |G| = 1 <
3
2
= lim sup
G∈C1
log ‖G‖
log |G| . (9)
Remark 2. The classification of classes expressed by the nowhere dense–somewhere dense
dichotomy is interesting and surprisingly robust. A general view of the integration of usual sparse
classes within this classification scheme is presented in Fig. 2. In this figure there appear in particular
bounded expansion classes which were defined by the authors in [10,9,12,11,14], and almost wide and
quasi-wide classeswhichwere defined by Atserias et al. in amodel theory context (cf. [2] for instance).
Remark 3. The trichotomy theorem which we recall now was the first attempt at a classification of
classes of graphs.
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Fig. 3. A generalized (3, Petersen)-sunflower.
Theorem 1.3 ([18]). Let C be an infinite class of graphs. Then the limit
free(K2,C) = sup
i
lim sup
G∈C▽i
log ‖G‖
log |G| (10)
is 2 if and only if C is somewhere dense and belongs to {−∞, 0, 1} otherwise (i.e. if C is nowhere dense).
This theorem may be seen as the first step towards the more general Theorem 1.1.
2. Generalized sunflowers
One of the basic combinatorial results of set theory is the sunflower (or delta-system) lemma of
Erdös and Rado [6]. Many extensions are known. Our result is yet another reincarnation of the original
idea.
2.1. Generalized sunflowers
Let F ,G be graphs. A (k, F)-sunflower in G is a (k+ 1)-tuple (C,F1, . . . ,Fk), such that C ⊆ V (G),
Fi ⊆ P (V (G)), the sets in {C}∪i Fi are pairwise disjoint and there exists a partition (K , Y1, . . . , Yk)
of V (F) such that (see Fig. 3)
• there is no edge between vertices in Yi and vertices in Yj for i ≠ j,• there exists an isomorphism ι0 : G[C] → F [K ] from the subgraph ofG induced by C to the subgraph
of F induced by K ,
• for each 1 ≤ i ≤ k and each Xi ∈ Fi there exists an isomorphism ιXi : G[Xi] → F [Yi],• for any choice of X1 ∈ F1, . . . , Xk ∈ Fk the mapping ιX1,...,Xk from C ∪

i Xi to V (F) whose
restriction to C is ι0 and whose restriction to Xi is ιXi (for 1 ≤ i ≤ k) is an isomorphism from
G[C ∪i Xi] to F .
For a better understanding we illustrate this construction for k = 3 and the Petersen graph in Fig. 3.
Some easy facts should be noted concerning (k, F)-sunflowers:
Fact 2.1. If a graph G includes a (k, F)-sunflower, then k ≤ α(F).
Proof. Consider the partition (K , Y1, . . . , Yk) of V (F) of the definition. As there is no edge between
vertices in Yi and vertices in Yj for i ≠ j, we can find in F an independent set of cardinality k; hence
k ≤ α(F). 
Fact 2.2. A (k, F)-sunflower (C,F1, . . . ,Fk) includes at least
∏k
i=1 |Fi| copies of F .
Proof. By definition of a (k, F)-sunflower, each choice of X1 ∈ F1, . . . , Xk ∈ Fk defines a copy
of F . 
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Fact 2.3. If a graph G includes a (k, F)-sunflower (C,F1, . . . ,Fk), then G has an induced subgraph G′
such that
|G′| ≥ kmin
i
|Fi|
(#F ⊆ G) ≥
 |G′| − |F |
k
k
.
Proof. This is a direct consequence of Fact 2.2. 
3. Counting patterns of bounded height in a colored forest
Although colored forests with bounded height are very special and simple structures, counting
patterns in themwill already lead to interesting problems. In this section, we will not count copies of
some fixed forest but rather the number of occurrences of more general patterns. This generalization
will be used in proofs in the subsequent sections.
3.1. Patterns
We consider rooted trees and rooted forests with colored vertices. The color of a vertex a will
be denoted by γ (a). The color set will be N. The height h(Y ) of a forest Y is the maximum length
of a path from a root; the level of a vertex a in Y , denoted as level(a, Y ), is the length of the path
P = (x1, x2, . . . , xk = a) from the root x1 of the component of Y including a to a. The sequence
ΓY (a) = (γ (x1), . . . , γ (xk)) is called the color sequence of a. Denote by<Y the partial order on V (Y )
defined by x<Y y if there exists a tree path from a root of Y to ywhich includes x. A subset A ⊆ V (Y )
is an antichain if the elements of A are pairwise non-comparable.
A pattern is formed by a rooted colored forest F and a mapping ζ :∞s=0(Ns × Ns)→ {0, 1}.
A mapping f : F → Y is called ζ -consistent if
• f is an injective level preserving homomorphism,
• for every a ∈ F , ζ (ΓF (a),ΓY (f (a))) = 1.
Denote by σζ (F , Y ) the number of ζ -consistent mappings from F to Y . Notice that obviously
σζ (F , Y ) ≤ |Y ||F |.
When F is a tree, we denote by root(F) the root of F and by πF : V (F) \ {root(F)} → V (F) the
function mapping each vertex to its father in F . If F and Y are trees of height at least 2, with roots rF
and rY , we denote by ζ/(rF → rY ) the mapping ζ ′ defined by
ζ ′((a1, . . . , as), (b1, . . . , bs)) = ζ ((γ (rF ), a1, . . . , as), (γ (rY ), b1, . . . , bs)).
From this definition it follows that
σζ (F , Y ) = σζ ′(F − rF , Y − rY ).
Example 1. Consider the rooted tree F formed by a directed chain (a, b, c)with all vertices colored 0
and ζ ((0), (x)) = 1 for every x, ζ ((0, 0), (x, y)) = 1 if x < y and ζ ((0, 0, 0), (x, y, z)) = 1 if (x, y, z)
is an arithmetic progression.
Our functions correspond to the intuition of ‘‘color preserving mapping with a joker’’.
Example 2. The mapping ζ0 is defined by
ζ0((a1, . . . , as), (b1, . . . , bs)) = 1
if for every 1 ≤ i ≤ s either ai = 0 or ai = bi. This function allows us to consider mappings where
non-zero colors are preserved and zero-colored vertices may be mapped to vertices of any color.
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Fig. 4. Blowing a tree.
3.2. Blowing patterns
Let F be a rooted forest, let A = {a1, . . . , ak} be an antichain of F and let ρ : A → N. We define the
rooted forest F (A,ρ) as follows: the vertex set of F (A,ρ) is the set V ′ ⊂ V × N defined as the union
of V ′0 = {(x, 0) : ∀a ∈ A x ≱ a} and the sets V ′a = {(x, i) : x ≥ a, 1 ≤ i ≤ ρ(a)} for a ∈ A; the father
relation of F (A,ρ) is defined as follows: (x, i) is the father of (y, j) if x is the father of y in F and either
i = j or i = 0 (see Fig. 4).
The similarity between blowing patterns and generalized sunflowers is clear and we shall see that
the extraction of a generalized sunflower will be actually related to the matching of a blown pattern.
3.3. Warm-up: counting patterns of height 1
We shall prove the following result:
Lemma 3.1. Let 0 < ϵ < 1 and let (F , ζ ) be a pattern, where F has height 1 (i.e. is a set of colored
isolated vertices). Let k be an integer. For every rooted colored forest Y of order n ≥ |F |2|F |/ϵ including at
least nk+ϵζ -consistent images of F there exists an antichain A of F and a mapping ρ : A → N such that
• the graph F (A,ρ) has (at least) a ζ -consistent image in Y ,
• for every a ∈ A, we have ρ(a) ≥ nϵ/2|F |,
• the cardinality of A is at least k+ 1.
Proof. Let the forest F consist of fi roots with color ci, i = 1, . . . , k

of course
∑
fi = |F |

. Put
µ = ϵ/(2|F |) and N0 = |F |3|F |/ϵ .
Let R1, . . . , Rk be the sets of roots of Y such that for every 1 ≤ i ≤ k and for every x ∈ Ri we have
ζ (ci, γ (x)) = 1. Then obviously
σζ (F , Y ) ≤
∏
i
|Ri|fi .
Let us partition [k] into two setsX1 andX2 as follows: i ∈ [k]belongs toX1 if |Ri| < |F |nµ; otherwise,
i belongs to X2. Then
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k+ ϵ ≤ log σζ (F , Y )
log n
≤
−
i∈X2
fi + µ
−
i∈X1

fi + log |F |
µ log n

≤
−
i∈X2
fi + µ|F |

1+ log |F |
µ log n

<
−
i∈X2
fi + ϵ.
Hence
k+ 1 ≤
−
i∈X2
fi.
Now let A be the set of the roots with color fi for i ∈ X2 and for i ∈ X2 let ρ(r) = |Ri|/|F | for all roots
r of F having color i. Then obviously ρ(a) ≥ nµ for every a ∈ A, F (A,ρ) has a ζ -consistent image in
Y , and |A| ≥ k+ 1. 
As a corollary, we get:
Corollary 3.2. Let 0 < ϵ < 1 and let (F , ζ ) be a pattern, where F has height 1. Every rooted colored
forest Y of order n ≥ |F |3|F |/ϵ includes a sub-forest Y ′ of order at least nϵ/2|F | such that
log σζ (F , Y ′)
log |Y ′| ≥

log σζ (F , Y )
log |Y | − ϵ

− ϵ.  (11)
In other words, the logarithmic density of ζ -consistent images can be shifted (in a non-decreasing
way) to the ϵ-neighborhood of an integer by considering a convenient large sub-forest.
We shall now prove that this result actually generalizes to patterns of any fixed height.
3.4. Counting patterns of height h
In the remainder of this section we prove the following result:
Theorem 3.3. Let 0 < ϵ < 1 and let (F , ζ ) be a pattern, where F has height h. For positive integer t
define the function
µt(x) = 32 (3|F |)
− t(t+1)2 xt . (12)
There exists N = Nh(ϵ) such that for every rooted colored forest Y of order n ≥ N there exists an antichain
A of F and a mapping ρ : A → N such that
• the graph F (A,ρ) has (at least) a ζ -consistent image in Y ,
• for every a ∈ A, we have ρ(a) ≥ nµt (ϵ) where t = level(a, F),
• the cardinality of A is at least
log σζ (F , Y )
log |Y | − ϵ

.
Proof. First notice that if σζ (F , Y ) ≤ nϵ then we can put A = ∅. So let us assume in the following that
σζ (F , Y ) > nϵ .
We shall proceed by induction on h, following steps analogous to those of Section 3.3:
1. Determine where the components of F have to be mapped to get a positive fraction of the
ζ -consistent images while ensuring some regularity.
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2. Partition the components of F depending on the kinds of images we get, and compute an upper
bound on σζ (F , Y ) by looking independently at ζ -consistent images of the components of F .
3. Using induction, construct F (A,ρ) and a ζ -consistent image of it in Y .
According to Lemma 3.1, the property holds for patterns of height 1; thus assume that the theorem
has been proved for colored rooted forests of height at most h − 1 ≥ 1 and let F be a colored rooted
forest of height h. Let F1, . . . , Fp be the connected components of F and let Y1, . . . , Yq be the connected
components of Y .
Step 1. Define Z = {0, 1, . . . , |F |} ∪ {⋆}. Let ϵ1 = ϵ/(3|F |) and µ = µ0(ϵ) = ϵ/(2|F |). Let I be the
set of all the injective mappings φ : [p] → [q] such that σζ (Fi, Yφ(i)) > 0 for every i ∈ [p]. Define
η : [p] × [q] → Z ∪ {∅} by
η(i, j) =

∅ if σζ (Fi, Yj) = 0,
⋆ otherwise if |Yj| < nϵ1 ,
log σζ (Fi, Yj)
log |Yj| − ϵ1

otherwise.
The profile Pφ of φ ∈ I is the mapping from [p] to Z defined by Pφ(i) = η(i, φ(i)).
For a mapping c : [p] → Z we denote by Ic the subset of I of the mappings with profile c , i.e. the
mappings φ ∈ I such that Pφ(i) = c(i) for every i ∈ [p].
A simple computation shows that
σζ (F , Y ) =
−
φ∈I
p∏
i=1
σζ (Fi, Yφ(i)) =
−
c:[p]→Z
−
φ∈Ic
p∏
i=1
σζ (Fi, Yφ(i)).
As there are at most (|F | + 2)|F | different mappings c : [p] → Z we conclude that there exists a
mapping c : [p] → Z such that−
φ∈Ic
p∏
i=1
σζ (Fi, Yφ(i)) ≥ 1
(|F | + 2)|F | σζ (F , Y ). (13)
Step 2. For i ∈ [p] let Tc(i) = {j : η(i, j) = φ(i)}.
Then obviously−
φ∈Ic
p∏
i=1
σζ (Fi, Yφ(i)) ≤
p∏
i=1
−
j∈Tc (i)
σζ (Fi, Yj).
Consider the following partition of [p] into five parts:
• the partW1 contains the i ∈ [p] such that c(i) = ⋆ and |Tc(i)| < |F |nµ,• the partW2 contains the i ∈ [p] such that c(i) = ⋆ and |Tc(i)| ≥ |F |nµ,• the partW3 contains the i ∈ [p] such that c(i) = 0 and |Tc(i)| < |F |nµ,• the partW4 contains the i ∈ [p] such that c(i) = 0 and |Tc(i)| ≥ |F |nµ,• the partW5 contains the i ∈ [p] such that c(i) ∉ {⋆, 0}.
Let ϵ3 = µ+ log |F |/ log n. We thus have the following bounds:
If i ∈ W1 then
−
j∈Tc (i)
σζ (Fi, Yj) ≤ nϵ3nϵ1 = nϵ1+ϵ3 , (14)
if i ∈ W2 then
−
j∈Tc (i)
σζ (Fi, Yj) ≤ n.nϵ1 = n1+ϵ1 , (15)
if i ∈ W3 then
−
j∈Tc (i)
σζ (Fi, Yj) ≤ nϵ3nϵ1 = nϵ1+ϵ3 (16)
if i ∈ W4 then
−
j∈Tc (i)
σζ (Fi, Yj) ≤ n.nϵ1 = n1+ϵ1 (17)
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if i ∈ W5 then
−
j∈Tc (i)
σζ (Fi, Yj) ≤ nc(i)+ϵ1 . (18)
Let g(c) = |W2| + |W4| +∑i∈W5 c(i). Then
p∏
i=1
−
j∈Tc (i)
σζ (Fi, Yj) ≤ ng(c)+pϵ1+(|W1|+|W3|)ϵ3 .
Hence we have
log σζ (F , Y )
log |Y | − ϵ

≤ g(c)
if
ϵ≥pϵ1 + (|W1| + |W3|)ϵ3 + |F | log(|F | + 2)log n .
In particular, this is the case if
log(|F | + 2)
log n
≤ ϵ
12
.
Step 3. We denote by ri the root of Fi and by sj the root of Yj. For each pair (Fi, Yj) such that Yj contains
a ζ -consistent image of Fi we define ζi,j = ζ/(root(Fi)→ root(Yj)). Hence for any such pair we have
ζ ((γ (ri)), (γ (sj))) = 1 and
σζi,j(Fi − ri, Yj − sj) = σζ (Fi, Yj).
Let φ0 ∈ Ic . For i ∈ W1 ∪W3 let Y ′i be a ζ -consistent image of Fi in Yφ0(i). For i ∈ W5, Yφ0(i) includes
a ζ -consistent image of Fi. Hence
log σζi,φ0(i)(Fi − ri, Yφ0(i) − sφ0(i))
log |Yφ0(i) − sφ0(i)|
− ϵ1

≥

log σζ (Fi, Yφ0(i))
log |Yφ0(i)|
− ϵ1

≥ c(i).
As |Yφ0(i) − sφ0(i)| ≥ nϵ1 ≥ Nh−1(ϵ1) the induction holds and there exists an antichain Ai of Fi − ri and
a mapping ρi : Ai → N such that
• the graph (Fi − ri) (Ai,ρi) has (at least) a ζi,φ0(i)-consistent image in Yφ0(i) − sφ0(i) (and hence
Fi (Ai,ρi) has (at least) a ζ -consistent image in Yφ0(i)),
• for every a ∈ Ai, we have ρi(a) ≥ nϵ1µt (ϵ1) where t = level(a, Fi − ri) (and hence ρi(a) ≥ nµt′ (ϵ)
where t ′ = t + 1 = level(a, Fi)),
• the cardinality of Ai is at least
log σζi,φ0(i)(Fi − ri, Yφ0(i) − sφ0(i))
log |Yφ0(i) − sφ0(i)|
− ϵ1

≥ c(i).
For i inW2 ∪W4 we can choose disjoint subsets Xi of Tc(i) of size n′ ≥ nϵ3/|F | = nµ. In each of the
Yj (for j ∈ Xi) we extract a ζi,j-consistent image of Fi. 
4. Counting subgraphs in graphs with bounded tree-depth
Let Y be a rooted forest. The vertex x is an ancestor of y in Y if x belongs to the path linking y and
the root of the tree of Y to which y belongs. The closure Clos(Y ) of a rooted forest Y is the graph with
vertex set V (Y ) and edge set {{x, y} : x is an ancestor of y in Y , x ≠ y}. The tree-depth td(G) of a graph
G is the minimum height of a rooted forest Y such that G ⊆ Clos(Y ). This notion is defined in [13]. We
shall need the following refinement.
1136 J. Nešetřil, P. Ossona de Mendez / European Journal of Combinatorics 32 (2011) 1126–1141
Fig. 5. A td-representation of the Petersen graph.
A td-representation of G is a triple (Y , ν, γ )where
• ν : V (G)→ V (Y ) is an injective homomorphism from G to the closure of Y ,
• each vertex of Y is an ancestor of an image ν(x) of a vertex x ∈ V (G),
• γ : V (G)→ {0, 1}⋆ is a bit string defined as follows (see Fig. 5):
– γ (x) = ϵ (i.e. γ (x) is empty) if x is not in the image of ν;
– otherwise, γ (x) = (0) if x is a root;
– otherwise, γ (x) is a bit string of length level(x)− 1 whose ith bit is 1 if there exist adjacent u, v
in G such that ν(u) = π iY (x) and ν(v) = x (whereπY maps each non-root vertex of Y to its father
in Y ).
We assume that the vertex set of Y is {1, 2, . . . , |Y |} (without loss of generality).
Some easy facts should be noted concerning td-representations:
Fact 4.1. Let Ξ(G, p) denote the number of different td-representations (Y , ν, γ ) of a graph G such that
the height of Y is at most p. ThenΞ(G, p) ≤ (|G|p)|G|p.
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Proof. Assume that (Y , ν, γ ) is a td-representation of G. As the height of Y is at most p and as all
the leaves of Y belong to the image of ν, the forest Y has order at most |G|p. Thus there are at most
(|G|p)|G|p choices for the pair (Y , ν) and hence for the choice of a td-representation. 
Lemma 4.2. Let F be a graph, let G be a graph, and let (Y , νY , γ Y ) be a td-representation of G. Then
the number of copies of F in G is the sum over all td-representations (T , νT , γ T ) of F such that we have
height(T ) ≤ height(Y ) of the ζ -consistent images of the pattern (T , (νT , γ T )) in (Y , (νY , γ Y )), where ζ
is defined by
ζ ((. . . , (νs, γs)), ((. . . , (ν
′
s, γ
′
s )))) =

1, if νs = 0 or ν ′s = 1 and ∀i (γs)i ≤ (γ ′s )i
0, otherwise.
Proof. Copies of T are fully determined by the mapping of the leaves of F into Y . 
Lemma 4.2 allows us to reduce the counting in bounded tree-depth graphs to the counting of a
given pattern in trees.
Theorem 4.3. Let F be a graph, suppose 0 < ϵ < 1 and let t be a positive integer.
Then there exists Nt(ϵ) such that every graph G of tree-depth atmost t and order at least Nt(ϵ) contains
a (k, F)-sunflower (C,F1, . . . ,Fk) where
min |Fi| ≥ |G|(3|F |t)
− t(t+1)2 ϵt (19)
k ≥

log(#F ⊆ G)− p2|F | log(p2|F |)
log |G| − ϵ

. (20)
Proof. As td(G) ≤ t there exists a td-representation (Y , νY , γ Y ) of G such that height(Y ) ≤ t .
According to Lemma 4.2 there exists a td-representation (T , νT , γ T ) such that σζ (T , Y ) ≥ (#F ⊆
G)/Ξ(T , t) ≥ (#F ⊆ G)/(p2|F |)p2|F | (as |T | ≤ p|F |). The result then follows from Theorem 3.3. 
Corollary 4.4. Let F be a graph and let 0 < ϵ < 1. Then there exist a positive integer N and a positive
real τ (depending on both F and ϵ) such that every graph G of order at least N and tree-depth at most |F |
contains a (k, F)-sunflower (C,F1, . . . ,Fk) where
min |Fi| ≥ |G|τ and k ≥

log(#F ⊆ G)
log |G| − ϵ

. 
5. Counting subgraphs in graphs
For integer p and a graph G, a p-low tree-depth decomposition with N colors of a graph G is a
coloration of the vertices of G with N colors such that any i ≤ p color classes induce a subgraph of
tree-depth at most i. Accordingly, with a graph G there is associated a sequence of chromatic numbers
χ1(G) ≤ χ2(G) ≤ · · · ≤ td(G), where χ1(G) is the usual chromatic number χ(G) of G and where for
every integer p the valueχp(G) is theminimumnumber of colors of a p-low tree-depth decomposition
of G (see [13]).
We shall now prove that as a consequence of the results of previous sections every large graph
with a small χp contains a large (k, F)-sunflower:
Theorem 5.1 (Clearing and Stepping Up). Let F be a graph of order p and let 0 < ϵ < 1. Then there
exist positive reals c and τ (depending on both F and ϵ) such that every graph G which contains more
than |G|k+ϵ copies of F and which is such that χp(G) < c|G|ϵ/p actually contains a (k+ 1, F)-sunflower
(C,F1, . . . ,Fk+1) where
min |Fi| ≥
 |G|
χp(G)p/ϵ
τ
.
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Proof. If (#F ⊆ G) < |G|ϵ then the statement is straightforward, so we can assume that (#F ⊆ G) ≥
|G|ϵ . Consider a coloring of G usingχp(G) such that any p color classes induce a subgraph of tree-depth
at most p. Obviously any copy of F in G belongs to some subgraph of G induced by p colors (maybe
even several such ones). Hence there exists a subset of p colors inducing a subgraph G′ such that
(#F ⊆ G′) ≥ (#F ⊆ G)/

χp(G)
p

and
|G| ≥ |G′| ≥

(#F ⊆ G)/

χp(G)
p
1/p
≥ (#F ⊆ G)(1/p)/χp(G)
≥ |G|ϵ/p/χp(G).
By adjusting the constants of Corollary 4.4 we conclude the proof. 
6. Counting subgraphs in graphs in a class
The basic property of nowhere dense classes is that the values χp can be bounded by a polynomial
functions Pp of the resolution densities. These polynomials are defined in [14]. In a local form this is
expressed as follows:
Lemma 6.1 ([14]). For every graph G it holds that
χp(G) ≤ Pp

max
H∈{G}▽pp
‖H‖
|H|

.
Now we are in a position to prove the main results of this paper. First we prove Theorem 1.2, that
is that ifC is an infinite nowhere dense hereditary class of graphs and if F is a fixed graphwith at least
one edge and stability number α(F) then the limit
lim sup
G∈C
log(#F ⊆ G)
log |G|
belongs to {−∞, 0, 1, . . . , α(F)}.
Proof of Theorem 1.2. Let
α = lim sup
G∈C
log(#F ⊆ G)
log |G| .
If α = −∞, we are done. Otherwise, consider an infinite sequence (Gn)n∈N of graphs with strictly
increasing orders such that
lim
n→∞
log(#F ⊆ Gn)
log |Gn| = α.
For every ϵ > 0, let c and τ be the positive reals appearing in Theorem 5.1. As C is nowhere dense
we have log ‖H‖ = (1 + o(1)) log |H| for every H ∈ G▽|F ||F | (by Theorem 1.3); hence, according to
Lemma 6.1, logχ|F |(G) = o(log |G|) for graphs G ∈ C. Hence there exists N(ϵ) such that every graph
Gn with n > N(ϵ) is such that χp(Gn) < max(c, 1)|G|ϵ/2p and Gn contains at least |Gn|α−ϵ copies of F .
Then, according to Theorem 5.1, Gn contains a (k, F)-sunflower (C,F1, . . . ,Fk)where
min |Fi| ≥
 |Gn|
χp(Gn)p/ϵ
τ
≥ |Gn|τ/2
and k ≥

log(#F ⊆ G)
log |G| − ϵ

≥ ⌈α − 2ϵ⌉.
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Let Hn be the subgraph of Gn induced by this sunflower. As limn→∞ |Hn| = ∞, obviously
lim sup
n→∞
log(#F ⊆ Hn)
log |Hn| ≥ k,
and according to the maximality of α we have α ≥ ⌈α − 2ϵ⌉; hence α is an integer (as the inequality
holds for every ϵ > 0). Moreover, k ≤ α(F) (as noticed in Fact 2.1); hence α ∈ {0, 1, . . . , α(F)}. 
Finally we prove Theorem 1.1:
Proof of Theorem 1.1. If the class C is nowhere dense then, according to Theorem 1.2, we have for
every integer i
lim sup
G∈C▽i
log(#F ⊆ G)
log |G| ∈ {−∞, 0, 1, . . . , α(F)}.
Hence the same holds at the limit.
If C is somewhere dense then there exists a timeτ(C) such that C▽τ(C) contains every complete
graph; hence for every i ≥τ(C)we have
lim sup
G∈C▽i
log(#F ⊆ G)
log |G| = |F |. 
7. Counting algorithms
7.1. Counting homomorphisms
We first introduce a particular list variant of the graph homomorphism counting problem.
Let F ,G be graphs and let L : V (G)→ 2V (F) be a mapping which associates with each vertex x ∈ G
a list L(x) of admissible pre-images of x. The corresponding to-list homomorphism counting problem is
to determine the number of homomorphisms f : F → G such that u ∈ L(f (u)) for every u ∈ F . Notice
that lists restrict pre-images and not images (unlike in the standard list coloring problem; see e.g. [7]).
Lemma 7.1. The number of homomorphisms f : F → G such that u ∈ L(f (u)) for every u ∈ F can be
computed in time O(|F | td(G)2|F | td(G)|G|).
Proof. We prove the lemma by induction on the tree-depth of G. If td(G) = 1 then we check whether
F is edgeless. Then the number of homomorphisms f : F → G such that u ∈ L(f (u)) for every u ∈ F
is simply the product of |L(v)|, v ∈ G; hence it may be computed in time O(|F | |G|).
In the induction step assume that the lemma has been proved for graphs G of tree-depth at most
t ≥ 1 and consider graphs Gwith tree depth t + 1.
• If both F and G are connected and if r is a vertex of G such that td(G − r) ≤ t , we consider all the
possible stable sets S of L(r) (there are obviously at most 2|F |−1 such sets). Thenwemodify the lists
of G as follows: for every x ∈ F adjacent to some y ∈ S, remove x from all the lists of vertices of G
which are not adjacent to r . This can be done in time O(|F | |G|).
• If F is connected but G is not and if G1, . . . ,Gp are the connected components of G, we compute the
sum of the number of homomorphisms f : F → Gi such that u ∈ L(f (u)) for every u ∈ F . Thus we
reduce the computation to the case where G is connected.
• If F is not connected and F1, . . . , Fp are the connected components of F , we compute the product
of the number of homomorphisms f : Fi → G such that u ∈ Li(f (u)) for every u ∈ Fi, where
Li(x) = L(x) ∩ V (Fi). The computation of the lists Li is easily performed in O(|F | |G|)-time, and we
reduce the computation to the case where F is connected. 
Our general counting algorithm will rely on a low tree-depth decomposition of the input graph
using the following algorithmic version of Lemma 6.1 and polynomials Qp, p ∈ N defined in [15]. In
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Fig. 6. Evolution of the logarithmic density in the topological resolution of a typical somewhere dense class.
this algorithmic version there is the basis of the manyfold algorithmic applications of nowhere dense
classes and classes with bounded expansion (see [11]). For positive integer p and a graph G define
N(p,G) = Qp

max
H∈{G}▽pp
‖H‖
|H|

.
Lemma 7.2 ([15]). There exists an algorithm A which computes, for each input formed by a positive
integer p and a graph G, a p-low tree-depth decomposition of G by N(p,G) colors, which runs in time
O(N(p,G)|G|).
Combining Lemmas 7.1 and 7.2 we obtain:
Theorem 7.3. The number of homomorphisms F → G can be computed in time O(|F |22|F |2N(|F |,G)
|G|). 
7.2. Counting the number of solutions of a Boolean query
As an application, we list a counting of solutions of a Boolean query. A Boolean query (or simply
a proposition) is a quantifier free first-order formula. Given a graph G and a Boolean query φ with
free variables x1, . . . , xp, we would like to count the number of vectors v of p vertices of G such that
G  φ(v). A conjunctive query (a conjunction of sentences which are either adjacency, non-adjacency,
equality or non-equality ones) may obviously be expressed by testing for induced subgraphs and
hence may be counted from homomorphism counting. Also, every Boolean query is a disjunction of
conjunctive queries and counting may be done using inclusion/exclusion.
Hence we have:
Proposition 7.4. Given a graph G and a Boolean query φ with free variables x1, . . . , xp, the number of
vectors v of p vertices of G such that G  φ(v)may be computed in time O(f (p) td(G)2p td(G)|G|).
Corollary 7.5. Given a graphG and a Boolean queryφwith free variables x1, . . . , xp, the number of vectors
v of p vertices of G such that G  φ(v) may be computed in time O(Fp(∇pp(G))|G|), where each Fp is a
polynomial function.
8. Concluding remarks
1. The evolution of the logarithmic density in the topological resolution of a somewhere dense class
(see Fig. 6) displays the presence of yet another threshold T (C) defined by
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T (C) = min

i ∈ N : lim sup
G∈C▽i
log ‖G‖
log |G| > 1

.
2. All limit values in {−∞, 0, 1, . . . , α(F), |F |}may be attained. To see this, consider for any 1 ≤ i ≤
α(F) a 3-connected planar graph F with i independent edges, each of which is subdivided by one
point. Then the asymptotic logarithmic density of F in the class of all planar graphs is i.
3. It has been recently proved byDvořák et al. [3] that any fixed first-order sentence can be checked in
bounded expansion classes. A natural question is that of whether a counting version of this result
could hold:
Problem 1. Let φ be a first-order formula with free variables x1, . . . , xp and let C be a bounded
expansion class of graphs. What is the complexity of the function problem of counting, for an input
graph G, the number of solutions of φ, that is the number of p-tuples (v1, . . . , vp) ∈ V (G)p such that
G  φ(v1, . . . , vp)?
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