The aim of this paper is to study the rigorous theory of nonlinear geometric optics for a contact discontinuity and a shock wave to the Euler system for one-dimensional gas dynamics. For the problem of a contact discontinuity and a shock wave perturbed by a small amplitude, high frequency oscillatory wave train, under suitable stability assumptions, we obtain that the perturbed problem has still a shock wave and a contact discontinuity, and we give their asymptotic expansions.
Introduction
The topic of nonlinear geometric optics is to study high frequency oscillatory waves in nonlinear problems by using the method of multiple scales, and to rigorously justify the asymptotic properties of oscillations. Thanks to its width and importance in applied mathematics, there is a rich literature devoted to the study of this topic (see [3, 4, 12] and references quoted therein). This paper deals with the nonlinear geometric optics for gas dynamics in one space variable with background states being a shock wave and a contact discontinuity. The problem with background states being shock waves was studied by Corli [1] and Wang [10] for the case of a single shock in one space variable. Williams [12] established a rigorous theory on the nonlinear geometric optics for a single multidimensional shock. The case of two shock waves for a 2 × 2 conservation law in one space variable was studied by the second author in [11] , and the work of [11] is generalized to the general N × N conservation law in one space variable by Peng and Wang [7] recently, which has many prototypes in physics and mechanics such as gas dynamical systems. Under the assumption of simpler form similar to [8] , Corli [2] has established a rigorous result for the case of a contact discontinuity in one space variable. As already mentioned, until now, most of the analysis has either been concerned with the nonlinear geometric optics for hyperbolic conservation laws with background states being shock waves, or one with background being contact discontinuity. In this paper, we first study the case of a shock wave and a contact discontinuity as background states. For simplicity, this paper is devoted to the study of one-dimensional gas dynamics. It is not difficult to see that our investigation can be generalized to the general M × M system by combining the ideas of [2, 7] with this article.
Comparing with the other works, the main difficulty that we encounter is that here we are not only concerned with noncharacteristic problem for shock wave, but also concerned with characteristic problem due to the presence of a contact discontinuity. In order to overcome this difficulty, for the noncharacteristic problem, we use the method given by Wang in [11] , while for the characteristic problem, we use the one given by Corli in [2] . What we need to do is how to technically combine the two methods. It is worth to strengthen, to solve nonlinear problem, we need stability conditions on shock wave and contact discontinuity, which are always valid for weak shock and weak contact discontinuity.
Let us now describe the content of this paper. In Section 2, we present the problem of shock wave and contact discontinuity as well as that of leading profiles by using the method of multiple scales and state our main result. Then, in Section 3, we shall study the problem of the oscillatory shock wave and contact discontinuity. We study the problem of leading profiles in Section 4. Finally, Section 5 is devoted to the proof of the asymptotic expansions of the oscillation problem, which gives the nonlinear geometric optics.
Formulations of the problem and the main results

Formulations of the problem
We consider the following one-dimensional non-isentropic gas dynamical system where ρ, v, e and p represent the mass density, the flow velocity, the internal energy per unit mass and the pressure, respectively. These functions are linked by some constitutive laws, such as p = p(ρ, S) and e = e(ρ, S) with S being the entropy. Assume that ρ, p, p ρ and p S are strictly positive. If we let u = (ρ, v, S), then (2.1.1) can be written as 3 2 + ρev + pv). As is well known, it is strictly hyperbolic with eigenvalues λ 1 = v − c, λ 2 = v, and λ 3 = v + c with c = √ p ρ being the sound speed. Let r 1 = (ρ, −c, 0) T , r 2 = (p S , 0, −c 2 ) T and r 3 = (ρ, c, 0) T be the right eigenvectors with respect to {λ j } 3 j =1 . Obviously, only the second mode λ 2 is linearly degenerate. A set of Riemann invariants with linearly independent gradients is {v, p} (see [9, Chapter 15] ).
Assume that the Riemann problem for (2. where u = (ρ , v , S ), q 0 and σ are constants, (u − , u , q 0 ) and (u , u + , σ ) are a contact discontinuity and a shock wave, respectively. Thus, one has that Denote by r k = r k (u ) and l k = l k (u ) (k = 1, 2, 3) with l k (u ) being the left eigenvectors associated with λ k (u ) for (2.1.1) satisfying the normalization r k · l j = δ kj . The purpose of this article is to study the stability and asymptotic behavior of (2.1.4) under the perturbation of highly oscillatory waves. For this, first we suppose that the following stability conditions on the contact discontinuity and the shock (2.1.4).
(H1) The matrix
is nonsingular. (H2) For the standard unit vector e 2 = (0, 1, 0), we have
Remark 2.1. When u are weak enough, hypotheses (H1) and (H2) hold always. (H1) is the one-dimensional stability condition given by Majda in [5] , while (H2) is similar to the stability condition given by Métiver in [6] .
By perturbing the initial data u ± with some small amplitude oscillating functions u ±,0 , we are lead to the following Cauchy problem
where > 0 is small enough, and u ±,0 ∈ C 1 satisfy some compatibility conditions, which will be given precisely. Before giving assumptions on problem (2.1.10), we first introduce some notations as in [10] . Given a small closed neighborhood ω ⊂ {t = 0} of the origin, suppose Ω is the closure of a determinacy domain of ω for the Cauchy problem of (2.1.2) when |u − u| < δ for a fixed small constant δ > 0. Let u ∈ C k (Ω), we define
Let C 0 p (R q ) be the space of continuous almost periodic functions in θ ∈ R q . Denote by
For problem (2.1.10), we assume that there are U ±,0 ∈ C 1 (ω ± : R) such that
where ω + = ω ∩ {x > 0} and ω − = ω ∩ {x < 0}, which immediately implies the boundedness of
We are going to study whether the structures of contact discontinuity and shock wave are conserved under such perturbations, i.e., whether there exists a local solution which contains a contact discontinuity and a shock wave (2.1.12) to problem (2.1.10). Under the suitable conditions (H1) and (H2) of the background state u, the answer to this problem is in the affirmative.
Under the assumption of (2.1.11), u + (t, x) can be easily determined by (2.1.10). Obviously, Ω + = {x > σ t + ϕ (t)} is the determinacy domains ω + . Using the same way as in [11, p. 1626] , we obtain the solution U + (t, x) = u + + u + (t, x) to (2.1.10) in Ω + and the asymptotic expansion
where U + ∈ C 1 (Ω + T : R 2 ) satisfies an integro-differential system (see [11, (2. 18)]), with Ω
The next aim is to study the local existence of U in the form of (2.1.12) to problem (2.1.10), and to study the asymptotic properties of (u − (t, x), u (t, x), q (t), ϕ (t)) with respect to .
Denote by Ω − = {x < q 0 t + q (t)} and Ω = {q 0 t + q (t) < x < σ t + ϕ (t)}. From the Rankine-Hugoniot condition, we know that (u − , u , ϕ ) satisfy
(2.1.14)
where
In order to transform problem (2.1.14) into one with fixed boundaries, we introduce the transformations
for u − (t, x) in Ω − , and T :
By computation for (2.1.14), it is easy to see thatũ (y, z) = u (t, x) ( = −, ) satisfy the following boundary value problem on Ω
where tildes are dropped, 
where U (y, z; ξ, η), V (y, z; ξ, η) and (ϕ(t, τ ), φ(t, τ )) are almost periodic in (ξ, η) ∈ R 2 and τ ∈ R, respectively. For convenience, let q (t) admit the formal expansion In order to formulate the problem of U , let us define
the mean value operators for any u ∈ C 0 (Ω : R 2 ). Denote by
Then, as usual, we have
By formal analysis, it follows that the leading terms of (u − , u , ϕ ) satisfy the problem:
are leading terms of the contact discontinuity speed ∂ t q (t) and the shock speed ∂ t ϕ (t), respectively,
is given by the following formula: 
is independent of (ξ, η).
To solve (2.1.31), we should first determine (q, ϕ). By acting the mean value operator
on (2.1.31), it follows that (Ū − ,Ū ) and (q, ϕ) satisfy the following linear problem 
Compatibility conditions and main results
As mentioned above, compatibility conditions of (2.1.15), (2.1.31) and (2.1.33) are needed. Note that (2.1.33) is deduced from (2.1.31) with χ 2 (t, τ ) = d t ϕ(t) + ∂ τ φ(t, τ ), the compatibility conditions of (2.1.33) immediately follow from those of (2.1.31).
Two compatibility conditions for problem (2.1.15) are:
(1) There exists u (0, 0) such that
where (.) k denote the kth component of (.), u (0, 0) and d t ϕ (0) are determined by (2.2.1). From (2.1.27), we know that
Thus two compatibility conditions for problem (2.1.31) are:
(1) There existsŨ (0, 0; (
) denote the j th component of 2 , and
The following proposition explains that there indeed exist a class of functions such that the compatibility conditions for problem (2.1.15) up to order one are satisfied. Before giving the proposition, for convenience, let us introduce some notations: 
i.e., there is a special relation betweenũ −,0,1 (0) and g + (0), where
Here
with
it follows that (2.2.2) is equal to the following equation
The matrices A and M are nonsingular, thus, from (2.2.7), it follows
Thanks to (2.1.6) and (H2), by computation, we know that the matrix C is nonsingular. Thus, from (2.2.8), we obtain (2.2.6). Moreover, from (2.2.7), we prove (2.2.5). 2
In the same way, we can give another proposition, which implies that there indeed exist a class of functions such that the compatibility conditions for problem (2.1.31) up to order one are also satisfied. For simplicity, we omit it here.
In the following, we state the main assumption of this paper.
(MA). Given the initial data u ±,0 (x) ∈ C 1 (ω ± ) satisfying the compatibility conditions (2.2.1) and (2.2.2) for problem (2.1.15) for any ∈ (0, 0 ], then there are U ± (x, η) ∈ C 1 (ω ± : R) satisfying the compatibility conditions (2.2.3) and (2.2.4), such that the asymptotic property (2.1.11) holds.
The main results of this paper are stated as follows.
Theorem 2.1. Under the above assumption (MA), we have:
to problems (2.1.31) and (2.1.33); (3) when → 0, the asymptotic expansions
hold.
Remark 2.2.
(1) From this theorem and (2.1.34), it follows that there exists
(2) From this theorem, we can easily obtain the asymptotic expansions of the perturbed contact discontinuity x = q 0 t + q (t) and the perturbed shock front x = σ t + ϕ (t). (3) From this theorem and the results of u ± , we can also obtain the existence of the perturbed contact discontinuity and shock solution U in the form of (2.1.12) to problem (2.1.10) as well as their asymptotic properties.
Existence of oscillatory waves
This section concerns the local existence of solutions (u − , u , ϕ ) to problem (2.1.15) by using an iterative scheme. It is necessary to construct the first approximate solution (u ,0
to this problem by the following proposition, whose proof can be given similar to [7, Proposition 2.1] by using compatibility conditions. 
For any fixed u ∈ C 1 (Ω T ) and ϕ ∈C 2 ([0, T ]), define the Fréchet derivative of G and F with respect to (
For problem (2.1.15), we take the following iteration scheme: To study the iterative problem (3.4), we first consider the linear problem:
Let us diagonalize problem (3.5). Denote by R = (r 1 (u + u ), r 2 (u + u ), r 3 (u + u )), and its inverse
By taking the transformatioñ
in problem (3.5), and using the fact
and ((
(3.10)
In order to study problem (3.7), we first consider the following diagonal problem: Let us derive the equation of γ 2 w , 3 .
Then the boundary conditions about γ 1 w , 3 and γ 2 w ,1 in (3.11) can be written as 
Combining (3.19) with (3.12), it follows
At first, for the functional equation (3.20), similar to [11, Lemma 3.3] , it is easy to obtain the following result: Then, for problem (3.11), we sum-up the above derivation in the following proposition: g 2 ) and u ±,0 be some families of functions bounded 
for some positive constant C, which implies
Now, let us turn to the study of problem (3.5). 
Proof. From the above discussions, we know that it is sufficient to consider the diagonal problem (3.7), which is solved by the iterative scheme: (3.26) where the first approximate solution (w ,0
In view of Proposition 3.2, for each ν we can find a solutionw ,ν+1 to problem (3.26), and estimate (3.24) gives We pass now to smooth C 1 solution, let us consider again problem (3.5). g 2 ), u ±,0 and ϕ (t) be some families of functions and assume that they are bounded in 
; w = (w − , w ) and φ satisfy (3.25) and [1, 10, 11] , i.e., derive with respect to y system (3.5), estimate ∂ y w , then recover an estimate for ∂ z w , by inversing the matrix N , since the boundary is characteristic. In order to overcome this difficulty, we will decouple the problem, solving at first the noncharacteristic components (which need boundary conditions) and then the characteristic component (which need not).
Let us split function u into u = (u I , u 2 ) with u I = (u 1 , u 3 ) Since λ 2 is linearly degenerate, then λ 2 = λ 2 (u I ), and the system ∂ y u + A(u)∂ z u = 0 can be written as
where C(u) is an 2 × 2 matrix, c(u) a 2-row vector. The vector c does not vanish, in general.
Thus problem (3.5) can be written as
where C and c are defined by
with C and c being given by (3.29), 0 standing for a null 2-column vector. Define z = ∂ z w , then z and d t φ are a solution to
which is of the form
,
φ T ). Using Proposition 3.3, we obtain
Here, it is easy to inspect that the second compatibility condition for (3.5) is just the first one for The following result is devoted to the study of the iterative scheme (3.4), from which we immediately obtain the conclusion of Theorem 2.1(1). 
, respectively, by induction on ν if T and 0 are sufficiently small. In fact, by the boundedness of u ±,0 in C 1 (ω ± ) and Proposition 3.4, it is easy to prove these facts. Then it can be showed that for fixed, ∇u ,ν and d 2 t ϕ ,ν are not only uniformly bounded, but also equicontinuous, which implies the convergence u ,ν → u and ϕ ,ν → ϕ , q ,ν → q also hold in 2 are the solution to problem (2.1.15). For the detailed proof, we refer the reader to [7, Lemma 3.1, Theorem 3.1], or, more generally to [3] . Theorem 3.1 is therefore proved. 2
Existence of profiles
In this section, we consider problem (2.1.31). At first, it is easy to construct the first approximate solutions
satisfying the compatibility conditions of (2.1.31). Moreover, the following asymptotics 
which can be easily obtained by using a transformation similar to (3.6) . In this diagonal case, r k = e k (k = 1, 2, 3) are the standard unit vectors. Obviously, the nonlinear problem (2.1.31) can be written as
where U + (t, τ ) = U + (t, σ t; τ, σ t + ϕ (t)) andd being given by (2.1.32) with (q, ϕ) ∈ (C 2 ([0, T ])) 2 being determined by problems (2.1.33) and (2.1.34).
For the linear problem (2.1.33) and problem (2.1.34), it is easy to get the existence ofŪ
We solve the nonlinear problem (4.2) by the iterative scheme:
where (U 0 − , U 0 , χ 0 2 ) being given by construction. It is easy to verify that the compatibility conditions here up to order one are valid for each ν 0.
For any u(y, z; ξ, η) ∈ C 0 (Ω T : R 2 ), define the mean value operator E k , E 3 as follows: 
Applying Lemma 4.1 for problem (4.4), it follows that (4.4) can be written as
To study the iteration problem (4.10), we consider the linear problem:
and U ± ∈ C 1 (ω + ; R) satisfying the compatibility conditions of (4.11) up to order one.
In order to study the linear problem (4.11), let us first consider the diagonal systems (4.12) where the notations and the assumption are the same as in (4.11). Using condition (H1) with r k = e k for problem (4.12), it follows that (4.12) can be written as
Similar to Section 3, our aim is to obtain a functional equation of U ,1 and U ,3 on z = 0. From E U = U , it follows that U ,l (y, z; ξ, η) (l = 1, 2) (respectively U ,3 ) are functions of (y, z; b l ξ + η) (respectively of (y, z; ξ + b 3 η)) with U ,k (y, z; θ) (k = 1, 2, 3) being almost periodic in θ ∈ R.
By computation, it follows that (4.12) can be written as
14)
where the numbers (n ij ) are the entries of the matrix
Obviously, the boundary condition in (4.14) can be decoupled into
(4.16) Similar to Section 3, U −,2 , U −,3 can be given. While for U −,1 , U ,k (k = 1, 2, 3), if we obtain γ 1 U ,1 or γ 2 U ,3 , they can be obtained. In the following, we will obtain a functional equation of γ 2 U , 3 . z 1 (s); μ 1 (s; y, z, θ) ), respectively) be the characteristic curve of Obviously, the solutions (U ,1 , U ,3 ) can be expressed as
where μ 1 (s; y, z, θ) and μ 3 (s) = μ 3 (s; y, z, θ) .
From (4.19), we have
Combining (4.21) with the first and third lines in (4.16), it gives rise to
and (
, and the estimate Then for problem (4.12), similar to Section 3, we sum up the following proposition.
Proposition 4.1. For any given
, assume that the zeroth compatibility condition holds of (4.12). Then there are unique solutions (4.12) , moreover, the estimate 
28)
Proof. As usual, the existence is proved by means of the iterative
are the first approximate solutions constructed in a way similar to [7] . Note that 
30)
Proof. Proof of this proposition follows from the same item in Proposition 3.4 and the estimate
At last, let us turn to the study of the iterative scheme (4.10), from which we immediately obtain the conclusion of Theorem 2.1(2). 
Proof. The proof parallels that of Theorem 3.1. The iterative scheme we take into account here is (4.10) (notice that the first approximate solution is given by construction). At first, using Proposition 4.3, we solve problem (4.10) for each ν, has L ∞ bounds. Then these bounds prove that {U ν , χ ν 2 } is a Cauchy sequence in L ∞ and hence the existence of a continuous almost periodic solution U and χ 2 to (2.1.31). C 1 -smoothness is proved once more through Ascoli's theorem. 2
Asymptotic properties
In this section, we study the asymptotic properties of the oscillatory shock wave and contact discontinuity solutions (u − , u , ϕ ) to problem (2.1.15), which gives the proof of Theorem 2.1(3). Let T > 0 be the smaller one between those obtained in Theorems 3.1 and 4.1.
At first, we give a result, whose proof can be found in [11, Proposition 5.1] . Then, when → 0, we have
By Proposition 5.1, in order to finish the proof of Theorem 2.1, we only need to establish the asymptotics (5.1).
We start with the following linear diagonal problem g 2 ) and u ±,0 are bounded as in Proposition 3.2, and u + satisfies the asymptotic property (2.1.13). Assume
when → 0, where
The profile problem related to (5.3) will be
where U + (t, τ ) = U + (t, σ t; τ, σ τ + Φ(t)) with 9) and
If we assume that the zeroth order compatibility condition holds for problem (5.3) and one for problem (5.7), then Propositions 3.2, 4.1 apply and provide
Proposition 5.2. Under the above assumption and notations, we have the following asymptotic developments
when → 0.
Proof. The asymptotic development for the components u −,2 , u −,3 are deduced from [1] by using the nonstationary phase lemma in [3] and [2, Lemma 2.
. Similarly, asymptotic development of the component u −,1 holds also in the region C −,1 . For the region B −,1 , the boundary conditions are needed. For the components u ,k (k = 1, 2, 3), the boundary conditions are needed also in the region Ω T . In fact, if we know the asymptotic development of γ 2 u ,3 in Ω T , then we will know the one of u −,1 in B −,1 , u ,1 , u ,2 in Ω T and d t ϕ (t). The proof of Proposition 5.2 is thus completed. 2 
and
respectively, where
and every notation is the same as in Sections 3 and 4, then when → 0, we have
Before passing to the asymptotics for solutions of general linear problems like (3.4), in order to shorten the proof of the next proposition, we first give a lemma by considering the following semilinear problem with linear diagonal principal part (5.25) where the notations and assumptions are the same as in (5.3), and 
hold, where 
