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Abstract
The stability of cellular neural networks (CNNs) with continuous time delay is investigated in the present paper. A
main theorem together with a few corollaries related to the existence and boundedness of the solution for this kind of
CNNs, as well as its global asymptotic stability is derived. Some numerical simulation examples aimed at justifying the
theoretical results are also given. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Cellular neural networks [4] (CNNs) introduced by Chua and Yang is a locally connected regularly
repeated analog array, which has drawn increasing attention worldwide in the last decade for two
main reasons: (i) CNNs are especially well-suited for VLSI implementation since their inherent
locally connectivity property, robust stability and function variability and (ii) their applications cover
a wide variety of <elds including pattern recognition, static=moving image processing, visual system
modeling, associate memory and universal analogic computing [3,18,13], etc.
In either the general purpose or the application speci<c usage of CNNs, it is of primary importance
to investigate the stability of the network, to ensure the correctness of the circuit design as well
as its VLSI implementation. The stability analyses related to reciprocal and nonreciprocal CNNs
are given in [4] and [2], the stability depending on the template and output function are discussed
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in [26,12,17], and the stability of DCNNs (CNNs with time delay) are investigated in [17,15,8],
respectively. CNN with nonlinear and delay-type template elements were introduced by Roska et al.
[17], and their several stability analyses were given in [19,20].
Although the use of constant <xed delays [23,24] in models of delayed feedback provides a good
approximation in simple circuits consisting of a small number of cells. But neural networks usually
have a spatial extent due to the presence of a multitude of parallel pathways with a variety of axon
sizes and lengths. Thus there will be a distribution of propagation delays. In these circumstances,
the signal propagation is not instantaneous and cannot be modeled with discrete delays and a more
appropriate way is to incorporate continuously distributed delays. However, in the above works
only discrete time delay was considered. Tank and Hop<eld [21] have proposed a neural circuit
with continuously distributed delays, which solves a general problem of recognizing patterns, in a
time-dependent signal. For application of integro-diIerential equations with continuously distributed
delays such as those in [21], the reader may also refer to [6,1,16,22].
The organization of this paper is as follows. In the next section, the CNN model with discrete
time delay(DTDCNN) is generalized to a new model with continuous time delay(CTDCNNs model)
which is described by an integro-diIerential state equation. The existence, boundedness and global
stability for the solutions of CTDCNN are investigated in Section 3. In Section 4, to justify our
theoretical result given in a main theorem, some special cases of CTDCNN are addressed along with
a few computer simulation examples.
2. Problem formulation
Consider a cell circuit of conventional CNN(see Fig. 3 in [4]), where the controlled sources are
given as
Ixy(i; j; k; l)=A(i; j; k; l)vykl;
Ixu(i; j; k; l)=B(i; j; k; l)vukl;
Iyx =f(vxij)=Ry;
(1)
respectively, and f(·)∈C0 is usually assumed to be a piecewise linear function, vxij; vykl and vukl
are the voltages related to internal, output and input nodes, respectively, of the cell, A(i; j; k; l) and
B(i; j; k; l) are the linear feedback and control operators, respectively. The state equation for the cell
C(i; j) of an M × N CNN is
Cx
dvxij(t)
dt
=− 1
Rx
vxij(t) +
∑
k;l
A(i; j; k; l)vykl(t) +
∑
k;l
B(i; j; k; l)vukl(t) + Iij;
16 i6M; 16 j6N; (2)
where constant Iij stands for an independent bias current source, vxij; vuij, and vyij denote the state
voltage, input voltage, and output voltage of a cell, respectively. The input is continuous and has
magnitude less than 1. The output is de<ned as vyij = fˆ(vxij), where fˆ(x)= 0:5(|x + 1| − |x − 1|)
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and the constrain conditions are
|vxij(0)|6 1; 16 i6M; 16 j6N;
|vuij|6 1; 16 i6M; 16 j6N:
(3)
To simulate the interneuron signal transmission delay, it was suggested in [15] a modi<ed state
equation of the following vector form:
x˙(t) = −x(t) + Ay(t) + Ay(t − ) + Bu(t) + I
= −x(t) + Af(x(t)) + Af(x(t − )) + Bu(t) + I: (4)
x(t)= {vxij(t)} i=1; 2; : : : ; M ; j=1; 2; : : : ; N;
y(t)= {vykl(t)} k =1; 2; : : : ; M ; l=1; 2; : : : ; N;
u(t)= {vukl(t)} k =1; 2; : : : ; M ; l=1; 2; : : : ; N;
I = {Iij} i=1; 2; : : : ; M ; j=1; 2; : : : ; N;
(5)
are the cell voltage, output=input node voltage and the external biasing current vectors, respectively,
A; A and B are the feedback template, delayed feedback template and control template, respectively,
in (1), the linear cell resistance Rx and capacitance Cx are assumed to be 1 simultaneously; besides,
the time delay  is assumed to be discrete values, i.e., = [0;∞), and f(·) is the activation function
of the neuron cells.
In the present paper, we will generalize the delay feedback from the discrete delay to the contin-
uous delay, and investigate the global stability of the CNN in the more general case. The dynamical
characteristics of a model neuron which is capable of <ring responding continuously in time while its
<ring is modulated by the diIerence between its current status and a weighted average of its <ring
history. Accordingly, for a continuously valued time delay , as mentioned in [20,21,6,1,10,11], the
refractory eIect associated with the neuronic feedback process will be occurring, and correspond-
ingly the delayed output voltage y(t− )=f(x(t− )) in (4) should be replaced by a more general
expression shown below:
f
(∫ t
−∞
K(t − )x() d
)
; (6)
where
K(t − )= {Kij(t − )}; i=1; 2; : : : ; M ; j=1; 2; : : : ; N (7)
is a kernel vector characterizing the refractoriness of the neuron cells with the following constrains:∫ ∞
0
Kij() d=1;∫ ∞
0
Kij() d¡∞:
(8)
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In Eq. (8), the <rst and second formulae indicate that a memory <lter is normalized and bounded-
input–output(BIBO) stable, respectively [16]. To meet the above requirements, it is a common
practice to assume
Kij(t) :=Km(t)=
am
(m− 1)! t
m−1e−at ; (9)
where m is a positive integer and a a real positive parameter. In [16], Eq. (9) is called as the gamma
memory <lter. Associated with (9) is the following recursive formula:
dKm(t)
dt
= aKm−1(t)− aKm(t) (10)
with
K0(t) := 0: (11)
Note we also have
Km(t)→ (t) as m→∞: (12)
On the other hand, note∫ t
−∞
K(t − )x() dt=
∫ +∞
0
x(t − )K() d: (13)
Hence the generalized delayed output voltage vector is
f
(∫ t
−∞
K(t − )x() d
)
→ f(x(t − ) as K()→ (): (14)
Since right-hand side of the convolution (13) evolves to the kernel x(t − ) itself as K() → ().
Keeping this fact in mind, we can upgrade the state equation (1) for DCNN with discrete time delay
to a more general form
x˙(t)=− x(t) + Af(x(t)) + A f
(∫ t
−∞
K(t − )x() d
)
+ Bu(t) + I (15)
which is valid for DCNN with continuous time delay. Obviously, (4) is a special case of (15) since
the latter becomes the former once the kernel K(·) approaches to the delta function (·).
The state equation (15) can be written in its scalar form:
dxi
dt
=− xi(t) +
p∑
j=1
aijfj(xj(t)) +
p∑
j=1
aijfj
(∫ t
−∞
Kij(t − )xj() d
)
+
p∑
j=1
Bijuj(t) + Iij;
(16)
where p=M × N ; i; j=1; 2; : : : ; p, and Kij satisfy (8). In Eq. (16), we have assumed that the cell
output function are to vary from cell to cell. Since (13) is in form of the Duhamel Integral, the
kernel Kij can physically be interpreted as the impulse response in the neuron’s feedback process.
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Even though the model (15) is presented for a general kernel Kij, in the following analysis, Kij
satisfy (9), and m is any <xed positive integer. To investigate the existence and stability for the
solution of (16), let us de<ne
Zi(t) :=


xi(t); i=1; 2; : : : ; p; i=p+ 1; p+ 2; : : : ; n;∫ t
−∞
K(t − )xj() d; j=1; 2; : : : ; p; =1; 2; : : : ; m
(17)
and the following two sets:
A0 = {aij | i; j=1; 2; : : : ; p};
A1 = {aij | i; j=1; 2; : : : ; p};
(18)
as well as the related coeQcients
aij ∈A0; i; j=1; 2; : : : ; p;
aij ∈A1; i=1; 2; : : : ; p; j=1; 2; : : : ; m:
(19)
By using the notations given in (17)–(19), the integro-diIerential equations (16) are equivalent to
a system of diIerential equations as below (see [7,25]):
Z˙ i(t)=− Zi(t) +
n∑
j=1
aijfj(Zj(t)) +
n∑
j=1
bijuj + Ii; i=1; 2; : : : ; p;
Z˙k(t)=
n∑
j=1
akjZj(t); k =p+ 1; p+ 2; : : : ; n; n=p+ m; (20)
where
bij =
{
Bij when i; j=1; 2; : : : ; p;
0 otherwise;
Ii =
{
Iij when i; j=1; 2; : : : ; p;
0 otherwise:
(21)
Furthermore, the akj; k =p + 1; p + 2; : : : ; n; j=1; 2; : : : ; n equal in modulus the parameters a
appearing in Eq. (9), i.e., akj = a; k =p+ 1; p+ 2; : : : ; n; j=1; 2; : : : ; n. In the following we do not
specify the new coeQcients, therefore system (20) is more general than (16).
In the conventional Chua–Yang CNN the nonlinearity f is a C0 piecewise linear function. It
can be approximated to within any precision by a smooth C1 strictly monotone-increasing sigmoid
function. This approximation is sometimes desirable in analytical proofs where the C1 condition is
more convenient to work with. It is also a more realistic assumption since the physically realized
characteristic is actually C1. Hence, in the following sections, we assume that derivatives of the
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activations functions in (16) are positive and bounded, i.e.,
06f′j(x)6  j; or 06
fj(x)
x
6  j; j=1; 2; : : : ; n; (22)
then we have the following main theorem.
3. Main theorem
Theorem 1. Suppose that system (20) possesses an isolated equilibrium state Z∗. If there exist a
series of positive real number d1; d2; : : : ; dn such that
DAˆ+ Aˆ
T
D (23)
is negative de;nite, where
Aˆ=
[
A1 A2
A3 A4
]
=(aij)i; j=1;2; :::; n (24)
and
A1 =


 1a11 − 1  2a12 · · ·  pa1p
 1a21  2a22 − 1 · · ·  pa2p
...
...
...
 1ap1  2ap2 · · ·  papp − 1


A2 = (aij)i=1;2; :::;p;j=p+1;p+2; :::; n
A3 = (aij)i=p+1;p+2; :::; n;j=1;2; :::;p
A4 = (aij)i; j=p+1;p+2; :::; n; (25)
D=
[
D1 O
O D4
]
; (26)
where
D1 = diag(d1; d2; : : : ; dp);
D4 = (dij)i; j=p+1;p+2; :::; n; (27)
where D4 is a positive de;ne matrix, then the solution of (20) with initial conditions Z(0)= {Zk(0)}
∈ Rn (k =1; 2; : : : ; p; p+1; : : : ; n) exist and are bounded: the solutions will fall in a compact subset
$∈Rn containing the !-limit set of (20). The unique equilibrium point Z∗ of (20) is globally
asymptotically stable.
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Proof. Part I: Existence and boundedness for the solutions of (20). Let us de<ne a nonnegative
scalar function S : Rn → R+0 as
S :=
p∑
i=1
diZ2i +
n∑
i; j=p+1
ZidijZj: (28)
For proving the boundedness for solutions of (20), it suQces to prove that the inequality S˙+'S ¡C
holds for some real '¿ 0, where C is a real positive constant.
From (20), (22) and (23) we obtain
S˙ + 'S
=2
p∑
i=1
diZiZ˙ i +
n∑
i; j=p+1
{Z˙ idijZj + ZidijZ˙ j}+ '

 p∑
i=1
diZ2i +
n∑
i; j=p+1
ZidijZj


=2
p∑
i=1
diZi

−Zi + n∑
j=1
aijfj(Zj) +
n∑
j=1
bijuj + Ii

+ n∑
i; j=p+1
n∑
k=1
(ZkaikdijZj + ZiajkdijZk)
+ '

 n∑
i=1
diZ2i +
n∑
i; j=p+1
ZidijZj


6 2
p∑
i=1
diZi

−Zi + n∑
j=1
aij jZj +
n∑
j=1
bijuj + Ii

+ n∑
i; j=p+1
n∑
k=1
(ZkaikdijZj + ZiajkdijZk)
+ '

 p∑
i=1
diZ2i +
n∑
i; j=p+1
ZidijZj


6ZT(DA+ ATD)Z + 2
p∑
i=1
diZi

 n∑
j=1
bijuj + Ii

+ '

 n∑
i=1
diZ2i +
n∑
i; j=p+1
ZidijZj

 : (29)
In (29) we have that a matrix D such that DAˆ+ Aˆ
T
D is negative de<nite, we denote its real negative
eigenvalues as )i (i=1; 2; : : : ; n) and de<ne
M = Min
i=1;2;:::; n
{|)i|}: (30)
Since D4 is a positive de<nite matrix, we denote by i, i=p+1; : : : ; n, its real positive eigenvalues
and by
M ′= Min
i=p+1;:::; n
{i}: (31)
36 X. Liao et al. / Journal of Computational and Applied Mathematics 143 (2002) 29–47
Then from (29) and (31) we have
S˙ + 'S ¡
p∑
i=1

−MZ2i + 2diZi

 n∑
j=1
bijuj + Ii

+ 'diZ2i

+
n∑
i=p+1
(−M + 'M ′)Z2i
=
p∑
i=1

(−M + 'di)Z2i + 2diZi

 n∑
j=1
bijuj + Ii



+
n∑
i=p+1
(−M + 'M ′)Z2i : (32)
By simply choosing ' such that
'= Min
i=1;2;:::;p+1
{
M
M ′
;
M
di
}
(33)
then all the quadratic terms on the right-hand side of (32) have real negative coeQcients, therefore
a real positive constant C exists such that
S˙ + 'S ¡C (34)
holds. The boundedness of solutions for system (20) is proven.
Now let us turn to the proof of the existence of solutions for (20).
Note lower and upper bounds of the scalar function S(t) can be determined from (34) as
0¡S(t)¡
C
'
+
R
exp('t)
∀t ∈ [0;∞) (35)
(where R is a real positive constant) for any solution of (20) with initial condition Z(0)∈Rn, such
that
S0 =
n∑
i=1
diZ2i (0) +
n∑
i; j=p+1
dijZi(0)Zj(0)¡
C
'
+ R=Q: (36)
From (36) we know the following compact set
$R := {Z ∈Rn | S6Q} (37)
is an invariant set, therefore from the Brower’s <xed point theorem, there is an equilibrium point
Z∗ ∈$R.
Next let us de<ne
Q0 =Q|R=0 (38)
and
$=$R|Q=Q0 : (39)
Observe
$∈$R ∀R¿ 0 (40)
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and $ uniquely depends on the structure of Q0 and is not relevant to the initial condition Z(0).
Then let ! be the !-limit set of (20), we have ! =+ since Z∗ ∈$R exists. Obviously, by taking
t →∞ in (35) and using the de<nitions (37)–(40), we <nally obtain
!∈$ (41)
thus we have proven that solutions of (20) with initial condition Z(0) exist which are falling in $,
and !∈$.
Part II. Stability of the equilibrium Z∗. Assume that system (20) has a unique equilibrium Z∗,
then by denoting its solution Z = {Zi(t)− Z∗i }, i=1; 2; : : : ; n, and de<ning a Lyapunov function as
V (Z)=
p∑
i=1
di(Zi(t)− Z∗i )2 +
n∑
i; j=p+1
(Zi − Z∗i )dij(Zj − Z∗j ); (42)
we can compute its <rst time derivative as
dV (Z)
dt
= 2
p∑
i=1
di(Zi(t)− Z∗i )
d(Zi(t)− Z∗i )
dt
+
n∑
i; j=p+1
{
d(Zi(t)− Z∗i )
dt
dij(Zj(t)− Z∗i ) + (Zi(t)− Z∗i )dij
d(Zj(t)− Z∗j )
dt
}
6 2
p∑
i=1
di(Zi(t)− Z∗i )

−(Zi(t)− Z∗i ) +
n∑
j=1
aij j(Zi(t)− Z∗i )


+
n∑
i=p+1
n∑
k=1
{(Zk(t)− Z∗k )aik dij(Zi(t)− Z∗i ) + (Zi(t)− Z∗i )aik dij(Zk(t)− Z∗k )}
= (Z(t)− Z∗)T
(
D1A1 + AT1D1 A
T
3D4 + 2D1A1
D4A3 D4A4 + AT4D4
)
(Z(t)− Z∗)
= (Z(t)− Z∗)T
(
D1A1 + AT1D1 A
T
3D4 + D1A4
D4A3 + AT1D1 D4A4 + A
T
4D4
)
(Z(t)− Z∗)
= (Z(t)− Z∗)T(DAˆ+ AˆTD)(Z(t)− Z∗); (43)
where  j are determined by (22).
Since the matrix DAˆ+ Aˆ
T
D is negative semi-de<nite, then
(i) dVdt |Z(t)6 0 along every solution Z(t) of (20),
(ii) dVdt |Z=Z∗ =0 for Z =Z∗.
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Assertion (i) implies that the phase point is approaching the unique equilibrium Z∗ for any initial
condition Z(0)∈Rn.
Corollary 1. If there exists a series of positive real number d1; d2; : : : ; dn such that
DAˆ+ Aˆ
T
D (44)
is negative de;nite; where
A=


 1a11 − 1  2a12 · · ·  pa1p  p+1a1;p+1 · · ·  na1n
 1a21  2a22 − 1 · · ·  pa2p  p+1a2;p+1 · · ·  na2n
...
...
...
...
...
 1ap1  2ap2 · · ·  papp−1  p+1ap;p+1 · · ·  napn
ap+1;1 ap+1;2 · · · ap+1;p ap+1;p+1 · · · ap+1; n
...
...
...
...
...
an1 an2 · · · anp an;p+1 · · · ann


; (45)
D=diag(d1; d2; : : : ; dn); (46)
then the solution of (20) with initial conditions Z(0)= {Zk(0)}∈Rn (k =1; 2; : : : ; p; p + 1; : : : ; n)
exist and are bounded: the solutions will fall in a compact subset $∈Rn containing the !-limit
set of (20). Then unique equilibrium point Z∗ of (20) is globally asymptotically stable.
Proof. Similar to the proof of Theorem 1.
To obtain other stability criteria, let us introduce the following de<nitions:
Denition 1 (Nikaido [14]). Let G=(gij) be an n× n real matrix, then G is said to have a positive
dominant diagonal if and only if there is a set of n positive numbers hi ¿ 0 (i=1; 2; : : : ; n) such that
giihi ¿
n∑
j =i
|gijhj|; i=1; 2; : : : ; n: (47)
Denition 2 (Nikaido [14]). Let G=(gij) be an n×n real matrix, then G is said to be an M -matrix
if and only if the oI-diagonal elements are all nonpositive and the principal minors are all positive.
De<ne a matrix RA=( Raij) for −Aˆ such that
Raii =− aii;
Raij = |aij|:
(48)
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Obviously, the oI-diagonal elements of RA are all positive. By De<nition 1, −Aˆ has a positive
dominant diagonal (i.e., aii ¡ 0) if and only if there is a positive vector h= [h1; h2; : : : ; hn]T¿ 0
such that RAh¡ 0 (the inequality means that
∑n
j−1 Raijhj ¡ 0 for i=1; 2; : : : ; n). This is equivalent to
that − RA is an M -matrix [14]. Therefore, −Aˆ has a positive dominant diagonal if and only if − RA is
an M -matrix.
On the other hand, if − RA is an M -matrix, then there is a positive de<nite diagonal matrix D such
that D RA+ RA
T
D is negative de<nite.
Corollary 2. Suppose (20) possesses a unique equilibrium point Z∗. A su<cient condition for Z∗
to be globally asymptotically stable is −Aˆ has a positive dominant diagonal.
Proof. In the stability of proof of Theorem 1, inequality (43) is
dV (Z)
dt
6 (Z(t)− Z∗)T(DA+ ATD)(Z(t)− Z∗)
=
n∑
i=1
diaii(Zi − Z∗i )2 +
n∑
i =j
diaij(Zi − Z∗i )(Zj − Z∗j )
6
n∑
i=1
diaii(Zi − Z∗i )2 +
n∑
i =j
di|aij‖(Zi − Z∗i )‖(Zj − Z∗j )|
= [|Z1 − Z∗1 |; : : : ; |Zn − Z∗n |](D RA+ RATD)[|Z1 − Z∗1 |; : : : ; |Zn − Z∗n |]T; (49)
where RA is de<ned by (48). −Aˆ has a positive dominant diagonal if and only if − RA is an M -matrix.
Therefore, there is a positive de<nite diagonal matrix D such that (D RA+ RA
T
D) is negative de<nite,
so that the remainder can be proved as Theorem 1. This completes the proof.
By inequality (49), it is clear that, if −Aˆ has a positive dominant diagonal, then there exists a
positive de<nite diagonal matrix D such that D RA + RA
T
D is negative de<nite. Therefore condition
given in Theorem 1 holds.
Denition 3 (Nikaido [14]). Let G=(gij) be an n × n real matrix and u be an n-dimensional real
vector. Then G is said to be a positive quasi-de<nite matrix if and only if the quadratic form uTGu
is positive de<nite.
By De<nition 3, −Aˆ is positive quasi-de<nite if and only if (Aˆ + AˆT)=2 is negative de<nite.
Therefore, if Aˆ is positive quasi-de<nite, then there is a positive de<nite diagonal matrix D (an n×n
unit matrix) such that DAˆ+ Aˆ
T
D is negative de<nite.
Corollary 3. Suppose (20) possesses a unique equilibrium point Z∗. A su<cient condition for Z∗
to be globally asymptotically stable is −Aˆ is positive quasi-de;nite.
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4. Several specic cases and computer simulation
To investigate the stability of several speci<c cases, let us introduce the following [9]:
Denition 4. Let A be an n × n real matrix, then A is referred to as Volterra–Liapunov stable
(semi-stable) if there exists a positive diagonal matrix D such that DA+ATD is stable (semi-stable),
i.e., DA+ ATD is negative de<nite (semi-de<nite).
First we consider the dynamics of a cell. The dynamics of a cell is described by the following
integro-diIerential equation:
x˙(t)=− x(t) + 0f(x(t))− 01f
(∫ t
−∞
K(t − )x() d
)
; (50)
where 0; 1¿ 0; f(·) satisfy condition (22).
Lemma 1 (Goh [9]). A 2 × 2 matrix A is Volterra–Liapunov stable if and only if det A¿ 0 and
both diagonal elements are negative.
Theorem 2. Assume that integro-di>erential equation (50) has the kernel
K(t)= a exp(−at): (51)
The equilibrium point x∗ is
(i) globally asymptotically stable for all 0; 1¿ 0; 0¡0¡ 1= ; 0(1− 1)¡ 1= , where  satis;es
(22) and
(ii) globally stable for 0=1= and 0; 1¿ 0.
Proof. The integro-diIerential equation (50) with kernel (51) is equivalent to the following system
of diIerential equations:
y˙ 1 =− y1 + 0f(y1)− 01f(y2);
y˙ 2 = ay1 − ay2 (52)
with
y1(t) := x(t); y2 :=
∫ t
−∞
ae−a(t−)x() d; (53)
system (52) is a special case of system (20) for n=2 and p=1. By Theorem 1, we have
Aˆ=
(
 0− 1 − 01
a −a
)
: (54)
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To apply Theorem 1 we have to check when there exists a positive diagonal matrix D such that
DAˆ+Aˆ
T
D is negative de<nite (semi-de<nite), i.e., when Aˆ is Volterra–Liapunov stable (semi-de<nite).
(i) We apply Lemma 1. In the present case
 0− 1¡ 0;− 01¡ 0
and
det A=− a[ 0(1− 1)− 1]¿ 0:
Therefore the result of (i) is obtained.
(ii) Assume 0=1= , then there exists a D=diag(d1; d2), such that
DAˆ+ Aˆ
T
D=
(
0 d2a− d1 01
d2a− d1 01 −2a2d2
)
(55)
is negative semi-de<nite, for example d1 = a; d2 =  01. Again by Theorem 1 we get assertion (ii).
Since the kernel K proposed in Theorem 2 has its absolute maximum for t=0, there is only a
weak time delay in Eq. (50). For a stronger delay we have the following result:
Theorem 3. Consider the integro-di>erential equation (50) with the kernel
K(t)= a2te−at : (56)
Then the equilibrium point x∗ is globally asymptotically stable for 0¡ 1= ; (0−1= )¡01¡ 8(1= −
0); and arbitrary a¿ 0.
In order to prove Theorem 3, we give the following lemma:
Lemma 2 (Cross [5]). A 3 × 3 matrix A=(aij) is Volterra–Liapunov stable if and only if every
signed principal minor
Mi1 ; i2 ;:::;ik := (−1)k det A(i1; i2; : : : ; ik); k =1; 2; 3 (57)
is positive and polynomials
p1(2)= (a132+ a31)2 − 4a11a332;
p2(2)= (b12+ b2)2 − 4M12M232
(58)
are simultaneously negative for some 2∈R+, with
b1 = a12a23 − a22a13; b2 = a21a32 − a22a31: (59)
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Proof of Theorem 3. The integro-diIerential equation (50) with K given by (56) is equivalent to
the following system of diIerential equations:
y˙ 1 =− y1 + 0f(y1)− 01f(y3);
y˙ 2 = ay1 − ay2;
y˙ 3 = ay2 − ay3
(60)
with
y1(t) := x(t); y2(t) :=
∫ t
−∞
ae−a(t−)x() d;
y3(t) :=
∫ t
−∞
a2(t − )e−a(t−)x() d:
(61)
Hence by Theorem 2, we have
Aˆ=


 0− 1 0 − 01
a −a 0
0 a −a

 : (62)
In the present case, all signed principal minors Aˆ are positive if and only if 0¡ 1= ; a¿ 0 and
01¿ (0− 1= ).
The polynomials p1 and p2 reduce to
p1(2)= ( 01)222 − 4a(1−  0)2;
p2(2)= [( 01)222 − 2a( 01 + 2(1−  0))2+ a2]a2: (63)
They are simultaneously negative if and only if 01¡ 8(1= − 0).
In the following, we investigate a modi<cation of system (20) which again describe the dynamics
of a two-cells CNN:
x˙1(t)=− x1(t) + 01f1(x1(t)) + r1f2(x2(t));
x˙2(t)=− x2(t) + 02f2(x2(t)) + r2f1
(∫ t
−∞
K(t − )x1() d
)
(64)
with 0i; 4i ¿ 0; i=1; 2
Theorem 4. Consider system (64) with kernel
K(t)= ae−at : (65)
Then the equilibrium point x∗ is globally asymptotically stable for 01¡ 1= 1, 02¡ 1= 2, 0¡4142
¡8(1= 1 − 01)(1= 2 − 02) and arbitrary a¿ 0.
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Proof. Under the above assumption on K , system (64) is equivalent to
y˙ 1 =− y1 + 01f1(y1) + 41f2(y2);
y˙ 2 =− y2 + 02f2(y2) + 42f1(y3);
y˙ 3 = a(y1 − y3) (66)
with
y1(t) := x1(t); y2(t) := x2(t);
y3(t) :=
∫ t
−∞
K(t − )x1() d: (67)
Hence by Theorem 2, we have
Aˆ=


 101 − 1  241 0
0  202 − 1  142
a 0 −a

 : (68)
By Lemma 2, every signed principal minor of Aˆ is positive for 01¡ 1= 1, 02¡ 1= 2 and a¿ 0,
the polynomials,
p1(2)= a2 − 4(1−  101)a2;
p2(2) = (1−  101)2(1−  202)2
[
( 1 24142)2
(1−  101)2(1−  202)2 2
2
− 2a
(1−  101)
(
2 +
( 1 24142)
(1−  101)(1−  202)
)
2+
(
a
1−  101
)2]
; (69)
are simultaneously negative if and only if
0¡4142¡ 8
(
1
 1
− 01
)(
1
 2
− 02
)
:
For convenience, we consider only computer simulation of system (64), where
f1(x)=f2(x)= 0:5(|x + 1| − |x − 1|): (70)
Example 1. Let
01 = 0:8; r1 = 0:8; 02 = 0:6; r2 = 0:7: (71)
We have  =1. Therefore, it is easy to verify that conditions of Theorem 1 are satis<ed. Let a=0:5,
using fourth order Runge–Kutta method, the simulation results can be obtained and are shown in
Figs. 1–4.
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Fig. 1. Waveform of system (66) with parameters (71).
Fig. 2. Phase plane diagram of y1 and y2 for system (66) with parameters (71).
Fig. 3. Phase plane diagram of y1 and y3 for system (66) with parameters (71).
Fig. 4. Phase plane diagram of y2 and y3 for system with parameters (71).
Example 2. Let
01 = 1:2; 02 =− 1:1; r1 =− 8; r2 = 7: (72)
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Fig. 5. Waveform of system (66) with parameters (72).
Fig. 6. Phase plane diagram of y1 and y2 for system (66) with parameters (72).
Fig. 7. Phase plane diagram of y1 and y3 for system (66) with parameters (72).
Fig. 8. Phase plane diagram of y2 and y1 for system (66) with parameters (72).
It is easy to verify that conditions of Theorem 1 are not satis<ed, the network is unstable and the
results of computer simulation given in Figs. 5–8 (where a=10:5) show that oscillation phenomena
are occurring.
46 X. Liao et al. / Journal of Computational and Applied Mathematics 143 (2002) 29–47
5. Conclusion remarks
A cellular neural networks with continuous time delay is introduced which is generally governed
by a system of <rst order intego-diIerential equation [see (15)]. Under condition (9), Eq. (15) can
be reduced into a system of ordinary diIerential equations [see Eq. (20)], upon which some suQcient
conditions for the existence, boundedness and global stability of an equilibrium of such CTDCNN
are derived by the use of Volterra–Liapunov stability theory for matrices. Note in the derivation we
have not assumed the symmetry of the cloning and the delay cloning template.
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