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 Abstract 
Photovoltaic (PV) solar industry uses low-cost material processing methods to produce 
silicon wafer-based solar cells.  Thermal process can introduce crystal defects and 
residual stress in a PV wafer, which can impact the electrical performance and 
mechanical reliability of a finished solar cell.  This research presents characterization 
methods for mono-crystal and multi-crystal silicon PV wafers, using an integrated 
polarized infrared imaging tool capable of both photoelastic (PE) and polarized 
photoluminescence (PL) imaging. 
Infrared PE imaging is used to investigate the thermal process-induced residual 
stress and defect-related stress in mono-crystal silicon PV wafers.  The measured stress 
pattern shows that dislocation structures interact with the thermal residual stress, forming 
slip band structures oriented at 45 degrees to the wafer edges.  The measured PE images 
are then interpreted using a discrete dislocation-based numerical modeling approach that 
accounts for stress relaxation in the wafer due to the dislocation structures.  The model 
leads to simulated PE images and is used to analyze the preferred dislocation slip band 
orientations for wafer strain energy reduction.  The analysis is consistent with 
experimental observations, forming the basis for a more quantitative infrared PE-based 
inspection method. 
Crystal growth process for multi-crystal silicon PV wafers results in grain 
boundaries and dislocation structures that impact solar cell performance.  These defects 
are investigated using the polarized PL imaging setup, which can spatially resolve the 
defect structures from both the band-to-band and defect-related PL emission.  The 
polarization resolving ability allows the identification and the correlation among different 
defect types.  The technology described here creates a pathway to rapid full-field wafer 
quality inspection in a manufacturing setting, and will help to improve PV wafer material 
processing. 
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Chapter 1 – Introduction 
1.1 MOTIVATION 
Silicon based solar cells make up nearly 90% of the market in the photovoltaic (PV) 
industry.  In 2014, the installed PV system cost is above $1.5 per watt, with the PV 
module cost being $0.7 per watt [1].  For the solar energy price to be competitive with 
fossil fuel energy, the PV module price needs to be further reduced.  To achieve this 
goal, the industry strives to enhance solar power conversion efficiency.  The most 
efficient silicon solar cell was designed at the University of New South Wales.  It took 
20 years for the solar cell industry to improve the highest efficiency from 25% to 25.6% 
in 2014 [2].  Solar cell manufacturers aim for reduced power loss and enhanced sunlight 
absorption to maximize the performance of the finished module.  To achieve low-cost, 
high throughput crystal growth processes are used to produce thinner PV silicon wafers. 
Processing materials using cheaper methods often results in higher impurity levels 
and crystalline defects in the silicon, such as grain boundaries, dislocations, metallic 
impurities, and precipitates due to oxygen and carbon [3,4].  These defects are 
detrimental in PV applications since they can change the silicon electrical and optical 
properties, thus impacting the solar cell efficiency.  If defective wafers are not detected 
before the PV processing steps, low quality devices and yield losses may result.  Shorter 
thermal cycle process durations needed for higher production rates can lead to significant 
residual stress.  As a result, thinner wafers are vulnerable to mechanical failure during 
wafer handling. 
While cheaper to produce, multi-crystalline silicon (multi-Si) solar cells usually 
have lower efficiency than mono-crystalline ones (mono-Si) due to the effects of 
crystalline defects.  To address the issues caused by crystalline defects, the PV industry 
has developed refined crystal growth methods, which increase the grain size and decrease 
the number of grain boundaries.  Still, it is necessary to understand the impact of grain 
boundaries and dislocations, which can interact and evolve with the thermal stress state 
during silicon crystal growth.  Defect imaging methods such as photoluminescence (PL) 
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imaging are needed to characterize the defect distribution as a result of crystal growth, 
and to correlate the electrical and optical properties to the defect distribution [5,6].  
Since the thermal stress during crystal growth is assumed to be the main driving force in 
the crystalline defect generation and movement, the defect distribution is expected to be 
closely related to the residual stress in the PV wafer [7–9].  However, the PV industry 
does not generally make quantitative stress measurement or monitor the spatial 
distribution of the wafer residual stresses.  Qualitative inspections are done inline by 
measuring the overall out-of-plane deformation of a wafer, which can be related to the 
relaxed residual thermal stress in the wafer [10,11]. 
This dissertation describes a polarized infrared imaging tool that acquires the 
spatial distribution of both crystalline defects and residual stresses across the PV wafer.  
The integrated imaging system utilizes both infrared photoelastic (PE) and polarized PL 
imaging methods.  With fast image capturing and the possibility of combined electrical 
and mechanical analysis, the imaging tool is suitable for in-line applications.  The 
ability to resolve photoluminescence polarization allows the identification of different 
defect types and their correlation to the wafer residual stress. 
In addition, a numerical simulation scheme is demonstrated to assist in the 
quantification of the wafer residual stress and to interpret the dislocation structure 
orientation associated with wafer strain energy relief.  Therefore, the technology 
described here creates a pathway to enable the inspection of solar cell quality and 
reliability in a manufacturing setting, and will help to improve PV wafer material 
processing.  The analysis method presented here can also assist to address fundamental 
scientific questions, including questions about the nature of the polarized optical emission 
from dislocations in the silicon. 
1.2 DISSERTATION OUTLINE 
The following chapters will guide the reader through background on current solar 
cell characterization technologies, the methods developed and used in this study, and the 
results and implications of the work. 
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Chapter 2 provides an overview of the operation and manufacturing of silicon PV 
solar cells, and highlights the challenges of making the solar cells both cost-effective and 
of high quality.  It reviews the most widely used non-destructive imaging methods for 
solar cell defect and residual stress inspection. 
Chapter 3 presents the fundamental theory of the PE imaging, including the 
relation between the strain and the birefringence in a silicon wafer.  It also presents the 
working principle and system setup of the infrared PE imaging technique employed in 
this study. 
Chapter 4 presents a novel optical imaging method that combines the infrared PE 
imaging and the polarized PL imaging techniques.  The fundamental theory of PL 
emission from both the bulk silicon wafer and the crystalline defects is also explained. 
Chapter 5 presents a stress analysis procedure for investigating the mechanism 
between the silicon wafer residual strain relaxation and the dislocation structure 
orientation.  The stress analysis method is implemented using a discrete dislocation 
model for numerical simulation. 
Chapter 6 presents characterization results for mono-Si PV wafers.  
Experimental results from the PE and PL imaging are explained, with the help of the 
numerical simulation.  The orientation of dislocation structures is shown to depend on 
strain energy relaxation in the wafer. 
Chapter 7 presents characterization results for multi-Si PV wafers.  The 
combined PE and polarized PL imaging methods are utilized for investigating the 
mechanical and electrical properties of the crystalline defects.  It also discusses the 
distribution and orientation of these defects and their correlation to the polarized PL 
emission. 
Chapter 8 summarizes the findings and contributions of the study.  
Recommendations for future research direction and potential applications and 
improvements are discussed. 
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Chapter 2 – Silicon photovoltaic solar cells 
Crystalline silicon is the base material for many devices in the electronics industry and 
the solar energy industry.  Prime grade silicon wafers are required to make integrated 
circuit chips, and most of the processes are done in a cleanroom environment.  For solar 
cell fabrication, silicon wafers are prepared with lower purity in a less controlled 
environment to achieve a lower cost.  Defects can occur in the wafer during the solar 
cell fabrication process and can change the silicon material properties.  It is important to 
study the defects due to material processing and manufacturing steps and their impact on 
the performance of a finished solar cell device.  In this chapter, an overview of solar cell 
operation and manufacturing is addressed.  Materials characterization technologies 
commonly used for defect analysis in silicon PV solar cells are reviewed below. 
2.1 SILICON PHOTOVOLTAIC SOLAR CELLS OVERVIEW 
A PV solar cell is a device that converts light into electricity.  Solar cells can be 
made of thin-film semiconductors, including III-V materials, cadmium telluride (CdTe), 
or copper indium gallium diselenide (CIGS).  Other non-semiconductor materials are 
also possible, such as polymer based PV cells.  However, the majority of solar cells 
(both installed and currently manufactured) are silicon based, built on either mono-Si or 
multi-Si wafers. 
2.1.1 Photovoltaic solar cell operation 
Silicon is a semiconductor material with a band gap energy of around 1.1 eV.  
Under incident light with the photon energy higher than the silicon band gap, photons are 
absorbed, exciting electrons to the conduction band and leaving holes in the valence 
band.  Both the electron and the hole are free to move in the silicon, and are referred to 
as charge carriers.  A silicon PV cell uses a p-n junction structure to separate the light-
induced electrons and holes, creating an electrical potential that can drive an external 
load.  For the most common p-type silicon wafer based solar cell, the p-n junction is 
achieved by doping an n-type emitter layer on top of the p-type silicon substrate, as 
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shown in Figure 2.1.  An anti-reflection coating covers the emitter for better light 
trapping.  Metal layers are used on the front and backside as electrical contacts. 
 
Figure 2.1 Schematic diagram of a p-type silicon solar cell (reproduced from [12]). 
The incident light is absorbed mostly within a few microns of the surface.  The 
charge carriers are generated at the p-n junction, and the electrical field in the p-n 
junction separates the electrons and holes.  For a p-type solar cell, the electrons flow 
toward the emitter and the holes flow toward the base.  This creates an electrical 
potential and an electrical current if the solar cell is connected to an external load. 
The charge carriers can exist and move in the silicon before recombination 
happens.  Recombination describes the process when an electron combines with a hole 
and the two carriers annihilate while releasing energy.  If the energy is released by 
forming a photon, it is called radiative recombination.  The energy can also be released 
as thermal energy in a non-radiative recombination process.  The average time a 
minority carrier can exist in its excited state before the recombination is called the 
minority carrier lifetime [13]. 
 
 
τ =
Δc
R
  (2.1) 
where  Δc  is the excess minority carrier concentration and R is the recombination rate.  
One of the most important properties of a silicon PV wafer is the minority carrier 
lifetime.  Because the minority carrier lifetime correlates to the amount of electrical 
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current the solar cell can provide, it is used as a metric to estimate solar cell efficiency.  
A longer carrier lifetime corresponds to a larger minority carrier diffusion length 
  L = Dτ   (2.2) 
where D is the diffusivity.  The carrier diffusion length determines the light generated 
current, which also equals the short circuit current 
 
 
Isc = qG Ln + Lp( )   (2.3) 
where q is the unit electrical charge, G is the generation rate, and Ln and Lp are the 
diffusion lengths for electrons and holes, respectively.  The short circuit current is the 
maximum current that can be provided by the solar cell, at zero voltage.  The other 
important property of the solar cell is the open circuit voltage, which is the maximum 
voltage available from the solar cell at zero current, and is given by [14] 
 
 
Voc =
kT
q
ln
Δcn Δcp +CA( )
ci2
+1
"
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   (2.4) 
where k is the Boltzmann constant, T is temperature, CA the doping concentration, and ci 
the intrinsic carrier concentration.  Figure 2.2 shows a typical current-voltage (I-V) 
curve of a solar cell, where the curve intersects with the vertical axis at Isc and the 
horizontal axis at Voc. 
When the solar cell is connected to an external load, it supplies a current and a 
voltage smaller than Isc and Voc, respectively.  There exists a point on the I-V curve of 
the solar cell, where the maximum power is delivered at Imp and Vmp.  The fill factor of 
the solar cell is defined as 
 
 
FF =
ImpVmp
IscVoc
  (2.5) 
Taking the ratio of the power output to the power input, the power conversion efficiency 
of the solar cell is given by 
 
 
η =
Pout
Pin
=
IscVoc FF
Pin
  (2.6) 
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Recombination reduces the amount of charge carriers in the silicon, and therefore 
it reduces the minority carrier lifetime and diffusion length [15].  According to Eq. (2.1) 
and Eq. (2.4), a shorter carrier lifetime results in a lower excess carrier concentration and 
reduces the open-circuit voltage.  A shorter diffusion length can reduce short-circuit 
current, as given by Eq. (2.3).  Since the open-circuit voltage and short-circuit current 
are the upper limit of Vmp and Imp, respectively, the maximum power output of a solar cell 
may be lower if it is made from a silicon wafer with short lifetime.  Higher 
recombination is usually found near impurities such as oxide and iron, and crystalline 
defects such as wafer surface, grain boundaries, and dislocations [16–18]. 
 
Figure 2.2 Schematic diagram of a typical I-V curve of a solar cell (reproduced from 
[19]). 
2.1.2 Solar cell manufacturing 
Silicon solar cell manufacturing starts from extracting high purity silicon 
feedstock from quartz crystals.  The silicon feedstock is further refined, melted, and 
cooled slowly to form crystalline silicon ingots.  PV wafers are made by cutting and 
wire-sawing the ingots into thin slices, normally of thickness around 200 µm with a 
typical wafer area of 156 mm ×	 156 mm.  PV wafers can be categorized according to 
the type of ingot they are made from.  The most widely used PV wafers are multi-Si and 
mono-Si wafers. 
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Multi-Si wafers are cut from a multi-crystalline silicon ingot, usually made by 
directional solidification in a rectangular crucible.  Individual grains with typical size 
ranging from 1 mm to 10 cm can be seen in the wafer.  Mono-Si wafers are cut from a 
single crystal ingot.  The Czochralski (CZ) method is widely used for growing single 
crystal ingots.  The CZ process pulls a single crystal cylindrical ingot out of the 
crucible.  After solidification and cooling, the ingot is trimmed to have a rectangular 
cross-section with rounded corners and wire-sawed into thin wafers.  Mono-Si wafers 
consist of a single crystal, and do not contain grain boundaries.  In general, the multi-Si 
solar cell also has lower efficiency than the mono-Si solar cell due to the effects of grain 
boundaries and dislocation structures in the wafer [12,20]. 
 
Figure 2.3 Standard silicon PV solar cell process flow (reproduced from [20]). 
After the wire-sawing process, the as-cut PV wafers are typically treated with a 
wet chemical etching process that removes surface damage such as micro-cracks.  The 
anisotropic etching process also creates surface texture resembling pyramids, which can 
reduce the light reflection compared to a flat surface. 
For a p-type solar cell, the base silicon wafer is doped with boron.  The top 
emitter layer is typically made by phosphorus diffusion in a high temperature furnace 
with phosphorus oxychloride (POCl3) gas.  This step is followed by an etching step to 
remove the phosphosilicate glass (PSG) layer, in most cases to allow a better metal 
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contact in a later step.  During the PSG removal step, the edge of the wafer is also 
etched such that only the top wafer surface has the phosphorous layer. 
An antireflection coating (ARC) layer is deposited on the wafer top surface to 
further enhance the light absorption.  Silicon nitride is the most common material for 
ARC layer. 
To make electrical contacts, a screen-printing method may be used to print 
electrodes on both sides of the wafer with silver or aluminum pastes.  Finally, a firing 
process is required to stabilize the electrodes, allow them to penetrate through the ARC 
layer, and make contact with the emitter layer. 
Once the solar cell device is completed, an electrical characterization test is 
required.  By measuring the output current under a standard illumination and a regulated 
external load, the I-V curve of the solar cell is given.  The measured data is then used to 
extract the important characteristics of the solar cell, including short circuit current, open 
circuit voltage, the current and voltage at the maximum power output, and the power 
conversion efficiency. 
A solar module, or solar panel, is an array of solar cells packaged and electrically 
connected together.  Metal tabs are soldered to provide electrical connection among the 
solar cells.  The entire assembly is then cleaned, laminated and encapsulated with glass 
and polymer layers.  A metal frame and a back sheet are also used to reinforce the solar 
panel assembly.  A final performance testing is done before the packaging and shipping 
the solar panel. 
2.1.3 Challenges for solar cell performance 
The PV industry explores cost-effective ways to make solar cells and the material 
processing technology is an important aspect.  High throughput and low-cost processes 
are used to manufacture PV wafers, but they might introduce crystalline defects and 
residual stress, which can degrade the silicon electrical and mechanical properties.  It is 
necessary to control both the crystalline defects and residual stress in the PV wafer, such 
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that the electrical power output, conversion efficiency, and mechanical strength can be 
maintained once the wafer is made into a finished cell. 
- Residual stress 
During the solidification process in manufacturing crystalline silicon ingots or 
blocks, residual stress can build up because of the temperature gradient in the silicon.  
Some components of this residual stress may relax after the crystal is wire-sawed into 
thin wafers, causing out-of-plane deformation known as wafer warpage or wafer bow 
[10].  As the PV industry seeks to lower the solar cell cost, it is advantageous to use less 
silicon material since it accounts for a large portion of the overall cost [20].  A thinner 
PV wafer is more easily bent to have an out-of-plane deformation.  Therefore, residual 
stress may relax through the out-of-plane deformation and cause a larger wafer bow than 
in a thicker wafer.  Uncontrolled wafer bow and non-uniform residual stress in the wafer 
can impact mechanical strength, leading to solar cell reliability issues such as fracture 
[21–23].  The residual stress can cause plastic deformation at high temperature, which 
leads to crystalline defects [24].  Residual stress can also affect the electrical properties 
of a PV wafer, such as the electron-hole lifetime [25,26].  Non-uniformly distributed 
residual stress may cause non-uniformity in the PV wafer electrical properties. 
- Grain boundaries and dislocations 
Grain boundaries and dislocations are crystalline defects commonly found in 
multi-Si wafers.  During the silicon solidification, crystal grains can nucleate from 
multiple sites that result in different lattice orientations [3,27].  Grain boundaries are 
often associated with higher dislocation density, which is in turn associated with higher 
density of recombination centers in silicon.  During the solidification process, 
dislocations can occur if the thermal stress exceeds the critical resolved shear stress and 
activates the slip systems in silicon. 
Grain boundaries and dislocations can reduce the solar cell output current by as 
much as 50% and impact the efficiency, because they affect the carrier transport and 
recombination in silicon [28–30].  Different grain size and dislocation distribution can 
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also impact the mechanical strength of the wafer, making it vulnerable to fracture during 
manufacturing [31–33]. 
The defects and residual stress in the PV wafer can both affect the electrical 
performance and the mechanical reliability in a finished solar cell, rendering the device 
unusable.  Therefore, it is important to detect the defects and residual stress early in the 
manufacturing steps.  The following sections introduce common non-destructive 
methods for investigating the PV wafer quality. 
2.2 DEFECT IMAGING METHODS FOR PHOTOVOLTAIC WAFERS 
Rapid and non-destructive defect imaging methods that feature a full-wafer field of view 
are preferred for PV wafer characterization.  It is also desirable for the defect imaging 
method to be applicable at every processing step.  Some defects are visible in 
transmission or reflection infrared light images [34], but their effects on solar cell 
performance can only be inferred by imaging the optical emission from the wafer.  
Since the carrier lifetime is an important metric for the efficiency evaluation, optical 
emission measurement related to the carrier lifetime is widely used in the PV industry. 
2.2.1 Optical transmission imaging 
Optical infrared transmission (IRT) is the most straightforward method for defect 
imaging.  The PV industry performs IRT imaging on the silicon PV wafers early in the 
wafering process, immediately after wire sawing, for example, to ensure the quality of the 
wafer.  Defects such as grain boundaries, dislocation clusters, and some precipitates are 
visible in the IRT images.  Figure 2.4 shows an IRT image of a 156 mm × 156 mm 
multi-Si wafer, where crystal grains of various sizes and shapes are visible due to the 
intensity contrast.  IRT imaging can also be applied on the silicon ingots prior to wire-
sawing, which allows the wafer manufacturers to cut off the defective regions in the ingot 
[22,32,35]. 
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Figure 2.4 Full-field (156 mm × 156 mm) IRT image of a multi-Si PV wafer. 
2.2.2 Photoconductance based measurement 
Sinton and Cuevas demonstrate a quasi-steady method to measure the effective 
lifetime in the solar cell, by using a radio frequency sensing setup to measure the quasi-
steady-state photoconductance (QSSPC) [14].  A steady state light source is used as the 
excitation light source, and the conductance of the silicon is changed depending on the 
amount of excess charge carriers.  QSSPC measures the effective lifetime for a whole 
wafer.  For spatially resolved lifetime measurement, Schmidt and Aberle use another 
setup called microwave photoconductance decay (µ-PCD) to obtain a 2D map of the PV 
wafer lifetime distribution [36].  In this setup, a pulsed-laser light source is used to 
raster-scan the wafer [37].  A microwave signal is sent from a source to the wafer, and a 
detector receives the reflected microwave, such that the conductance can be determined.  
This method is often used to calibrate the carrier lifetime given by PL imaging; however, 
the scanning requires more than 1 hour to complete a full-wafer image and the spatial 
resolution is lower than the PL imaging. 
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2.2.3 Lock-in thermography 
Breitenstein et al. develop a highly sensitive lock-in thermography (LIT) method 
using an infrared camera to detect the distribution of power loss across the wafer area 
[38,39].  Either an electrical current or illumination can serve as the input signal, which 
is modulated at a fixed frequency.  The infrared signal emitted from the wafer due to its 
power dissipation is detected using a lock-in mechanism for noise rejection.  The LIT 
image shows “shunts” (defect areas) in the wafer, which are locations that have greater 
power loss and thus show different contrast on the LIT image.  Johnston et al. correlate 
the PL emission from defects in multi-Si wafers with a dark LIT (DLIT) measurement, 
where a voltage is supplied to drive the current through shunts, as oppose to using a light 
source. 
 
Figure 2.5 Full-field (156 mm × 156 mm) DLIT image shows shunts in a multi-Si solar 
cell as brighter spots.  An 8V reverse bias is applied. (Provided by S. Johnston at 
NREL) 
Figure 2.5 shows a DLIT image collected upon applying an 8V reverse bias.  
This measurement imitates the condition when the cell in a solar panel is blocked from 
sunlight.  The bright spots in Figure 2.5 are defective sites vulnerable to thermal 
damage.  Various types of defects in the wafer can cause shunts, including silicon 
nitride (Si3N4) inclusions, silicon carbide (SiC) precipitates, surface scratches, aluminum 
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particles, cracks, and crystalline defects.  LIT imaging requires a sophisticated system 
setup for signal processing and amplification.  It also requires electrodes to allow the 
current flow and is only suitable for the solar cells after metallization [40,41]. 
2.2.4 Laser beam induced current 
Laser beam induced current (LBIC) is a scanning approach for obtaining a map of 
the solar cell output current when only a local spot is subjected to laser beam illumination 
[42].  LBIC is ideal for understanding the local quality of the solar cell because the 
measured light-induced current represents the similar response as the solar cell under the 
sun.  The scanning setup utilizes a xy-stage that moves the solar cell or a raster scanning 
light source.  LBIC is used for mapping the minority carrier lifetime and investigating 
the electrical properties of grain boundaries [43].  The main drawback of the LBIC 
imaging is the excessively long data acquisition time for a full-wafer image.  In 
addition, it requires electrical contacts and a current amplification setup to detect the very 
low light-induced current variation. 
2.2.5 Electron beam induced current 
The idea of electron beam induced current (EBIC) is similar to LBIC, but using 
an electron beam to replace the laser as the excitation source.  EBIC measurement can 
be implemented in a scanning electron microscope (SEM) by directing the electron beam 
at a local spot on the solar cell and detecting the solar cell output current.  Electrically 
inactive areas such as grain boundaries and dislocations give little current output under 
the electron beam injection.  EBIC has a higher spatial resolution than LBIC due to the 
smaller spot size of the electron beam [16].  Kittler et al. utilize EBIC imaging to 
investigate the recombination behavior of the defects in multi-Si wafers [44].  The high-
resolution nature makes EBIC an appropriate tool for microscopic defect analysis, but not 
suitable for a manufacturing setting that needs rapid, full-field imaging. 
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2.2.6 Electroluminescence imaging 
Electroluminescence (EL) imaging can be used for determining electrical 
properties such as minority carrier lifetime of a solar cell.  The EL images of multi-Si 
solar cell are obtained and converted into spatially resolved carrier lifetime information 
by Würfel et al [45].  Cheng et al. measure carrier lifetime due to different 
recombination mechanisms in mono-Si wafers [46].  The luminescence is obtained by 
supplying an electrical current across the p-n junction in the solar cell and generating 
excess charge carriers, which gives band-to-band emission through radiative 
recombination.  Hinken et al. present several experimental configurations for fast and 
full-field PV wafer inspection [47].  Peloso et al. use EL imaging to reveal dislocation 
structures that have polarized emission [48,49].  The advantage of the EL imaging is a 
relatively simple setup since the excitation current is provided through the solar cell’s 
electrodes.  Because electrodes are needed to supply the current to the p-n junction, EL 
imaging is only available for the finished solar cell devices after metallization. 
2.2.7 Photoluminescence imaging 
PL imaging is widely used in the PV industry to determine the wafer electrical 
properties, and in particular, the carrier lifetime in the silicon.  Similar to EL imaging, 
PL imaging gathers spatially resolved light emission at a full-wafer scale.  The PL 
emission at room temperature has the photon energy approximately from 0.7 eV to 1.4 
eV, as shown in Figure 2.6.  The peak around 1.1 eV is related to the carrier 
recombination across the band gap and is referred to as band-to-band PL.  The peak 
around 0.8 eV is due to the recombination involving defect structures and is referred to as 
defect band PL [50].  
PL imaging has an important advantage over EL in that no electrical contact is 
needed.  A light source with the photon energy larger than the band gap energy is used 
as the excitation source for the PL emission.  Thus, PL imaging can, in principle, be 
applied to every processing step from the wire-sawed PV wafer to the finished solar cell. 
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Figure 2.6 Room temperature silicon PL spectrum.  The band-to-band PL is marked as 
BB and the defect band PL is marked as D1 [51]. 
Figure 2.7a and b show the band-to-band PL images of a multi-Si wafer and a 
mono-Si wafer provided by different manufacturer, respectively.  Both wafers are as-cut 
wafers, which are wire-sawed without further processing.  The multi-Si wafer is cut 
from a directional solidified multi-crystal ingot and the mono-Si wafer is cut from a 
Czochralski process-grown single crystal ingot.  Only qualitative comparison can be 
made between the two images because the PL intensity depends on the doping level in 
the wafer.  The mono-Si wafer PL image has a significantly higher uniformity than the 
multi-Si wafer image.  This suggests that the multi-Si wafer contains more defects, 
which can reduce the band-to-band PL emission and cause the dark regions in the PL 
image.  Therefore, Figure 2.7 gives a qualitative indication of how different crystal 
growth process can impact the distribution of electrical property in a PV wafer. 
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Figure 2.7 Full-field (156 mm × 156 mm) PL image of (a) multi-Si and (b) mono-Si PV 
wafers after wiring saw process. (Provided by NREL and SolarWorld) 
PL spectroscopy for silicon is usually done at a very low temperature to enhance 
the sensitivity of the experiment setup [52].  Tajima demonstrate the possibility to 
obtain both the band-to-band and defect band PL in room temperature for silicon and 
gallium arsenide wafers [53].  The PL emission can be spectrally or spatially resolved, 
which can indicate defective locations in the wafers.  Ostapenko et al. study the silicon 
defect band PL and found that the defect band PL is strongly polarized [6].  They also 
show that the defect band PL is spatially correlated to low carrier lifetime regions in the 
wafer and that the lifetime is enhanced in a finished solar cell compared to the as-cut 
wafer.  However, the scanning apparatus requires a very long acquisition time for a full-
wafer image.  Trupke et al. obtain a full-wafer PL image within a few seconds using a 
high-pixel detector array and a laser excitation light source [5,54].  This breakthrough 
allows practical application in the PV industry.  In the following years, different 
modifications and improvements of the PL imaging setup are proposed.  Giesecke et al. 
present a method using both the reflection type and the transmission type PL imaging, in 
order to eliminate the effect of light from the laser source leaking into the camera [55].  
Schmid et al. demonstrate a setup using an InGaAs-based infrared camera and achieved 
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both the band-to-band and defect band PL imaging within a fraction of a second with 
high spatial resolution [56]. 
With the advance of the full-field PL imaging technology, it is possible to study 
the minority carrier lifetime distribution in PV wafer that is affected by each process step.  
To investigate the effect of material processing on the PV wafer carrier lifetime, Yan et 
al. use PL imaging throughout the solar cell fabrication—including the wire sawing, 
texturing, PSG deposition, PSG removal, ARC deposition, and metallization steps [57].  
Tajima et al. use different optical filters during the PL imaging and achieve spectral 
analysis of the PL images, which reveals effects on the PL associated with oxide 
precipitates, dislocations, and grain boundaries at different temperatures [58].  Johnston 
et al. present a method to distinguish different types of defects in the PV wafers and 
correlate them to shunts in DLIT images [41].  The PL intensity from some defects is 
increased by a thermal process step, while other defects show a reduced intensity after the 
same thermal process.  Kato et al. study the polarization direction of defect band PL 
from crystal grain boundaries.  Different polarization angles are shown to be related to 
the PL emission from either twist or tilt grain boundaries [59]. 
Applications of PL imaging extend beyond wafer inspection.  Mitchell et al. 
demonstrate the ability to utilize the PL imaging on silicon bricks before the wire-sawing 
step, which can save the material processing cost and time by identification of the 
unusable part of the silicon ingot [60].  PL measurement can also be used to identify 
defect-induced stresses in silicon.  This is achieved by determining the polarization of 
the PL emission at liquid helium temperature [61].  Cassidy demonstrate a polarized PL 
imaging method to determine strain associated with dislocation structures [62,63]. 
In present study, a novel PL imaging system is built with the ability to 
characterize the spatial distribution of both the band-to-band and defect band PL at the 
wafer scale.  The tool utilizes a lock-in algorithm to resolve the polarization orientation 
of the PL emission.  The PL imaging system is built on the framework of an existing 
infrared PE imaging system.  Therefore, the spatial distribution of the defect band PL 
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can be compared to the defect stress signature in the same field of view and pixel 
registration. 
2.3 PV WAFER RESIDUAL STRESS ANALYSIS 
Residual stress is an important issue in silicon wafer manufacturing, both for the 
IC industry and the PV industry [35,64].  During solidification, the temperature in the 
silicon ingot drops from the melting point to room temperature.  The large temperature 
gradient at the time of full solidification can introduce significant residual thermal stress.  
After wire-sawing into wafers, the residual stress can relax through an undesired out-of-
plane deformation.  The residual stress can also cause crystalline defects at high 
temperature and degrade wafer electrical properties. 
2.3.1 Wafer bow measurement 
Thermally induced stress can be partially relaxed by an out-of-plane deformation 
causing a wafer bow, which is defined as the out-of-plane deformation between the wafer 
center and its edge.  In general, a large wafer bow indicates a larger residual stress in the 
wafer.  Using a probe in contact with the wafer surface or a non-contact optical setup, 
the wafer surface profile can be determined.  Work by Inzinga et al. demonstrates the 
use of the wafer bow measurement as a guideline for refining the silicon wafer bonding 
process with a goal of controlling the residual stress [65].  Wafer bow measurement is 
widely adopted in the silicon industry as a qualitative inspection method, since large 
wafer bow is associated with wafer damage in the handling steps [66].  A wafer bow 
measurement does not provide spatial information about the residual stress in the wafer. 
2.3.2 X-ray diffraction 
X-ray diffraction (XRD) is a non-destructive tool for characterizing crystalline 
materials.  By measuring the diffraction pattern scattered from the crystal grain, its 
lattice spacing can be determined.  Residual strain can be calculated from the change of 
the lattice spacing compared to an unstrained material.  For example, Bismayer et al. use 
XRD to quantify the subsurface residual stress in silicon wafers, as induced by wafer 
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polishing [67].  Garagorri et al. investigate the dislocation structures generated by the 
thermal process in silicon wafers using XRD imaging [68].  The XRD method is 
convenient for determining the crystalline orientation information together with the stress 
magnitude.  One of the disadvantages of the technique is the need for relatively small 
specimen surface roughness for a good x-ray diffraction pattern.  However, the PV 
wafer surface is typically textured throughout the manufacturing process in order to 
increase the surface roughness for better light trapping.  Thus, an additional polishing 
step is required in order to use XRD imaging.  XRD imaging also needs point-by-point 
scanning to obtain a full-field image, which results in a longer image acquisition time. 
2.3.3 Micro-Raman spectroscopy 
Micro-Raman spectroscopy is used for measuring local stress state in materials, 
non-destructively and with minimal sample preparation.  In Raman scattering, a 
monochromatic light source is projected into the silicon crystal and a spectroscope is 
used to measure the wavelength shift of the scattered light.  Therefore, the silicon lattice 
vibration mode can be determined and related to the mechanical strain in the crystal [69].  
By using a focused laser, sub-micron lateral resolution can be achieved.  Becker et al. 
use micro-Raman for residual stress mapping near a crack tip and grain boundaries in a 
multi-Si wafer [70].  Sarau et al. use micro-Raman to determine the residual stress 
associated with SiC and Si3N4 inclusions in a PV wafer.  Because of its high spatial 
resolution, micro-Raman spectroscopy is suitable for investigating the localized stress 
associated with the crystalline defects in the silicon.  A high resolution mapping for a 
full wafer can take hours, since each scan step needs a few second to complete [32,71]. 
2.3.4 Infrared photoelasticity 
Infrared PE provides a mapping of strain-induced birefringence at a full-wafer 
scale.  The birefringence in the silicon wafer is proportional to the difference between 
the in-plane principal strains.  Thus, PE imaging provides a measure of in-plane shear 
strain and additional information is needed to determine the other strain components.  
The instrument for PE imaging is called a polariscope.  Classical types of polariscope 
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include the plane polariscope, the circular polariscope, and the mixed polariscope.  
Various modifications are developed for specific applications.  Advanced polariscopes 
are digitally controlled and use phase shifting techniques, and give both the strain 
magnitudes and directions simultaneously [72]. 
Infrared PE was adopted early as a tool to determine the stress in a semiconductor 
material.  In 1959, Lederhandler used a circular polariscope to obtain stress images of a 
silicon wafer and showed that the regions with a higher permanent strain signal also have 
a higher dislocation density [73].  In 1965, Appel et al. created an infrared polariscope 
that could be configured as either a plane or circular polariscope.  This setup gives 
multiple fringes when a large external load is applied on the silicon, but is not sensitive 
enough for a smaller residual stress magnitude [74].  One of the challenges of utilizing 
PE in silicon wafer inspection is that the fringe order is very low due to the use of longer 
wavelength and short path length in the wafer.  Several decades later, Yamada uses a 
plane polariscope setup based on a high intensity single point scanning technique to 
measure residual stress in a GaAs wafer one spot at a time, achieving a higher sensitivity 
than traditional fringe counting methods [75].  However, the technique requires a time-
consuming scanning procedure to obtain a residual stress map of the wafer.   
Yamada [76] demonstrate a computer-controlled polariscope to automatize the 
image acquisition.  Fukuzawa and Yamada develop their own PE imaging system, 
SIRP, to measure the strain-induced birefringence associated with different types of grain 
boundaries in a multi-Si PV wafer [77].  Later, Fukuzawa et al. use this PE setup 
together with the crystal orientation determined by electron backscatter diffraction 
(EBSD) to quantify the residual strain near grain boundaries in a multi-Si wafer.  The 
spatial resolution is limited by a scanning step of 0.1 mm × 0.1 mm in a 4 mm × 3 mm 
field of view [78]. 
Wang and Patterson present an automated phase shifting method based on a 
circular polariscope [79].  This method uses a phase shifting scheme with six different 
polarizer and quarter wave plate arrangements and generates a full-field stress image of a 
silicon wafer.  He et al. introduce a fringe multiplier into the phase shifting setup to 
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increase the sensitivity and measure the low birefringence in silicon wafers [80].  
However, this method can reduce the spatial resolution of the stress image.  Zheng and 
Danyluk apply the six-step phase shifting method to residual stress analysis for silicon 
wafers and then determine the anisotropic stress-optic coefficient of the silicon [81].  
Ramji and Ramesh develop a ten-step phase shifting technique with both plane and 
circular polariscope optical arrangements to improve the accuracy [82,83].  Wang and 
Asundi introduce a liquid crystal-based phase shifting method that can be controlled 
electrically, although additional calibration is needed for the liquid crystal device [84]. 
The present study is based upon the work presented by Horn et al. in 2005, which 
demonstrates an infrared grey-field polariscope (IR-GFP) based on a mixed polariscope 
setup [85].  By continuously rotating the analyzer and employing rapid video processing 
algorithms, both the stress magnitude and direction measurements are available, which 
results in a simpler setup than other phase shifting methods.  In work following the Horn 
et al. 2005 paper, the IR-GFP imaging system is used to characterize stress 
concentrations near the etched cavities in both anodically bonded silicon wafers and the 
silicon-on-insulator wafers [65,86].  The residual stress in mono-Si PV wafers is also 
investigated using the IR-GFP system [87]. 
Figure 2.8 shows a residual stress image of a mono-Si PV wafer using IR-GFP.  
The image color represents the amount of in-plane shear stress in the wafer, with grey 
color indicating zero stress, lighter color showing larger positive stress values, and darker 
color showing larger negative stress values.  The IR-GFP image reveals non-uniform 
residual stress across the wafer with each pixel value providing quantitative information 
based on known material properties.  Also shown on the stress image are the linear 
patterns associated with crystalline defects in the wafer, which are oriented at ±45° angles 
to the wafer edges. 
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Figure 2.8 Full-field (156 mm × 156 mm) Residual stress image of a mono-Si PV wafer 
using IR-GFP. 
Ganapati et al. utilize the IR-GFP tool for characterization of multi-Si PV wafers 
[35].  Since only the in-plane shear stress is directly available from PE imaging, 
additional methods are needed if other stress components are to be found.  By cleaving 
the silicon wafer specimen, the other stress components can be determined from the 
amount of relieved stress due to creation of new free surfaces.  Additionally, PE 
measurements are compared to finite element analysis (FEA) results to characterize the 
stress associated with precipitates in the silicon wafers. 
In the present study, an advanced digitally controlled IR-GFP imaging system is 
used to experimentally analyze the residual stress in silicon PV wafers.  The IR-GFP 
system is used to make sub-fringe stress measurements at both full-wafer and 
microscopic scale.  Therefore, it gives the spatial distribution for both thermal stress 
across the wafer, and the local stress near defect structures.  The IR-GFP stress images 
are further compared with FEA simulations for quantifying the stress and understanding 
the wafer strain energy relaxation. 
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2.4  DISLOCATION STRESS SIMULATION 
Stress quantification for dislocation structures has been advanced by interpreting 
the experimentally collected PE images with FEA simulations calculated on a 
microscopic scale as shown by Ge, [88] and Higashida [89].  Cassidy et al. also use 
simulation to quantify the experimental strain measurement from a PL-based method 
[62].  In this study, a numerical simulation framework is created for quantitative 
interpretation of the PE stress image and for understanding the mechanism of strain 
energy relaxation and dislocation orientation in PV wafers. 
Numerical simulation for investigating dislocation mechanics at the mesoscale 
(smaller than the classical continuum mechanics model dimensions but larger than the 
atomistic model scale) has advanced significantly in recent years, as discrete dislocation 
(DD) modeling has emerged as an active research area in solid mechanics.  In a DD 
model, dislocation structures are considered as a network of discretized dislocation 
segments.  The stress and strain associated with each dislocation segment are given by 
the classical elastic theory.  Simulations based on a DD model can be used to study the 
plasticity in a material by accounting for the evolution of each dislocation in the model.  
Kubin et al. demonstrate the first numerical implementation of DD model for 3D 
simulation in 1992 [90].  A planar model is presented by van der Giessen and 
Needleman [91].  Fivel et al. combine a DD model with FEA simulation to investigate 
the plastic zone due to indentation on a copper crystal [92].  Zbib et al. simulate the 
behavior of a large number of curved dislocations using a DD model, and divide the large 
simulation volume into smaller cubical cells to create a framework that is suitable for 
parallel computing [93]. 
One of the key challenges of these simulations is that, although the classical 
dislocation theory is very well developed [94], the implementation of the analytical 
stresses in a large-scale simulation requires additional corrections.  For example, if free 
surfaces are to be considered, an image stress needs to be implemented in the model to 
maintain traction-free boundary conditions.  Van der Giessen and Needleman use the 
principle of superposition in a 2D simulation by to achieve a free surface boundary 
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condition [91,95].  The same hybrid framework is also used in 3D simulations, where 
the DD model uses the elastic field of a dislocation in an infinite domain and the free 
surface boundary condition is corrected using a FEA model [96–98].  Yan et al. use a 
different method to achieve a traction-free surface, where rectangular prismatic 
dislocation loops are implemented for padding the surface area and creating a resultant 
image stress [99]. 
Another challenge for numerical simulation occurs when a dislocation segment 
intersects a free surface.  When classical dislocation theory is used, the stress at the 
dislocation core is singular and cannot be easily handled numerically.  Yoffe (1961) 
presents a solution to the problem where a dislocation with singularity intersects a free 
surface [100].  Tang et al reports a hybrid method, which uses Yoffe’s solution for the 
dislocation segment intersecting the free surface and uses a FEA simulation for the rest of 
the segments [101].  Cai et al. propose a non-singular continuum approach for easy 
implementation of the dislocation stress field in numerical simulations with free surfaces 
[102]. 
DD modeling is now widely used to study plasticity in materials and to 
investigate the dynamic interaction between dislocation structures and an applied stress 
field.  However, DD modeling has not yet been applied to study dislocation structures in 
a PV wafer in combination with experimental measurements.  The present study uses a 
DD model to help quantify the residual stress in the wafer due to both the thermal stress 
and dislocation stress.  The DD model formulated here is significantly simplified 
because only static distributions of the dislocations are considered.  However, by 
considering the free surfaces of a wafer and applying the appropriate corrections in the 
simulation, the DD model provides insights into the PV wafer strain energy distribution 
and its effects on the orientation of dislocation structures in the wafer. 
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Chapter 3 – Infrared photoelastic imaging 
This chapter describes the working principle of infrared PE imaging and reviews its 
applications on semiconductor experimental strain analysis.  PE is a full-field imaging 
technique that provides a spatial measurement of the in-plane strain.  PE is most 
commonly performed on thin, flat samples of material that is transparent to the light 
source.  The materials’ refractive indices should depend on the strain state in the 
material.  An infrared light wavelength longer than 1150 nm is required for transmission 
type photoelastic measurements for silicon wafer. 
3.1 PHOTOELASTICITY THEORY 
PE theory describes the relation between the elastic strain in the material and the 
strain-induced birefringence.  Some mineral crystals have two different refractive 
indices for the ordinary ray and the extraordinary ray of an incident light, and the 
birefringence is defined as the difference between the two refractive indices, ne − no( ) .  
Strain-birefringent materials such as glass and silicon present a single refractive index 
when there exists no strain in the material.  However, strain-induced birefringence can 
result in differing indices when these materials experience mechanical strains.  From 
Maxwell’s equations, the refractive index n of a medium is related to the dielectric 
constant  by 
  (3.1) 
where c and  are the speed of light in vacuum and in the medium, and  and  
are the permittivity in vacuum and in the medium respectively.  In general, the dielectric 
property of a material is described by a tensor with components , with its principal 
dielectric constants related to the refractive indices by , , .  
Taking the principal directions of  as the coordinate system axes ( , , ), the 
relation among the refractive indices is given by 
κ
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  (3.2) 
The above equation constitutes an ellipsoid in space and is called the optical index 
ellipsoid or indicatrix.  By replacing the dielectric constant tensor components  with 
the impermeability tensor components , Eq. (3.2) can also be written as 
  (3.3) 
where , ,  are the eigenvalues of .  If incident 
light propagates along the  direction, its ordinary and extraordinary wave components 
should oscillate along the  x1  and  x2  directions.  The  x1 - x2  plane intersects with the 
optical index ellipsoid and results in an ellipse given by 
  (3.4) 
with  and corresponding to the semi-axes of the ellipse, as shown in Figure 3.1.  
The birefringence in the material is given by the difference between the two refractive 
indices, or  n1 − n2( ) . 
 
Figure 3.1 Optical ellipse with principal directions along the  x1  and  x2  directions. 
When a strain-birefringent material is subjected to a mechanical deformation, the 
strain introduces an anisotropic change in the material atomic spacing.  The electron 
distribution changes differently in one direction with respect to other directions, causing 
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anisotropy in the dielectric constants.  For elastically isotropic materials such as glass, 
the birefringence induced by the strain can be expressed by 
   (3.5) 
where K is the strain-optic coefficient of the material, and  and  are the in-plane 
principal strains.  If the light wave is decomposed into two orthogonal components 
along the principal strain axes, the components experience different refractive indices and 
will propagate with different speeds.  One wave component oscillates about the fast 
optical axis, which is associated with the lower refractive index value.  The slow optical 
axis corresponds to the higher refractive index.  Figure 3.2 shows the fast and slow 
optical axes and their corresponding refractive indices.  For elastically isotropic 
materials, such as glass, the two optical axes also correspond to the in-plane principal 
strain. 
 
Figure 3.2 Principal strain directions align with the optical axes for elastically isotropic 
materials. 
Assuming the thickness of the photoelastic specimen is h, the birefringence in the 
material can cause a linear retardation  between the two components, given by 
  
δ = h n1 − n2( )  (3.6) 
The linear retardation can also be expressed in terms of a phase retardation (Δ) of the 
incident light of given wavelength (λ): 
 n1 − n2( ) = K ε1 − ε2( )
 ε1  ε2
δ
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Δ = 2π / λ( )δ   (3.7) 
In 1889, Pockels discovered that the photoelastic behavior of crystals is 
anisotropic.  For example, silicon has a diamond crystal structure and is elastically 
anisotropic.  Although silicon has only one value of refractive index when no 
mechanical strain is present, its photoelastic properties cannot be described by only one 
strain-optic coefficient.  Therefore, for anisotropic materials, Eq. (3.5) is no longer 
valid.  The photoelastic properties of a crystalline material can be related to elastic stress 
or strain through Pockels’ law, or [103]: 
   (3.8) 
where  and  are the components of stress or strain, respectively.   are the 
impermeability without any stress or strain.   and  are elasto-optic and piezo-
optic constants, respectively.  For silicon and other materials with crystal structures 
having cubic symmetry, the piezo-optic tensor in the crystal coordinates is given in Voigt 
notation by 
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Substituting Eq (3.10) into Eq. (3.8), the change of impermeability is found by 
   (3.10) 
 Bij − Bij
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 σ ij  ε ij  Bij
0
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where , , , , , in Voigt 
notation, and  in the crystal coordinates.  The principal values of the 
impermeability tensor,  and  are written in terms of refractive indices as 
 
 
Bp1 − Bp2 =
1
n12
− 1
n22
!
n2 − n1( ) n1 + n2( )
n12n22
  (3.11) 
Since the change of the refractive index from its strain-free value is very small, we can 
assume that  n1 + n2 = 2n0  and  n1
2n22 ! n04 , the birefringence due to the elastic strain can 
be related to the principal impermeability values by [103] 
 n1 − n2 =
−n03
2
Bp1 − Bp2( )   (3.12) 
When the light is transmitted through the specimen thickness h, along the  x3  direction, 
the linear retardation accumulated between the fast and slow optical axes can be 
expressed as 
 
 
δ = (n1−n2 )dx3
h
∫   (3.13) 
3.2 INFRARED GREY-FIELD POLARISCOPE 
The infrared imaging system in this study is based on the IR-GFP developed by 
Horn in 2005 and built by Stress Photonics Inc. as a computer-controlled photoelastic 
imaging system, as shown in Figure 3.3 [104].  It is capable of capturing a full-field PV 
wafer stress image in 30 s without needing to change any optics. 
As shown in Figure 3.4, the IR-GFP is based on a mixed polariscope setup, which 
uses a linear polarizer and a quarter wave plate between the light source and the specimen 
and an analyzer between the specimen and the camera.  A tungsten halogen bulb is used 
as the light source, which is further conditioned to output mostly in the infrared range, 
with the wavelength λ  near 1150 nm. 
 ε11 →ε1  ε22 →ε2  ε33 →ε3  ε23 →ε4  ε31 →ε5  ε12 →ε6
 B4
0 = B50 = B60 = 0
 Bp1  Bp2
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Figure 3.3 IR-GFP imaging system 
The polarizer and the quarter wave plate circularly polarize the light before it is 
transmitted through the silicon wafer.  A linear analyzer is mounted on a rotating stage 
with a position encoder, which polarizes the incident light before the camera.  With each 
revolution of the rotating analyzer, the camera captures 16 raw images at different 
analyzer angles and the computer synthesizes stress images related to magnitude and 
direction from these raw images.  The detector can be an InGaAs camera or a CCD 
camera, with appropriate filters to narrow the wave band near the desired wavelength.  
A macro-lens with adjustable focal lengths or a 5X-microscopic objective lens may be 
used for imaging with different resolution and field-of-view. 
 
Figure 3.4 Schematic diagram of the IR-GFP setup. 
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Circularly polarized light consists of two orthogonal wave components that are 
shifted 90 degrees out of phase in time.  When the circularly polarized light transmits 
through a specimen with a birefringence, the two wave components are subjected to a 
differential phase retardation, given by Eq. (3.7).  Therefore, the transmitted light 
becomes elliptically polarized.  The vector sum of the two wave components follows a 
elliptical trajectory on the x1-x2 plane, which is perpendicular to the light propagation 
direction, as shown in Figure 3.5.  The elliptically polarized light is oriented at an angle 
β  with respect to the x1 axis.  The shape of the ellipse is determined by the optical 
retardation δ  between the slow and fast optical axes.  When  δ = 0 , which corresponds 
to a zero birefringence and the transmitted light remains a circularly polarization.  When 
 0 ≤δ ≤ λ / 4 , the retardation causes an elliptical polarization, with its major axis tilted, 
making a 45-degree angle to both slow and fast optical axes.  The magnitude of the 
birefringence  (n1 − n2 )  is related to the difference in lengths between the major and 
minor axes.  A larger birefringence corresponds to an ellipse with a larger difference in 
its axis lengths. The principal strain difference is given by Eq. (3.5).  Since the principal 
strain directions are aligned with the slow and fast optical axes, the principal strain 
direction are also at a 45-degree angle to the major axis of the ellipse and can be found by 
knowing the β  angle.  If the birefringence increases such that  δ = λ / 4 , the elliptical 
polarization reduces to a linear polarization. 
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Figure 3.5 Schematic diagram of the elliptically polarization geometry that is followed by 
the electric field vector in time, when viewed along the  x3  (out-of-plane) direction.  β  
denotes the angle between the major axis and the  x1  direction. 
The elliptically polarized light resulting from transmission through the specimen 
passes the analyzer before entering the camera sensor.  The analyzer is a linear polarizer 
mounted on a constant speed rotation stage with a continuously changing orientation 
angle α .  The intensity received by the camera reaches a maximum value when the 
analyzer is aligned with the major axis of the polarization, i.e., α = β  or α = β ±π .  
Similarly, the minimum intensity occurs when the analyzer aligns with the minor axis of 
the ellipse.  As the analyzer rotates by one revolution, the intensity experiences two 
maximum values.  Thus, the intensity is modulated by the analyzer rotation at a 
frequency  2α  with a shifted phase  2β , so that [104]: 
 
 
I = Ia 1+ sinΔsin 2α −2β( )%& '(   (3.14) 
where Ia is the averaged light intensity.  When the retardation Δ  is zero, the light 
intensity is constant at Ia, because the transmitted light retains the circular polarization.  
When there is birefringence in the material, sinΔ is constant, but non-zero (assuming 
subfringe analysis).  Thus, the light intensity oscillates with the rotation of the analyzer, 
as shown in Figure 3.6.  This oscillating sinusoidal signal can be expressed by 
 34 
superposition of a cosine and a sine component.  Equation (3.14) can be re-written and 
normalized by Ia, which gives 
  I =1+ Icos cos2α + Isin sin2α   (3.15) 
where 
  
Icos = − η sinΔ( )sin2β   (3.16) 
and 
  
Isin = η sinΔ( )cos2β   (3.17) 
where η  is the ratio of the polarized light intensity to the averaged intensity. 
For applications such as silicon PV wafer stress imaging, the specimen thickness 
is small compared to the wavelength of the light source.  In addition, the shear strain in 
the specimen is typically small.  Thus, the resulting phase retardation given by Eq. (3.5) 
to Eq. (3.7) is very small, such that there is no fringe seen in the stress image.  For the 
sub-fringe photoelasticity analysis, the approximation  sinΔ!Δ  is valid.  The 
retardation is related to the captured intensities by 
 
 
Δ! sinΔ = 1
η
Icos2 + Isin2( )
1/2
  (3.18) 
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(   (3.19) 
 
Figure 3.6 Light intensity as a function of analyzer angle 
The camera captures the images of the oscillating intensities at 16 different analyzer 
angles equally distributed across one revolution.  The cosine component Icos and the sine 
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component Isin are extracted from these images and can be correlated to the components 
of the shear strain in the specimen.  Figure 3.7 shows the analyzer angle and the 
elliptical polarization direction due to two different representative shear strain 
orientations.  In Figure 3.7a, the principal strains align at 0° and 90°, corresponding to a 
maximum shear strain at 45°.  As the analyzer rotates counter-clockwise, the intensity I 
increases from Ia at the circular polarization state to a maximum value at 45°, and 
decreases back to Ia at 90°.  Thus, the intensity profile due to a shear strain at 45° 
resembles a pure sine component. 
  Isin ∝γ45   (3.20) 
 
Figure 3.7 Analyzer angle and elliptical polarization orientation due to (a) principal 
strains at 0° and 90° (shear at 45°), and (b) principal strains at ±45° (shear at 0°/90°) 
Similarly, in Figure 3.7b, the principal strains align at ±45°, corresponding to 
shear strains at 0° and 90°.  The resulting axes of the optical ellipse are at 0° and 90.  
The intensity profile I resembles a pure cosine because the maximum and minimum 
intensity values occur at 0° and 90°.  Thus, the shear strains at 0° and 90° can be 
correlated to the cosine component, or 
  Icos ∝γ0   (3.21) 
An arbitrary strain state, such as that shown in Figure 3.6 corresponds to an intensity 
profile that can be decomposed into Isin or Icos components. 
The IR-GFP imaging is utilized to obtain the spatial distribution of residual strain 
in silicon PV wafers.  Due to the anisotropic strain-optic property of silicon, the 
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effective strain-optic coefficient along the ±45° direction and the 0° and 90° directions 
are not identical for the wafer with [001] surface crystal orientation [80].  Thus, the total 
retardation given by Eq. (3.18) does not correspond to a unique strain-optic coefficient.  
Since the proprietary software in the IR-GFP system considers only isotropic materials, 
additional steps are needed to make quantitative strain analysis.  In this research, only 
the retardation value in the Icos image is used.  A numerical model is created to simulate 
the residual strain in a PV wafer, which also gives a simulated Icos retardation image.  
The simulated Icos image is then fitted to the measured retardation in the Icos image 
obtained using the IR-GFP, to find the corresponding residual strain. 
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Chapter 4 – Polarized photoluminescence imaging 
PL emission provides an important path to the understanding of silicon electrical 
properties, such as the electronic band structure.  Early PL applications on silicon focus 
on the spectral analysis of the PL emission at low temperature [105].  With the 
development of the high sensitivity, large area infrared camera, PL imaging for silicon at 
room temperature has become possible [106].  Full-wafer PL imaging for silicon PV 
wafers is now a standard industrial approach for gathering the spatial distribution of the 
minority carrier lifetime, which can be used to infer the local power conversion 
efficiency.  This chapter describes the basics of silicon PL emission, followed by details 
of the PL imaging setup utilized in this study and the video processing method for 
resolving the PL polarization. 
4.1 PHOTOLUMINESCENCE THEORY 
PL refers to the spontaneous light emission from a material due to the absorption 
of light and the successive carrier generation and recombination processes.  In a 
semiconductor, the energy band structure governs these carrier processes.  This section 
explains the mechanism of the band-to-band PL emission with basic theory of 
spontaneous radiation in silicon under an external illumination.  The measured PL 
intensity is then related to the carrier lifetime using this theory.  Defects in crystalline 
silicon can also emit PL signal at a wavelength other than the band-to-band emission 
wavelength.  The defect-related PL is optically polarized, which gives additional 
information for analyzing defect types in a PV wafer. 
4.1.1 Band-to-band photoluminescence 
The periodic atomic structure in silicon results in a band gap energy of 1.1 eV.  
When excited by a photon with energy higher than the band gap energy, an electron can 
absorb the energy and rise to the conduction band, leaving a positively charged hole in 
the valence band.  The electron and the hole are charge carriers that can move in silicon 
during their lifetime τ , before recombining with another carrier with the opposite 
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charge.  When an electron at the conduction band recombines with a hole in the valence 
band, the energy is released in the form of a photon.  The emitted photon energy is 
around 1.1 eV and referred to as band-to-band PL.  Qualitative and quantitative 
interpretation of band-to-band PL imaging can be used as a tool for determining the 
quality of a solar cell, because the band-to-band PL is related to the carrier lifetime, and 
thus, the solar cell efficiency.  The presence of defects can reduce the band-to-band 
recombination activity and decrease PL intensity at 1.1 eV.  Thus, defective areas that 
may impact solar cell performance can be identified as dark regions in the band-to-band 
PL image. 
The amount of carriers in silicon is determined by many factors, including 
temperature and doping concentration.  Consider a PV wafer in a dark environment, i.e., 
with no excitation, where both the majority and the minority carriers are at their thermal 
equilibrium states in the p-n junction.  At a given temperature, the product of the 
majority and minority carrier density is a constant 
  ne
0nh0 = ni2   (4.1) 
where  ne
0  and  nh
0  are the thermal equilibrium carrier densities, and  ni is the intrinsic 
carrier density.  For a doping concentration ND, the equilibrium majority and minority 
carrier densities are given by 
 
 
ne0 = N D
nh0 =
ni2
N D
  (4.2) 
The majority carrier density is equal to the doping concentration.  When the solar cell is 
subjected to external illumination of appropriate spectral content, the thermal equilibrium 
is changed and the product of the majority and minority carrier densities becomes 
 
 
nenh = N D +Δn( )
ni2
N D
+Δn
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#
$
%
&
'   (4.3) 
where  Δn  is the excess carrier density due to the illumination.  The typical doping 
concentration for solar cells is about 1016 cm-3, which is very high compared to intrinsic 
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silicon carrier density.  It is appropriate to assume  Δn >> ni
2 N D , and Eq. (4.3) 
becomes 
  nenh = Δn N D +Δn( )   (4.4) 
PL emission is a spontaneous radiation process that can be described by the 
generalized Planck Radiation Law, which gives the rate of the photon generation per 
energy per unit volume (drsp) [107] 
 
 
drsp = dEγ
αγ Eγ( )Eγ2
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  (4.5) 
where  Eγ  is the photon energy,  !  is Planck’s constant divided by a factor of  2π ,  !c  
is the light speed in the material,  kB  is Boltzmann’s constant, and T is the temperature.  
The generalized radiation law is different from the black body radiation law because it 
includes the spectral effect of absorption αγ (Eγ )  and the effect of quasi-Fermi energies 
 EFC  and  EFV  in the material.  When silicon is exposed to electromagnetic illumination 
with photon energy larger than its band gap energy, the quasi-Fermi energy represents the 
steady state energy level that is apart from the Fermi energy  EF  at thermal equilibrium.  
Both the conduction band and the valence band have a quasi-Fermi energy,  EFC  and 
 EFV , respectively.  The separation of the quasi-Fermi level is related to the carrier 
densities in the material and given by 
 
 
EFC − EFV( ) = kBT ln
nenh
ni2
  (4.6) 
For incident light with photons that have energy higher than the separation of the 
quasi-Fermi level and satisfy the condition  Eγ − (EFC − EFV ) >> kBT , the general radiation 
law in Eq. (4.5) can be re-written using Eq. (4.4) and Eq. (4.6), which relates the 
spontaneous radiation to the excess carrier density 
 
 
drsp = dEγ
αγ Eγ( )Eγ2
π 2!3 $c 2
1
ni2
Δn N D +Δn( )
&
'
(
)
*
+exp
−Eγ
kBT
-
.
/
0
1
2   (4.7)
 40 
Equation (4.7) describes the spontaneous emission per time, per unit volume, 
and per photon energy.  Integrating Eq. (4.7) with respect to the photon energy gives 
the total radiation emitted from the PV wafer.  To determine the PL intensity received 
by the camera, however, one needs to consider also the optical setup of the imaging 
system, the transmission loss due to the optical elements, and the quantum efficiency of 
the camera detector.  In practice, the total PL intensity measured by the camera can be 
related to the excess carrier density in a simplified form [15,106,108]  
 
 
IPL = BΔn N D +Δn( )   (4.8) 
where B is a factor incorporating the absorption and spontaneous emission in the wafer, 
the optical properties of the setup, and the optical loss.  Since Eq. (4.8) is a quadratic 
equation, the excess carrier density can be obtained by solving the equation 
 
 
Δn = − N D
2
+
N D2
4
+
IPL
B
  (4.9) 
For the steady state PL imaging, the effective carrier lifetime is related to the 
excess carrier density using a constant generation rate G, or  
 
 
τ eff =
Δn
G
  (4.10) 
For the low-level injection condition, the excess carrier density is much smaller than the 
doping concentration, or Δn << N D .  Therefore, the steady state PL intensity can be 
conveniently expressed in terms of the effective carrier lifetime as 
  IPL = BN DGτ eff   (4.11) 
where  B  also includes the effect of absorption and all the relevant optical factors and 
losses in the setup.  For a given B, ND, and G, the band-to-band PL intensity can indicate 
the effective carrier lifetime in the solar cell.  Calibration methods are needed to find the 
factor B and G.  Using a calibration solar cell with known reflectance r and thickness W, 
the generation rate G can be found using the expression [109] 
 
 
G = Φ(1−r)
W
 (4.12) 
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where Φ  is the photon flux of the excitation light source.  The factor B can be found 
by using a QSSPC measurement to measure the excess carrier density  Δn , and fit the PL 
intensity with respect to the  Δn  values. 
4.1.2 Defect band photoluminescence 
Defect band PL emission can result from impurities and crystalline defects in 
silicon, such as oxide precipitates, dislocations, and grain boundaries [17,44,58,110,111].  
If there exist impurities or crystalline defects in silicon, the band gap structure can be 
changed.  Some defects may introduce energy levels in the band gap, for example, as 
shown in Figure 4.1, a defect level at 0.08 eV below the conduction band energy, and a 
defect level at 0.22 eV above the valence band energy [112].  These energy levels 
become accessible to the carriers due to the defects. 
The Shockley-Read-Hall (SRH) recombination mechanism describes the process 
by which an electron can recombine with a hole through an energy level within the band 
gap [17].  The SRH recombination results in no band-to-band PL emission.  However, 
the electron transition between the two defect energy levels results in the defect band PL 
emission.  Therefore, the PL emission can contain photon energies not only due to the 
band-to-band PL (at 1.1 eV), but also due to several other peaks in the silicon PL 
spectrum. 
 
Figure 4.1 Schematic energy diagram showing the radiative transition between the two 
energy levels within the silicon band-gap due to the defects (reproduced from [112]). 
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Four distinct PL peaks are observed by Drozdov et al. in 1976 to be related to 
dislocations in a silicon crystal at low temperature (4.2 K) [113].  These peaks are 
referred to as D-lines, as shown in Figure 4.2a, with D1 at 0.81 eV, D2 at 0.88 eV, D3 at 
0.93 eV, and D4 at 1.00 eV, which can be distinguished from the band-to-band PL 
emission at 1.09 eV.  Tajima et al. built a PL imaging setup to obtain mapping of silicon 
PL emission in both band-to-band and the deep-level emission at room temperature [53].  
The separate D-lines from the low temperature PL spectrum are no longer individually 
distinguishable in the room temperature PL spectrum, as shown in Figure 4.2b.  Instead, 
a single peak at near 0.8 eV is identified as the D1 line, which is also referred to as the 
sub-band gap PL or the defect band PL. 
 
Figure 4.2 Silicon PL spectrum showing the band-to-band emission as well as the four 
dislocation related D-lines (D1 to D4) at (a) 4.2 K (reproduced from [113]) and (b) room 
temperature (reproduced from [56]), respectively. 
Ostapenko et al. observe polarization of defect band PL and compare the 
distribution of the defect band PL to residual stresses characterized by photoelastic stress 
analysis in both electronic grade and PV grade silicon wafers [6].  Cassidy et al. 
investigate polarization of the PL emission from dislocations in III-V semiconductor 
wafers and relate it to the strain field near the dislocations [63,114].  Although the 
dislocation strain field can be determined from the PL emission, it is not clear whether 
the nature of the polarization is due to 1) the strain-induced birefringence caused by the 
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photoelastic effect, or 2) the anisotropic optical transition during the carrier 
recombination and photon emission processes.  Peloso et al. separate the defect band 
electroluminescence (EL) from the band-to-band emission and investigate its polarization 
state [48,49].  They observe that EL emission is polarized parallel to the dislocations 
cores and suggest that the optical transition at crystalline defects may be responsible for 
the polarized EL emission.  Blumenau et al. perform atomic level calculations and 
determin the defect types that correspond to different photon energy emission peaks in 
silicon [50].  Tajima investigate the spectral and spatial characteristics of the defect 
band near 0.8 eV and suggest that the room temperature PL band near 0.8 eV is related to 
both dislocations and oxygen precipitates in silicon [18].  Kato et al. analyze the 
polarization states of the defect band PL and conclude that the emissions from the twist 
and tilt grain boundaries have different polarization directions [59].  Thus, the defect 
band PL not only reveals the spatial distribution of the defects, but also indicates the 
defect optical and electrical properties through the polarization states.   
4.2 POLARIZED PHOTOLUMINESCENCE EXPERIMENTAL SETUP 
A polarized infrared imaging system is built to investigate PL emission from 
silicon and other semiconductor wafers.  The imaging system is based on a modified IR-
GFP and can operate in both PE mode and PL mode.  The PE mode configuration 
resembles the original IR-GFP setup, which measures the strain-induced birefringence in 
the PV wafer that correlates to the mechanical strain as reviewed in Chapter 3.  In the 
PL mode, the circularly polarized near-IR light source is replace by a visible light-
emitting diode (LED) to excite PL, while additional filters are placed in front of the 
camera in order to focus on the signal produced by the light-induced luminescence.  The 
schematic configuration of the PL mode is shown in Figure 4.3. 
A 640 ×	 480 pixel InGaAs camera is used for image acquisition.  Compared to a 
silicon-based camera, the InGaAs camera has significantly higher quantum efficiency 
within the wavelength range from 900 nm to 1700 nm.  As with the IR-GFP, a linear 
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polarizer is mounted on a rotating stage in front of the detector and the polarizing angle is 
digitally controlled. 
The excitation light source is located on the opposite side of the wafer from the 
camera and the setup is usually referred to as transmission PL.  The transmission PL 
benefits from the silicon wafer preventing the shorter light source wavelengths from 
entering the camera.  Compared to reflection PL, in which the light source is on the 
same side as the camera, the transmission PL has less noise from the light source.  
Schmid et al. use a similar transmission type PL imaging setup to measure both band-to-
band and defect band PL emission [56].  Johnston et al. use a reflection type PL 
imaging, with laser excitation light source for a precisely controlled wavelength [41].  
The PL imaging setup described here is based on the IR-GFP system and utilizes the 
same polarization resolving function, which is a unique approach. 
 
Figure 4.3 Schematic diagram of the polarized PL imaging setup 
The excitation light source for PL imaging is not initially polarized, however, the 
spectral characteristics are critical.  Since the longer wavelength can transmit through 
the silicon wafer, it can introduce un-wanted signal for the PL measurement.  An ideal 
light source for silicon PL imaging should provide maximal illumination power at 
wavelengths shorter than 1150 nm (with photon energy larger than 1.1 eV), and minimal 
power at wavelength longer than 1150 nm.  For transmission type PL imaging, a longer 
wavelength below 1150 nm is desired, as shorter wavelength can be absorbed completely 
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within a few microns near the wafer surface.  PV industry often uses the irradiation 
power of 100 mW/cm2, also referred to as 1 Sun, for band-to-band PL imaging.  Larger 
irradiation power increases the PL imaging contrast and gives a sharper image [5]. 
The currently employed light source is based on a low-cost, high-power (100 W) 
LED chip with the peak wavelength at 620 nm on a 40 mm × 40 mm chip.  Assuming 
10−20% LED efficiency, the illuminated area receives approximately 625−1250 
mW/cm2, which is about 6−12 Suns.  A personal computer power supply unit is used for 
driving the LED.  A voltage and current regulator is required to boost the driving 
voltage above the LED forward voltage of 34 V.  The LED chip generates significant 
heat during operation, so an aluminum heat sink is attached to the LED chip with a 
cooling fan to further dissipate the excess heat. 
The LED emission includes some infrared wavelengths that can transmit through 
the PV wafer, which results in a biasing signal (not PL emission) detected by the camera.  
Therefore, a heat absorbing glass KG5 is inserted between the LED and the wafer as a 
short-pass filter at 850 nm.   
As shown in Figure 4.2, the expected PL spectrum at room temperature has peaks 
around 1.1 eV and 0.8 eV, which correspond to 1100 nm and 1500 nm, respectively.  
These band-to-band PL and defect band PL peaks can be imaged separately using optical 
filters.  With an 1100-nm long-pass filter, the camera captures both the band-to-band PL 
and the defect band PL.  However, since the band-to-band PL signal intensity is about 
10 times stronger than the defect-related PL, the image obtained using the 1100 nm long-
pass filter will be dominated by the band-to-band emission, so the image is referred to as 
the band-to-band PL image here.  By adding a 1300-nm long-pass filter, the band-to-
band PL signal is suppressed, leaving only the defect band PL signal associated with the 
1500nm peak. 
As shown in Figure 4.4, the physical implementation of this system is based on 
the original IR-GFP setup, with the aforementioned modifications to perform the PL 
imaging function.  The optics can slide in and out of the PE optical train such that an 
identical field of view can be imaged using both techniques without moving the sample.  
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The PL imaging system is located in a light-shielding cabinet such that the ambient light 
is blocked. 
 
Figure 4.4 Polarized PL imaging system based on the IR-GFP setup. 
4.3 VIDEO PROCESSING ALGORITHM FOR POLARIZED PL IMAGING 
The IR-GFP system uses a polarization-based video processing algorithm for 
determining the strain-induced depolarization from a circular polarized light source.  
The same imaging technique can also be used for characterizing the defect-induced 
polarization of the PL signal.  For the PL imaging, the algorithm measures the 
orientation and magnitude of PL emission being polarized in comparison with non-
polarized emission.  The orientation measurement indicates the polarization angle of the 
approximately linearly polarized emission. 
If the detected PL signal is polarized in a dominant direction, after passing 
through the rotating analyzer, the intensity will be a sinusoidal function with respect to 
the polarizer angle α , as shown in Figure 4.5.  Since the detected signal has two 
 47 
maximum (when the analyzer is aligned with the polarization direction) and minimum 
(when the analyzer is perpendicular to the emission polarization) within one revolution of 
the analyzer, the signal is modulated by a frequency  2α , with a phase shift  2θ , where 
 θ  is the angle between the emission polarization direction and the horizontal direction. 
 
Figure 4.5 Schematic diagram showing the polarized PL intensity at an arbitrary pixel 
modulated by the analyzer rotation. 
The polarized defect band PL intensity detected at an arbitrary pixel is expressed by 
 
 
IPL = Ia + I p cos 2α −2θ( )   (4.13) 
where  Ia  is the non-polarized part of the luminescence and  I p  is the polarized part.  
The video processing algorithm then separates the cyclically varying polarized PL 
intensity into trigonometric components (sine and cosine).  To achieve this, the camera 
captures a total of 16 images during one revolution of the analyzer, at evenly distributed 
angles.  Equation (4.13) can be rewritten in terms of the cosine component  Icos  and 
sine component  Isin  of the PL signal,  
  IPL = Ia + Icos cos2α + Isin sin2α  (4.14) 
where 
 
 
Icos = I p cos2θ
Isin = I p sin2θ
  (4.15) 
Therefore, the polarized intensity of the PL signal can be found by the vector sum of the 
two components 
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  I p = Icos
2 + Isin2( )
1/2   (4.16) 
and the polarization angle can be expressed as 
 
 
θ =
1
2
arctan Isin
Icos
"
#
$
%
&
'   (4.17) 
As shown in Figure 4.6, the polarized part of the PL can be plotted as a vector 
with a magnitude  I p  (polarization intensity) oriented at an angle  2θ  with respect to the 
horizontal axis (polarization direction).  The same polarized PL signal can also be 
expressed as the vector sum of the two orthogonal components,  Icos  and  Isin .  For an 
arbitrary polarization direction, both the  Icos  and  Isin  components are not zero.  When 
 θ = 0! or  θ = 90! , the PL signal is a pure cosine wave in Figure 4.5, which corresponds to 
zero  Isin  component.  Similarly, when  θ =±45
! , the  Icos  component vanishes. 
 
Figure 4.6 Polarized PL intensity is the vector sum of the  Icos  and  Isin  components 
extracted by the video processing algorithm. 
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Chapter 5 – Qualitative stress analysis using a discrete dislocation 
model 
The IR-GFP imaging provides a two dimensional quantitative measurement of the 
through-thickness birefringence-induced optical retardation, which is related to the in-
plane shear stress in a PV wafer.  While the in-plane residual stress distribution can be 
obtained experimentally using IR-GFP imaging, a complete stress state is useful to 
understand the interaction between defects and the wafer residual stress.  Thus, a 
numerical model is created to assist in the interpretation of the wafer stress state and 
investigate the interaction between the defects and residual stresses.  This combined 
experimental-numerical approach allows the flexibility to rapidly characterize large 
batches of wafers and rigorously interpret the defects within the bounds of the 
simulations.  This chapter describes a DD model used for simulating the stress in the 
wafer and for interpreting the IR-GFP images.  The model accounts for both the residual 
stress due to thermal processing and the dislocation structures in a full-size wafer with 
free surfaces.  The procedure yields a simulated retardation image by solving for the 
stress fields in the PV wafer. 
5.1 BOUNDARY VALUE PROBLEM FORMULATION 
The domain under consideration is a full-size PV wafer containing a residual 
thermal stress tensor field thσ  and a dislocation stress tensor field ˆ dσ .  Despite the 
simple geometry of the wafer, it is a challenge to solve this boundary value problem 
analytically.  Thermal stresses from the CZ crystal growth process have been solved 
numerically for the ingot geometry [115,116], but a full-field residual thermal stress 
distribution has not been given for a mono-Si PV wafer grown using the CZ process.  In 
the DD model, the dislocation stress field is implemented using classical dislocation 
theory by first considering the individual dislocation elastic field in an infinite medium.  
However, due to the traction-free boundary condition, an image stress field needs to be 
included in the model to account for the effects of free surfaces [96].  A typical 
approach to handle the traction-free boundary condition is to use a FEA simulation to 
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calculate a correction stress field, by which the boundary traction becomes zero when 
superposed with the original stress field.  In this study, a similar procedure is 
implemented, such that both the residual thermal stress and the dislocation stress in the 
wafer can be solved simultaneously by introducing a correction stress. 
According to the superposition principle of linear elasticity, the stress field in the 
PV wafer, which result from the residual thermal stress and the dislocation stress, can be 
calculated from the superposition of three individual stress fields, as shown schematically 
in Figure 5.1a to Figure 5.1d.  The stress in Figure 5.1b is the residual thermal stress ˆ thσ  
in a silicon ingot with a circular cross-section, denoted as the domain 0Ω , with a 
traction-free boundary.  However, considering the PV wafer domain Ω , marked by 
dashed lines within the ingot, the traction on the dashed lines are not zero.  In Figure 
5.1c, the dislocations are located inside the PV wafer domain Ω .  The stress ˆ dσ  
represents the dislocation stress in an infinite medium.  The superposition of these two 
stress fields gives an uncorrected stress 0σ , or: 
 0ˆ ˆth d+ =σ σ σ   (5.1) 
 
Figure 5.1 (a) Stress field σ  in the PV wafer containing dislocations can be found by 
superposition of (b) the thermal stress ˆ thσ  in an ingot, (c) the dislocation stress ˆ dσ  in 
an infinite medium, and (d) the correction stress corrσ  in the wafer. 
We are interested in the stress in the PV wafer domain Ω .  However, the stress 
0σ  does not satisfy the necessary boundary condition because the surfaces of the domain 
Ω  must be traction free for a freestanding wafer.  To account for these new boundaries, 
the stress field in Figure 5.1d is the correction stress corrσ  found in the PV wafer domain 
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Ω .  The wafer in this state does not contain the dislocations or residual thermal stresses, 
but its boundaries are subjected to an externally applied traction, ( )th d− +F F .  The 
traction thF  is associated with the original residual thermal stress ˆ thσ  and the traction 
dF  is associated with the dislocation stress ˆ dσ .  These “image” tractions are found 
along the surfaces of the domain Ω .  The sum of these tractions is then applied to the 
domain Ω  with a negative sign because the net traction on all surfaces of the PV wafer 
should be zero after the superposition.  The displacement boundary conditions at the 
wafer corners, thu , du  and appu , are the thermoelastic displacement, the dislocation 
displacement, and the externally applied displacement, respectively.  Three wafer 
corners are constrained by these prescribed displacements during the numerical 
simulation to constrain the rigid body motion.  The correction stress corrσ  within the 
wafer domain due to these applied tractions and displacements is obtained using the finite 
element method.  The superposition of the three stresses gives the corrected total stress 
σ  in the PV wafer, which satisfies the traction-free boundary conditions. 
 0 corr th d+ = + =σ σ σ σ σ  (5.2) 
5.2 THERMAL RESIDUAL STRESS IN MONO-SI WAFER 
Large temperature gradients during the silicon ingot crystal growth process lead 
to significant thermal stresses in the material.  The CZ method is commonly used for 
producing mono-Si PV wafers.  Silicon feedstock is melted in a crucible and a 
cylindrical ingot is pulled from the liquid phase silicon.  Thermal stress can build up 
upon cooling of the silicon material from its melting temperature to room temperature.  
A typical ingot diameter is close to the PV wafer diagonal length.  The circular ingot 
cross-section is cut into a square cross-section, with the four corners left rounded, to 
minimize the material loss.  The ingot is then cut into PV wafers using wire-sawing 
perpendicular to its growth axis [9].  Figure 5.2a shows a CZ-grown mono-Si PV wafer 
after the wire-sawing step.  The regions on the wafer are marked by dashed-lines and 
defined as quadrants I through IV.  The distribution of residual strain in the same wafer 
is measured using the IR-GFP and shown in Figure 5.2b in terms of the strain-induced 
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retardation.  The IR-GFP image shows positive retardation in quadrant I and III, as well 
as negative retardation in quadrant II and IV, which can be attributed to the CZ thermal 
process, as explained below. 
 
Figure 5.2 (a) Photograph of a CZ-grown mono-Si PV wafer.  The wafer area is marked 
by dashed-lines and defined as four quadrants.  (b) Measured IR-GFP image shows 
strain-induced retardation. 
As the CZ ingot is pulled during silicon crystallization, , the temperature variation 
across the small distance equivalent to the typical wafer thickness is negligible compared 
to the radial temperature distribution [117].  Thus, it is reasonable to assume 
temperature uniformity along the growth axis near the melt-solid interface.  Thus, the 
thermal stress in the ingot can be found by solving a simplified 2D axisymmetric plane-
strain thermomechanical boundary value problem.  The initial temperature (silicon 
melting point) of the entire cross-sectional area is 0T , with the temperature ET  at the 
edge of the ingot between 0T  and the room temperature RT , as shown in the inset of 
Figure 5.3a.  The radial and tangential stress components of the stress ˆ thσ  are given by 
Jaeger in [118]: 
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where R is the ingot radius, α is the thermal expansion coefficient, E is Young’s 
modulus, and ν is Poisson’s ratio.  In the exponent, 2m t cRκ ρ=  represents the 
normalized time corresponding to the transient ingot temperature profile, where κ  is 
thermal conductivity, t is time, ρ  is density, c is the specific heat of silicon; J0 and J1 
are Bessel’s function of the first kind, and sβ  (s = 1, 2…) are the roots of the equation 
J0( sβ ) = 0.  Since the ingot geometry is axisymmetric and the plane-strain condition is 
considered, the only non-zero thermoelastic displacement is the radial displacement: 
 ( ) ( )
2
0 1 12
1 1
exp12 ( ) ( ) (1 2 ) ( )
1 ( )
sth
r R s s
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−+ ⎡ ⎤= − − + −⎢ ⎥− ⎣ ⎦
∑   (5.4) 
The displacements at the corners of the domain Ω  are evaluated and used as the 
displacement boundary condition for calculating the necessary correction stress in Figure 
5.1d. 
The residual stress is assumed to be determined by the temperature profile at the 
instant when the entire ingot cross-section is solidified, because the maximum 
temperature difference occurring in the ingot is ( )0 ET T TΔ = −  = 125˚C, at m = 0.48.  
This value is chosen such that Eq. (5.3) gives a maximum shear stress comparable to the 
maximum measured stress by the IR-GFP.  The effect of wafer bowing is not considered 
here, but TΔ  may actually be higher if the wafer bowing effect is included.  The wafer 
bow is defined as the center-to-edge out-of-plane displacement magnitude.  For 
example, a 1.5 mm wafer bow across the full-wafer dimension 156 mm may reduce the 
strain energy as much as the effect of TΔ  = 15˚C. 
Figure 5.3a shows the stress components ˆ thrσ  and ˆ thθσ  in the cylindrical 
coordinates plotted against the normalized radial distance.  Both the radial and 
tangential stresses are positive near the center of the ingot.  The stress ˆ thrσ  has the 
highest value near the ingot center and decreases to zero at the edge of the ingot, r = R, 
satisfying the traction-free edge boundary condition.  The stress ˆ thθσ  decreases from its 
maximum to a negative value near the ingot edge, corresponding to the compressive 
stress due to the cooling process. 
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The stresses are shown in rectangular Cartesian coordinates in Figure 5.3b, where 
the shear stress component 12ˆ thσ  is plotted in a square box representing the physical 
dimensions of the PV wafer.  The diagonal length of the PV wafer equals the diameter 
of the silicon ingot 2R.  It is expected that the shear stress 12ˆ thσ  is zero at the wafer 
center, where the radial and tangential stresses are of the same value.  The maximum 
and the minimum values of the shear stress occur at the four corners of the PV wafer, 
with opposite sign for each diagonal.  The plot of the shear stress 12ˆ thσ  resembles the 
four-quadrant background in the IR-GFP image in Figure 5.2b, which is positive in 
quadrants I and III and negative in quadrants II and IV. 
 
Figure 5.3 (a) Normalized radial and tangential thermal stress components versus the 
radial distance, with the inset showing a schematic cross-section of the ingot; (b) shear 
stress 12ˆ thσ  in rectangular Cartesian coordinates in the PV wafer. 
5.3 DISLOCATIONS IN SILICON WAFER 
Silicon has a diamond cubic crystal structure, which can be considered as a face 
centered cubic lattice with a two-atom basis.  The two perfect dislocation types in 
diamond cubic silicon are a screw dislocation and a 60° dislocation.  For simplicity, the 
current model assumes that slip is confined to the {111} planes with no cross-slip.  In 
this model, for example, a dislocation loop generated by a Frank-Read source would 
consist of four 60° dislocations segments, all contained within the same plane.  The 
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confined slip band has a limited number of orientations, which can be observed 
experimentally from IR-GFP images.  In contrast, the two screw segments can cross-slip 
and move to other planes, which may cause more random slip band geometry [119].  
Furthermore, the 60° dislocations contain dangling bonds in the crystal lattice, which 
potentially change the electrical properties of the silicon [120]. 
5.3.1 Silicon crystal structure and slip systems 
When viewing an array of 60° dislocations in a wafer along the x3 direction as 
shown in Figure 5.4, which aligns with the (001) crystallographic direction, the slip bands 
are either +45° or –45° to the x1-direction.  The dislocations on the (111)  and the 
(111)  planes form +45° slip bands, while the dislocations on the (111) and the (111)
planes form –45° slip bands in the wafer.  On the (111) slip plane, the 60° dislocations 
have their dislocation line ξ oriented 60° to the slip direction. 
 
Figure 5.4 Schematic diagram of a PV silicon wafer (left) containing an array of the 60° 
dislocations on the (111) slip plane, which forms a –45° slip band when viewed along the 
x3-axis.  The dashed lines (right), denoted as ξA and ξB, are possible dislocation line 
directions that correspond to the slip direction b on the (111) slip plane. 
There are two possible dislocation line directions, ξA and ξB, for each slip 
direction.  For the slip direction [110]  in Figure 5.4, the two possible dislocation lines 
are ξA = [101] and ξB = [011]  directions, shown as dashed lines.  An array of the 
dislocation lines along the ξA direction forms a –45° slip band with length (l) in the 
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wafer.  These dislocation lines are cut into short segments during the wire-sawing 
process and intersect with the top and the bottom surfaces of the wafer.  Therefore, the 
slip band width (w) is on the order of the wafer thickness (h) when viewed along the x3 
direction.  The reference dislocation density ρD for the slip band is found by the 
effective number of dislocations (N×M) divided by the area A = l2/2, which is the square 
area enclosing the slip band length. 
The slip bands are created in the finite element model by placing an array of the 
60° dislocations on the slip plane along its slip direction with a gap (g) between 
neighboring dislocations.  The gap and the total number of the dislocations in an array 
are chosen such that the slip band length l resembles the dislocation slip band length 
measured by the IR-GFP.  For a PV silicon wafer, dislocation densities ranging from 102 
to 106 cm-2 are of interest [121,122].  However, modeling such a large dislocation 
density by realizing individual dislocation lines is prohibitively expensive 
computationally.  Instead, a scaling factor M is applied to the Burgers vector of each of 
a smaller number of “super-dislocations.”  Each super-dislocation has a Burgers vector 
of Mb, and a dislocation stress field that scales accordingly.  Therefore, via the principle 
of linear superposition, the stress corresponding to a higher dislocation density can be 
implemented in the finite element model with a more modest computational cost. 
5.3.2 Dislocation stress field 
Each dislocation line in the DD model can be considered individually, and treated 
by classical linear elastic dislocation theory, assuming that the dislocation is in an infinite 
domain.  True cubic elastic anisotropy of the material could be considered with some 
additional effort, but for simplicity, isotropic elastic behavior is assumed here.  Each 
dislocation line is assigned local coordinates 1 2 3( , , )ξ ξ ξ , such that the Burgers vector b 
aligns with the ξ1 direction and the dislocation line runs along the ξ3 direction.  Thus, b1 
and b3 represent the edge and the screw dislocation components, respectively.  For a 
straight dislocation segment with the two ends at location 3ξ  and 3ξ ʹ′ , the stress 
components of ˆ dσ  are given in [94] as: 
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where ( )/ 4 1D G π ν= − , G is the shear modulus, bi are the Burgers vector components, 
3 3λ ξ ξʹ′= − , and  2 2 2 21 2 3 3( )L ξ ξ ξ ξʹ′= + + − .  The dislocation stresses in Eq. (5.5) are 
singular at 1 2 0ξ ξ= = , which can introduce difficulties in the finite element framework. 
To avoid this problem, we replace Eq. (5.5) with the regularized, non-singular 
dislocation stress field proposed by Cai et al [102].  They assign a small spreading 
radius (a) around the dislocation line, within which the stress is assumed to be finite.  
The components of this regularized stress field are given by 
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where 2 2 2 1/21 2( )ar aξ ξ= + +  and 2 2 2 2 1/21 2 3( )aL aξ ξ ξ= + + + .  The modified dislocation 
stresses have finite magnitudes everywhere.  When the spreading radius is chosen to be 
a = 0, Eq. (5.6) gives the same stress components as the classical dislocation stress field 
in Eq. (5.5).  These non-singular stress components can be conveniently implemented 
in COMSOL and MATLAB software and give an approximation to the classical 
dislocation stress. 
The displacements du  associated with the straight dislocation in an infinite 
medium are given by the classical theory for the edge dislocation component [123]: 
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  (5.7) 
and the screw dislocation component: 
 3 213
1
tan
2
d bu ξ
π ξ
−=   (5.8) 
These displacements are then applied to the domain Ω  in Figure 5.1d in order to satisfy 
the displacement boundary condition. 
5.4 SIMULATION FOR STRESS FIELD IN PHOTOVOLTAIC WAFERS 
5.4.1 Correction stress 
The uncorrected stress field 0σ  in Eq. (5.1) requires a correction image stress 
field to satisfy the boundary conditions of the PV wafer.  Both the infinite medium 
dislocation stress ˆ dσ  and the original thermal stress ˆ thσ  must be corrected.  As shown 
in Figure 5.1, the domain 0Ω  for the silicon ingot is cut into a wafer-shaped domain Ω  
after the residual stress ˆ thσ  is generated.  The cutting process generates six free 
surfaces, including the top, the bottom and the surfaces defining the perimeter of the 
square wafer.  Because of these free surfaces, the original thermal stress and dislocation 
stress solutions no longer satisfy the traction-free boundary condition. 
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The analytical expression in Eq. (5.3) for the thermal stress is valid only within 
the ingot radius R and the dislocation stress in Eq. (5.6) is valid only in an infinite 
domain.  Therefore, the uncorrected wafer stress 0σ  results in non-zero traction on the 
surfaces of domain Ω .  The non-zero traction is then applied with the same magnitude 
and opposite sign on a numerical model as the boundary condition to solve for a 
correction stress corrσ .  By superimposing the correction stress, it is possible to 
simultaneously compensate both the dislocation stress and the thermal stress. 
The correction stress corrσ  in Eq. (5.2) is found by numerically solving the 
boundary value problem in Figure 5.1d.  A modeling framework is created such that the 
analytical stress fields ˆ thσ  and ˆ dσ  are implemented using MATLAB, and the FEA 
calculation for the correction stress is performed using COMSOL, to simulate the 
expected PV wafer stress distribution. 
5.4.2 Finite element model for wafer stress simulation 
A model block is created in COMSOL to represent a 150 mm × 150 mm × 500 
µm PV wafer.  Due to the small thickness of the wafer compared to its side length, after 
meshing the elements often have a high aspect ratio causing numerical convergence 
problems.  Therefore, a non-uniform mesh is used in order to obtain small element sizes 
near the wafer edges and dislocation lines where larger stress gradients are expected, 
while limiting the computational cost of the analysis for the remainder of the wafer, as 
shown in Figure 5.5. 
In MATLAB, the uncorrected total stress 0σ  is created over the finite volume 
representing the domain Ω .  Therefore, the traction vectors thF  and dF  associated 
with the stress tensors ˆ thσ  and ˆ dσ  are found by considering the normal vector n of each 
boundary of this finite volume, such that 
 0 th dij j i in F Fσ = +   (5.9) 
where i,j = 1,2,3 denote each component in indicial notation.  The opposite traction, 
( )th d− +F F , is then applied on the PV wafer model as the traction boundary condition in 
COMSOL. 
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Figure 5.5 Finite element model mesh used in the COMSOL simulation. 
For the numerical solution to converge, displacement constraints are required to 
prevent rigid body motion in the COMSOL wafer model.  Usually, an isostatic 
displacement boundary condition appu  is implemented by applying displacement 
constraints to three corners of the wafer geometry.  The first corner is constrained in all 
three translational directions.  The second corner is constrained in the x2- and x3-
directions.  The third corner is constrained only in the x1-direction.  This isostatic 
condition prevents rigid body motion without creating additional stress in the domain. 
To numerically solve for the correction stress in Figure 5.1d, the isostatic 
condition needs to be modified by considering the thermoelastic displacement in Eq. 
(5.4) and the dislocation displacement in Eq. (5.7) and Eq. (5.8) at the PV wafer 
boundaries.  Thus, the displacements ( )app th d− −u u u  are prescribed as the boundary 
conditions at the three wafer corners, as shown in Figure 5.1d.  Once the traction 
boundary condition and the displacement boundary condition are implemented, the 
numerical solution of the correction stress field corrσ  is found.  The corrected stress 
field σ  in the PV wafer is found using Eq.(5.2), by combining the uncorrected stress 
0σ  and the numerically solved correction stress corrσ . 
The shear component of the uncorrected stress, 012σ , and the corrected stress, 12σ
, are shown in Figure 5.6a and b, respectively.  Comparing the two images reveals the 
effect of the free surfaces on the wafer stress.  Since all wafer edges are traction-free, 
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the corrected stress 12σ  at these edges should be zero.  This is not the case for the 
original residual thermal stress given by Eq. (5.3) or the infinite medium dislocation 
stress given by Eq. (5.6).  Therefore, the sum of the two stresses 012σ  has non-zero 
value along the wafer edges, as shown in Figure 5.6a.  After adding the correction stress 
corrσ , the shear stress 12σ  becomes zero along the edges of the PV wafer and the 
traction-free boundary condition is satisfied. 
 
Figure 5.6 (a) Uncorrected stress 012σ  and (b) corrected stress 12σ  in the PV wafer. 
In Figure 5.6, a –45° dislocation slip band from the slip system (111) [110] , with 
ξ = [011]is introduced in quadrant I.  There are 10 individual 60° dislocation cores (N 
= 10), whose stress magnitudes are multiplied by M = 1000 to form super-dislocations.  
Given the band length l = 28 mm, the nominal dislocation density as defined in Section 
5.3.1 for the slip band in Figure 5.6a is given by ρD = (N×M)/A = 2.5×103 cm-2.  The 
value for in-plane shear stress should be zero along the four edges of a freestanding 
wafer.  This is not the case for the uncorrected stress 012σ  in Figure 5.6a.  The 
corrected stress 12σ  shown in Figure 5.6b is found by adding a correction stress corrσ , 
giving zero shear stress along the edges of the wafer. 
5.4.3 Wafer strain energy 
The wafer stress σ  includes the thermal stress field and the dislocation stress 
field.  Assuming isotropic elastic properties for the silicon, the wafer strain field ε  is 
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found by Hooke’s law.  The wafer strain energy U is then calculated by integrating the 
strain energy density over the volume of the wafer, according to 
 1
2
ij ijU dσ ε
Ω
= Ω∫   (5.10) 
5.4.4 Resolved shear stress due to thermal process 
The formation of dislocations during the silicon ingot cooling process depends on 
the stress state in the ingot.  Dislocations are assumed to form in a particular slip system 
when the resolved shear stress from thermal effects is larger than the critical resolved 
shear stress of the silicon.  The resolved shear stress along the slip direction b on the slip 
plane with normal n is found by 
 (k) (k)( ) ˆk thiji jb nτ σ=   (5.11) 
where ˆ thσ  is the thermal stress in an ingot given by Eq. (5.3) and k ranges over the 12 
individual slip systems in the diamond cubic structure. 
5.4.5 Simulated IR-GFP images 
From the simulated strain field in the PV wafer, it is possible to find the strain-
induced birefringence in the wafer.  Pockels law, as given in Eq. (3.9), relates the 
impermeability tensor to the strain tensor, which, in this case the simulated wafer strain 
field ε  is used.  The three unique piezo-optical coefficients for silicon are 11 0.094p = −
, 12 0.017p = , and 44 0.051p = −  [124].  The birefringence can be found by Eq. (3.13), 
where 0 3.5n =  is the silicon refractive index in the absence of strain.  The total linear 
retardation is the accumulated linear retardation caused by the birefringence as the light 
propagates through the wafer thickness h, which can be found by integrating the 
birefringence with respect to the x3-direction, or 
 ( )1 2 3
h
n n dxδ = −∫   (5.12) 
The process used here to arrive at the retardation δ utilizes the DD modeling and FEA 
simulation described above.  The procedure generates computational retardation images 
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due to the dislocation stress and the residual thermal stress in the PV wafer, which can be 
used to directly interpret the experimentally obtained IR-GFP images. 
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Chapter 6 – Characterization of mono-crystalline silicon wafers 
Single crystal silicon ingots for PV wafers are commonly prepared using the CZ crystal 
growth process; 156 mm × 156 mm × 200 µm wafers are then cut from an 8-inch ingot 
using a diamond wire saw.  Before any further processing steps take place, the wafers 
are referred to as as-cut, which is the starting point for solar cell processing.  It is an 
important goal in the PV industry to determine the quality of as-cut wafers and to remove 
defective and highly strained wafers before they undergo subsequent processing steps.  
Mono-Si PV wafers of this kind are collected for this investigation.  Defect and residual 
strain characterization is performed for these wafers; the results and discussion are 
presented in this chapter. 
6.1 COMPARING PL AND IR-GFP IMAGING FOR MONO-SI PV WAFERS 
As-cut PV wafer specimens are investigated using both full-field IR-GFP and PL 
imaging to reveal the defects and residual strain patterns in the wafers.  These wafers are 
standard CZ-grown mono-Si PV wafers with the <100> crystal directions aligned to its 
edges and surface normal.  The wafers are wire-sawed and cleaned with no further 
surface treatment.  Figure 6.1a shows the band-to-band PL image of the same wafer 
(wafer A) in Figure 5.2, obtained using an excitation wavelength of 800 nm that results in 
emission with wavelength around 1134 nm [125].  The free carriers may instead 
recombine without emitting light at this wavelength if there are defects in the silicon 
crystal, causing a reduced intensity in the PL image.  The dark linear features shown in 
Figure 6.1a are not visible from the PV wafer light photograph in Figure 5.2a.  Theses 
linear structures have a lower PL intensity than the other regions of the wafer, which 
indicates that the crystal lattice is defective at these locations, causing the carriers to 
recombine without emitting band-to-band PL.  These dark linear features also 
consistently follow a specific orientation at ±45° to the wafer edges, and thus are 
assumed to be associated with structures related to crystalline defects such as dislocations 
[6]. 
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Figure 6.1b is reproduced from Figure 5.2b, showing the photoelastic image of 
Wafer A obtained using the IR-GFP system with a silicon-based camera (1380 × 1030 
pixels) at an illumination wavelength of 1150 nm [104].  Light and dark regions both 
indicate strain-induced retardation, with opposite orientation.  The IR-GFP image 
background intensity varies significantly across the wafer, where quadrants I and III are 
positive, while quadrants II and IV are negative.  This four-quadrant pattern is observed 
only in the IR-GFP image but not in the PL image.  Both the PL and the IR-GFP images 
reveal the ±45° linear features.  However, not all of the linear features in Figure 6.1b 
appear in Figure 6.1a.  The linear features in Figure 6.1b are identified with a retardation 
pattern that is high on one side and low on the other side of the line, which is related to 
the orientation of shear strain across a dislocation structure.   
 
Figure 6.1 (a) Band-to-band PL image of wafer A.  (b) IR-GFP image of wafer A.  
Contour legends in a and b provide the intensity scales for each measurement. 
As the residual stress associated with the linear features is highly localized while 
the stress associated with the four quadrants extends across the entire wafer, one can 
hypothesize that the four-quadrant pattern is due to wafer-scale thermal residual stress 
from the CZ crystal growth process [126] and that the linear features are due to 
dislocation structures, or slip bands, that are introduced in the wafer as a result of 
thermomechanical loading as described in Chapter 5 [127]. 
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Figure 6.2 (a) Band-to-band PL image of wafer B and (b) IR-GFP image of wafer B.  
The intensity scales are not the same as those in Figure 6.1. 
Although PL imaging is a standard defect imaging method in the PV industry, a 
comparison between the IR-GFP images and the band-to-band PL shows that the IR-GFP 
system may be more effective for PV wafer defect imaging.  The IR-GFP technique 
consistently locates defects identified in PL imaging and will often identify additional 
defects that cannot be resolved by PL.  For example, a PL image and the IR-GFP image 
for wafer B are shown in Figure 6.2a and b, respectively.  In Figure 6.2a, the band-to-
band PL intensity for wafer B is relatively uniform compared to wafer A, shown in 
Figure 6.1b, and there are no linear features evident.  Based on only PL imaging, it 
would be possible to conclude that wafer B is free of such defects.  However, it is seen 
from the IR-GFP image in Figure 6.2b that a few distributed linear structures are indeed 
present and that they have similar features as those dislocation structures in wafer A.  
Thus, the IR-GFP measurement seems to be capable of resolving the linear defect 
features resulting from dislocation structures, not all of which are detected by a PL 
measurement.  A possible reason for this improved resolution is that the longer camera 
exposure time required to acquire the PL image—sometimes greater than a second—may 
lead to blurring of the image due to the transient nature of the light emission itself.  It is 
also possible that some dislocation structures, such as those seen in Figure 6.2b, are 
mechanically necessary but not electrically active. 
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The IR-GFP measurement has the potential to be used in the PV industry for 
wafer characterization because the IR-GFP image rapidly provides information about 
both the residual thermal stress and the dislocation stress.  The IR-GFP measurement 
also makes it possible to compare among different wafers and investigate the relationship 
between the thermal process parameters and dislocation formation.  Comparing the 
background signal in Figure 6.1b and Figure 6.2b, the higher retardation magnitude seen 
in Figure 6.1b corresponds to a higher residual thermal stress in wafer A.  In fact, wafer 
A has twice the maximum retardation magnitude of wafer B.  In addition, Figure 6.1b 
shows a larger number of dislocation structures in wafer A than Figure 6.2b shows in 
wafer B.  By using the IR-GFP imaging, the dislocation structure distribution is 
obtained simultaneously with the thermal residual stress distribution across a wafer.  
This makes it possible to analyze the dislocation density in different locations and 
correlate it with the local and average thermal stress levels.  Potentially, then, adjusting 
the thermal process parameters during crystal growth could control the dislocation 
density. 
6.2 SIMULATED VS. MEASURED IR-GFP IMAGES 
Using the DD modeling method presented in Chapter 5, the stress and strain for 
the PV wafer are computed and simulated IR-GFP images are generated.  Figure 6.3a 
shows a simulated IR-GFP image of a PV wafer containing only the residual thermal 
stress.  Qualitatively, the four-quadrant background pattern in Figure 6.3a resembles 
those in the measured IR-GFP images in Figure 6.1b and Figure 6.2b.  The retardation 
values are close to zero near the wafer center and are significantly larger toward the four 
corners on both the simulated and the measured images.  Thus, the simulated image 
qualitatively supports the assertion that the four-quadrant background pattern is due to the 
residual thermal stress.  Using Eq. (5.10), the wafer strain energy due to the residual 
thermal stress is calculated to be 11.36 mJ.  The wafer strain energy can be partially 
relieved by introducing an out-of-plane deformation.  For reference, a wafer bow of 255 
µm across a 156 mm full-wafer dimension, which is consistent with experimental 
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measurements in typical PV wafers, would relieve approximately 1% of the residual 
thermal strain energy. 
Next, an array of 10 “super-dislocations” is created in the model and the resulting 
simulated IR-GFP image is shown in Figure 6.3b.  Both the residual thermal stress and 
the dislocation stress are present in the wafer.  In this example, the slip band length is 
assigned to be l = 28 mm and each super-dislocation is taken to represent 1000 
dislocations, or M = 1000, which gives a dislocation density of approximately 2.5×103 
cm-2.  Again, from qualitative observation, the dislocation array forms a slip band that is 
similar to those seen in Figure 6.1b and Figure 6.2b.  The retardation is negative on the 
upper side and positive on the lower side of the band oriented at –45° to the horizontal 
wafer edge.  Combining the residual thermal stress and the dislocation stress, the total 
wafer strain energy is 11.01 mJ.  Thus, the creation of this dislocation slip band reduces 
the strain energy in the wafer by 3% from the original thermal strain energy. 
6.3 STRAIN ENERGY CHANGE DUE TO DISLOCATION ORIENTATIONS 
Whether a dislocation array can reduce the total strain energy in the wafer 
depends on its slip system, its dislocation line direction, its slip band orientation (+45° or 
–45°), and the quadrant on which it is located in the wafer.  The combination of these 
parameters determines how the dislocation stress interacts with the residual thermal 
stress, which results in different wafer strain energies.  The combinations that lower the 
wafer strain energy should be preferred and should be more likely to form in the wafer.  
In Figure 6.3b, the combination of the slip system (111)[110] , and the dislocation line ξ 
= [011]  is a preferred combination in quadrant I since it reduces the wafer strain 
energy.  Therefore, the combination in Figure 6.3b is expected to form in the wafer.  
The other combinations from Figure 6.3c to f are not expected to form in the wafer, since 
they increase the total wafer strain energy. 
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Figure 6.3 Simulated IR-GFP image of the PV wafer (a) with the residual thermal stress 
only and with the slip band from the (b) (111)[110]  slip system, ξ = [011]  in quadrant 
I, (c) (111)[101] slip system, ξ = [011] in quadrant I, (d) (111)[110]  slip system, ξ = 
[011] in quadrant III, (e) (111)[101] slip system, ξ = [011]  in quadrant I, and (f) 
(111)[110]  slip system, ξ = [101] in quadrant I.  Only the combination in b is 
expected to form in the wafer because it reduces the total wafer strain energy.  The 
combinations from c to f increase the wafer strain energy and are not expected to form. 
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The dislocation arrays observed in the measured IR-GFP images in Figure 6.1b 
and Figure 6.2b have either a +45° or –45° slip band; the orientation of which can be 
assumed to depend on the slip plane of the array.  A dislocation array should form a line 
along +45° if it is on the (111)  or the (111)  plane, and along –45° if it is on the (111) 
or the (111)  plane.  To verify the effect of different slip band orientations, we use the 
simulation result in Figure 6.3b as the reference and perform another simulation using a 
different parameter combination, as shown in Figure 6.3c.  The wafer in Figure 6.3c has 
the same residual thermal stress as in Figure 6.3b.  The slip band of the same dislocation 
density in Figure 6.3c is again implemented in quadrant I, but on a different slip plane 
 (111) , which changes the slip band orientation to +45°.  However, the resulting wafer 
strain energy is increased to 11.94 mJ.  This suggests that the combination of the  (111)
[101] slip system in quadrant I is not preferred for wafer strain energy reduction. 
A dislocation array on a particular slip system can only reduce the wafer strain 
energy when it is located in certain quadrants.  This is due to the relative orientation of 
the axisymmetric thermal stress (in the original ingot) and the dislocation strain.  Since 
the dislocation strain field is compressive on one side and tensile on the other side, the 
energy reduction only occurs when the dislocation strain field offsets the thermal stress 
field.  To demonstrate the effect of dislocation position, another simulation is carried out 
using the same dislocation array in Figure 6.3b in a different wafer quadrant; the result is 
shown in Figure 6.3d.  By comparing Figure 6.3b and Figure 6.3d, we consider the 
effect of a dislocation array in the (111)[110]  slip system occurring in quadrant I 
compared with quadrant III.  The resulting wafer strain energy is 12.13 mJ in Figure 
6.3d, which is larger than the original thermal strain energy.  Therefore, the dislocation 
array in the (111)[110]  slip system with ξ = [011]  is preferred in quadrant I but not in 
quadrant III. 
The effect of the slip direction b is also important for determining whether the 
wafer strain energy is reduced due to a particular dislocation array.  Again, the result in 
Figure 6.3b is used as the reference and another simulation is done with a –45° slip band 
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in quadrant I, as shown in Figure 6.3e.  This new slip band consists of dislocations from 
the same slip plane (111) and the same dislocation line ξ = [011]  with the same 
dislocation density.  The other parameters are the same in both simulations except for 
the slip direction.  The slip direction is [110]  in Figure 6.3b and [101] in Figure 
6.3e.  The wafer strain energy for the wafer in Figure 6.3e increases to 11.77 mJ, 
suggesting that while the slip direction [110]  is preferred, the slip direction [101] is 
not preferred in quadrant I. 
The 60° dislocations in silicon have two dislocation line directions, ξA and ξB, 
available for each slip system.  The dislocation line direction also affects whether a slip 
band can increase or decrease the wafer strain energy.  Figure 6.3f shows a slip band 
with the same parameters as the slip band in Figure 6.3b except that it has a different 
dislocation line direction.  We consider the dislocation line direction as ξA =  [011]  in 
Figure 6.3b and ξB = [101] in Figure 6.3f.  The slip systems are both (111)[110]  and 
the slip bands are both located in quadrant I.  The parameter combination with ξA gives 
a wafer strain energy lower than the original thermal strain energy, while it increases the 
wafer strain energy to 12.07 mJ with ξB.  Thus, ξA is preferred over ξB in quadrant I. 
From the above examples, we show that the combination of slip plane, slip 
direction, and dislocation line direction determines whether a slip band will reduce the 
wafer strain energy in a particular quadrant in the wafer.  Using the DD modeling 
method, it is possible to study each of the combinations and understand the dislocation 
formation mechanism from the strain energy point of view. 
To summarize the results, simulations are carried out for dislocation arrays from 
all 12 individual slip systems in the thermally stressed silicon wafer to find the associated 
wafer strain energy relief.  The same dislocation density is implemented for each 
combination of slip plane, slip direction, dislocation line direction, and location in the 
wafer.  The total wafer strain energy is calculated, which determines whether a 
particular parameter combination reduces the wafer strain energy and may be preferred.  
Table 1 shows the combinations of the 12 slip systems and the two available dislocation 
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line directions for each slip system.  The mark “ü” indicates a combination of 
parameters that reduces the wafer strain energy in a particular quadrant.  The mark ”−” 
indicates a combination that does not reduce the strain energy in that quadrant.  For 
example, the dislocations from slip system #1 are able to reduce the wafer strain energy 
when located in any quadrant, while those from slip system #2 only reduce the strain 
energy when they are in quadrants III or IV, with ξ = [011] . 
 
Table 6.1 Combinations of the dislocation slip planes, slip directions, and dislocation line 
directions that can (indicated by “ü”) and cannot (indicated by “−”) reduce the wafer 
strain energy when positioned in each of the four quadrants of the PV wafer. 
# 
Slip system Line Quadrant  
# 
Slip system Line Quadrant 
(n)[b] ξ  I II III IV  (n)[b] ξ  I II III IV 
1 (111)[110] 
[101]  − ü ü ü  
7 (111)[110] 
[101]  − ü ü ü 
[0 11]  ü ü − ü  [011]  ü ü − ü 
2 (111)[101]  
[110]  − − − −  
8 (111)[101]  
[110] − − − − 
[0 11]  − − ü ü  [011]  ü ü − − 
3 (111)[110] 
[110]  − − − −  
9 (1 11)[011] 
[110] − − − − 
[101]  ü − − ü  [10 1] − ü ü − 
4 (111)[110]  
[10 1] ü ü ü −  
10 (111)[110]  
[101]  ü ü ü − 
[0 11]  ü − ü ü  [011]  ü − ü ü 
5 (111)[101] 
[110]  − − − −  
11 (111)[101] 
[110]  − − − − 
[0 11]  ü ü − −  [011]  − − ü ü 
6 (111)[011] 
[110]  − − − −  
12 (111)[011]  
[110]  − − − − 
[10 1] ü − − ü  [101]  − ü ü − 
 
6.4 PREFERRED SLIP BAND ORIENTATIONS IN EACH WAFER QUADRANT 
An analysis of the results in Table 1 sheds additional light on the preferred 
dislocation slip bands in the wafer.  Rows #1 to #3 in Table 1 suggest that the 
dislocation slip bands on the (111) slip plane are preferred in quadrant IV. Quadrant IV 
has a total of four available combinations for the (111) plane that reduce wafer strain 
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energy, while other quadrants have only two available combinations.  In addition, rows 
#7 to #9 suggest that the slip bands on the  111( )  plane are preferred in quadrant II.  
The dislocation structures on both the (111) and the  111( )  planes form slip 
bands with the –45° orientation.  Table 1 suggests that among the slip systems, #1, #2, 
#3, #7, #8, and #9 are more likely to form dislocation structures in quadrant II and IV.  
Similarly, slip systems #4, #5, #6, #10, #11, and #12 are more likely to form dislocation 
structures in quadrant I and III, resulting in slip bands with the +45° orientation. 
These preferred slip systems must be activated to form dislocation structures.  
Therefore, it is necessary that the resolved shear stress on these preferred slip planes must 
exceed the critical resolved shear stress of the material.  One can assume that an ingot 
undergoes plastic deformation due to the thermal stress when it solidifies near the melt-
solid surface.  The magnitude of the resolved shear stress is found by Eq. (5.11) for each 
of the 12 individual slip systems.  Only the absolute value of the resolved shear stress is 
considered.  Figure 6.4 shows the distribution of resolved shear stress for each slip 
system.  The lighter (more white) regions indicate larger resolved shear stress, which 
can cause dislocation generation. 
Figure 6.4a, b, and c shows the resolved shear stress for slip systems #1, #2 and 
#3, respectively.  The same images in Figure 6.4a, b, and c are also associated with slip 
system #7, #8, and #9, respectively.  These slip systems form the –45° slip bands in the 
wafer.  Figure 6.4a is symmetric about the x1 and x2 directions such that each wafer 
quadrant shares the same maximum resolved shear stress.  However, Figure 6.4b and 
Figure 6.4c both have the maximum resolved shear stress in quadrants II and IV.  
Therefore, quadrant II and IV have more available slip systems to form a –45° slip band 
and also have a higher resolved shear stress to activate these slip systems. 
Similarly, Figure 6.4d, e, and f shows the resolved shear stress for slip systems 
#4, #5, and #6, respectively.  The same images in Figure 6.4d, e, and f are also 
associated with slip system #10, #11, and #12, respectively.  The maximum resolved 
shear stress is located in quadrants I and III in Figure 6.4e and f, suggesting that slip 
systems forming a +45° slip band are more likely to be activated in quadrants I and III. 
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The results suggest that quadrants I and III both have more preferred slip systems 
that can form +45° slip bands, and a higher resolved shear stress to activate these slip 
systems.  Similarly, quadrants II and IV have more preferred slip systems to form –45° 
slip bands, and a higher resolved shear stress for these slip systems. 
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Figure 6.4 Resolved shear stress due to the thermal residual stress in an ingot given by 
Eq. (5.3) for (a) slip systems #1 and #7, (b) slip systems #2 and #8, (c) slip systems #3 
and #9, (d) slip systems #4 and #10, (e) slip systems #5 and #11, and (f) slip systems #6 
and #12.  The slip system numbering is given in Table 1. 
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6.5 SLIP BAND LENGTH MEASUREMENT 
To validate the numerical analysis conducted in Section 6.3 and Section 6.4, both 
the –45° and +45° dislocation slip bands on the measured IR-GFP images are identified 
and categorized into the four quadrants.  The length of each dislocation structure is 
measured and recorded with respect to each quadrant for a batch of 10 single crystal PV 
wafers.  The measured dislocation structure lengths among the 10 wafers are 
accumulated and plotted against each wafer quadrant in Figure 6.5. 
 
Figure 6.5 Accumulated slip band lengths measured on IR-GFP images of 10 mono-Si 
PV wafers.  The –45° slip bands correspond to the slip systems #1, #2, #3, #7, #8, and 
#9; the +45° slip bands correspond to the slip systems #4, #5, #6, #10, #11, and #12.  
The slip system numbering is given in Table 1. 
The total dislocation slip band length is around 5920 mm across all wafers.  The 
accumulated lengths for the +45° slip band are 850±80 mm in quadrant I, 540±60 mm in 
quadrant II, 980±90 mm in quadrant III, and 550±50 mm in quadrant IV.  For the –45° 
slip band, it is 540±70 mm, 960±70 mm, 560±60 mm, and 940±70 mm in quadrant I, II, 
III, and IV, respectively.  The total length for the +45° slip band is about 2920 mm, 
which is close to the –45° slip band length, about 3000 mm.  This is expected from 
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Table 1 because the numbers of available energy-reducing slip systems are the same for 
the +45° and the –45° slip bands when the entire wafer area is considered.  However, 
there are clearly preferred slip band orientations when a particular quadrant is considered.  
For example, in quadrant I, the preferred +45° slip band length is larger than the –45° slip 
band length by 59%.  In quadrant II, the preferred –45° slip band length is larger by 
75%.  According to Table 1, for example, a +45° slip band (slip systems #1, #2, #3, #7, 
#8, and #9) has six available combinations (ü) in the preferred quadrants II and IV, but 
only four combinations in other quadrants.  Thus, there are 50% more available slip 
system combinations in the preferred quadrant, which is in good agreement with the 
relative occurrence of the slip band orientations.  The correlation between the measured 
slip band length in Figure 6.5 and the available energy-reducing slip systems in Table 1 
validates the analysis made in Sections 6.3 and 6.4, which are based on the DD 
simulation. 
6.6 STRAIN ENERGY CHANGE DUE TO DISLOCATION DENSITY 
The effect of the dislocation density on strain energy relief in the wafer can be 
found using the DD simulation method presented here.  The dislocation array from 
Figure 6.3b (system (111)[011] , quadrant I, l = 28 mm ) is used to study the change of 
wafer strain energy as a function of the dislocation density.  By controlling the 
dislocation-scaling factor M described in Section 5.3.1, the strain energy in the PV wafer 
is calculated as a function of the dislocation density and plotted in Figure 6.6. 
With no dislocation present, the wafer strain energy is 11.36 mJ due only to the 
residual thermal stress in the wafer.  The wafer strain energy decreases as the 
dislocation density increases until it reaches minimum strain energy.  At this point, the 
minimum wafer strain energy is 11.00 mJ and the corresponding nominal dislocation 
density, as defined in Section 5.3.1, is 3.1×103 cm-2.  If the dislocation density further 
increases, the total strain energy also increases.  At this nominal density, the dislocation 
array increases the simulated birefringence induced optical retardation by 85 nm near the 
dislocation cores.  For reference, the measured retardation increase by the dislocation 
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slip band in Figure 6.1c is around 20 nm above the wafer average and is located near a 
dislocation structure.  This difference between the simulated and the measured 
retardation can be attributed to the DD model, each “super-dislocation” represents 
multiple dislocations and thus a high stress is calculated near its core.  Since the 
formation of slip bands is expected to reduce the total wafer strain energy, these 
simulations suggest that the dislocation density may stop increasing in this dislocation 
array, at this location in the wafer, when the wafer strain energy reaches its minimum.  
However, new dislocation arrays may initiate at other locations on the wafer and further 
reduce the wafer strain energy independent of this system. 
 
Figure 6.6 Strain energy in the wafer versus nominal dislocation density associated with 
the slip band from Figure 6.3b 
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Chapter 7 – Characterization for multi-crystalline silicon wafers 
This chapter presents the results of the defect imaging methods described in the previous 
chapters for multi-Si PV wafers.  These wafers have a variety of crystalline defects due 
to the ingot containing various grain orientations and grain sizes.  Various grains and 
defect structures are investigated using IRT imaging, IR-GFP imaging, and PL imaging 
for both the band-to-band and defect band emission.  Multimodal characterization of 
multi-Si PV wafers provides an understanding of the spatial distribution, optical, and 
mechanical properties of the defects in the wafers. 
7.1 INFRARED TRANSMISSION IMAGING FOR MULTI-SI PV WAFERS  
The PV industry utilizes IRT imaging as a simple quality control method to sort 
base materials before an as-cut wafer enters the next PV processing step.  IRT imaging 
reveals the features in a PV wafer by the intensity contrast due to differing amounts of 
transmitted and scattered light. Figure 7.1 is captured using the IRT imaging function of 
the IR-GFP system and shows a region of interest in a multi-Si PV wafer after the ARC 
layer deposition.  In Figure 7.1a, mark A indicates a ring made on the surface of the 
wafer using a marker.  The upper part of the image shows a crystal grain with a 
relatively uniform IRT intensity (mark B) that can be distinguished from the neighboring 
area with darker, irregular fine features (location C).  Similar dark features, which may 
be defects including impurities, precipitates, or crystalline defects such as dislocation 
clusters, also exist in other parts of the wafer.  Figure 7.1b is obtained using a 5X 
microscopic lens to zoom in on the dashed box in Figure 7.1a.  Figure 7.1b includes the 
grain with uniform IRT intensity (mark B) and the area with defects (mark C). 
The amount of these defect structures identified using IRT is an important factor 
for characterizing the wafer quality.  Another factor is the grain size, since smaller grain 
size introduces more grain boundaries, which are considered to be potentially deleterious 
features. IRT imaging is a fast and low-cost method for inline wafer quality inspection.  
However, the amount of defect structures or grain boundaries does not directly relate to 
the solar cell performance.  To gain a better understanding of the wafer quality, it is 
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essential to use imaging methods that are directly correlated with the important solar cell 
performance factors, such as carrier lifetime. 
 
Figure 7.1 (a) IRT image of a selected area in a multi-Si PV wafer; mark A indicates a 
ring made on the wafer surface, mark B is near the edge of a clean grain, and mark C is 
within an area with defect structures.  (b) Microscopic IRT image of the area marked by 
dashed box in a. 
After the wire-sawing step, a multi-Si PV wafer is etched during the surface 
texturing and saw damage removal step.  At this stage, the wafer surface becomes rough 
and etch pits may appear if there are dislocations intersecting the surface.  Figure 7.2a 
shows a SEM image for a location near the area in Figure 7.1b, with marks B and C 
indicating the same locations.  Location B shows a uniform intensity, while location C 
has many brighter, finer, and more irregular features.  These features also appear as 
darker features in the IRT image in Figure 7.1b.  Figure 7.2b shows the zoom-in SEM 
image at a 150X magnification in the area marked by dashed lines in Figure 7.2a and 
reveals the dislocation etch pits that form pile-ups.  At this magnification, the rough 
surface texture can be observed.  A linear feature in the middle along the horizontal 
direction is observed, separating the mark B and C.  An 850X magnification SEM image 
in Figure 7.2c focuses at the horizontal boundary, which shows no etch-pits pile-up along 
the boundary.  However, in the defective area near mark C, two linear inclined features 
are observed with dislocation etch-pits lined up along the features.  These SEM images 
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confirm that the dark irregular features observed using the IRT imaging are defect 
structures formed by dislocation etch-pits. 
 
Figure 7.2 SEM images of the same multi-Si PV wafer in Figure 7.1b, showing (a) a field 
of view that includes mark B in a clean grain and mark C in a defective area; (b) 150X 
zoom-in image in the area marked by dashed lines, showing that the defect structures are 
consisted of dislocation etch-pits.  (c) 850X zoom-in image shows etch-pits pileup along 
linear features near mark C, but no etch-pits observed along the boundary separating 
mark B and C. 
7.2 PHOTOLUMINESCENCE IMAGING FOR MULTI-SI PV WAFERS 
7.2.1 Band-to-band photoluminescence images 
The band-to-band PL image in Figure 7.3 is obtained with an 1100 nm long pass 
filter in front of the camera at a 29 ms acquisition time.  The band-to-band PL image 
captures the carrier recombination activity that emits photon energy near the silicon band 
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gap at 1.1 eV, or 1150 nm in wavelength.  A higher intensity in the PL image indicates 
that more electrons and holes are generated and recombine with band-to-band emission.  
A lower intensity means some carriers recombine through an energy level between the 
conduction band and the valence band, causing reduced band-to-band emission.  This 
could happen if there is a defect providing an energy level within the silicon band gap, 
allowing the carriers to recombine and emit a photon with lower energy. 
Figure 7.3a shows the PL emission from 1150 to 1700 nm, which is dominated by 
the band-to-band emission around 1150 nm and referred to as the band-to-band PL.  
Location A indicates the artificial ring drawn on the wafer surface.  Comparing the IRT 
image in Figure 7.1a and the band-to-band PL image in Figure 7.3a, it is possible to 
identify grains with more uniform IRT intensity and fewer defect structures, which tend 
to have a stronger band-to-band PL emission, such as at location B.  In contrast, location 
C has many defect structures in the grain and shows a relatively lower band-to-band PL 
intensity. 
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Figure 7.3 (a) PL image (1150 to 1700 nm) dominated by the band-to-band emission, for 
the same field of view in Figure 7.1a.  Areas with defect related recombination activities 
show a lower PL intensity.  (b) Defect band PL emission (1300 to 1700 nm) from the 
same field of view. 
7.2.2 Defect band photoluminescence images 
Crystalline defects can introduce additional energy levels within the silicon band 
gap that trap carriers.  When the carriers at these energy levels recombine, an emission 
peak around 1500 nm can be observed at room temperature.  The LED light source in 
the PL imaging system excites both the band-to-band and the defect band PL signal. 
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Therefore, a long pass optical filter is needed to block the PL wavelength shorter than 
1300 nm, leaving only the PL peak around 1500 nm.  This image is referred to as the 
defect band PL image. 
The defect band PL in Figure 7.3b is obtained with an InGaAs infrared camera 
with an acquisition time of 29 ms and a resolution of 0.025 mm per pixel.  A dark image 
with the LED turned off is captured as the reference image and is subtracted from the 
measured PL image to reduce electronic noise in the sensor.  The regions emitting lower 
band-to-band PL in Figure 7.3a show higher defect band PL in Figure 7.3b.  For 
example, location B shows a high band-to-band PL intensity but low defect band 
intensity.  Location C, in contrast, has high defect band PL and low band-to-band PL.  
In the region with more defect structures, the defect band PL intensity is not uniform.  
Some defect structures emit significantly higher PL than the surrounding areas.  These 
strong PL signals often appear as short segments in the defect band PL image and are 
optically polarized. 
7.2.3 Polarized defect band photoluminescence images 
Figure 7.4 shows three polarized defect band PL images for a larger field of view 
on the same wafer, captured with a linear analyzer in front of the camera, fixed at 0, 50, 
and 100 degrees to the horizontal direction, respectively.  Arrows indicate marks B 
through G as points of interest.  PL intensity at mark C decreases as the analyzer angle 
increases.  At another location (mark G), the lowest PL intensity among the three 
images occurs when the analyzer angle is 50 degrees.  The polarization angle and the 
amount of polarized PL emission are different between mark C and G.  The PL 
intensities at other marked locations also varies with the analyzer angle, although the 
amount of varying intensity can be small and can only be observed with the help of a 
noise-rejecting video processing algorithm. 
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Figure 7.4 Polarized defect band PL image with a fixed analyzer angle at (a) 0 degree, (b) 
50 degrees, and (c) 100 degrees to the horizontal direction.  Marks B through G 
indicated arrows are points of interest, which can have different PL intensity depending 
on the analyzer angle.  The dashed lines make the visible wafer area. 
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Figure 7.5 Defect band PL intensity plotted against analyzer angle at (a) location D, 
forming a wave shape corresponding to a positive cosine, and E, forming a negative 
cosine; (b) location F, forming a positive sine, and G, forming a negative sine.  The 
video processing algorithm in the IR-GFP system determines the  Icos  and  Isin  
components at each pixel. 
As already shown in Figure 7.4, the PL intensity at the same location can change 
as the analyzer rotates to another position.  Polarized PL images similar to Figure 7.4 
are captured at 19 different analyzer angles.  The PL intensities at location D and E are 
extracted from these images and plotted against the analyzer angles, as shown in Figure 
7.5a.  A similar plot is created at location F and G, as shown in Figure 7.5b. 
The PL intensity at location D has a PL signal function highest at 100 arbitrary 
units and lowest at 25 units.  As the analyzer angle increases from 0 degree towards 70 
degree, the PL intensity decreases.  After 70 degree, the PL intensity increases and 
eventually reaches its maximum value at 180 degree.  This trend can be correlated to a 
cosine function with no phase lag.  The plot for location E in Figure 7.5a starts at a 
lower PL intensity.  It increases to its maximum at 90 degree, and decreases back to 
around 60 units.  The plot can be correlated to a cosine function with a 180-degree 
phase lag, or a negative cosine. 
In Figure 7.5b, the PL intensity at location F follows a trend similar to a sine 
function with no phase lag.  Similarly, location G has a polarized PL intensity following 
the trend of a sine function with a 180-degree phase lag. 
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To determine the polarization state of the PL emitted from defect structures, the 
video processing algorithm described in Chapter 4 is used.  During this measurement, 
the analyzer is set to have 10 revolutions, and a total of 160 images similar to those in 
Figure 7.4 are captured.  The PL intensity at each pixel represents a sinusoidal signal 
when plotted against the analyzer angle.  The algorithm determines the  Icos  and  Isin  
components from these 160 images.  The polarized defect band PL intensity and the 
polarized angle are determined using Eq. (4.16) and Eq. (4.17), and are plotted in Figure 
7.6a and b, respectively. 
Most of the features shown in Figure 7.6a and b are short linear segments.  
These segments have several distinct polarization directions, as shown in Figure 7.6b.  
For example, location B has no detectable defect band PL intensity.  Location C and D 
has a polarization direction very close to zero.  Location E has a polarization direction at 
about −90 degrees.  These polarization directions result in cosine functions when 
modulated by the analyzer rotation.  Similarly, locations F and G have polarization 
directions around −45 and 45 degrees, respectively. 
The polarization angle of the PL emission from dislocation structures is shown to 
depend on the type of grain boundary where these dislocations gather [59].  
Investigation of the polarization of the dislocation luminescence also suggests that the 
polarization direction is parallel to the dislocation core [49].  Therefore, the polarization 
direction image in Figure 7.6b not only provides the spatial distribution of dislocation 
structures, but also resolves the polarization information that can be related to the 
orientation of dislocation structures in a wafer. 
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Figure 7.6 Polarized defect band PL signal presented as (a) magnitude image and (b) 
polarization direction image.  Locations B through G are visible in both images. 
This approach provides noise reduction by subtracting the dark image as well as 
the averaged ambient light from multiple polarized PL images.  Thus, the signal to noise 
ratio for the polarized part of the PL emission is enhanced, while non-polarized noise and 
emission are rejected.  The ability of this imaging tool to resolve the polarized 
magnitude and the polarization direction is limited by the noise signal from stray light 
and the thermal noise in electronics.  The minimal resolvable signal intensity depends 
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on the background intensity where there is no defect PL emission present.  When 10 
analyzer revolutions are required during acquisition (total 160 images), the background 
standard deviation is approximately 15 units.  For reference, the maximum and 
minimum intensity from defect PL emission is about ±300 units. 
The computer-based setup with a high sensitivity camera enables fast image 
acquisition and processing.  Compared to the conventional approach, where the analyzer 
has to be manually set to a desired angle, the imaging tool presented here can complete a 
full-wafer measurement in less than a minute. 
7.2.4 Grain boundary and polarized defect band PL emission  
The polarized PL imaging method reveals the optical properties of defect 
structures in a wafer, which makes it possible to distinguish different defect structures 
seen in the IRT images in Figure 7.7a.  Figure 7.7b shows the direction image of the 
defect band PL emission for the same field of view.  To investigate the origin of the 
polarized defect band PL, a SEM image shown in Figure 7.7c is obtained for detailed 
microstructures within the white box marked in Figure 7.7a and b.  The yellow boxes 
marked in images Figure 7.7a, b, and c indicate the regions of interest for electron 
backscatter diffraction (EBSD) measurements.  An EBSD measurement is an integrated 
function of SEM, which detects the electron diffraction pattern scattered off the surface 
of a crystal sample.  From the diffraction pattern orientation, the EBSD measurement 
determines the crystal orientation at the sample surface. 
As shown in Figure 7.7c, ROI1 is long and rectangular, and includes dislocation 
clusters surrounding a relatively defect-free area in the middle.  In Figure 7.7b, ROI1 
contains two long, vertical regions with polarized PL signal.  In Figure 7.7c, the upper 
part of ROI2 includes a uniform grain with no dislocation clusters.  The lower part of 
ROI2 includes an area with an increased concentration of defects.  ROI2 also includes 
two short, vertical regions with polarized PL signal, as shown in Figure 7.7b. 
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Figure 7.7 (a) Same IRT image from Figure 7.1a; (b) direction image of polarized defect 
band PL (c) SEM image showing the detail in white box marked in a and b. 
The EBSD results for ROI1 are shown in Figure 7.8.  The inverse pole figures 
(IPF) indicate the crystal orientation along the sample coordinates, where Z is the surface 
normal, Y is the vertical direction, and X is the horizontal direction.  The two vertically 
oriented grain boundaries (GBs) can be observed from the EBSD results in Figure 7.8a, 
which suggest that they are low angle GBs.  A low angle GB refers to a boundary 
between two grains with their crystal lattice misorientation angle typically smaller than 
10 degrees, which can be commonly found in a multi-Si PV wafer [128].  The 
misorientation angles for the small angle GBs on the left and on the right are 
approximately 3.13 and 7.14 degrees, respectively.  The crystal grain in the middle is 
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surrounded by low angle GBs.  The crystal lattice direction [535] along the Z-direction 
for the grain in the middle is the same as its neighboring grains.  This suggests that the 
crystal lattices are misoriented by rotation of the middle grain about the Z-axis, creating 
tilt GBs around the grain. 
 
Figure 7.8 EBSD measurement in ROI1 shows the inverse pole figures (IPF), which 
indicate the crystal orientation along the sample coordinate (a) Z, or the surface normal 
direction; (b) Y, or the vertical direction; (c) X, or the horizontal direction. 
In Figure 7.9, the EBSD results for ROI2 show that there are three GBs.  The 
crystal orientations in the upper part and the lower part of Figure 7.9a are not the same.  
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The two vertical GBs shown in Figure 7.9b are both low angle GBs with 3.15 degrees on 
the left and 4.94 degrees on the right, respectively, which correspond to the locations 
emitting polarized PL signals in Figure 7.7b.  The GB separating the two grains with 
large mismatch is a high angle GB, which refers to the GB associated with a 
misorientation angle larger than 20 degrees.  Compared to Figure 7.7b, it is shown that 
the high angle GB does not emit polarized PL signal. 
The observations in this section suggest that polarized PL emission is associated 
with low angle GBs in the wafer.  In particular, when the dislocation structures form a 
low angle tilt GB, the polarized PL signal is seen to be spatially correlated to these GBs.  
Defect structures with similar polarized defect band PL emission are detected in a batch 
of 10 multi-Si PV wafers.  The polarized nature of defect band PL emission is also 
reported in [59] for both tilt and twist low angle GBs.  No strong defect band emission is 
observed at the dislocation structures that do not form a boundary.  For example, a 
dense dislocation cluster can be identified in Figure 7.9, which is surrounded by the high 
angle GB and the two low angle GBs.  In Figure 7.7b, this dislocation cluster does not 
give detectable PL emission.  High angle GBs do not show defect band PL emission, 
either. 
By implementing the PL imaging function and using the polarization video 
processing algorithm, a novel defect-imaging tool for PV wafer is achieved.  This PL 
imaging tool resolves crystal defects based on their polarized PL emission.  Dislocation 
structures that form low angle tilt GBs are found to emit strongly polarized defect band 
PL.  These dislocation structures are found in regions with lower band-to-band PL 
emission, indicating their impact on the carrier lifetime.  This key finding could allow 
solar cell manufacturers to identify among various defect types the deleterious dislocation 
structures associated with tilt GBs. 
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Figure 7.9 EBSD measurement in ROI2 shows the IPFs that indicate the crystal 
orientation along the sample coordinate (a) Z, or the surface normal direction; (b) Y, or 
the vertical direction; (c) X, or the horizontal direction. 
7.3 INFRARED PHOTOELASTIC IMAGING FOR MULTI-SI PV WAFERS 
Infrared photoelastic measurements are also carried out for the multi-Si PV 
wafers.  The IR-GFP image for the same field of view as in Figure 7.6 shows the optical 
retardation caused by the strain-induced birefringence in the wafer.  The IR-GFP image 
in Figure 7.10 shows the retardation that corresponds to the shear strain at ±45 degrees, 
as given by Eq. (3.16). 
There are multiple grains in the wafer and each grain has a different crystal 
orientation.  Therefore, the retardation and the shear strain are related by a different 
strain-optic coefficient in each grain.  The retardation value in one grain may not 
directly compare with another grain using Figure 7.10.  However, considering the area 
within the same grain, Figure 7.10 provides qualitative information about the residual 
strain distribution in the grain.  Additional methods such as EBSD are needed to 
measure the crystal orientation of each grain and determine the strain-optic coefficients, 
if a quantitative photoelastic analysis is desired. 
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Figure 7.10 IR-GFP measurement showing the retardation due to the in-plane shear strain 
along ±45 degrees.  Marks B through G indicate the same locations in Figure 7.6. 
7.4 DEFECT CHARACTERIZATION USING THE INTEGRATED IMAGING TOOL 
To characterize the defect structures in the PV wafer, in an integrated manner, 
defect images obtained using PL imaging and IR-GFP imaging are compared.  Figure 
7.11 shows the PL images for the same wafer in Figure 7.10, with a circular field of view.  
The band-to-band PL in Figure 7.11a reveals the defect structures with a lower PL 
intensity, while the defect band PL in Figure 7.11b shows the defect structure with high 
emission intensity.  Three red boxes are marked as the regions of interest in both 
images.  Box 1 includes an area with dark features visible in the band-to-band PL 
image, but has a low defect band PL emission.  Box 2 is on the edge of a relatively 
bright area and includes dark features in the band-to-band PL image.  In Figure 7.11b, 
the defect features within box 2 have a high defect PL emission.  Box 3 is within a light 
area in the band-to-band PL image, which corresponds to a dark area in the defect band 
PL image.  To understand the cause of these distinct emission types, it is necessary to 
investigate the microstructure properties and the defect structures within the boxes.  
Both IRT and IR-GFP imaging are used to investigate the defect structures in the PV 
wafer and then compared to the PL imaging results. 
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Figure 7.11 (a) Band-to-band PL image and (b) defect band PL image of the same multi-
Si PV wafer shown in Figure 7.10.  Red boxes are regions of interest.  Dashed lines 
mark illuminated wafer area. 
The IRT and IR-GFP measurements can be done using a microscopic lens at a 
resolution of 5 micron per pixel.  Each image in Figure 7.12 has a size of 640 × 480 
pixels.  Figure 7.12a1 through a3 shows the IRT images of box 1 through box 3.  
Figure 7.12b1 through b3 shows the IR-GFP images of box 1 through box 3. 
Figure 7.12a1 shows an array of parallel straight lines within a grain.  These 
straight lines have a relatively high strain-induced retardation associated with them, as 
shown in Figure 7.12b1.  These straight lines may reduce the band-to-band PL emission, 
as seen in box 1 in Figure 7.12a, even though they may not emit defect band PL.  In this 
case, the carriers recombine and pass the energy to phonons instead of generating 
photons.  This process is referred to as non-radiative recombination. 
Box 2 is located at the edge of a high intensity area in the band-to-band PL image 
(Figure 7.11a).  Figure 7.12a2 shows its IRT image, where a relatively clean grain is 
located on the upper part the image.  The defect-free grain emits a strong band-to-band 
PL signal, but does not emit defect band PL.  The lower part of Figure 7.12a2 shows 
dark, irregular defect structures.  These defect structures can reduce the band-to-band 
PL emission, and they can also emit high intensity defect band PL, as shown in box 2 in 
Figure 7.11b.  In Figure 7.12b2, the IR-GFP image shows the retardation in box 2.  
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The upper part of the IR-GFP image has a relatively uniform retardation, suggesting a 
uniform residual strain state.  The lower part of the image has a non-uniformly 
distributed intensity.  This strain-induced retardation can be associated with the defect 
structures seen in Figure 7.12a2. 
 
Figure 7.12 Microscopic images of the regions of interest marked in Figure 7.11, 
containing (1) low band-to-band and low defect band PL signal, (2) reduced band-to-
band and strong defect band PL signal, (3) Strong band-to-band and low defect band PL 
signal.  Details of microstructures are revealed in (a) IRT images and (b) IR-GFP 
images. 
The IRT image for box 3, as shown in Figure 7.12a3, shows a crystal grain with 
no visible defect structure.  The IR-GFP image in Figure 7.12b3 also shows a uniform 
distribution of retardation.  This is consistent with the observation from the PL results, 
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where the area in box 3 emits high band-to-band PL in Figure 7.11a and low defect band 
PL in Figure 7.11b. 
To further understand the relation between the defect structures and the PL 
emission, a field of view around the defect band PL signal at location G in Figure 7.6b is 
investigated using both IRT and IR-GFP imaging.  Location G in Figure 7.6b has a 
defect band PL pattern with two parallel lines, tilted at 45 degree and separated by an 
approximately 1-mm gap. 
 
Figure 7.13 (a) Microscopic IRT image and (b) microscopic IR-GFP image at location G 
in Figure 7.6b. 
Six microscopic IRT images are obtained and stitched together to create a larger 
field of view at location G.  This procedure is also done for the IR-GFP images with the 
same field of view.  The IRT image in Figure 7.13a shows the microstructure at location 
G, where two parallel lines tilted at 45 degree are separated by a gap of about one mm.  
The dark, irregular defect patterns near the two parallel lines are dislocation clusters.  
The dislocation clusters also appear on the upper left part of the IRT image.  In Figure 
7.13b, the IR-GFP image shows the strain-induced retardation associated with the 
dislocation clusters.  The shear strain-induced retardation near each linear feature 
resembles the strain field of a dislocation array, with the upper side being negative, and 
the lower side being positive.  This pattern is also seen near the dislocation slip bands in 
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a mono-Si PV wafer presented in Chapter 6, where the dark to bright contrasting color is 
a typical feature due to the compressive and tensile strain field of a dislocation slip band. 
On the right side of Figure 7.13a, there are parallel lines along the horizontal 
direction.  These are distinct grains with parallel grain boundaries, which can be visually 
identified by the contrasting color on the wafer surface.  Unlike the parallel lines at 45 
degrees, these lines do not have many dislocation clusters near them.  Therefore, in 
Figure 7.13b, the strain signature of these parallel lines has no transition from dark to 
bright color across the line.  In addition, they do not emit strongly polarized PL, as 
shown near location G in Figure 7.6b. 
Another multi-Si PV wafer is investigated using the IRT imaging, IR-GFP 
imaging, band-to-band PL imaging, defect band PL imaging, and polarized PL imaging.  
The IRT image in Figure 7.14a shows the grain structure as well as the defect structures.  
More defect structures appear as dark clusters on the right side of the image, especially 
near box 5, 6, and 7.  The region near box 4 has relatively clean crystal grains.  In 
Figure 7.14b, the IR-GFP image shows a clear contrast among crystal grains, because 
they have retardation levels that differ from one another.  The contrast makes it easier to 
distinguish individual grains.  The IR-GFP intensity also allows a qualitative strain 
analysis within each grain, where the strain-optic coefficient is uniform. 
Figure 7.14c shows the band-to-band PL image.  The grains near box 4 that have 
a uniform IRT intensity also emit a strong band-to-band PL.  The locations with many 
dislocation clusters, for example, boxes 5, 6, and 7, have a low band-to-band PL 
intensity.  An anti-correlation is found in the defect band PL image in Figure 7.14d, 
where box 4 has a very low defect band PL emission and boxes 5, 6, and 7 all have high 
PL emission at the defect band wavelength.  Therefore, the dislocation clusters are 
shown to be responsible for the defect band PL emission, which may also result in the 
reduction of the band-to-band PL emission. 
By using the video processing algorithm, it is possible to further resolve the 
distribution of polarization directions of the dislocation structures.  Figure 7.14e shows 
the polarization direction of the defect band PL emission.  Box 4 does not have a 
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detectable defect band PL emission.  Box 5 includes defect segments emitting PL signal 
polarized at about −15 degrees.  Box 6 has defect band PL polarized around −80 
degrees.   
 
Figure 7.14 (a) IRT image, (b) IR-GFP image, (c) band-to-band PL image, (d) defect 
band PL image, and (e) polarization direction image of a multi-Si PV wafer.  Regions of 
interest are marked by dashed lines as boxes 4 through 7. 
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Box 7 has defect band PL polarized at approximately −30 degrees.  In the case of 
box 5, 6, and 7, dislocation structures form clusters and emit polarized defect band PL.  
The crystal grain pattern in Figure 7.14b also suggests that the three dislocation clusters 
may exist in three different grains.  Thus, the different polarization angle for these three 
areas may be due to the different orientation of the grains that contain the defects.  This 
result from the polarized PL imaging could be further explored using EBSD to determine 
the properties of the defect structures.  However, based on the findings from the PV 
wafer presented above, these defects with strong polarized PL emissions are expected to 
be dislocation structures that form low angle tilt GBs. 
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Chapter 8 – Conclusions and future directions 
This research addressed fundamental questions about the mechanics relating defects and 
residual strain in silicon-based photovoltaic (PV) wafers, and developed optical imaging 
tools for PV wafer characterization..  The major works can be grouped into three parts.  
First, infrared photoelastic imaging is applied to PV wafers, making it possible to 
spatially resolve defects and residual strain distributions, and allowing the analysis of the 
interaction between them.  Second, a discrete dislocation (DD) modeling framework is 
created for investigating the strain energy-reducing dislocation structures that can relieve 
thermal process-induced strain energy.  Finally, a novel optical imaging tool that can 
perform both the photoelastic (PE) and polarization resolved photoluminescence (PL) 
imaging is presented.  The tool is used to determine which defects are responsible for 
polarized PL emission.  These defects are also found to be electrically deleterious to 
solar cell performance. 
8.1 INFRARED PHOTOELASTIC IMAGING FOR SILICON PHOTOVOLTAIC WAFERS 
Mono-crystalline silicon wafers 
An infrared grey-field polariscope (IR-GFP) system is used for infrared PE 
imaging for both mono-crystalline silicon (mono-Si) and multi-crystalline silicon (multi-
Si) PV wafers.  The IR-GFP image shows the defect distribution and the residual strain 
pattern in the mono-Si PV wafer, including the thermal strain from the Czochralski (CZ) 
crystal growth process, as well as the elastic strain field associated with the dislocation 
structures. 
The IR-GFP imaging reveals dislocation structures in the mono-Si PV wafers, 
which appear as straight linear bands with the associated strain being positive on one side 
and negative on the other side.  In addition, these structures orient at 45 degrees to the 
wafer edges, suggesting that they are formed by crystal defects.  While the strain 
patterns for the dislocation structures are relatively short range, the thermal strain pattern 
due to the CZ process distributes across the PV wafer. 
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Results from the IR-GFP imaging are compared to images from conventional 
methods, such as infrared transmission (IRT) imaging and band-to-band PL imaging.  
The IR-GFP can resolve the thermal strain field and the dislocation structures that are not 
detectable by either the IRT or the band-to-band PL imaging.  Since both the residual 
thermal strain and the defect structures in a wafer can be spatially resolved at a full-wafer 
scale within a few seconds, it could be beneficial to incorporate the IR-GFP imaging 
method as an in-line quality control step for solar cell manufacturing. 
The strength of IR-GFP imaging is to obtain a complete strain distribution in a 
wafer within a few seconds.  This is an advantage over the wafer bow measurement 
commonly used in the PV industry or the scanning type optical methods, which require a 
long measurement time.  Understanding the residual thermal strain distribution is 
particularly important for manufacturing high performance solar cells made of mono-Si 
PV wafers.  The strain distribution provides additional insights about how the thermal 
strain can interact with the defects during the crystal growth process. 
Multi-crystalline silicon wafers 
Multi-Si PV wafers have irregular dislocation clusters that can be associated with 
grain boundaries or within crystal grains.  The built-in IRT imaging function of the IR-
GFP system is used to reveal the dislocation clusters in the wafer.  The wafer-scale IR-
GFP image shows high contrast among crystal grains.  Within each grain, the shear 
strain-induced retardation pattern associated with the dislocation cluster provides 
qualitative information such as strain uniformity.  Crystal grains with the dislocation 
clusters show a relatively non-uniform strain pattern, while the clear grains have more 
uniform strain state.  Microscopic IR-GFP images are obtained on locations with high 
defect band PL emission.  These locations also have highly non-uniform strain as 
opposed to the strain in the low emission areas. 
The IR-GFP is able to quickly detect non-uniform strain distributions and stress 
concentration sites, such as inclusions, cavities, or dislocations.  The method is 
particularly useful for rapidly checking the mechanically deleterious defects in a large 
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wafer.  These stress-concentrating defects can introduce excessive stress during wafer 
handling and lead to wafer damage. 
8.2 DISCRETE DISLOCATION MODEL FOR SOLVING WAFER RESIDUAL STRESS 
Numerical model implementation 
A DD model is created using COMSOL and MATLAB to solve for the residual 
stress in a full-size PV wafer.  This 3D model uses an analytical solution to describe the 
thermal stress during the CZ process.  It also accounts for the 60-degree dislocation slip 
geometry that is unique to the materials with a diamond lattice structure, such as silicon.  
The model uses the classical dislocation theory to implement the dislocation stress field, 
with a modified formula to avoid stress singularities during the numerical simulation. 
The finite element model in COMSOL uses a correction stress that is necessary 
when considering the traction-free wafer surfaces.  The numerical model gives a wafer 
strain energy based on the interaction between the thermal stress and the dislocation 
stress. 
Dislocation slip band analysis 
By investigating different dislocation slip geometries and orientations, the model 
finds the possible combinations of slip parameters that satisfied the strain energy relief 
assumption.  The relevant parameters of a dislocation include its line direction, the 
Burgers vector, the slip plane, and its wafer quadrant location.  A preferred combination 
of these parameters reduces the wafer strain energy.  The corresponding dislocation 
density can also be found at local minimum strain energy. 
The slip band lengths are experimentally measured from the IR-GFP images of a 
batch of 10 mono-Si PV wafers.  These slip band structures are then categorized 
according to their orientation and the location in each quadrant of the wafer.  In each 
wafer quadrant, the resolved shear stress due to the thermal stress is consistent with the 
preferred slip band orientation.  The experimental data validates the argument given by 
 104 
the model for finding the energetically preferred slip band orientations and their 
locations. 
The residual strain field given by the model is used to find the strain-induced 
birefringence in the wafer, which gives simulated IR-GFP images.  The simulated IR-
GFP image can be used to fit the measured birefringence and its corresponding shear 
strain.  Thus, the model can be used to interpret the measured IR-GFP image and 
quantify the strain magnitude. 
8.3 COMBINED POLARIZED PL AND PE IMAGING 
Polarized photoluminescence imaging system 
A novel setup for polarized PL imaging system is developed and utilized for 
characterizing the multi-Si PV wafers.  The polarized PL imaging system is based on 
the setup of the IR-GFP system, with different optical arrangements and illuminating 
light sources.  The PL imaging setup is a transmission type, with the light source and the 
camera located on opposite sides of the wafer.  The light source is built using low-cost 
components, including a personal computer power supply and a 100-watt light-emitting 
diode chip.  The total cost of the light source is less than 10% of the cost of a high 
power laser-based design. 
The newly created PL system is capable of detecting the band-to-band PL 
emission and the much weaker defect band PL emission.  Furthermore, the system can 
resolve the polarization direction of the PL emission by utilizing the video processing 
algorithm. 
To further improve the polarized PL imaging system, it would be beneficial to use 
a light source with higher illumination power with the wavelength shorter than 1150 nm.  
Higher power can increase the PL emission signal, while the shorter wavelength can 
reduce the transmitted infrared portion and reduce the noise.  In addition, a pulsed light 
source with a synchronized camera shutter may significantly improve the signal-to-noise 
ratio.  A higher signal-to-noise ratio may enable the ability to perform microscopic PL 
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imaging, allowing the direct comparison among results from microscopic IRT and IR-
GFP imaging. 
Defect structure characterization using different imaging methods 
The newly built polarized PL imaging system shares the same video processing 
algorithm as in the IR-GFP to resolve the polarization state of the PL emission.  The 
video processing algorithm theory is re-purposed for the PL imaging application.  The 
defect band PL emission from multi-Si PV wafers shows strong polarization, while the 
band-to-band PL does not show polarization. 
Because the polarized PL imaging system is based on the IR-GFP system, various 
imaging methods can be applied very quickly for each wafer measurement, including the 
IRT imaging, IR-GFP imaging, and the polarized PL imaging for both the band-to-band 
and defect band signals. 
Defect structures such as dislocation clusters and grain boundaries (GBs) are 
identified in the multi-Si PV wafers.  Both dislocation clusters and GBs can reduce the 
band-to-band PL emission.  The dislocation clusters can be identified by the IRT 
imaging and it can be confirmed using SEM imaging that dislocations threading to the 
wafer surface form etch pits on a PV wafer.  When these dislocation structures form low 
angle tilt GBs, strongly polarized defect band emission can be observed at these 
locations.  These dislocation structures are also spatially correlated to lower band-to-
band PL emission, indicating their impact on the carrier lifetime. 
The IR-GFP imaging shows the strain-induced retardation due to the dislocation 
clusters.  Crystal grains with these defect structures usually have highly non-uniform 
IR-GFP patterns, while the grains without defect structures have a relatively uniform 
intensity.  The areas with non-uniform strain patterns in the IR-GFP image can be 
correlated to the areas with low band-to-band PL emission. 
Potential applications of the characterization method developed in this research 
include identifying low angle tilt GBs that are deleterious to solar cell performance.  
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The integrated PL and IR-GFP imaging tool provides the spatial distribution of defects, 
which indicates the local mechanical and electrical quality in a PV wafer. 
8.4 CONTRIBUTIONS 
This research investigated the spatial distribution of defects due to the thermal 
strain energy relief in PV wafers as a result of materials processing.  It is the first full-
scale PV wafer strain analysis, which combines infrared photoelastic imaging and 
numerical modeling that accounts for silicon dislocation structures.  This research also 
achieves the polarization resolved PL imaging by adding a PL imaging function on the 
PE imaging setup.  The tool is used to identify the polarized PL-emitting defects that are 
associated with efficiency degradation in silicon PV wafers. 
The DD model presented here is the first DD model that accounts for a full size 
PV wafer stress field.  A simulation framework is implemented to find a correction 
stress, such that the corrected wafer stress satisfies the free surface boundary condition.  
The model gives insight into the distribution of dislocation slip bands and the preferred 
slip combinations. 
The integrated PL and the IR-GFP imaging system share the same specimen 
fixture, rotating analyzer, camera, and the video processing algorithm.  This novel 
instrumentation allows the system to switch among the IRT, the PL, and IR-GFP mode 
conveniently, without moving the specimen or the camera.  Therefore, images obtained 
in each mode could be compared directly for their spatial correlation. 
By resolving the polarization state of defect band PL emission, dislocation 
structures that form a low angle grain boundary are identified.  These dislocation 
structures are also shown to reduce the silicon carrier lifetime.  Understanding the 
polarization and the spatial distribution of these structures should add insight into how 
dislocations and grain boundaries interact as the result of materials processing. 
8.5 FUTURE DIRECTIONS 
1) The DD model can be improved to account for grains with arbitrary crystal 
orientation, which allows the simulation of dislocation structure in a multi-Si PV wafer.  
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The simulated strain and birefringence field can be compared to the IR-GFP 
measurement for a quantitative strain analysis on dislocations and GBs. 
2) Microscopic PL imaging could be achieved by raising the signal-to-noise ratio 
of the existing setup.  One possibility is to use a synchronized trigger for camera shutter 
and light source control, which allows phase lock-in signal processing for high sensitivity 
PL detection.  Then, microscopic PL and IR-GFP images could be obtained at the same 
scale to investigate their correlation.  A higher signal-to-noise ratio can also help in 
acquiring PL signal from wafers without surface passivation. 
3) The orientation of dislocation structures in a wafer can be found experimentally 
using electron backscattering diffraction (EBSD).  The PL polarization state can be 
measured using the PL imaging, and the strain-induced birefringence can be analyzed by 
using the IR-GFP imaging and the DD model.  The results may provide insights into the 
nature of the polarized PL emission, which could help answering the fundamental 
question of how the defect band PL emission is polarized. 
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