I propose an acoustic model adaptation method using bases constructed through the sparse principal component analysis (SPCA) of acoustic models trained in a clean environment. I perform experiments on adaptation to a new speaker and noise. The SPCA-based method outperforms the PCA-based method in the presence of babble noise. key words: eigenvoice speaker adaptation, robust speech recognition, sparse principal component analysis, speaker adaptation, speech recognition
Introduction
In hidden Markov model (HMM) based speech recognition [1] , speaker adaptation techniques [2] are used to update generic HMMs (e.g. a speaker-independent (SI) model) so that the adapted model can faithfully capture the acoustic variation of the new speaker/environment. Eigenvoice [3] is a linear subspace based speaker adaptation technique. In eigenvoice adaptation, for given HMM mean vectors of training speakers, the basis vectors that span the linear space of training speaker models are obtained by principal component analysis (PCA). The basis vectors thus built capture most of the variance present in the training models and they are orthogonal. However, PCA produces weights and basis vectors which are dense; this makes PCA not efficient in applications such as face recognition because data such as audio and images lie on low-dimensional subspaces, thus they can be better modeled by sparse representations. Hence, sparse PCA (SPCA) has been investigated to address the issue (see, e.g. [4] ). In SPCA, one tries to find a decomposition of data such that the basis vectors and weights are sparse, possibly at the cost of orthogonality and captured variance of data, but hopefully not to any excessive degree.
In face recognition, sparse representation of a gallery of training images based on 1 -minimization yields good results if the tested images exhibit variations in expression, illumination, occlusion, and disguise [5] , [6] . The reason for good performance is that sparse representations can separate the identity of the face from the error due to the variations because compact representations can capture semantic information about the images. Likewise, the motivation for using SPCA in the adaptation of acoustic models is the assumption that the basis vectors that capture most of the variance of training models do not necessarily produce good performance if the testing condition is much different from the training condition. Thus, I propose using more compact basis vectors (in the sense that they are sparse) built by SPCA to improve the performance of eigenvoice adaptation in a mismatched testing condition. In experiments, I perform adaptation using small amounts of adaptation data (about 1-5 s) because the SPCA-based approach is closely related to eigenvoice adaptation, which is suitable for rapid speaker adaptation. [3] In this letter, the adaptation is performed by updating the mean vectors of output distributions among continuous density HMM (CDHMM) parameters. Let μ r;s ∈ R D×1 be the HMM mean vector for the rth Gaussian component of the sth training model (r = 1, · · · , R, s = 1, · · · , S ). A singlemixture Gaussian was used in experiments, thus r corresponds to an HMM state. Then, the collection of HMM mean vectors of a training speaker is expressed as an RD × 1 column vector by concatenating μ r;s 's:
Decomposition of Acoustic Models by PCA
PCA produces basis vectors, which are the dominant K eigenvectors (φ k 's) of the following sample covariance matrix:
The HMM mean vector of a new speaker is assumed to be a linear combination of the basis vectors plus the mean of training models:
Given adaptation data O = {o 1 , · · · , o T }, the K × 1 weight vector can be obtained by a variant of the expectationmaximization (EM) algorithm as in [3] . The auxiliary Qfunction to be optimized becomes (discarding the terms that are independent of w):
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where γ r (t) is the a posteriori probability of occupying Gaussian r at t given O, Σ r the covariance matrix for the rth Gaussian of an SI HMM (which is assumed to be a diagonal matrix), and s r (w) is the subvector of updated modelμ corresponding to Gaussian r, i.e. s r (w) = Φ r w +μ r (Φ r and μ r are the submatrix and the subvector of Φ andμ, respectively, corresponding to Gaussian r). Setting ∂ w Q(w) = 0 produces the following optimal weight:
Decomposition of Acoustic Models by Sparse PCA
In this section, I describe the proposed acoustic model adaptation technique based on the SPCA of training acoustic models. The objective of SPCA is to find a sparse representation of data while capturing most of the variance present in the data. Various approaches have been investigated to solve the SPCA problem; I use the approach that uses semidefinite relaxation technique in [7] : for a given covariance matrix C ∈ R RD×RD , the problem is formulated as finding X ∈ R RD×RD (from which a basis vector is obtained) such that maximize tr(CX) subject to tr(X) = 1
where tr( · ) denotes the trace of a matrix, 1 a vector of ones, |X| the matrix containing the absolute values of X, and X 0 means that X is positive semidefinite. The sparsity of the solution is controlled by the integer κ (1 ≤ κ ≤ RD). The above problem is a semidefinite program (SDP) [8] in X, thus the optimization problem can be solved by SDP. In [7] , the authors applied the sparse variance maximization of (6) to SPCA as follows
which is an SDP in X. C 1 denotes the sample covariance matrix of (2) and the parameter ρ controls the sparsity penalty (we set ρ = 1 in experiments). If X is the solution of (7), then the first basis vector x 1 is obtained as the dominant eigenvector of X. The second basis vector is obtained by solving (7) with C 2 defined as
The procedure is iterated until K basis vectors are obtained. Using the basis vectors, I express the model of a new speaker asμ
In the same way as the PCA-based method, the optimal weight can be obtained aŝ
where X K;r is the submatrix of X K = x 1 · · · x K corresponding to Gaussian r. In Figs. 1 and 2 , the distributions of the weights of training models are shown for the PCA and SPCA-based models built in experiments, where R = 2045, D = 24, S = 80, and K = 70. In the PCA-based model, the weights of training models are obtained by 
and in the SPCA-based model,
Comparing Figs. 1 and 2, one can see that the weights are more concentrated at or around the origin in the SPCAbased model due to the sparsity of weights. As shown in 
Experiments
In training, I used the Korean phonetically optimized words corpus; the corpus consists of isolated words that have diverse phonological phenomena with the phoneme distribution of general speech. The utterances were recorded in a clean environment, then sampled at 16 kHz with the quantization of 16 bits/sample. From the corpus, I used the utterances of 40 male and 40 female speakers, who spoke the same 475 words. The amount of total training utterances amounted to about 14 h. As the acoustic feature vector, the 24-D vector consisting of 12 mel-frequency cepstral coefficients (MFCCs) and their derivatives was extracted from the waveforms using the 20-ms Hamming window with the frame sliding of 10 ms. Using the HMM toolkit (HTK) [9] , I built a tied-state triphone model with 2045 tied states and single-mixture Gaussian.
From the SI HMM, I built speaker-adapted models for each training speaker by maximum likelihood linear regression (MLLR) adaptation [10] followed by maximum a posteriori (MAP) adaptation [11] . Mean vectors of these 80 speaker-adapted HMMs were used to construct basis vectors by PCA and SPCA. In adaptation and recognition test, I used the Korean phonetically balanced words corpus. The corpus was built such that it contained isolated words that have equal distribution of phonemes. The length of each utterance was about 1 s. From the corpus, I used the utterances of 30 male and 30 female speakers. Sets of 1-5 words were used as adaptation data and 400 words were recognized by the adapted models. So, a total of 24000 utterances was tested for each case. To make noisy utterances, I added the babble noise from NOISEX-92 database [12] at the SNRs of 5 and 10 dB.
The results of the clean SI model are shown in Table 1 . The results of the PCA and SPCA based adaptation methods in clean condition are shown in Table 2 . The two methods show about the same performance. Figure 4 shows the results in the babble noise; both PCA and SPCA based methods show better performance than the clean SI model. In the babble noise, the SPCA-based method shows better performance than the PCA-based method, especially when adaptation data are sparse (e.g. 1 adaptation word). The relative improvement of performance by SPCA-based model over the PCA-based model is: 12.6%, 2.8%, 1.6%, 0.4%, and 2.7% for 1, 2, 3, 4, and 5 adaptation words, respectively, in the SNR of 10 dB, and 13.6%, 6.8%, 3.5%, 0.3%, and 5.6% for 1, 2, 3, 4, and 5 adaptation words, respectively, in the SNR of 5 dB. I think the performance improvement is due to its more compact basis vectors.
Conclusions
I proposed an adaptation method that offers robust speech recognition in noisy environments. The basis vectors were constructed by sparse PCA, and the same speaker adaptation equation as the eigenvoice adaptation was used. In isolatedword experiments, the SPCA-based method showed better performance than the eigenvoice adaptation for adaptation data of about 1-5 s. So, the proposed method is suitable for rapid speaker adaptation in noisy environments.
