Combinational circuits or shortly circuits are a model of the lowest level of computer hardware which is of interest from the point of view of computer science. Circuit complexity has a longer history than complexity theory. Complexity measures like circuit size and depth model sequential time, hardware cost, parallel time, and even storage space. This chapter contains an overview on the research area called complexity of boolean functions. The complexity measures of circuits are discussed and compared with other complexity measures. As an example, the design of efficient circuits is discussed for arithmetic functions. The limits of known lower-bound techniques are discussed. Exponential lower bounds can be proved for monotone circuits and some constant-depth unbounded-fan-in circuits, but even the case of threshold circuits of depth 3 is open. The frontier between solved and open problems is marked out.
Introduction
The theory on efficient algorithms and complexity theory is software oriented. Their hardware-oriented counterpart is the theory on combinational circuits or shortly circuits. The main difference is that circuits are a nonuniform model. A circuit is designed for one boolean function f ∈ B n,m , i.e., f : {0, 1} n → {0, 1} m . However, most circuit designs lead to sequences of circuits realizing a sequence of functions. Typical adders are sequences of adders, one for each input length. If there is an efficient algorithm computing for each n the circuit for input length n, the circuit family is called uniform. However, for basic functions like arithmetic functions or storage access the circuit model is more adequate than software models. Moreover, circuits are a very simple and natural computation model reflecting all aspects of efficiency.
A circuit model needs a basis of elementary functions which can be realized by simple gates. In the basic circuit model a basis is a finite set. Then a circuit for input size n is a finite sequence of instructions or gates and, therefore, a straight-line program : The ith instruction consists of a function g from the chosen basis and, if g ∈ B j := B j,1 , a sorted list I i,1 , . . . , I i,j of inputs. The constants 0 and 1, the variables x 1 , . . . , x n , and the results r 1 , . . . , r i−1 of the first i − 1 instructions are possible inputs. If we consider 0, 1, x 1 , . . . , x n as boolean functions, the semantics of the circuit is defined by r i := g(I i,1 , . . . , I i,j ).
The circuit realizes f = (f 1 , . . . , f m ) ∈ B n,m if f k = r i(k) for each k and some i(k). The size of the circuit equals the number of its gates. A circuit has an obvious representation by a directed acyclic graph with the sources 0, 1, x 1 , . . . , x n . The ith instruction is represented as vertex which is reached by edges from I i,1 , . . . , I i,j . The depth of the circuit equals the length of the longest path in its graph representation. The circuit size C Ω (f ) of f with respect to the basis Ω is the smallest size of an Ω-circuit representing f, the depth D Ω (f ) of f is defined in a similar way. It is obvious that circuit size is a measure for the cost of realizing hardware for f (e.g., wires, wire length, area, and power consumption are ignored). It is also obvious that circuit depth is a measure for the parallel time to evaluate f. Based on the so-called parallel computation thesis parallel time is related to storage space.
Historically, mathematicians and, in particular, people from logics, were the first to start a discussion of computability and decidability (Hilbert, Gödel, Church, Turing, and others). However, complexity theory started only in the sixties of the last century, while Shannon (1938 Shannon ( , 1949 ) discussed much earlier a circuit-based complexity theory. Lower-bound arguments were discussed already in the fifties of the last century, e.g., by Lupanov (1958) .
One reason for the importance of the circuit model is its robustness. A basis Ω is called complete if each boolean function can be represented by an Ω-circuit, typical complete bases are the binary basis B 2 and the basis U 2 which equals B 2 without EXOR and its negation. However, it is sufficient to have (binary) AND, OR, and (unary) NOT, AND and NOT, OR and NOT, AND and EXOR, or even only NAND. The ternary function ite defined by ite(x, y, z) = xy + xz = (if x then y else z) also forms a complete basis. It is a simple fact that circuit size and circuit depth with respect to different complete bases are related by a multiplicative constant. The only important incomplete basis is the monotone basis consisting of AND and OR. Exactly the monotone boolean functions can be realized by monotone circuits.
The reader may wonder that the fan-out of the gates of the circuit is not limited. Hoover, Klawe, and Pippenger (1984) have shown that general circuits can be simulated by circuits with fan-out bounded by 2 such that size and depth grow by a small constant factor only. The special case of fan-out 1 (tree circuits with multiple leaves for the inputs) is the case of formulas.
In order to show the power of circuits, efficient circuits for the fundamental arithmetic functions are presented in Section 2. We are especially interested in circuits realizing small size and small depth simultaneously. In Section 3, we compare circuit size and depth with other complexity measures and, afterwards, we focus on lower bounds. The situation in the general case seems hopeless. Only bounds of linear size are known. The corresponding methods are discussed in Section 4. The situation for formulas is only a little better, the best-known lower bounds are of polynomial size. They are presented in Section 5. Exponential lower bounds are available for monotone circuits, see Section 6. We also discuss lower-bound techniques based on communication complexity.
For the case of general circuits we have no good lower bounds on circuit size and no good lower bounds on circuit depth. However, for upper bounds we are interested in circuits with small size and depth. Perhaps, it is easier to prove that small size is not possible if the depth is limited. The complexity class P/poly of all sequences of boolean functions with polynomial circuit size considers circuits of unlimited depth. If the depth is restricted by O(log k n), we obtain the complexity class NC k (Nick's class because of the fundamental paper of Nick Pippenger (1979) ). However, we are not able to prove for explicitly defined boolean functions that they are not contained in NC 1 . In order to restrict the depth even further, we have to allow gates with unbounded fan-in. The class AC k (alternating class) contains all boolean functions computable in depth O(log k n) (constant depth for k = 0) and polynomial size by circuits allowing negation and unbounded fan-in AND and OR. It was a breakthrough in the eighties of the last century to prove that simple functions are not in AC 0 (see Section 7). The choice of the basis is essential in the case of unbounded fan-in circuits. Other bases like unbounded AND and EXOR, AND and MOD p (testing whether its input contains a number of ones which is a multiple of p), and threshold functions (testing whether its input contains at least or at most a certain number of ones) are also investigated in Sections 7 and 8. Section 9 is devoted to further lower-bound techniques based on voting polynomials and spectral techniques. 
Efficient Circuits for Arithmetic Functions
Most people believe that the so-called school methods for addition, multiplication, and division they have learned in primary school are "optimal." Perhaps they are optimal in the sense that they are simple enough that people can learn them (and perhaps remember them), but they are not the best solutions with respect to hardware design.
It is obvious that the school method for addition has linear size and also linear depth. Indeed it is a good sequential solution but a poor parallel solution. Already Sklansky (1960) has described an adder with logarithmic depth and polynomial size. His idea was to perform three additions of numbers of half the length in parallel:
-the less significant halves of the numbers, -the most significant halves of the numbers without a carry, and -the most significant halves of the numbers with a carry bit.
Afterwards, the less significant half of the sum and its carry are known. Using this carry, it is possible to choose the correct most significant bits in constant depth and linear size. The depth bound is obvious. This recursive approach leads to a size of Θ(n log 3 ). By an iterative approach avoiding multiple solutions of the same subproblem the size can be decreased to Θ(n log n). Ladner and Fischer (1980) have shown that prefix computation is the core of addition. Each position of the given two numbers x and y is of one of three types, namely
describing whether a carry is eliminated (E(c) = 0), a carry is propagated (P (c) = c), or a carry is generated (G(c) = 1). The idea is to encode the type T i of position i. The prefix problem is the simultaneous computation of all c i = T i • · · · • T 0 (0). Finally, the sum bits s j can be computed easily, since s n = c n−1 and s j = x j ⊕ y j ⊕ c j−1 for 0 ≤ j ≤ n − 1. The prefix problem can be solved with less than 4n "•"-operations in depth ⌈log n⌉. Using a good encoding of T i the operation "•" can be realized with 3 gates in depth 2 leading to an adder of size less than 15n and depth 2⌈log n⌉ + 2 (over the basis B 2 ). This trick also works for subtraction if we use the representation of two's complement numbers.
The school method of multiplication computes all x i y j and then has the problem of adding n numbers. In its pure form size and depth are Θ(n 2 ). We may use a balanced binary tree to parallelize the addition of n numbers to ⌈log n⌉ parallel addition steps. Using Ladner-Fischer adders this results in depth Θ(log 2 n). It is easy to see that addition needs depth Ω(log n) and that addition of n numbers needs Ω(log n) parallel steps. However, Wallace (1964) has observed that addition in redundant number representation can be done in constant depth. The Wallace tree consists of CSA-gates (carrysave-adders). Each CSA-gate works on three binary numbers and produces two numbers with the same sum using linear size and constant depth. For each position a full adder is applied. The first number consists of all sum bits and the second number of all carry bits with an additional bit of value 0 at position 0. At each level the number of terms is reduced approximately by a factor of 2/3. Only for the last two terms an efficient adder is used. This leads to size Θ(n 2 ) and optimal depth Θ(log n).
Already Karatsuba and Ofman (1963) have shown how to reduce the size for multiplication by divide-and-conquer. Let x = (x ′ , x ′′ ) and y = (y ′ , y ′′ ) be partitioned into two blocks of size n/2. If we identify x with the number represented by x,
After having computed x ′ · y ′ and x ′′ · y ′′ the middle term can be computed by one further multiplication :
This multiplier has size Θ(n log 3 ) and is still far from being optimal. Schön-hage and Strassen (1971) still hold the record with their multiplier which simultaneously realizes logarithmic depth and quasilinear size, more exactly size Θ(n log n log log n). The method is too complicated to be presented in detail. It is based on another redundant number representation, namely radix-4 representation. The computations are performed in the Fermat ring Z m where m = 4 n + 1 and x = (x n , . . . , x 0 ) where x i ∈ {−3, −2, −1, 0, 1, 2, 3} represents the sum of all x i · 4
i . This allows addition in constant depth and linear size. The same holds for multiplication by powers of 2. The transformation into numbers in binary representation is possible in linear size and logarithmic depth. One main idea is that multiplication of numbers resembles multiplication of polynomials and includes convolution, more precisely
is the convolution of a and b. Since the algorithm works recursively it is essential to shorten the intermediate results and to compute only the negative envelope q = (q 0 , . . . , q n−1 ) of p where q k := p k − p n+k and p 2n−1 = 0. Also the negative envelope of convolution can be computed with the FFT (fast Fourier transform) algorithm. Let n = 2 k . In order to use radix-4 representations we consider the problem of computing x · y mod (2 n + 1). Let b = 2 ⌊k/2⌋ . The input numbers x and y are partitioned into b blocks of length l := n/b each. These blocks are interpreted as coefficients of a polynomial. Since x and y are the values of the polynomials at 2 l , it is sufficient to multiply the polynomials and to evaluate the result at 2 l . For this purpose the negative envelope of convolution is computed. This is done mod(2 l + 1) and modb. Since gcd(2 2l + 1, b) = 1, the final result can be obtained by chinese remaindering. (For details see Wegener (1987a) .)
The school method for division leads to circuits of size Θ(n 2 ) and depth Θ(n log n) if the Ladner-Fischer circuit for subtraction is used. Division is equivalent to the computation of the inverse of the divisor and multiplying it with the dividend. Moreover, we are satisfied with an approximative result where the n most significant bits are correct. It is sufficient to investigate the computation of the inverse of a number z where 1/2 ≤ z < 1. The function f (x) = x −1 − z is convex and has z −1 as unique solution of f (x) = 0. Hence, we can apply Newton's method to approximate z −1 . This leads to the sequence z i+1 = 2z i − z · z 2 i . For ε i := z −1 − z i > 0 and z 0 := 1 it is easy to prove that ε i > 0 and ε i+1 < ε 2 i . Hence, z k with k = ⌈log n⌉ + 1 is a good approximation of z −1 . However, a correct calculation leads to very long numbers and bad circuit size. A careful design starts with short numbers. In each phase the result is rounded down and the number of considered bits increases. Using Schönhage-Strassen multipliers we obtain a divider of size Θ(n log n log log n) and depth Θ(log 2 n). Beame, Cook, and Hoover (1984) were the first to present a divider of depth Θ(log n) which was only in a weak sense uniform. Only recently, Hesse (2001) constructed strongly uniform dividers of this kind. Again it is enough to describe how z −1 can be computed approximatively. Let x = 1 − z. Then 0 < x ≤ 1/2 and z −1 can be approximated by the product of all (1 + x 2 k ), 0 ≤ k ≤ ⌈log n⌉, even if we work with numbers whose length is bounded by 2n. This implies that the main problem is to multiply n numbers of bit length n. It is sufficient to compute the product modM where M = (2 n − 1) n . This can be done by chinese remaindering, i.e., computing the product modp j for distinct prime numbers whose product is larger than M . The prime number theorem ensures that it is sufficient to work with r = O(n 2 / log n) primes each of size O(n 2 ). Hence, p j is small enough that we can use table-look-up-methods.
Let x 1 , . . . , x n be the numbers we want to multiply and let p be their product. Then it is easy to compute y ij ≡ x i mod p j . The problem is to compute z i , the product of all y ij , 1 ≤ j ≤ n, modp j which equals p mod p j . Finally, it is easy to compute p from all p mod p j by the technique of chinese remaindering. For the computation of z i we use the fact that Z p j has a generator g j which can be computed in advance, since it does not depend on the input. (This is a problem which makes the circuit only weakly uniform.) It is a fact that y ij ≡ g ind(y ij ) j mod p j for the so-called index ind(y ij ) of y ij . The table of all (y, ind(y)) is computed in advance. Then ind(y ij ) can be computed by table-look-up. This reduces the multiplication of all y ij , 1 ≤ j ≤ n, to the addition of all ind(y ij ), 1 ≤ j ≤ n, mod(p j − 1). Finally, by table-look-up, the result I(j) is retransformed into p mod p j .
However, in applications, n is not large enough such that the asymptotically best circuits are the best ones. The Schönhage-Strassen multiplier is applied for the multiplication of very large numbers, e.g., in cryptography. Dividers like the famous Pentium divider (famous because of its wrong implementation) follow an approach which is based on the school method with many improvements. The main ideas have been described already by Atkins (1968) . The result is again computed in radix-4 representation. In order to simplify the computation of the new remainder, the quotient only contains entries from {−2, −1, 0, +1, +2}. Then the multiplication with the divisor is easier than for the values −3 or +3. The main idea is that it is sufficient to use seven bits of the remainder (including the sign bit) and five bits of the divisor (including the leading bit which always equals 1) in order to find a correct value for the next position of the quotient. This correct value can be found by table-look-up. This divider has good properties, although the size equals Θ(n 2 ) and the depth Θ(n). This short section on the design of efficient circuits proves that the design of circuits with small size and depth is a fascinating subject -even for functions we believe to understand like the arithmetic functions.
Circuit Size, Circuit Depth, and Other Complexity Measures
In this section, we compare circuit-based complexity measures with other complexity measures. Branching programs (see Chapter ??) can be interpreted as special circuits. We have seen that the function ite defined by ite(x, y, z) = xy + xz is a complete basis. Branching programs are circuits over the basis ite with the restriction that the first input has to be an input variable. Since polynomial branching program size corresponds to logarithmic space and polynomial cir-cuit size corresponds to polynomial time one expects the existence of functions representable by polynomial-size circuits but not by polynomial-size branching programs. Barrington (1989) has proved an interesting characterization of the complexity class N C
1 . This class equals the class of all (sequences of) boolean functions representable by polynomial-size branching programs of width 5. The nodes of the branching program are partitioned into levels whose size is bounded by 5 and all edges leaving nodes from the i-th level reach nodes on the (i + 1)-th level. It is straightforward to transform such a branching program into an N C 1 -circuit, but the other direction is based on a clever algebraic characterization.
We have seen that circuits of fan-out 1, also called formulas, play a special role. Fan-out 1 is not necessary in applications. However, the tree structure of formulas is of theoretical interest. Moreover, formula size is closely related to circuit depth. More precisely, circuit depth and the logarithm of formula size have the same asymptotic behavior (Spira (1971) for complete bases and Wegener (1983) for the monotone case).
It is easy to replace a circuit of depth d by a formula of the same depth. If the fan-in of the basis equals k, the size of the constructed formula is bounded above by k d implying that the logarithm (of base k) of the formula size is a lower bound for the circuit depth. For the other direction we reconstruct a given formula such that the depth gets small. We consider the case of a binary basis and, therefore, binary trees representing f by a formula of size s. Such a formula contains a subformula whose size is between s/3 and 2s/3. Let g be the function represented by this subformula and let f c be the function which we obtain if we replace the subtree for g in the formula for f by the constant c. The formula size of f c is bounded by 2s/3. Since f = ite(g, f 1 , f 0 ), we can use this as the main idea of a recursive approach where we construct recursively small-depth formulas for g, f 1 , and f 0 . For each complete basis, ite can be realized in constant depth. In the monotone case, by construction, f 0 ≤ f 1 , and we can replace ite by the monotone function monite(x, y, z) = xy + z.
Now we discuss the relations between sequences of circuits representing boolean functions f n ∈ B n and Turing machines for the corresponding language which is the union of all f −1 n (1). This first idea is to relate circuit size and computation time. The main step is to simulate a Turing machine by an oblivious one where the head position at time t can depend on the input length n but not on the input x itself. Efficient simulations are due to Schnorr (1976) and Pippenger and Fischer (1979) . The time increases by a factor of only O(log s(n)) where s(n) is the space used by the Turing machine. Each step of an oblivious Turing machine can be simulated by a circuit of constant size leading to a simulation of a Turing machine with resource bounds t(n) for time and s(n) for space by a circuit of size O(t(n) log s(n)).
The second idea is to relate circuit depth and space (Borodin (1977) ). A Turing machine using space s(n) ≥ log n has c(n) = 2 O(s(n)) possible configurations. Therefore, the one-step-behavior can be represented by a c(n) × c(n) transition matrix. The t-step-behavior can be obtained as t-th power of the configuration matrix and this can be computed by iterative squaring. Altogether, we obtain a circuit of depth O(s(n) · log t(n)) = O(s(n)
2 ). This result confirms the parallel computation hypothesis.
Sequences of circuits can realize non-recursive languages. Circuits are a nonuniform computation model and can be simulated by nonuniform Turing machines only. These Turing machines obtain an extra information for free which may depend on the input length but not on the input itself. The description of a circuit or formula is a suitable extra information. Circuits of size s(n) can be simulated by O(s(n)
2 ) time-bounded nonuniform Turing machines and circuits of the depth d(n) by O(d(n)) space-bounded nonuniform Turing machines.
Finally, the power of nonuniform computation is confirmed by the following derandomization result (Adleman (1978) ). If the language L corresponding to the sequence f n of boolean functions is contained in BPP (polynomial probabilistic time, two-sided error bounded by 1/3), then f n can be realized by polynomial-size circuits which are by definition deterministic. The first step is to apply the well-known probability amplification technique by using a majority decision rule on O(n) independent trials of the algorithm. By Chernoff bounds, it follows that the error probability can be reduced to 2 −2n . The next step is to apply the pigeonhole principle to prove the existence of an assignment to the random bits leading to an error-free computation. However, nobody knows how to compute this assignment efficiently.
The results of this section underline the central role of circuit size and circuit depth.
Lower Bounds on Circuit Size
It is easy to prove the existence of boolean functions whose circuit size is (for large n) at least 2 n /n (Shannon (1949) ) and this result is best possible (Lupanov (1958) ). However, we are interested in lower bounds for "concrete" functions or "explicitly defined" functions excluding diagonalization techniques. Here we consider sequences of functions as explicitly defined if the corresponding language belongs to NP. For a discussion of other notions of explicitness see Wegener (1987a) .
There is no proof of a nonlinear lower bound on the circuit size of explicitly defined boolean functions f n : {0, 1} n → {0, 1} n . We cite some interesting results. Red'kin (1981) has proved that the circuit size of binary addition (2n inputs and n + 1 outputs) equals 5n − 3. Hence, a sequence of a half-adder and n − 1 full-adders is size-optimal. The record for one-output functions and the full binary basis is 3n − o(n) (Blum(1984) ) and for the basis U 2 after all 5n − o(n) (Iwama and Morizumi (2002)). All these bounds are based on the gate elimination method. The idea is to to assign constants to some input variables such that a certain number of gates is eliminated (since they are useless, e.g., since they realize a function realized somewhere else in the circuit) and such that the resulting function is of the same type. This idea has been refined such that certain parameters of the circuit are considered. It is sufficient to eliminate a smaller number of gates if one can guarantee that the parameters are changed in a "good direction." This good direction indicates that we can eliminate later some more gates.
As a very simple application of this technique we prove a lower bound of size 2n − 3 on the circuit size of threshold-2. This function checks whether the input contains at least two ones. For n = 2 this is the function x 1 ∧ x 2 and the bound is trivial. For n > 2 we consider the first gate of an optimal circuit for threshold-2. This implies that it works on two different variables x i and x j . By case inspection we see that the first gate realizes
for some constants a, b, and c. We consider the graph representation of the circuit. If x i or x j has a fan-out of at least 2, we replace this variable by 0 and can eliminate at least two gates. The resulting subfunction is a threshold-2 function and the bound follows by induction. Hence, we are in the case that x i and x j have fan-out 1. If the first gate is of the first type described above, x i = a makes the circuit independent of x j while threshold-2 depends for x i = a essentially on x j . If the first gate is of the second type described above, we obtain for x i = x j = 0 and x i = x j = 1 the same output of the circuit which again is a contradiction to the assumption that the circuit realizes threshold-2. Already this simple example shows that the gate-elimination-technique leads to tedious case inspections.
Lower Bounds on Formula Size and Circuit Depth
Formulas are fan-out restricted circuits and we may hope that it is easier to obtain lower bounds on the formula size of explicitly defined boolean functions. There are superlinear lower bounds but, for complete bases, no superpolynomial lower bounds and, therefore, no superlogarithmic lower bounds on the circuit depth. Here we discuss the largest known lower bounds for the bases B 2 and U 2 and we present communication games whose complexity equals circuit depth and monotone circuit depth, resp. By counting arguments it is easy to prove that the formula size of almost all boolean functions is bounded below by 2 n (1 − o(1))/ log n) and Lupanov (1962) has proved an upper bound of 2 n (2 + o(1))/ log n on the formula size of each boolean function.
For the complete basis B 2 , the best lower bound is still due to Nechiporuk (1966) . The lower bound method follows the same idea as the lower bound method for the branching program size (see Chapter ??) We consider the tree representation of formulas. Here it is easier to measure the formula size by the number of leaves of the tree which is only by one larger than the "real" formula size. For f ∈ B n let T be the tree of an optimal formula. Let S 1 , . . . , S k be disjoint subsets of the variable set and let l i be the number of leaves labeled by variables from S i . An S i -subfunction of f is a function obtained by an assignment of constants to the variables outside S i . Let s i be the number of S i -subfunctions of f. Nechiporuk's lower bound is stated as
where L(f ) denotes the formula size of f. It is sufficient to prove that
This claim is proved by measuring the influence of the S i -leaves on the formula. Let V i be the set of inner nodes to T where both subtrees contain S i -leaves. Then |V i | = l i − 1. We consider paths starting at S i -leaves or V i -nodes, ending at V i -nodes or the root, and containing no V i -node as inner node. Since the number of these paths ending in a V i -node is bounded above by two and there may be one more path ending at the root, the number p i of these paths is bounded above by 2|V i | + 1. Let us fix an assignment of the variables outside S i . If g is computed at the first node of one of the considered paths, then g, g, 0, or 1 is computed at its last edge. Since we obtain all S i -subfunctions in this way and since the S i -leaves are not influenced by these assignments,
implying the claim that l i ≥ (1/4) · log s i . It can be shown that Nechiporuk's lower bound is at most of size n 2 / log n and the bound Ω(n 2 / log n) can be proved for the indirect storage access function in the same way as the Ω(n 2 / log 2 n) bound for the branching program size of this function (see Chapter ??).
The complete basis U 2 does not contain EXOR and its negation. By deMorgan rules we may consider formula trees where the leaves are labeled by literals, namely positive or negated variables, and all gates are of type AND or OR. The main difference between AND/OR and EXOR is the following one. Fixing the input of an AND/OR gate by the appropriate constant, the output of the gate is a constant. This is not possible for EXOR-gates. Hence, one can hope to work with the following approach. Choosing a good assignment to certain variables the formula size shrinks by a large factor but the resulting subfunction still is not too easy. Since this does not work for EXOR-gates, it is a good idea to investigate the parity function, i.e., the EXOR of n variables. Subbotovskaya (1961) used this approach to prove an Ω(n 3/2 ) bound on the U 2 -formula size of parity. Khrapchenko (1972) improved this to the optimal bound n 2 − 1. His bound can be considered as a further development of Subbotovskaya's method. However, people preferred to consider the result as a purely combinatorial one. It can be stated as follows. For some A ⊆ f −1 (1) and B ⊆ f −1 (0) let H(A, B) be the set of pairs (a, b) ∈ A × B whose Hamming distance equals one. Then the U 2 -formula size of f is bounded below by |H(A, B)| 2 /(|A| · |B|) − 1 which equals
, and the parity function f. It took a long time until Andreev (1987) came up with a larger bound on the U 2 -formula size. He reevaluated Subbotovskaya's method. Moreover, he came up with a function which is the right choice for the method of shrinking formulas by applying random restrictions. These random restrictions keep x i as a variable with probability p ∈ (0, 1) and assigns it the value 0 or 1 with probability (1 − p)/2 each. The function is defined on 2n variables where n = 2 k . The first n variables are partitioned into k blocks of size n/k each. Let a i be the parity of the variables of the i-th block. Then we have k values which are the inputs of a function g whose value table is stored in the other n variables of the input. Andreev's function computes g(a). This function has two properties which support lower bound proofs. We may replace the second group of variables by the value table of a difficult function, namely one of formula size Ω(n/ log log n). Then we apply an appropriate random restriction to the other n variables. If at least one variable of each block survives, the remaining formula has a size of at least Ω(n/ log log n). If the given formula has size s and is shrinked to αs, then αs = Ω(n/ log log n) and we get the lower bound Ω(α −1 n/ log log n) on s. Andreev (1987) obtained a bound of Ω(n 5/2−o(1) ) on the U 2 -formula size of his function. Several authors improved this result before Håstad (1998) has obtained the best possible shrinking lemma and the bound Ω(n 3−o(1) ) on the U 2 -formula size of Andreev's function. Karchmer and Wigderson (1990) established a tight connection between circuit depth and the communication complexity (see Kushilevitz and Nisan (1997) and Chapter ??) of relations. For a boolean function f Alice gets some input a ∈ f −1 (1) and Bob gets some input b ∈ f −1 (0). They have to agree on a communication protocol which for all such pairs (a, b) implies that Alice and Bob agree on an index i such that a i = b i . If we do not care about constant factors, we can work with circuits whose inputs are literals and whose gates are of type AND and OR. The idea of the following communication protocol is that the players start at the output gate and follow a reversed path to some input such that the following invariant holds. For each gate on this path and the function g realized at this gate, g(a) = g(b). At the input x i or x i is realized and i is a correct result of the protocol. For monotone circuits the same idea leads to an input x i and the resulting index has even the property that a i = 1 and b i = 0 (and not vice versa). Hence, lower bounds on the communication complexity of this relation (its monotone counterpart) yield lower bounds of the same size for the (monotone) circuit depth. It is also not too difficult to design from a communication protocol for the considered (monotone) relation a (monotone) circuit whose depth is bounded by the length of the given protocol.
Nontrivial bounds have been obtained only in the monotone case, e.g. :
-an Ω(n)-bound on the monotone circuit depth of the function on n 2
variables deciding for a graph on n vertices whether it has a matching with at least n/3 edges (Raz and Wigderson (1990)),
-an Ω(log 2 n)-bound on the monotone circuit depth for the s-t-connectivity problem in directed graphs (Karchmer and Wigderson (1992)), -a log 2−o(1) n-bound on the monotone circuit depth for the decision problem whether an undirected graph is connected (Goldmann and Håstad (1998)).
Lower Bounds on the Size of Monotone Circuits
In the last section we have considered lower bounds on the depth of monotone circuits, here we investigate the size of monotone circuits. However, size s implies a depth of at least log s.
Monotone circuits allow local replacement rules. Hence, one has some knowledge on the structure of optimal monotone circuits. In the beginning, lower bounds have been proved by proving that different prime implicants need different gates to be created. This has been improved by Wegener (1982) who estimated the contribution of each gate to the computation of the prime implicants of the considered function. This led to bounds of size n 2 / log n for functions with n outputs. These methods tried to be too precise. For functions of exponential size it is possible to underestimate the complexity by a smaller exponential factor in order to obtain an exponential lower bound. Applying these ideas Razborov (1990) proved the first nonpolynomial lower bound on the monotone circuit size of an explicitly defined monotone function, namely a clique function. Alon and Boppana (1987) improved the bound to an exponential one and Andreev (1985) has obtained a slightly larger bound for another function.
The lower-bound method works as follows. Monotone functions f are identified with f −1 (1). Since (f ∧g)
, monotone computations are computations in the lattice of all f −1 (1), f monotone, with the operations ∩ and ∪. The idea of Razborov was to define an "approximating lattice" such that lower bounds on the lattice complexity are lower bounds on the monotone circuit size and such that the lattice has enough structure to allow the proof of large lower bounds.
The approximating lattice L has to be a subset of all f −1 (1), f monotone, and it has to contain the counterparts of the circuit inputs, namely, ∅, {0, 1} n , x N ) . Finally, the lattice complexity of the monotone function f is the minimal t such that there exist lattice sets M, M 1 , N 1 , . . . , M t , N t such that f −1 (1) and M are close with respect to these sets, more precisely
and
It is not very difficult to prove that the lattice complexity of f is a lower bound on the monotone circuit size of f . The difficult part is to define an "appropriate" lattice and to prove a large lower bound on the lattice complexity of the considered function (see Wegener (1987a) ). Several authors have pointed out that these bounds are not adequate for circuits over complete bases.
Constant-Depth Unbounded-Fan-in Circuits
We have seen that our lower-bound methods for circuits are poor. Since good circuits have small size and small depth, we are also interested in lower bounds on the size of depth-restricted circuits. Again, our methods are too poor to prove that functions cannot be realized by NC 1 -circuits. Since functions depending essentially on n variables need depth ⌈log n⌉, smaller depth bounds make no sense for bases of constant fan-in. This changes for unbounded-fan-in circuits.
The simplest model allows negation and unbounded-fan-in AND-and OR-gates and circuits of bounded depth d. These circuits can be easily transformed into the following normal form. All literals are inputs of the circuit, the circuit is leveled and all gates on even levels are of one type and all gates on odd levels are of the other type. Σ k -circuits have k levels and the output gate is an OR-gate while Π k -circuits also have k levels ending with an AND-gate. Σ 2 -circuits are sums-of-monomials and their minimization is (or at least was) an important problem in hardware design (see Chapter??).
The parity function has the largest possible Σ 2 -size and is a good candidate to prove that Σ k -circuits, k not too large, need exponential size. We obtain a polynomial upper bound for depth ⌈log n/ log log n⌉+1. We start with a balanced tree of depth d = ⌈log n/ log log n⌉ where each gate is an EXORgate of fan-in ⌈log n⌉. Such a gate can be replaced by a Σ 2 -or Π 2 -circuit of size bounded by 2n. Using a Σ 2 -circuit for the last gate and alternating levelwise between Σ 2 -circuits and Π 2 -circuits, we obtain a polynomial-size circuit of depth 2d. However, the levels 2i and 2i + 1 are of the same type and can be merged leading to a depth of d + 1. This bound is very close to optimal as has been proved by Håstad (1989) who improved lower bounds of Furst, Saxe, and Sipser (1984), Ajtai (1983) , and Yao (1985) . His result can be stated in the following way. The depth of polynomial-size unbounded-fan-in parity circuits is not smaller than (log n)/(log log n + c) for some constant c.
The proof is by induction on the depth where the case of depth 2 is obvious. For technical reasons it is better to work with circuits where the fanin of the first level (called 1-fan-in) is bounded by some parameter. This can be achieved in the beginning by adding a dummy level with 1-fan-in 1. The first two levels are Σ 2 -or Π 2 -circuits of bounded 1-fan-in. If we replace them by Π 2 -resp. Σ 2 -circuits for the same functions, level 2 and 3 are of the same type and can be merged. However, the size can increase exponentially and the 1-fan-in is no longer bounded. The idea is to replace certain variables by appropriate constants in order to guarantee small circuits with small 1-fan-in. Nobody knows how to compute such a restriction. Hence, the well-known probabilistic method is applied, namely a random restriction is applied and it is proved that a good restriction exists. We state Håstad's switching lemma in its original form, although some improved variants exist. Let p be the probability that x i is kept as a variable and let α be the unique solution of
Let S be a Π 2 -circuit (Σ 2 -circuit) of 1-fan-in t computing g and let γ be a random restriction with parameter p. Then with probability at least 1 − α s , the random subfunction g γ of s can be described by a Σ 2 -circuit (Π 2 -circuit) of 1-fan-in s. This lemma is applied with well-chosen parameters until we obtain a Σ 2 -or Π 2 -circuit realizing a parity function on a not too small number m of variables. The assumption of too small size of the given circuit leads to a 1-fan-in of less than m for the resulting Σ 2 -or Π 2 -circuit which is impossible for such parity circuits. The argument works for all functions where all prime implicants and prime clauses are long. More precisely, we obtain a bound 2 Ω(n 1/(k−1) ) for the size of Σ k -and Π k -circuits and all functions where the length of each prime implicant and each prime clause is at least n − (9/100)n 1/(k−1) (Wegener (1987b) ). This success motivated the investigation of other types of unboundedfan-in circuits. Here it is essential which gates are allowed. The parity function can be computed with one gate if unbounded-fan-in EXOR gates are available. Hence, it is interesting to allow such gates. Then OR-gates can be replaced easily and negation can be realized by x ⊕ 1. This leads to unbounded-fan-in circuits with AND-and EXOR-gates. Again we can assume that the circuits are leveled and the gate types alternate between the levels.
The situation with AND-, OR-, and NOT-gates is a combinatorial one. We can argue with implicants, clauses, subcubes, and their unions and intersections. It is much more difficult to investigate EXOR in this setting. However, ({0, 1}, EXOR, AND) is the field Z 2 and it seems to be appropriate to apply algebraic methods, i.e., we consider boolean functions as Z 2 -polynomials. Only AND-gates can increase the degree of functions. It is easy to obtain a polynomial of large degree, namely x 1 x 2 · · · x n is of maximal degree n and can be computed at one AND-gate. However, this function can be approximated by a degree-0 polynomial, namely the constant 0. The quality of approximations is based on the Hamming distance of functions, namely H(f, g) := |{a|f (a) = g(a)}|. Razborov (1987) has proved that all functions computable with small-depth unbounded-fan-in EXOR/AND-circuits have a good approximation by a polynomial of low degree. More precisely: Let r ≥ 1 and let k be the number of AND-levels of an unbounded-fan-in EXOR/AND-circuit realizing f . Let d be the minimal distance between f and a polynomial of degree m k . Then the size of the circuit is at least d/2 n−m . This is proved by induction on k.
In order to apply this result we look for a "simple" function which has large distance from all polynomials of small degree. Majority is such a function. It computes 1 iff the input contains at least as many ones as zeros. Razborov (1987) investigated the distance between majority and polynomials of bounded degree. This led to a lower bound of 2 Ω(n 1/(2k−1) ) on the size of unbounded-fan-in EXOR/AND-circuits which realize majority with k ANDlevels. Smolensky (1987) has generalized this result to the case where EXOR (or MOD-2) is replaced by MOD-p for some prime p. He also proved large lower bounds if MOD-q for some prime q has to be realized with gates of type AND and MOD-p for some prime p = q. The situation for lower bounds gets much more difficult if we allow gates of type AND, MOD-p, and MOD-q for different primes p and q (this is equivalent to gates of type AND and MOD-pq).
Threshold Circuits of Constant Depth
In the previous section we have investigated the class AC 0 (alternating class of depth O(log 0 n) = O (1)) of all sequences f = (f n ) of boolean functions realizable by constant-depth polynomial-size circuits with NOT-, AND-, and OR-gates of unbounded fan-in. Since the parity function PAR is not contained in AC 0 , we have then allowed EXOR-gates or, more generally MODm-gates leading to the class ACC 0 [m] (alternating counting class of depth O(1)) of all f = (f n ) realizable by constant-depth polynomial-size circuits with AND-and MOD-m-gates of unbounded fan-in. Since the majority function MAJ is not contained in ACC 0 [p] for primes p, the next step is to allow MAJ-gates. It is more convenient to allow threshold gates where the positive threshold function T n ≥k computes 1 if the number of incoming ones is at least k and the negative threshold function T n ≥k can be defined as 1 − T n ≤k+1 . Threshold gates can simulate NOT, AND, and OR. Therefore, we investigate threshold circuits containing only threshold gates.
In the case of AC 0 or ACC 0 [m] the circuit size is defined as the number of gates, although the number of edges can be significantly larger. However, it makes no sense to connect two gates by more than 2 resp. m edges and, therefore, the number of edges is polynomially bounded iff the number of gates is. This is different for threshold circuits. One threshold gate is enough to compute the carry bit CAR n of the sum of two n-bit-numbers. This holds since the carry bit equals 1 iff the weighted sum of all (x i + y i ) · 2 i is at least 2 n . However, this gate has 2 · (2 n − 1) incoming edges. Hence, we are interested in the complexity class TC 0 k (threshold class of depth k, k a constant) containing all f = (f n ) with depth-k threshold circuits with a polynomial number of edges and in the class LT 0 k containing all f = (f n ) with depth-k threshold circuits with a polynomial number of gates. It is convenient to replace multiple edges by edges weighted by integers. The gate computes 1 iff the weighted sum of the incoming values is not smaller resp. not larger than the given threshold t which also is allowed to be an integer. The edge size is replaced by the weight where an edge with weight w contributes |w| to the weight of the gate and the weight of the circuit.
First, we discuss the relations between the TC-and the LT-classes. Afterwards, we investigate the computational power of small-depth threshold circuits of polynomial size. The results imply that it is difficult to obtain good lower bounds. Then the known lower bound techniques are presented. Finally, we discuss some relations to the ACC 0 [m]-classes and to cryptography.
The example of the carry bit CAR shows that exponential weight seems to be useful. What about even larger weights? Already Muroga (1971) has shown that each threshold gate with n inputs can be replaced by a threshold gate whose weight is bounded by 2 O(n log n) . Much later, Håstad (1994) could prove that this bound is best possible. This implies that TC 0 , the union of
0 -circuits we may try a gate-by-gate simulation. Using the result of Muroga (1971) it is enough to compute the sum of polynomially many O(n log n)-bit-numbers in order to simulate an arbitrary threshold gate. For each bit position the sum of the bits has length O(log n) and can be computed bit by bit by threshold gates of polynomial weight in the obvious way. Hence, we can decrease the number of terms logarithmically in depth 1. Finally, addition of two numbers can be done in depth 3 even in AC 0 -circuits. This implies a simulation in depth O(log * n) for each layer of the LT 0 k -circuit. This easy result is by no means optimal. Goldmann, Håstad, and Razborov (1992) could prove that LT 0 k ⊆ TC 0 k+1 . Their proof of the existence of a TC 0 k+1 -circuit was improved by Goldmann and Karpinski (1993) by an explicit construction of such a circuit. However, the size of their TC 0 2 -circuit simulating a threshold gate with n inputs was Θ(n 20 log 20 n). Nowadays, the best bound of O(n 8 ) is due to Hofmeister (1996) .
In order to understand the power of threshold circuits we investigate the parity function. It is not contained in LT 0 1 , since a threshold gate can realize only functions which are monotone (positively or negatively) with respect to each input. However, the following construction shows that PAR ∈ TC 0 2 . The first level contains 2⌈n/2⌉ gates each with one edge from each input. For each odd m ≤ n we realize T n ≥m (x) and T n ≤m (x). If x contains an even number of ones, each such pair of gates realizes one 1. If x contains an odd number of r ones, the same holds for all m = r and the pair T n ≥r (x) and T n ≤r (x) realizes two ones. Hence, PAR n is realized by checking whether the gates on the first level realize at least ⌈n/2⌉ + 1 ones. This idea can be extended to prove that all symmetric functions are contained in TC 0 2 . The corresponding circuit needs only O(n) gates and weight O(n 2 ). We know that CAR ∈ LT 0 1 ⊆ TC 0 2 and the same result can be proven for the comparison COM of two numbers. This can be used to compute the rank of a number among n numbers of bit length n implying that sorting SOR is contained in TC (1991)), this holds even for multiple addition, i.e., the addition of n numbers of bit length n, -multiplication, division, modular powering (x y mod z), multiple multiplication in Z p for primes p of bit length O(log n) or in finite abelian groups is in TC However, multiple multiplication in finite nonsolvable groups is in TC 0 only if TC 0 = NC 1 (Barrington (1989) ). Most people believe that TC 0 is a proper subclass of NC 1 . There is a common idea behind many of these upper bounds. A function f on n inputs is called polynomially bounded if there are weights w i , 1 ≤ i ≤ n, and polynomially many integer intervals I j such that f (x) = 1 is equivalent to w 1 x 1 + · · · + w n x n ∈ I j for some j. The simulation results of Goldmann, Håstad, and Razborov (1992) can be generalized to circuits whose gates realize polynomially bounded functions. Such functions support the design of small-depth circuits. Each bit of the sum of n numbers of bit length n is a polynomially bounded function allowing the application of chinese remaindering. The preceding arguments have shown that small-depth polynomial-size threshold circuits are surprisingly powerful. This implies that it should be difficult to come up with powerful lower bound techniques. Indeed, no proof is known that a function is contained in NP − TC . The idea for a lower bound for depth 2 is the following one. We assume that a depth-2 weight-w(n) threshold circuit realizes IP n . By some manipulations we can assume that IP n is realized at a MAJ-gate with w ′ (n) = O(w(n)) inputs where w ′ (n) is even and the number of incoming ones is always different from w ′ (n)/2. If IP n (a, b) = 1, there are more incoming ones than incoming zeros while, for IP n (a, b) = 0, there are more incoming zeros than incoming ones. On average, the input functions to the output gate are more likely to equal IP n than to differ from IP n . There has to be at least one input function of the output gate which is 1/(2w ′ (n))-correlated to IP n . Two functions f and g are called ε-correlated if, for a randomly chosen input a, the event f (a) = g(a) has a probability of at least 1/2 + ε. Now a lower bound follows by proving that IP n and threshold functions cannot be 1/(2w ′ (n))-correlated. For this purpose it is useful to represent the function table of IP n as matrix whose rows correspond to the partial input a and whose columns correspond to the partial input b. This matrix is closely related to the well-known Hadamard matrix, more precisely we obtain the Hadamard matrix if we replace 1 by −1 and 0 by 1. All rows or columns of this matrix are orthogonal with respect to Z 2 . Therefore, it is possible to apply arguments from linear algebra to prove that IP n and threshold functions can be ε(n)-correlated only for exponentially small ε(n). Krause (1995) has used these arguments to show that multiple multiplication in Z has no TC 0 3 -circuits based on chinese remaindering. The proof method described above can be reformulated in the language of communication complexity. The matrix representing the function is then called communication matrix and we assume that Alice holds a, Bob holds b, and they have to compute IP n (a, b). A depth-2 small-weight threshold circuit leads to a short randomized two-sided error communication protocol. The lower bound follows by proving that such protocols do not exist (see Kushilevitz and Nisan (1997) ). Krause (1996) has presented another approach to prove that functions are not contained in TC 0 2 . His approach is also based on the communication matrix of the given function and some distribution of the input variables between Alice and Bob. Here it is convenient to replace 1 by −1 and 0 by 1. This matrix is called M (f ). The lower bound technique is based on the following observation. If f can be realized by a depth-2 threshold circuit of weight w(n), then there exists a matrix M of the same number of rows and columns as M (f ) with the following properties: all entries are non-zero integers, they are positive exactly for the 1-entries of M (f ) (M and M (f ) are called signum-consistent), and the rank is bounded by O(w(n)). Hence, we are interested in lower bounds on the rank of matrices with these properties. Such bounds can be obtained via the operator norm of M (f ). The operator norm of an N ×N -matrix A is the largest length (L 2 -norm) of some vector Ax where x has length 1 and is denoted by ||A|| 2 . Improving a result of Krause (1996) , Forster (2002) has proved that the rank of all matrices M which are signum-consistent to f is bounded below by 2 n /||M (f )|| 2 . This approach gives nowadays the largest lower bounds for depth-2 threshold circuits.
We mention a result which underlines the power of small-depth threshold circuits in comparison to ACC 0 [m]-circuits of arbitrary constant depth. If
, then f n can be realized by depth-3 threshold circuits where the number of incoming edges for the gates on the first level is polylogarithmically bounded and the weight is bounded by some function 2 w(n) for some polylogarithmically bounded w(n). This has been shown by Allender (1989) for primes m and by Yao (1990) for the general case.
Another argument for the computational power of the complexity class TC 0 3 is based on results from learning theory. The scenario is the following. One does not know f but one knows that f belongs to some complexity class C. Based on a random set of pairs (a, f (a)) one has to construct a function g which is "close" to f . It is known that subexponential learning algorithms exist for AC 0 (Linial, Mansour, and Nisan (1993)). Kearns and Valiant (1994) have shown that the existence of such algorithms for TC 0 3 would disprove widely believed cryptographic hardness assumptions. This result is based on the observation that the encryption operators of famous cryptosystems (RSA, Rabin, El-Gamal) can be realized by TC 0 3 -circuits. Thus, subexponential learning algorithm for TC 0 3 would break these systems. Related to learning is the problem of distinguishing a complexity class C from the class of all boolean functions. Alice is allowed to choose some f = (f n ) ∈ C or some random boolean functions f = (f n ). Bob is allowed to ask the values f n (a) for some a which he can choose adaptively. The aim of Bob is to guess the choice of Alice after a subexponential number of queries. Based on the paper on natural proofs by Razborov and Rudich (1997) , Krause and Lucks (2001) have obtained the following result. If the DDH-conjecture is true (the widely believed cryptographic hardness assumption called Decisional Diffie-Hellman, see Naor and Reingold (1997) for details), subexponential distinguishing algorithms for T C 0 4 are impossible. On the other hand, all known lower bound methods which allow to prove that an explicitly defined problem does not belong to a given complexity class C can be reformulated as subexponential distinguishing algorithms for C. Altogether, we have good cryptographical reasons for being not able to separate TC 0 4 from NP.
Voting Polynomials
Our lower bound techniques are powerful enough to obtain bounds of exponential size for depth-2 threshold circuits but not powerful enough for depth-3 threshold circuits. This motivates the investigation of complexity classes contained in TC n → {0, 1} where 1 is replaced by −1 and 0 is replaced by 1. The EXOR-sum of some boolean variables is the same as the product of the corresponding {1, −1}-valued variables. Hence, on the first level the circuit computes {1, −1}-monomials which are square-free (since 1 2 = (−1) 2 = 1). The monomials get weights on the edges to the output gate, hence, we get a polynomial, namely the sum of the weighted monomials (all weights are integer valued). Since we can easily replace the output gate by an output gate with the threshold value 0 such that the polynomial never takes the value 0, the monomials vote for the output, i.e., f (a) = 1 iff the majority vote is positive and f (a) = −1 iff the majority vote is negative. More formally, f : {1, −1} n → {1, −1} can be represented as the sign of a square-free polynomial p(x). This computation model leads to the following three complexity measures:
-the length, i.e., the number of gates on the first level or the number of monomials of the voting polynomial,
-the weight of all edges leading to the output gate, and -the degree of the voting polynomial, i.e., the largest fan-in of a gate on level 1. The problem is to prove lower bounds on the complexity measures related to voting polynomials. This can be done by a spectral analysis on the function tables of functions f : {1, −1} n → {1, −1}. Each function is considered as a 2 n -dimensional vector (representing all f (a), a ∈ {1, −1} n ). In this vector space an inner product (f, f ′ ) is defined as the sum of all f (a) · f ′ (a), a ∈ {1, −1} n . It is well known that the set of the 2 n monomials m a , a ∈ {0, 1} n , is an orthonormal basis of this vector space. The monomial m a is in the {1, −1}-representation the product of all x i where a i = 1. The spectral coefficients of f are the numbers (f, m a ) and it is well known that f equals the sum of all (f, m a )·m a . The sum of all 2 n ·(f, m a )·m a , a ∈ {0, 1} n , is a voting polynomial for f. Based on the size of the spectral coefficients one obtains properties of all voting polynomials for f. Bruck (1990) has shown that functions f whose voting polynomial length is bounded by t have a spectral coefficient whose absolute value is at least 1/t. It is easy to prove that the absolute value of all spectral coefficients of IP n equals 2 −n implying that IP / ∈ PT 1 . The EXOR-sum of all x i x j , i = j, is a symmetric function and, therefore, in TC 0 2 . Computing the spectral coefficients leads to the result that this function is in TC 0 2 − PT 1 . The L 1 -norm of f is defined as the sum of all |(f, m a )|, a ∈ {0, 1} n . It is easy to see that 1 ≤ L 1 (f ) ≤ 2 n/2 for all f. Again Bruck (1990) has presented a randomized construction proving the existence of voting polynomials for f whose weight is bounded by O(n · L 1 (f )
2 ). The idea is to choose randomly the sum of O(n · L 1 (f )
2 ) monomials ±m a where m a gets a positive sign iff (f, m a ) > 0. Moreover, ±m a is chosen with a probability of |(f, m a )|/L 1 (f ). Then it is possible to prove that the probability of obtaining a voting polynomial for f is positive. These results imply the existence of polynomial-weight voting polynomials for COM and CAR. Explicit constructions have been obtained by Alon and Bruck (1991) .
Voting polynomials are not allowed to refuse to vote, i.e., a voting polynomial p has the property that p(a) = 0 for all inputs a. A weaker notion is to consider all polynomials p which are different from the constant 0. They weakly represent f if they vote correctly for all a where p(a) = 0. The weak degree of f is the minimal degree of a polynomial which weakly represents f. Aspnes, Beigel, Furst, and Rudich (1991) have proved that functions representable by polynomial-size constant-depth circuits where all gates besides the output gate are of type AND, OR, and NOT and the output gate is allowed to be a threshold gate of unbounded weight have a not very large weak degree. Since the parity function has the maximal possible weak degree, namely n, it cannot be represented by the class of circuits described above.
We have seen that PT 1 contains functions not contained in AC 0 . However, AC 0 2 ⊆ PT 1 (Alon and Bruck (1991) ). For the proof of this claim we investigate the function ROW n deciding whether a boolean n × n-matrix contains at least one 1-entry in each row, more formally ROW n (X) = 1≤i≤n 1≤j≤n
Without giving a formal definition, ROW = (ROW n ) can be considered as AC 0 2 -complete function. The voting polynomial degree of ROW n is Ω(n) as already observed by Minsky and Papert (1968) . However, Alon and Bruck (1991) have proved the existence of voting polynomials of weight O(n 4 ) for ROW n . Their probabilistic arguments are based on the following observation. Let us choose randomly a row number i ∈ {1, . . . , n} and a subset A ⊆ {1, . . . , n}. The random function g i,A is the EXOR-sum all x ij , j ∈ A. For each boolean matrix the random value of g i,A equals 1 with probability 1/2. Restricting the boolean matrices to those matrices X where ROW n (X) = 0, this probability is bounded above by (1 − 1/n)/2, since with probability 1/n the 0-row is chosen. This difference between random matrices and random matrices with a 0-row is exploited to prove the result. Alon, Goldreich, Håstad, and Peralta (1992) present an explicit construction of a polynomialweight voting polynomial for ROW. Krause and Pudlák (1997) have shown that AC 0 3 is not even contained in PT 1 . They have investigated the following variant ROW * n of ROW n . There are three input matrices U, V, and W. Let x ij := u ij v ij + u ij w ij . Then ROW * n (U, V, W ) := ROW n (X). By definition, ROW * ∈ AC 0 3 . The main result is that the voting polynomial length of ROW * n is at least 2 d where d is the voting polynomial degree of ROW n and therefore 2 Ω(n) . This result holds for all f * obtained from f as ROW * from ROW. We have compared AC Goldmann, Håstad, and Razborov (1992) . Let T * n,n be the function T n,n applied to x ij := y ij z ij where y ij and z ij are the input variables of T * n,n . Then the methods discussed in Section 8 lead to the result that T * = (T * n,n ) is not contained in TC 0 2 . However, this function is contained in PT 1 . Another variant of T n,n has been investigated by Krause and Pudlák (1998) . Let T * n,n be the function T n,n applied to disjunctions x ij of n variables x ijk . Krause and Pudlák (1998) have proved a general result implying that T * n,n has exponential voting polynomial length.
Open Problems
Finally, we give a list of the most challenging open problems where all considered functions have to be explicitly defined:
-Prove for some functions that they are not realizable by circuits of fan-in 2, linear size, and logarithmic depth.
-Prove for some functions that they are not realizable by formulas of size O(n 2 / log n).
-Prove for some functions that they are not realizable by polynomial-size unbounded fan-in circuits of AND-and MOD-6-gates.
-Prove for some functions that they are not contained in LT 0 2 .
