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Abstract
In this note we consider splitting methods based on linear multistep methods
and stabilizing corrections. To enhance the stability of the methods, we em-
ploy an idea of Bruno & Cubillos [5] who combine a high-order extrapolation
formula for the explicit term with a formula of one order lower for the implicit
terms. Several examples of the obtained multistep stabilizing correction methods
are presented, and results on linear stability and convergence are derived. The
methods are tested in the application to the well-known Heston model arising
in financial mathematics and are found to be competitive with well-established
one-step splitting methods from the literature.
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1 Introduction
In this note we will discuss a class of splitting methods for solving initial value problems
for ordinary differential equations (ODEs)
u1ptq “ F pt, uptqq , up0q “ u0 , (1.1)
with given u0 P RM , F : R ˆ RM Ñ RM and dimension M ě 1. For many problems
occurring in practice there is a natural decomposition
F pt, uq “ F0pt, uq ` F1pt, uq ` ¨ ¨ ¨ ` Fspt, uq (1.2)
in which the separate component functions Fj are more simple than the whole F , and
where F0 is a non-stiff or mildly stiff term that can be treated explicitly in a time step-
ping method. For such problems we will study a class of multistep splitting methods
with stabilizing corrections, where explicit predictions are followed by corrections that
are implicit in one of the Fj terms, j “ 1, 2, . . . , s.
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1.1 Linear multistep methods with stabilizing corrections
The splitting methods to be considered produce approximations un « uptnq at the
step points tn “ n∆t. The methods are based on pairs of linear multistep methods:
an implicit method
un “
kÿ
i“1
aiun´i ` ∆t
kÿ
i“0
biF ptn´i, un´iq (1.3)
and an explicit one
un “
kÿ
i“1
´
aiun´i ` ∆tpbiF ptn´i, un´iq¯ , (1.4)
having the same coefficients a1, a2, . . . , ak and the same order p.
Starting with an implicit method of order k, the matching explicit formula of the
same order can be obtained by extrapolation, replacing the implicit term F ptn, unq
by a linear combination of F ptn´i, un´iq terms, 1 ď i ď k. More specifically, withpci “ śj‰i jj´i , 1 ď i, j ď k, it can be seen from the Lagrange interpolation formula
that
ϕptnq “
kÿ
i“1
pciϕptn´iq ` pC∆tkϕpkqptnq `Op∆tk`1q (1.5)
for any smooth function ϕ, with error constant pC P R. Using this extrapolation
procedure to replace the implicit term in (1.3) yields the following coefficients for the
explicit method: pbi “ bi ` b0pci pi “ 1, 2, . . . , kq . (1.6)
Such a pair of explicit and implicit methods can now be combined to form a split-
ting method for problems with decomposition (1.2) by using the idea of stabilizing
corrections. In each step, first a prediction is made with the explicit method, followed
by corrections for the implicit function components Fj with j “ 1, 2, . . . , s:$’’’’’&’’’’’%
v0 “
kÿ
i“1
´
aiun´i ` ∆tpbiF ptn´i, un´iq¯ ,
vj “ vj´1 ` ∆t
kÿ
i“1
pbi ´pbiqFjptn´i, un´iq ` ∆t b0Fjptn, vjq ,
un “ vs .
(1.7)
All internal vectors v0, v1, . . . .vs that appear in this step are consistent approximations
to the exact solution value uptnq. This property ensures that steady-state solutions
are maintained by the scheme, that is, if F pu˚q “ 0 and un´i “ u˚ for i “ 1, . . . , k,
then un “ u˚. Using the terminology of [22], this splitting method will be called a
multistep stabilizing correction method.
For linear problems without explicit terms, the above formula (1.7) is closely re-
lated to a class of methods introduced by Douglas & Gunn [9]. In that paper it was
noted that stability properties may be improved by using extrapolation of lower order.
However, with an explicit term this will generally lead to a lower order of convergence
of the splitting method.
To overcome this, we will follow an idea of Bruno & Cubillos [5] who studied BDF
splitting methods for linearized Navier-Stokes equations using two different extrapo-
lation formulas in the prediction stage: high-order extrapolation for the explicit term
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F0 and a formula of one order lower for the implicit terms F1, . . . , Fs. This lower order
formula will be
ϕptnq “
kÿ
i“1
qciϕptn´iq ` qC∆tk´1ϕpk´1qptnq `Op∆tkq , (1.8)
with coefficients qci and error constant qC. In our examples we will take qck “ 0 and use
Lagrange interpolation through the data values ϕptn´1q, . . . , ϕptn´k`1q. Analogous to
(1.6), let qbi “ bi ` b0qci pi “ 1, 2, . . . , kq . (1.9)
With this lower order extrapolation in the prediction stage for the implicit terms
F1, . . . , Fs we get a multistep splitting method of the following form:$’’’’’&’’’’’%
v0 “
kÿ
i“1
´
aiun´i ` ∆tpbiF0ptn´i, un´iq ` ∆tqbi sÿ
j“1
Fjptn´i, un´iq
¯
,
vj “ vj´1 ` ∆t
kÿ
i“1
pbi ´qbiqFjptn´i, un´iq ` ∆t b0Fjptn, vjq ,
un “ vs ,
(1.10)
again with index j “ 1, 2, . . . , s in the correction steps. These correction steps now not
only serve to provide stability but also the accuracy of the prediction step needs to be
improved. We will refer to these methods as modified stabilizing correction methods.
For the special case s “ 1, where we have only one implicit term, both formulas
(1.7) and (1.10) reduce to
un “
kÿ
i“1
´
aiun´i ` ∆tpbiF0ptn´i, un´iq¯` ∆t kÿ
i“0
biF1ptn´i, un´iq . (1.11)
This gives the well-known class of implicit-explicit (IMEX) linear multistep methods.
These methods were originally introduced in [6, 30], and a number of interesting ex-
amples can be found in [3]. In many applications, splittings with more implicit terms
appear, in which case (1.7) and (1.10) provide natural generalizations of these IMEX
methods.
1.2 Outline
In this paper we will discuss the stabilizing correction multistep methods with applica-
tion to problems arising in financial option valuation. First we will present in Section 2
examples of suitable pairs of linear multistep methods. The accuracy of the stabilizing
correction multistep methods is analyzed in Section 3 for linear problems. It will be
seen that the methods (1.10) may show a local order reduction due to stiffness, but it
will also be seen that under mild assumptions the global errors will not be affected by
such order reduction. Section 4 contains stability results for 2D parabolic problems
with cross-derivatives, using an ADI type splitting together with explicit treatment of
the cross-derivative term. In Section 5 numerical results are presented and discussed
for a well-known 2D problem from financial mathematics, the so-called Heston model
for option valuation. Section 6 contains some final remarks and conclusions.
2 Examples
The following examples fit in the framework outlined in the previous section, with
coefficients in the prediction stage obtained by extrapolation. The examples are de-
scribed by specifying k and the coefficients a “ pa1, . . . , akq, b “ pb1, . . . , bkq, θ “ b0 of
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the implicit method together with the coefficients pb “ ppb1, . . . ,pbkq and qb “ pqb1, . . . ,qbkq
for the explicit prediction stage.
The Douglas method : The most simple example is obtained for the one-step case,
k “ 1. With the implicit θ-method, extrapolation yields the forward Euler method.
The combination with stabilizing corrections is the Douglas method, which can be
written as (1.7) with
a “ 1 , b “ 1´ θ , pb “ 1 , (2.1)
and the free parameter θ P r 1
2
, 1s. Originally [8] the method was intended for linear
parabolic equations without explicit term F0. This method has been studied in a
number of publications, e.g. [16, 20, 21].
The combination CNLF : A popular combination of implicit and explicit two-step meth-
ods is found with the implicit trapezoidal rule, written in two-step form, and the
explicit midpoint method. This leads to (1.7) with k “ 2 and
a “ p0, 1q , b “ p0, 1q , pb “ p2, 0q , θ “ 1 . (2.2a)
The implicit trapezoidal rule and explicit midpoint method are often called the Crank-
Nicolson (CN) method and Leap-frog (LF) method in PDE applications. For the
modification (1.10) with lower order extrapolation we getqb “ p1, 1q . (2.2b)
BDF2 combinations : We will consider the class of implicit second-order two-step meth-
ods with free parameter θ “ b0 ą 0 and
a “ `4
3
, ´1
3
˘
, b “ `4
3
´ 2θ, ´2
3
` θ˘ . (2.3a)
For θ “ 2
3
this is the familiar BDF2 method. With free parameter θ it will be referred to
as generalized BDF2, even though the backward differentiation idea is not so prominent
anymore if θ ‰ 2
3
. These implicit methods are A-stable for θ ě 1
2
. With linear and
constant extrapolation we get the coefficientspb “ `4
3
, ´2
3
˘
, qb “ `4
3
´ θ, ´2
3
` θ˘ . (2.3b)
Adams2 combinations : As a further example we consider the class of implicit second-
order two-step Adams-type methods with free parameter θ “ b0 ą 0 and
a “ `1, 0˘ , b “ `3
2
´ 2θ, ´1
2
` θ˘ . (2.4a)
These methods are A-stable for θ ě 1
2
. Linear and constant extrapolation givespb “ `3
2
, ´1
2
˘
, qb “ `3
2
´ θ, ´1
2
` θ˘ . (2.4b)
The IMEX method (1.11) with θ “ 1
2
is often referred to as CNAB because it com-
bines the explicit Adams-Bashforth method with the implicit trapezoidal rule (Crank-
Nicolson). Larger values of θ have been considered in [3, 24], see also [21, p. 388].
BDF3 combination: In the following we will mainly consider two-step methods with
order two. Higher orders can be obtained with k ą 2. As an example of a method
with k “ 3 we consider the implicit BDF3 method with coefficients
a “ `18
11
, ´ 9
11
,
2
11
˘
, b “ `0, 0, 0˘ θ “ 6
11
. (2.5a)
The use of quadratic and linear extrapolation leads topb “ `18
11
, ´18
11
,
6
11
˘
, qb “ ` 12
11
, ´ 6
11
, 0
˘
. (2.5b)
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3 Discretization errors and convergence
The accuracy analysis of splitting methods for stiff ODEs and semi-discrete systems
obtained from partial differential equations (PDEs) should take stiffness into account.
Let
ϕjptq “ Fjpt, uptqq pj “ 1, 2, . . . , sq . (3.1)
In the following it will be assumed that the exact solution u and the functions ϕj are
all sufficiently smooth on the time interval r0, T s, with derivatives that are bounded
uniformly in the stiffness. In general, for problems (1.1) with a smooth solution, this
condition on the functions ϕj will hold for suitable splittings.
Further it will be assumed that the implicit linear multistep method is of order
k, and the extrapolation procedures satisfy (1.5), (1.8). The question is whether the
multistep splitting method (1.10) will be convergent of order k for stiff problems, and
in particular for problems obtained by spatial discretization of a PDE. For such stiff
problems we will denote by Op∆tmq a vector whose norm is bounded by C∆tm with a
constant C independent of the mesh-width h in the spatial discretization. In the same
fashion, Op1q indicates the norm is bounded uniformly in h.
For the error analysis we will consider a step (1.10), but now starting from per-
turbed values run´i together with perturbations ρj in the stages, leading to$’’’’’&’’’’’%
rv0 “ kÿ
i“1
´
airun´i ` ∆tpbiF0ptn´i, run´iq ` ∆tqbi sÿ
j“1
Fjptn´i, run´iq¯` ρ0 ,
rvj “ rvj´1 ` ∆t kÿ
i“1
pbi ´qbiqFjptn´i, run´iq ` ∆t b0Fjptn, rvjq ` ρj ,
run “ rvs .
(3.2)
As for the rvj , also the ρj depend on n. If we insert exact solution values for run´i andrvj then the ρj become truncation errors for the stages.
3.1 Error recursions
For the analysis1 it will be assumed that the problem is linear,
Fjpt, uq “ Aju` gjptq pj “ 0, 1, . . . , sq . (3.3)
The source terms gj may contain inhomogeneous boundary values of the underlying
PDE. The matrices Aj may contain negative powers the mesh-width in space h, and
the same applies to gjptq if inhomogeneous boundary values are included in that term.
Further we use the notations
εn´i “ run´i ´ un´i , νj “ rvj ´ vj , (3.4)
and
Zj “ ∆tAj , Qj “ I ´ b0Zj P “ Q1Q2 ¨ ¨ ¨Qs . (3.5)
With these notations, subtracting the unperturbed scheme from the perturbed one
1 The derivation of the error recursions and the formulas for the stage truncation errors can be done
for nonlinear problems, but to get bounds for the local and global errors many technical assumptions
would be needed in the nonlinear case.
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leads to the relations$’’’’&’’’’%
ν0 “
kÿ
i“1
´
aiεn´i `pbiZ0εn´i `qbi sÿ
j“1
Zjεn´i
¯
` ρ0
νj “ νj´1 `
kÿ
i“1
pbi ´qbiqZjεn´i ` b0Zjνj ` ρj
εn “ νs .
(3.6)
Setting σn “
řk
i“1pbi ´qbiqεn´i gives νj “ Q´1j `νj´1 ` Zjσn ` ρjq. It follows that
εn “ P´1ν0 `
sÿ
j“1
Q´1s . . . Q
´1
j
`
Zjσn ` ρj
˘
. (3.7)
Substitution of the expressions for ν0 and σn now leads to the recursion
εn “
kÿ
i“1
Ri εn´i ` δn (3.8)
with error per step
δn “ P´1ρ0 `
sÿ
j“1
Q´1s . . . Q
´1
j ρj (3.9)
and matrices
Ri “ P´1
´
aiI `pbiZ0 `qbi sÿ
j“1
Zj
¯
` `bi ´qbi˘ sÿ
j“1
Q´1s . . .Q
´1
j Zj . (3.10)
These matrices can be written is a more simple form. By induction with respect
to s it can be shown that
b0
sÿ
j“1
Q1Q2 ¨ ¨ ¨Qj´1Zj “ I ´ P . (3.11)
From this relation it follows that
Ri “ P´1
´
aiI `pbiZ0 `qbi sÿ
j“1
Zj ` 1b0
`
bi ´qbi˘`I ´ P ˘¯ . (3.12)
In this section we will use the above formulas with run “ uptnq for all n, so that
(3.8) becomes a recursion for the global discretization errors εn “ uptnq ´ un. Then
δn will be a local discretization error, introduced in the step from tn´1 to tn. The
choice of the vectors rvj is free, but it is convenient to take rvj “ uptnq to obtain simple
expressions for the residuals ρj .
3.2 Stability
In the following it will be assumed that the space RM is equipped with a suitable
norm, and that we have in the induced matrix norm
}Q´1j } ď κ for j “ 1, . . . , s, (3.13)
with a moderately sized constant κ ě 1. In many instances this will hold with κ “ 1.
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Further it will be assumed that the recursion
εn “
kÿ
i“1
Ri εn´i pn ě kq (3.14)
is stable, in the sense that there is a constant K ě 1, not affected by stiffness, such
that
}εn} ď K max
0ďiďk´1
}εi} (3.15)
for all n ě k and arbitrary starting errors ε0, . . . , εk´1 P RM .
For the recursion (3.8) with local errors δn this will imply
}εn} ď K
´
max
0ďiďk´1
}εi} `
nÿ
j“k
}δj}
¯
, (3.16)
as can be seen by writing the multistep recursion in a one-step form in a higher
dimensional space, see [21, p. 183], for example. If }εi} ď C0∆tp (0 ď i ď k) and
}δj} ď C1∆tp`1 (k ď j ď n) we now get }εn} ď pKC0 ` tnC1q∆tp, which is the
standard way to demonstrate convergence on finite time intervals, tn P r0, T s. As we
will see, this convergence argument will need some refinement for the splitting methods
(1.10) applied to stiff problems.
Verification of the stability condition (3.15) can be quite difficult in practical sit-
uations. In Section 4 this condition will be studied for a class of parabolic problems
with mixed derivatives in a von Neumann analysis. Then stability in the discrete
L2-norm follows from the scalar case with z0, z1, . . . , zk P C replacing the matrices
Z0, Z0, . . . , Zk. For this scalar case we get the recursion
εn “
kÿ
i“1
ri εn´i pn ě kq (3.17)
with
ri “ 1p
´
ai `pbiz0 `qbi sÿ
j“1
zj ` 1b0 pbi ´
qbiqp1 ´ pq¯ , p “ sź
j“1
p1 ´ b0zjq . (3.18)
Stability for this recursion is determined by the roots of the characteristic polynomial
pipζq “ ζk ´
kÿ
i“1
riζ
k´i . (3.19)
The coefficients ri in this polynomial depend on z0, z1, . . . , zs, so the same holds for
its roots ζl “ ζlpz0, z1, . . . , zsq. The recursion is stable iff this polynomial pi satisfies
the well-known root condition: all roots ζl have modulus at most one, and those with
modulus one are simple.
3.3 Stage truncation errors
The internal vectors v0, v1, . . . .vs in the step (1.10) are all consistent approximations
to uptnq. Insertion of the exact solution values rvj “ uptnq and run´i “ uptn´iq into
(3.2) yields truncation errors ρ0, ρ1, . . . , ρs in the stages given by
ρ0 “ uptnq ´
kÿ
i“1
´
aiuptn´iq ` ∆tpbiϕ0ptn´iq ` ∆tqbi sÿ
j“1
ϕjptn´iq
¯
, (3.20a)
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ρj “ ´∆t
kÿ
i“1
pbi ´qbiqϕjptn´iq ´ ∆t b0ϕjptnq pj “ 1, 2, . . . , sq . (3.20b)
To estimate ρ0 we write
ρ0 “ ρimpl0 ` ρextr0 (3.21)
with
ρ
impl
0 “ uptnq ´
kÿ
i“1
aiuptn´iq ´ ∆t
kÿ
i“0
biu
1ptn´iq , (3.22a)
ρextr0 “ ∆t b0u1ptnq ´ ∆t b0
kÿ
i“1
´pciϕ0ptn´iq ` qci sÿ
j“1
ϕjptn´iq
¯
. (3.22b)
Since ρimpl0 is the truncation error of the implicit method, we have ρ
impl
0 “ Op∆tk`1q.
The term ρextr0 is due to extrapolation. From (1.5), (1.8), with the error constantspC, qC, it is seen that
ρextr0 “ ∆tk`1b0 pCϕpkq0 ptnq `Op∆tk`2q ` ∆tkb0 qC sÿ
j“1
ϕ
pk´1q
j ptnq `Op∆tk`1q . (3.23)
Consequently we have
ρ0 “ ∆tkβ0
sÿ
j“1
ϕ
pk´1q
j ptnq `Op∆tk`1q (3.24a)
with β0 “ b0 qC. From (1.8) it also follows that
ρj “ ´∆tkβ0ϕpk´1qj ptnq `Op∆tk`1q . (3.24b)
3.4 Local error bounds
Combining (3.24) with (3.9) gives the following expression for the local discretization
error:
δn “ ∆tkβ0
sÿ
j“1
P´1
`
I ´Q1 . . .Qj´1
˘
ϕ
pk´1q
j ptnq `Op∆tk`1q . (3.25)
For the non-stiff case we have Zj “ Op∆tq and Qj “ I`Op∆tq, and then it follows
that δn “ Op∆tk`1q, which is the usual local error estimate for a method of order k.
However, if the ODE system is stiff, for example if the system is obtained by spatial
discretization of a PDE, then these local errors need more careful examination.
First of all, let us remark that for the case s “ 1 we get δn “ Op∆tk`1q, and in
this remainder term only derivatives of the ϕjptq “ Fjpt, uptqq are involved. Therefore,
if we have fixed bounds, not affected by stiffness, for the norms of these derivatives,
then also the local truncation errors will not be affected by stiffness if s “ 1.
A local error bound δn “ Op∆tk`1q is also valid for the methods (1.7) where only
high-order extrapolation is used, that is, qbi “ pbi such that (1.5) holds. For this case
we can use the above formulas with D “ 0, giving β0 “ 0.
However, for the methods (1.10) with lower-order extrapolation such Op∆tk`1q
local error bounds need no longer to be valid in general. For example, if s “ 2 then
we have
δn “ ∆tkβ0Q´12 Q´11 pI ´Q1qϕpk´1q2 ptnq `Op∆tk`1q
“ ∆tkβ0 pI ´ b0Z2q´1pI ´ b0Z1q´1b0Z1 ϕpk´1q2 ptnq `Op∆tk`1q .
(3.26)
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Using (3.13) it follows that }δn} “ Op∆tkq, but the classical bound }δn} “ Op∆tk`1q
will not hold in general for stiff systems.
Example 3.1. Consider the model problem consisting of the 2D heat equation
ut “ uxx ` uyy ` fpx, y, tq
on the unit square Ω “ r0, 1s2 and t ě 0, with given initial condition at time t “ 0 and
Dirichlet boundary conditions
upx, y, tq “ γpx, y, tq for t ě 0 , px, yq P Γ “ BΩ .
Standard discretization on a uniform Cartesian grid with mesh-width h in both direc-
tions, ∆x “ ∆y “ h, leads to a semi-discrete ODE system
u1ptq “
2ÿ
j“1
`
Ajuptq ` gjptq
˘` g0ptq ,
where g0ptq is the restriction of the source term fpx, y, tq to the spatial grid, A1 « B2Bx2
and g1ptq contains the boundary data for x “ 0 and x “ 1, and likewise in the y-
direction for A2 « B2By2 and g2ptq.
If ϕ
pk´1q
2 ptnq “ υh where υh is the restriction to the grid of a smooth function
υpx, yq that is not equal to zero at the boundaries x “ 0 or x “ 1, then it can be
observed in experiments that
}δn}2 „ ∆tk`1{4 , }δn}8 „ ∆tk ,
in the discrete L2-norm }v}2 “ p 1M
řM
i“1 |vi|2q1{2 and the maximum-norm }v}8 “
max1ďiďM |vi|, respectively, for v “ pviq P RM . In fact, from a spectral analysis,
as in [21, pp. 296–300], it can be shown that }δn}2 „ logp∆tq ¨ ∆tk`1{4, but such a
logarithmic term is hardly observable in experiments. This order reduction is caused
by the boundary conditions, not by lack of smoothness of the solution. ✸
3.5 Global error bounds
Even in situations where δn ‰ Op∆tk`1q we can have εn “ Op∆tkq uniformly in n, that
is, convergence of order k, due to damping and cancellation effects. This happens for
many one-step splitting methods, and the analysis of these damping and cancellations
effects can be based on a general criterion, see for instance [21, Chap. IV]. Here we
will formulate such a criterion for multistep methods, which was already used – in a
slightly hidden form– in [19] for a class of adaptive implicit-explicit two-step methods.
We consider a stable error recursion in RM ,
εn “
kÿ
i“1
Ri εn´i ` δn for n ě k , (3.27a)
with initial errors ε0, . . . , εk´1 “ Op∆tkq and local errors δn such that
δn “
´
I ´
kÿ
i“1
Ri
¯
ξn ` ηn,
ξn “ Op∆tkq, ηn “ Op∆tk`1q, ξn`1 ´ ξn “ Op∆tk`1q,
(3.27b)
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uniformly for n ě k. Then εn “ Op∆tkq uniformly for tn P r0, T s, that is, the method
is convergent of order k on the interval r0, T s.
The proof of this statement is easy: defining ε˚n “ εn ´ ξn for all n, where we set
ξn “ ξk if n ă k, it follows that
ε˚n “
kÿ
i“1
Riε
˚
n´i ` δ˚n , δ˚n “
kÿ
i“1
Ripξn´i ´ ξnq ` ηn ,
and for these transformed local errors we have δ˚n “ Op∆tk`1q.
To apply the convergence criterion (3.27), note that the extrapolation coefficients
in (1.5), (1.8) are such that
řk
i“1 pci “ řki“1 qci “ 1. Consequently, if β “ řki“0 bi, then
also
řk
i“1
pbi “ řki“1qbi “ β. It will be tacitly assumed that the implicit method (1.3)
is zero-stable and consistent, and then we will have
řk
i“1 ai “ 1 and β ‰ 0. Using
(3.12), we therefore obtain
kÿ
i“1
Ri “ I ` βP´1Z (3.28)
with Z “ Z0 ` Z1 ` ¨ ¨ ¨ ` Zs. Setting
Sj “ I ´Q1 ¨ ¨ ¨Qj´1 , ζn “ ´∆tk β0β
sÿ
j“1
Z´1Sjϕ
pk´1q
j ptnq , (3.29)
it follows that the convergence criterion (3.27) can be applied with ξn “ ζn provided
the terms Z´1Sjυptq with υptq “ ϕpk´1qj ptq, ϕpkqj ptq are all bounded uniformly in the
stiffness. This is similar to the formulas obtained in [2] for a modified Douglas method,
so we can repeat the main arguments here.
Note that S1 “ 0, S2 “ b0Z1, and for 2 ď j ď s the following expression is obtained:
Sj “
sÿ
m“1
´
p´1qm´1
ÿ
1ďi1ă¨¨¨ăimăj
bm0 Zi1Zi2 ¨ ¨ ¨Zim
¯
. (3.30)
Consequently we will have Z´1Sjυptq “ Op1q if all products Z´1Zi1Zi2 ¨ ¨ ¨Zimυptq “
Op1q for 1 ď i1 ă i2 ă ¨ ¨ ¨ ă im ă j. The essential condition for a global error bound
of order k will therefore be:
∆tm´1A´1Ai1Ai2 ¨ ¨ ¨Aimυptq “ Op1q for υ “ ϕpk´1qj , ϕpkqj , t P r0, T s
and 1 ď i1 ă ¨ ¨ ¨ ă im ă j ď s ,
(3.31)
with A “ A0`A1`¨ ¨ ¨`As. In summary, we have obtained the following convergence
result.
Theorem 3.2. Consider linear problems (1.1), (3.3) on a finite interval r0, T s with
ϕ
pk´1q
j ptq, ϕpkqj ptq “ Op1q for t P r0, T s, j “ 2, 3, . . . , s. Assume the stability conditions
(3.13) and (3.15) are satisfied, and condition (3.31) holds. Then method (1.10) will
be convergent of order k on the interval r0, T s.
If s “ 2, this result shows convergence with order k under the condition A´1A1υptq “
Op1q for υ “ ϕpk´1q2 , ϕpkq2 with t P r0, T s. For s “ 3 we get the additional con-
ditions A´1A1υptq “ Op1q, A´1A2υptq “ Op1q and ∆t A´1A1A2υptq “ Op1q for
υ “ ϕpk´1q3 , ϕpkq3 with t P r0, T s. For a more detailed discussion of these convergence
conditions for a 3D heat equation we refer to [2, 20], and in these references it is also
noted that non-singularity of A is not essential.
10
4 Stability for parabolic problems with mixed derivatives
Parabolic equations with mixed derivatives arise, for example, in financial applica-
tions. As model problems to analyze stability for such applications we consider first in
this section the 2D pure diffusion equation with mixed derivative and next the more
general 2D advection-diffusion equation with mixed derivative. These problems have
previously been considered in the stability analysis of one-step splitting methods in
for example [7, 15, 16, 17, 23].
The 2D model pure diffusion equation is given by
ut “ d11ux1x1 ` d22ux2x2 ` pd12 ` d21qux1x2 (4.1)
on the unit square Ω “ r0, 1s2 with periodic boundary conditions, and with coefficients
dij such that
D “ pdijq P R2ˆ2 is positive semi-definite , (4.2a)
|d12 ` d21| ď 2γ
a
d11d22 . (4.2b)
The value of γ P r0, 1s is a measure for the size of the correlation factor of the two
underlying stochastic processes in the financial model.
For the spatial discretization standard central second-order finite differences are
applied on uniform Cartesian grids with mesh-width h ą 0 in both directions. Con-
sidering an explicit treatment of the mixed derivative part followed by two implicit
unidirectional corrections, we have a splitted linear ODE system (1.1), (1.2) with s “ 2
and normal commuting matrices and real, scaled eigenvalues
zj “ ´2r djj p1´ cosφjq pj “ 1, 2q , z0 “ ´rpd12 ` d21q sinφ1 sinφ2 , (4.3)
where r “ ∆t{h2 and φj P r0, 2pis; see e.g. [17]. Using (4.3), stability in the discrete
L2-norm follows for the ODE system obtained from (4.1). We are interested in un-
conditional stability of a given modified stabilizing correction splitting method, that is
stability for all r ą 0, and for a given method a sufficient condition on the parameter
θ ą 0 in function of γ will be determined such that unconditional stability holds. To
derive these conditions, we use the properties
zj ď 0 pj “ 1, 2q , z ď 0 , |z0| ď 2γ?z1z2 , (4.4)
with z “ z0 ` z1 ` z2, where the latter two inequalities were proved in [15, 17].
Stability is relatively easy to study when k “ s “ 2. Consider the polynomial
pipζq “ ζ2 ´ r1ζ ´ r2 with real coefficients r1, r2. The two roots of pi both have
modulus less than or equal to one iff
|r2| ď 1 , |r1| ď 1´ r2 , (4.5)
as can be seen, for example, by using the Schur criterion. For the root condition,
multiple roots of modulus one are to be excluded, which happens if r1 “ ˘2, r2 “ ´1.
In the following the stability criterion will be applied to the classes of two-step splitting
methods that were introduced in Section 2. Recall that p “ śsj“1p1´θzjq and θ “ b0.
Lemma 4.1. Let s “ 2 and let α, β0, β be real numbers with α ě ´1. Then
p` α` β0z0 ` βpz1 ` z2q ě 0 (4.6)
whenever (4.4) holds and
θ ě max
"
β ,
|β0|γ ` β
1`?1` α
*
. (4.7)
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Proof. Write yj “
a´θzj for j “ 1, 2. Then |z0| ď 2γ
θ
y1y2 and
p` α` β0z0 ` βpz1 ` z2q ě p1` y21qp1 ` y22q ` α´ 2κ0y1y2 ´ κpy21 ` y22q
with κ0 “ |β0|γ
θ
and κ “ β
θ
. There holds
p1` y21qp1` y22q ` α´ 2κ0y1y2 ´ κpy21 ` y22q “
1` α` y21 ` y22 ` y21y22 ´ 2κ0y1y2 ´ κpy21 ` y22q “
1` α` p1´ κqpy1 ´ y2q2 ` 2p1´ κqy1y2 ` y21y22 ´ 2κ0y1y2 “
1` α` p1´ κqpy1 ´ y2q2 ` y21y22 ` 2p1´ κ0 ´ κqy1y2 “
1` α` p1´ κqpy1 ´ y2q2 ` py1y2 ` 1´ κ0 ´ κq2 ´ p1´ κ0 ´ κq2.
Using the latter two expressions it follows that p`α`β0z0`βpz1` z2q ě 0 whenever
κ ď 1 and κ0 ` κ ď 1`
?
1` α. Inserting κ0, κ yields the result of the lemma.
Theorem 4.2. Consider (4.1), (4.2) with s “ 2 and periodic boundary condition.
Let (1.1), (1.2) be obtained by central second-order finite difference discretization and
splitting as described above. Then the three modified stabilizing correction methods
(1.10) given by k “ 2 and (2.2), (2.3), (2.4), respectively, are unconditionally stable
for the following parameter values θ:
• method (2.2): θ “ 1,
• method (2.3): θ ě max
"
1
2
,
γ ` 1
2` 2{?3
*
,
• method (2.4): θ ě max
"
1
2
,
γ ` 1
3
*
.
We remark that in numerical experiments a smaller value θ is often seen to yield
smaller error constants.
Proof. (i) The first condition from (4.5) is equivalent to
|a2 `pb2z0 `qb2pz1 ` z2q ` 1b0 pb2 ´qb2qp1´ pq| ď |p|.
Since b2 “ qb2 for all three methods under consideration and p ě 1 ą 0, this holds iff
p` a2 `pb2z0 `qb2pz1 ` z2q ě 0, (4.8a)
p´ a2 ´pb2z0 ´qb2pz1 ` z2q ě 0. (4.8b)
By Lemma 4.1, the conditions (4.8a), (4.8b) are fulfilled if |a2| ď 1 and
θ ě max
#qb2 , |pb2|γ `qb2
1`?1` a2
+
, (4.9a)
θ ě max
#
´qb2 , |pb2|γ ´qb2
1`?1´ a2
+
. (4.9b)
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It is readily verified that |a2| ď 1 and (4.9a) are always satisfied for all three methods.
Next, (4.9b) is always satisfied for method (2.2). For method (2.3), condition (4.9b)
reads
θ ě max
#
2
3
´ θ ,
2
3
γ ` 2
3
´ θ
1` 2{?3
+
,
which is equivalent to
θ ě max
"
1
3
,
γ ` 1
3`?3
*
. (4.10)
Similarly, for method (2.4) condition (4.9b) reads
θ ě max
#
1
2
´ θ ,
1
2
γ ` 1
2
´ θ
2
+
,
which is equivalent to
θ ě max
"
1
4
,
γ ` 1
6
*
. (4.11)
(ii) The second condition from (4.5) holds iff
|a1 `pb1z0 `qb1pz1 ` z2q ` p´ 1| ` a2 `pb2z0 `qb2pz1 ` z2q ď p,
where it has been used that qb1 “ b1 ` θ. This inequality is equivalent to
a1 ` a2 ´ 1` ppb1 `pb2qz0 ` pqb1 `qb2qpz1 ` z2q ď 0, (4.12a)
2p` a1 ´ a2 ´ 1` ppb1 ´pb2qz0 ` pqb1 ´qb2qpz1 ` z2q ě 0. (4.12b)
From a1`a2 “ 1, pb1`pb2 “ qb1`qb2 ą 0 and z “ z0` z1` z2 ď 0 it follows that (4.12a)
is always satisfied. Next, by Lemma 4.1, condition (4.12b) is satisfied if α ě ´1 and
one has the lower bound (4.7) where
α “ 1
2
pa1 ´ a2 ´ 1q “ ´a2, β0 “ 12 ppb1 ´pb2q, β “ 12 pqb1 ´qb2q.
For method (2.2) this is readily seen to be true. For method (2.3) this holds if
θ ě max
"
1´ θ , γ ` 1´ θ
1 ` 2{?3
*
,
which is equivalent to
θ ě max
"
1
2
,
γ ` 1
2` 2{?3
*
. (4.13)
Finally, for method (2.4) this holds if
θ ě max
"
1´ θ , γ ` 1´ θ
2
*
,
which is equivalent to
θ ě max
"
1
2
,
γ ` 1
3
*
. (4.14)
(iii) Combining the results of part (i) and (ii), it follows that (4.5) is always fulfilled
for method (2.2) and it is fulfilled for method (2.3), respectively (2.4), if the lower
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bound (4.13), respectively (4.14), holds. It remains to show, for the root condition,
that there are no multiple roots of modulus one. To this purpose, suppose r2 “ ´1,
that is
a2 `pb2z0 `qb2pz1 ` z2q ` p “ 0.
This yields
1` a2 `pb2z0 ` pqb2 ´ θqpz1 ` z2q ` θ2z1z2 “ 0,
and since qb2 ´ θ “ pb2,
1` a2 `pb2z ` θ2z1z2 “ 0.
Using that z1, z2, z ď 0, this yields a contradiction for each of the three methods. Thus
the root condition is satisfied, which completes the proof of the theorem.
In most financial applications the pertinent PDEs are of the advection-diffusion
kind and the lower bounds on θ derived above for unconditional stability may be too
optimistic if advection is dominating. Therefore, and with a view to the particular
financial application in the next section, we consider also the 2D model advection-
diffusion problem
ut “ c1ux1 ` c2ux2 ` d11ux1x1 ` d22ux2x2 ` pd12 ` d21qux1x2 (4.15)
on the unit square Ω “ r0, 1s2 with periodic boundary conditions and coefficients ci, dij
such that (4.2) holds. For the spatial discretization of (4.15), again standard central
second-order finite differences are applied on uniform Cartesian grids with mesh-width
h ą 0 in both directions. The obtained semi-discrete ODE system (1.1) is splitted
according to (1.2) with s “ 2 where F0 represents the mixed derivative part and Fj
represents all spatial derivatives in the xj -direction for j “ 1, 2. This leads to scaled
eigenvalues
zj “ ´2r djj p1 ´ cosφjq ` iq cj sinφj , z0 “ ´rpd12 ` d21q sinφ1 sinφ2 , (4.16)
where i “ ?´1 and q “ ∆t{h and r, φj are as before (j “ 1, 2). Using (4.2), they are
seen to satisfy, compare [16],
Repz1q ď 0, Repz2q ď 0 and |z0| ď 2γ
a
Repz1qRepz2q . (4.17)
We examine for the two-step modified stabilizing correction methods (1.10) under
consideration for which values of θ the root condition is satisfied whenever (4.17)
holds. For complex coefficients r1, r2 the root condition is equivalent to
|r2| ď 1 , |r1 ` r¯1r2| ď 1´ |r2|2 , (4.18)
and there are no multiple roots of modulus one.
For method (2.2) the result is unfavourable. Consider z0 “ 0 and z1 “ z2 “ iy
with y P R. Then the requirement |r2| ď 1 becomes |1`2 iy| ď |1´ iy|2, which is easily
seen to be violated whenever 0 ă |y| ă ?2. Hence, for method (2.2), it already does
not hold that the root condition is always fulfilled under (4.17) if γ “ 0 (corresponding
to no mixed derivative term).
For methods (2.3), (2.4) the result appears to be positive. An analytical study for
these methods of the root condition under (4.17) is expected to be quite technical.
Therefore, we have conducted a numerical experiment to gain insight into the possible
outcome.
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Figure 1: Solid curves: estimated lower stability bounds on θ versus γ in the case
of the 2D model advection-diffusion equation with mixed derivative. Dashed curves:
analytical lower bounds given by Theorem 4.2 in the case of the 2D model pure diffusion
equation with mixed derivative. Red: method (2.3). Blue: method (2.4).
Let w1,0 and wi,j for i, j “ 1, 2 denote independent, uniformly distributed random
numbers in r0, 1s and consider random triplets pz0, z1, z2q and pz0, z1, z1q given by
zj “ ´101´5w1,j ˘ i 101´5w2,j , z0 “ p2w1,0 ´ 1q ¨ 2γ
a
Repz1qRepz2q (4.19)
for j “ 1, 2. Then (4.17) holds and z0 P R. Triplets with z1 “ z2 have been included as
they are often found to yield the strongest requirement. For each θ from a dense set of
points in r1
2
, 2s we have estimated the maximal value γ P r0, 1s (if any) such that the
root condition is fulfilled whenever (4.17) holds by testing the condition (4.18) for two
million random triplets specified above. The obtained numerical results for the two
methods (2.3), (2.4) are shown in Figure 1 as solid red and blue curves, respectively,
where θ has been displayed versus γ P r1
2
, 1s. On the region γ P r0, 1
2
s the two curves
are horizontal and this part is not shown. The two curves represent estimated lower
bounds on θ, meaning that unconditional stability - that is, without any restriction
on r or q - is expected to hold in the application to (4.15), (4.17) whenever, for a
given method and value γ, the value θ lies above the pertinent point on the curve. For
comparison, the corresponding analytical lower bounds on θ from Theorem 4.2 for the
2D model pure diffusion problem have been included in the figure as dashed curves.
The estimated lower bounds in Figure 1 for the 2D model advection-diffusion problem
are close (or equal) to those up to γ « 0.89 and γ « 0.86 for methods (2.3) and (2.4),
respectively. Beyond this point, the lower bound for the 2D model advection-diffusion
problem increases strongly for both methods, up to θ “ 2 if γ “ 1. In many financial
applications, however, γ is at most 0.9, and this can be employed in the selection of a
(smaller) value θ.
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For the stabilizing correction methods (1.7), which use only high-order extrapola-
tion, a similar unconditional stability result in the case of the 2D model pure diffusion
equation can be proved as Theorem 4.2 for the two-step modified stabilizing correction
methods (1.10). However, in the case of the 2D model advection-diffusion equation
(4.15) the stability results for the two-step methods (1.7) appear to be much less
favourable than those for the corresponding methods (1.10). Indeed, numerical ex-
periments indicate that for the methods (1.7) given by (2.3) or (2.4) (where qb is now
superfluous) unconditional stability is lacking already if γ “ 0. In particular, for these
methods, considering z0 “ 0 and z1 “ z2 “ iy with y P R, numerical evidence sug-
gests that for each θ ě 1
2
there exists a value y0 P p0, 2q such that there is instability
whenever |y| ą y0. A detailed stability study of the two-step methods (1.7) for (4.15)
is beyond the scope of this paper, but it appears that at least an upper bound on
q “ ∆t{h is required to guarantee stability of these methods if advection is present.
We conclude with a brief discussion of the BDF3-type methods (1.7) and (1.10)
given by (2.5) when applied to the 2D model equation (4.15). The stability of these
three-step methods has been investigated by a numerical study of the pertinent Schur
criterion for complex polynomials of degree 3. For method (1.7) given by (2.5), we find
that already for the 2D model pure diffusion equation without mixed derivative (γ “ 0)
unconditional stability is lacking. More precisely, choosing z0 “ 0 and z1 “ z2 “ y P R
we find that there is instability whenever y À ´4.6, which is clearly a negative result.
On the other hand, for method (1.10) given by (2.5), numerical evidence indicates that
there is unconditional stability for the 2D model pure diffusion equation if γ À 0.68,
which is a favourable result. For the general 2D model advection-diffusion equation, an
upper bound on q appears to be required however to guarantee stability. For example,
taking z0 “ 0 and z1 “ z2 “ iy with y P R, instability is obtained whenever |y| Á 2.7.
5 Test results for the Heston model
To test the methods we consider a test set consisting of six parameter choices for the
Heston model. These correspond to those in Haentjens & in ’tHout [11].
5.1 The Heston model
The Heston model [12] for the fair values of European-style call options leads to a 2D
time-dependent PDE of the form
Bu
Bt “
1
2
s2v
B2u
B2s ` ρσsv
B2u
BsBv `
1
2
σ2v
B2u
B2v ` prd ´ rf qs
Bu
Bs ` κpη ´ vq
Bu
Bv ´ rd u (5.1)
with independent variables t P p0, T s and s, v ą 0, and initial condition
ups, v, 0q “ maxp0, s´Kq ps ě 0, v ě 0q. (5.2)
Here T ą 0 and K ą 0 are the given maturity date and strike price of the option.
The parameter κ ą 0 is the mean-reversion rate, η ą 0 is the long-term mean, σ ą 0
is the volatility-of-variance, ρ P r´1, 1s is the correlation between the two underlying
Brownian motions, and rd, rf denote the domestic and foreign interest rates, respec-
tively. For feasibility of the numerical solution, the spatial domain is truncated to a
bounded set r0, Smaxs ˆ r0, Vmaxs with fixed values Smax, Vmax taken sufficiently large.
The following boundary conditions are imposed,
ups, v, tq “ 0 whenever s “ 0 , (5.3a)
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Bu
Bs ps, v, tq “ e
´rf t whenever s “ Smax , (5.3b)
ups, v, tq “ se´rf t whenever v “ Vmax . (5.3c)
Further, at the v “ 0 boundary the PDE (5.1) is fulfilled, see [10].
The spatial discretization of the initial-boundary value problem for (5.1) is per-
formed using second-order finite differences on a smooth, nonuniform, Cartesian grid
in the ps, vq-domain similar to that in [11, 13]. The spatial grid has relatively many
points in the neighbourhood of the location ps, vq “ pK, 0q, which has been done both
for financial and numerical reasons. We note that at the boundary v “ 0 the deriva-
tive Bu{Bv is approximated using a second-order forward finite difference formula. All
other derivative terms in the v-direction vanish at v “ 0. Cell averaging is applied to
define the initial vector obtained from the nonsmooth initial condition (5.2) near the
strike, see e.g. [29]. The resulting semi-discrete ODE system (1.1) is splitted according
to (1.2) with s “ 2 where F0 represents the mixed derivative part and F1, respectively
F2, represents all spatial derivatives in the s-direction, respectively v-direction, see e.g.
[11, 13]. For the subsequent numerical tests we choose the six cases of parameter sets
for the Heston model listed in Table 1. These correspond to those from [11].
Case A Case B Case C Case D Case E Case F
κ 3 0.6067 2.5 0.5 0.3 1
η 0.12 0.0707 0.06 0.04 0.04 0.09
σ 0.04 0.2928 0.5 1 0.9 1
ρ 0.6 -0.7571 -0.1 -0.9 -0.5 -0.3
rd 0.01 0.03 0.0507 0 0 0
rf 0.04 0 0.0469 0 0 0
T 1 3 0.25 10 15 5
K 100 100 100 100 100 100
Table 1: Parameter sets for the Heston model.
Cases A, B, C have previously been considered in [13] and stem from [4, 28, 31],
respectively. Here the so-called Feller condition 2κη ą σ2 always holds. A special
feature of Case A is that σ is close to zero, which implies that the PDE (5.1) is advection
dominated in the v-direction. Cases D, E, F were proposed in [1] as challenging test
sets for practical applications. In these three cases the maturity times are large and
the Feller condition is violated.
5.2 One-step stabilizing correction methods
The multistep methods will be compared with several well-known one-step methods for
problems (1.1), (1.2). The Douglas method was already briefly introduced in Section 2.
Written out in full, the method reads$’’&’’%
v0 “ un´1 ` ∆t F ptn´1, un´1q ,
vj “ vj´1 ` θ∆t
`
Fjptn, vjq ´ Fjptn´1, un´1q
˘ pj “ 1, 2, . . . , sq ,
un “ vs ,
(5.4)
with parameter θ ě 1
2
. Even if θ “ 1
2
, the order is only one, due to the treatment of
the explicit term F0 in an Euler fashion. We note that the modification of this method
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that was recently presented in [2] is not sufficiently stable for the Heston model with
explicit treatment of the cross-derivatives.
An extension of the Douglas method, due to in ’tHout & Welfert [17], is given by$’’’’’’’’’’’&’’’’’’’’’’’%
v˚0 “ un´1 ` ∆t F ptn´1, un´1q ,
v˚j “ v˚j´1 ` θ∆t
`
Fjptn, v˚j q ´ Fjptn´1, un´1q
˘ pj “ 1, 2, . . . , sq ,
v0 “ v˚0 ` 12∆t
`
F0ptn, v˚s q ´ F0ptn´1, un´1q
˘
` `1
2
´ θ˘∆t sÿ
j“1
`
Fjptn, v˚s q ´ Fjptn´1, un´1q
˘
,
vj “ vj´1 ` θ∆t
`
Fjptn, vjq ´ Fjptn´1, un´1q
˘ pj “ 1, 2, . . . , sq ,
un “ vs .
(5.5)
If θ “ 1
2
this is the method of Craig & Sneyd [7]. Taking θ P r 1
4
, 1
2
q often gives better
accuracy; in the numerical tests we will consider θ “ 1
3
. For any choice of θ, method
(5.5) is of order two in the ODE sense. Convergence results for PDEs have been derived
in [18]. Stability results for (5.5) applied to the model problems (4.1), (4.15) can be
found in [14, 15, 17], for example.
5.3 Results for the Heston model
In the numerical tests we will compare the multistep methods with the following one-
step methods:
Do : the Douglas method (5.4) with θ “ 1
2
,
CS : the Craig-Sneyd method, given by (5.5) with θ “ 1
2
,
MCS : the modified Craig-Sneyd method (5.5) with θ “ 1
3
.
Together with these well-known one-step methods we consider the following two-step
methods (1.10) with modified stabilizing corrections:
SC2A : the Adams2-type method (2.4) with θ “ 3
4
,
SC2B : the BDF2-type method (2.3) with θ “ 2
3
,
SC2C : the CNLF-type method (2.2) with θ “ 1.
In these Adams2- and BDF2-type methods the parameter value θ was chosen so as to
give a reasonable compromise between stability properties and error constants. The
same holds for the modified Craig-Sneyd method.
Per step, the methods CS and MCS are twice as expensive as the others, and
therefore we will use these methods with a step-size two times larger than for the
Douglas method and the multistep methods. For the two-step methods, the first
approximation u1 was computed with the Douglas method with θ “ 1, which seems a
natural starting method for the stabilizing correction two-step methods.
In Figure 2 the results are found for the six cases of Heston parameter sets given
by Table 1. In these plots, the global errors in the maximum norm are plotted as a
function of 1{N , where T {N is the step-size used for the CS and MCS methods. Here
a 400 ˆ 200 spatial grid has been taken and the global error is considered for t “ T
on a region of financial interest given by 1
2
K ă s ă 3
2
K and 0 ă v ă 1. Note that the
global error does not contain the error due to spatial discretization.
From Figure 2 it is seen that the two-step methods with stabilizing corrections
based on the implicit Adams method (SC2A) and implicit BDF2 method (SC2B) are
competitive with the modified Craig-Sneyd method (MCS).
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Figure 2: Global errors at t “ T versus 1{N for the test cases A–F. Methods CS and
MCS with step-size ∆t “ T {N , Douglas method and the multistep methods with step-size
∆t “ T {r2Ns.
The CNLF method (SC2C) behaves quite poorly in all six cases, with large errors
for moderate step-sizes and an irregular error behaviour, probably due to instability.
Indeed, in Section 4 it was noticed that for the 2D model advection-diffusion problem
already a small amount of advection can render this method unstable.
Remark 5.1 (Smoothing steps). The accuracy of the one-step methods in these tests
can be somewhat improved by performing two (non-splitted) backward Euler sub-steps
with step-size 1
2
∆t to compute the first approximation u1 « up∆tq. These are the so-
called Rannacher smoothing steps [25]. The positive effect was most pronounced for
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the methods Do and CS, but even with such smoothing steps these two methods are
not competitive with the best methods in these tests (MCS, SC2A and SC2B). For a
simple comparison of the methods, with comparable work for all methods, such (non-
splitted) backward Euler smoothing steps were not used in the tests. Moreover, at the
moment, it is not clear how a proper smoothing procedure should be constructed for
the multistep methods. ✸
Remark 5.2 (Two-step methods (1.7)). The lower order extrapolation in (1.10) was
introduced to improve stability of the schemes. In the above tests this enhanced
stability was found to be necessary, in particular for the Adams2-type scheme. The
BDF2-type method showed a more stable behaviour but also that method failed for
the advection dominated PDE given by Case A.
For step-sizes that are sufficiently small for having stability, say ∆t ď τstab, the
accuracy of these two-step methods (1.7) was in general slightly better than for the
corresponding methods (1.10). However, the stability threshold τstab depends on the
problem and on the spatial mesh-width.
Since robustness is an important quality in option valuation applications, the mod-
ified methods (1.10) are, in our opinion, preferable over the schemes (1.7). ✸
Remark 5.3 (Three-step methods (1.10)). Tests were also performed with the sta-
bilizing corrections BDF3-type scheme (1.10) with coefficients (2.5). Starting values
u1 and u2 were computed with the MCS method. For smaller step-sizes this SC3B
method was seen to give higher accuracy than the two-step methods SC2A and SC2B,
but instabilities were again observed for larger step-sizes, making this method not
suitable for the Heston problem. (Needless to say, the BDF3-type scheme (1.7) with
high-order extrapolation turned out to be very unstable.) ✸
6 Concluding remarks
Among the two-step methods with stabilizing corrections (1.10) considered in this
paper the behaviour of the methods based on BDF2 and Adams2 was satisfactory,
and these methods appear to be competitive with the well-established modified Craig-
Sneyd method for the Heston problem. The BDF3-type scheme (1.10) may be suited
for other applications, such as reaction-diffusion problems, which is left for future
research.
The stabilizing correction methods studied in this paper can be viewed as general-
izations of IMEX linear multistep methods. Such IMEX multistep methods have been
examined for 1D option valuation models with jumps in [26]. Based on accuracy, the
authors had a slight preference for the CNAB method, i.e. (2.4) with θ “ 1
2
, over the
BDF2 method. Subsequently, this CNAB method was applied to 2D models in [27],
but without dimension splitting. It is part of our research plans to examine the be-
haviour of the stabilizing correction multistep schemes to models with jumps together
with dimension splitting.
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