Abstract With the adoption of a service-oriented paradigm on the Web, many software services are likely to fulfil similar functional needs for end-users. We propose to aggregate functionally equivalent software services within one single virtual service, that is, to associate a functionality, a graphical user interface (GUI), and a set of selection rules. When an end user invokes such a virtual service through its GUI to answer his/her functional need, the software service that best responds to the end-user's selection policy is selected and executed and the result is then rendered to the end-user through the GUI of the virtual service. A key innovation in this paper is the flexibility of our proposed service selection policy. First, each selection policy can refer to heterogeneous parameters (e.g., service price, end-user location, and QoS). Second, additional parameters can be added to an existing or new policy with little investment. Third, the end users themselves define a selection policy to apply during the selection process, thanks to the GUI element added as part of the virtual World Wide Web (2013) 16:219-245 
Introduction
The transition from Web 1.0 to Web 2.0 is characterized by an increasing number of services and by a more and more user-centered design (rich user interfaces, user self service, and user service creation) [27] . Following the lead of these characteristics, the concept of a "services marketplace" (or Application store) has emerged [2, 7, 11, 17, 38, 39] . It provides end users with a common place where services are published, discovered, and in some cases created and hosted. Current marketplaces embed a huge number of services, and many services can fulfill similar functional needs. Therefore, virtual services and service selectors, already introduced in different development environments such as IBM WebSphere and Microsoft .Net, are pertinent features in this context. A virtual service is a mediation endpoint between the service potential consumer and the providers of actual services (real implementation of services). The service selector is then in charge of selecting the actual service to be executed for a given virtual service, according to the functionality required and the selection criteria. In this paper, we study the application of such concepts from end-users' perspectives, in the marketplace context. We study the requirements for such a goal, and propose our own solution.
As several services may have exactly the same functional signature, selecting a service only by matching the end-user's goal and the functionality provided by the service is no longer sufficient. Currently, there is a significant body of research on service selection in software engineering. The first approaches focused on goal-based discovery and selection using semantic technologies [6, 18, 28, 31] , but researchers have noted the need for more criteria in the discovery process. Thus, new approaches that consider non-functional parameters such as the Quality of Service (QoS) and the end-user's context have emerged [4, 5, 9, 10, 13, 22, 29, [33] [34] [35] 41] . The non-functional parameters may be static, such as price, or dynamic (known only at runtime), such as the location and the presence of the end user.
Two important limitations can be observed in existing service selection approaches. First, they are based on a limited set of parameters that can be used in the selection process. Adding a new parameter usually requires rethinking the selection process implementation. Second, they lack a user-centric design. Indeed, while some end users may want to select the service that minimizes the price, others may want to select the service that is best suited to their context, while some others may want to select the service according to the language they speak (and some will want a mix of criteria to evaluate). It is important to allow end users define the selection policy to apply during the selection process.
We propose such a mechanism; a service selection mechanism built on top of a marketplace of services, where the end user defines the criteria to apply for selecting the actual service to execute for a given virtual service. For this purpose, we design a virtual service as an association of a functionality, a Graphical User Interface (GUI), and a set of selection rules that can be applied in the selection process. This association is defined by the marketplace provider. When a virtual service is invoked, the GUI is displayed. This enables the end user to define the policy to use in the selection process. It also displays a form that allows the end user to provide the inputs required for the execution of the functionality.
When the selection policy has been defined and configured, and the form completed, the marketplace selects the services that best satisfy the policy defined by the end user. Finally, the selected service is executed and the results are displayed within the GUI.
There are two important contributions in this paper. First, it is the end user who defines the policy to apply. Second, in addition to being able to refer to static parameters such as service price, marketplace administrators can also refer to any dynamic parameter generated by another service in the marketplace (e.g., end-user location, end-user presence, network traffic, etc.), and in a seamless fashion. This aspect makes the policy language very flexible, as marketplace administrators can add new rules that refer to new parameters with little investment.
This paper is organized as follows: In section 2, we first present the requirements for virtual service execution by end users; and then review the state of the art in relation to the service selection field and its limitations. We summarize our proposal in section 3. In section 4, we present the end-to-end architecture for our proposed user-centric service selection mechanism. We focus essentially on three aspects: the specification of the virtual service, the specification of actual services, and the specification of our selection rules' language. We detail the implementation of our approach and validate it by prototyping the different virtual services and the list of software services considered in section 5. In section 6 we conclude with a summary and discuss the potential applications of our proposal in other research domains.
Requirements and related work
This section begins by defining the requirements for using virtual services by end-users. The two categories of related work we have identified, service selection based on static parameters, and service selection based on dynamic parameters, are then reviewed.
Requirements
This paper proposes a novel approach for executing a virtual service in the marketplace context. For this purpose, we have identified a set of requirements. The first requirement is related to the heterogeneity of parameters that can be considered in a selection policy. Service price, QoS parameters (bandwidth, response time, availability, security…etc.), service reputation, end-user location and presence are all examples of parameters that can be pertinent in the service selection. Therefore, as the service selection mechanism can not anticipate all these parameters, it is important to provide a seamless approach for adding new ones.
The second requirement is related to the heterogeneity of end-users' selection policies. When a virtual service is invoked, the marketplace must be able to select the best actual service to execute for the needed functionality. However, the criteria that define the best service are likely to be different from an end-user to another. Let us take the execution of a Send SMS virtual service. Some end-users may choose the cheaper service, while others may choose the best ranked service for the same functionality. It is therefore important to enable end-users to define their own selection policy for a given virtual service invocation. In other words, it is important to design a user-centric service selection mechanism, where end-users can define their own selection policy.
The third requirement is related to the intuitiveness of the GUI that enables the end-user to define the selection policy for a given functionality. Script languages must be transparent to the end-users.
Related work
Various mechanisms may facilitate the selection of the best available service according to a user's goal. In the current Web environment, several services provide similar functionalities, and thus aim to fulfil similar goals. Therefore, it is important to investigate other criteria to enable the selection of the most appropriate service among functionally equivalent ones. In this section we classify such criteria into those that refer to static parameters and those that refer to dynamic parameters. Basically, we define static parameters as a parameter whose value does not depend on the runtime context. The service price and negotiated bandwidth are examples of such a parameter. Dynamic parameters are in contrast parameters whose value is known only at runtime. User location, user presence, and actual network traffic are typical examples of such a parameter.
Service selection based on static parameters only
In order to select a single service among functionally equivalent ones, selection mechanisms based on non-functional parameters, mainly SLA (Service Level Agreement) related parameters (e.g., price, availability, and response time), have emerged [10, 41] . This selection includes several issues [42] : Non-functional parameters may be classified into quantitative and qualitative parameters [1] . Quantitative parameters include, for example, the price of a service, service availability, bandwidth, loss rate, and response time. Some qualitative parameters are the quality of the user interface, and the quality of a code; these are usually related to the end-user service perception [30] .
Once we have identified the non-functional parameters to be considered in the service selection, these properties should be integrated into and be able to be retrieved from the service registries. To this end, several description languages and UDDI (Universal Description, Discovery and Integration) extensions have been proposed (HQML [19] , QML [16] , OWL-S [24] , and [40] ). We do not discuss the performances of these languages in this paper, but instead focus on the process of selecting services.
In [5] and [33] , this process of selecting a service among functionally equivalent ones has been called "horizontal composition" -in contrast to "vertical composition" which aims at finding the best combination of "tasks" to respond to a consumer's needs (these "tasks" are also called "abstract web services" [5] ). These authors have focused on selecting a service that satisfies a set of constraints (expressed as a condition referring to non-functional parameters) while optimizing a given linear objective function: are the corresponding weights of each parameter, respectively. Thus, the importance of a parameter in the service selection is expressed by its assigned weight.
Service selection based on static and dynamic parameters
Another approach for choosing a service among others that offer the same functionalities is to take into account runtime parameters such as the context of the end-user (e.g., end-user location, or end-user presence status) [13] , the actual quality of service parameters [29] , or the reputation of services [13, 23, 36, 37] . This kind of service selection has been investigated in many studies [4, 8, 9, 12, 15, 32, 34] . In [9] for example, a framework called eFlow was proposed; a service composition framework that supports automatic adaptation according to the composite service parameters. Indeed, this framework enables the service consumer (a service composer) to express his/her needs through service nodes, associating a selection rule to each one that refers to the runtime values of the current parameters of the composite service. Moreover, in [4] researchers introduced an approach for context-aware services composition, one result has been the MAIS (Multi-channel Adaptive Information System) project [3] . Their contribution consists in having improved the current SOA platform with context awareness capabilities. These researchers propose a new template to publish services; a template that includes a description of accessing channels, quality of service, and other nonfunctional parameters. When an entity wants to access a service, it provides a request that includes requestor context information such as the accessing channel and the device. Thus, the platform is put in charge of discovering the service that matches both the functional needs of the requestor and his/her context.
A very similar approach is introduced in [34] , where context information is published along with services, and requestor context may be included in the request to enable the platform to select the service that best matches that context. Finally, extensive work has been done on the context aware systems, such as locationaware systems, context-managing frameworks and context-aware service composition architecture [4, 12, 34] . Table 1 presents the limitations of the related work regarding the requirements we have identified for using the concept of virtual service by end-users.
Limitations

Overall approach
The goal of this paper is to propose an end-to-end architecture and implementation for a virtual service execution by end-users. We present two innovations in this paper. First, we enable end-users to specify the service selection policy they want to apply during the execution of a virtual service. A selection policy is defined as a combination of selection rules. For each virtual service we associate a set of applicable selection rules. Then, using a GUI element added as part of the virtual service, the end-user chooses which rule(s) to apply, and by consequence defines the selection policy. Second, such as introduced in [8] and [15] , the language we propose for defining a selection rule can refer to any static parameter and to any dynamic parameter which can be generated by a service present in the marketplace. The process for integrating a new parameter can be confined to publishing to the marketplace the service that generates the parameter. For example, to add end-user location as a parameter which can be referred to in a selection rule, the administrator should only publish the location service to the marketplace. Figure 1 illustrates the overall architecture of the proposed solution. We distinguish three main concepts. The first one is "Actual Service". It is a computer software system that exposes a software interface (typically provided by third parties), with methods that can be defined by a generic goal (e.g., get route, send message, translate news…); Web Services [26] or RESTful services [14] are common examples. The Flickr REST photos search API or the Telefonica SOAP send MMS API are actual services. In our proposal, actual services are 
Requirement
Related Work limitation Heterogeneity of parameters that can be considered in a selection policy.
Existing solutions consider only a limited set of parameters; the solutions that consider the QoS parameters, for instance, do not consider the end-user context parameters such as location and presence. In addition, the issue of how to integrate a new selection parameter to an existing solution is not discussed.
Heterogeneity of end-users' selection policies.
Existing solutions are conceived from developer perspectives. More precisely, they are designed from service composers' perspectives, where a chaining of virtual services is defined, and for each virtual service, a set of selection criteria is associated. The solutions presented in [4] and [34] , for instance, require the service requestor to first detect the context of the end-user and then invoke the service platform with that information. This requires service integrators to master the context enabler API and to manage cross format adaptation between what was generated by the enabler and the platform format. Consequently, end-users without computing skills cannot define their own selection criteria.
Intuitiveness of the GUI for defining a selection policy.
Existing solutions have not considered a GUI element for creating selection policy. published to the marketplace by providing a description. This description would include a functional view (goal, inputs and outputs) as well as a non-functional view (e.g., QoS, price, usage limitations) of the service.
The second important concept is "Virtual Service". It is an association of a goal concept (e.g., send MMS, send email, search pictures), a set of selection rules (built following a rule language we propose), and a GUI. The GUI enables the end-user to enter the inputs expected by the functionality, define the policy to apply by choosing the selection rules, invoke the service selector to select the best actual service, and execute the selected actual service.
Finally, the third important concept is the service selector, implemented in our solution by the Interpreter component of Figure 1 . It is in charge selecting the best actual service to execute for a given virtual service. It receives as inputs the functionality (goal concept) of the virtual service, the inputs provided by the end-user, and the selection policy defined by the end-user (a set of selection rules).
Framework design
In this section we will detail our proposed design of an end-to-end architecture to enable a user-centric virtual service execution. We first show the different roles involved in our marketplace with a use case diagram, and then we detail how each use case is realized.
Framework use case diagram
The components we define to enable a user-centric execution of virtual services are based on service marketplace. the virtual service; this includes the design of the GUI, the definition of a set of selection rules that could be applied, and the association of these selection rules with the GUI and the goal concept (functionality).
The service providers publish their actual services into the marketplace by filling out a form designed to capture the functional and non-functional parameters of the actual service being published. The publication process may require an adaptation of the actual service on the part of the provider to comply with a functionality signature.
Finally, the end-user can use a virtual service, which comprises the definition of the selection policy, filling the GUI form (required inputs), the selection of the best actual service (by the marketplace), and the validation and invocation of the selected actual service.
Specifying a virtual service
In this section we detail the concept of the virtual service and design the generic model for specifying the selection rules. These selection rules are intrinsic elements to the concept of virtual service. Figure 3 summarizes the whole model and highlights the virtual service section. It shows the different relationships among the various concepts.
A virtual service is basically an association of a functionality description, a GUI (virtual service front-end), and a set of selection rules that can be applied during the selection process on the functionality. The following subsections describe each part.
Functionality description
The functionality is described through a goal concept that is used to discover the corresponding actual services. Goals are formally defined via semantic tags. Each goal is modeled through a unique tag, the type of mandatory inputs it expects, and the type of outputs it generates. The input types, as well as the output types, are associated to a data format. For example, an SMS sending functionality would be modeled with a unique tag "send_SMS", which expects a mobile phone number ("mobile_phone_number") and a text message ("text_message") as its input parameters, and expects the acknowledgement of receipt ("ack") as its output parameters.
Selection rules definition
To select the best available actual service at runtime, we also need mechanisms to assess actual services and decide which one to select. We propose here a user-centric approach in the selection process; an approach in which the end-users themselves specify the selection policy to apply in the selection process. This requires a generic model, in which both static and dynamic parameters can be considered on the one hand, and where new selection criteria can be added easily on the other hand. In this section we design this model, which is also summarized in Figure 4 (the model is shown focused on the selection rule portion). A selection policy is defined as a set of selection rules. There are two types of rules:
& Constraint rules, designed to remove services that do not fulfil a list of constraints. The result of a rule evaluation is either a true or false value. Constraint rules enable the marketplace provider to specify conditions that the selected service must satisfy. For instance, if we consider an SMS sending functionality, a constraint rule could be formulated as follows: select actual services whose home network location is the same as the location of the recipient. & Objective rules, structured so as to rank an actual service from the perspective of a given objective. The result of a rule here is a quantitative value that enables the classification of different actual services. Objective rules could include, for example, the price optimization of a selected service. This can also be a linear objective function that refers to several parameters such as price, bandwidth, and/or reputation.
Both constraint rules and objective rules indirectly refer to static parameters and/or dynamic parameters. Static parameters are those whose value is known before runtime; service price and end-user preferences are typical examples. They are usually provided when the service is published to the marketplace. When such a parameter is referenced in a rule, the engine invokes the knowledge base component, which is a component that accesses the marketplace database to retrieve static parameters. Dynamic parameters are those whose value is known only at runtime. These parameters are usually the results of the execution of other services, such as presence and location. One of important innovations in this paper is the ability of the rule engine we propose to get the value of dynamic parameters. Indeed, when a reference to such a parameter is found in a rule, the engine invokes the corresponding service to get its current value. Consequently, to add a new parameter to the selection mechanism, we only need to create the service that generates it.
GUI implementation
The virtual service also includes a GUI that enables the end-user to use and take advantage of the functionality and the associated selection rules and selection mechanism we define. It represents the virtual service front-end. It displays the GUI elements that enable the end-user to enter the inputs required by the functionality; it enables the end-user to define the selection policy by choosing the rules to apply during the selection process; it invokes the selection mechanism; and then it executes the selected actual service and displays the result to the end-user.
The GUI must fulfill four conditions. First, it must implement the form that enables the end-user to provide the inputs needed by the functionality. This form is different from a virtual service to another as it depends on the required inputs of the corresponding functionality. Second, the GUI must enable the end-user to define the selection policy to apply by choosing/configuring the selection rules. Third, after validation, the GUI must invoke the selection mechanism implemented by a component called Interpreter. The Interpreter must receive the functionality tag of the virtual service, the selection rules (constraint rules and objective rules) chosen by the end-user, and the input values provided by the end-user as its input parameters. The Interpreter responds with a set of selected services. Fourth, the GUI must prompt the list of selected services to the end-user, enables him/her to select one of them, execute it, and display the execution results. This interface is required when the format of inputs and outputs of a specific service are different from the format of the inputs and outputs of the corresponding goal. In other words, this interface ensures the grounding compatibility of the actual service with the platform.
Actual service publication
To avoid unusable free text values, these elements should be expressed through a predefined list of semantic tags. The marketplace is in charge of providing such a list. This task is performed manually by the administrator, who maps and adds new concepts as new services and functionalities appear.
Interpreter component design
The Interpreter component is one central component of our mechanism. It is the service selector of our platform. It assesses existing actual services regarding selection rules (policy) chosen by the end-user. Thus, it receives as input parameters the needed functionality, the selection rules to apply, and the input values provided by the end-user, and it generates a list of selected services. As we illustrate in Figure 6 , the first action carried out by the Interpreter component is the discovery of all available actual services that perform the received functionality. Thereafter, the discovered services are filtered according to a set of constraint rules. Each constraint rule may refer to static parameters, dynamic parameters, and the inputs provided by the end-user. The static parameters are referenced through the knowledge base component (e.g., service prices, QoS parameters); the dynamic parameters are referenced through the corresponding actual service (e.g., invocation of localization actual service to get an end-user location parameter); and the inputs are referenced through the corresponding tag. Once all constraint rules have been applied and a set of actual services selected, the Interpreter evaluates the objective rule(s) if present. This objective rule may refer to static parameters, dynamic parameters, and/or the input values provided by the end-user. At the end, a set of actual services is selected; services that satisfy the constraint rules and optimize the objective rule. This list of selected actual services is sent back to the requestor (e.g., the GUI).
Implementation and validation
In order to validate the different concepts and components we have introduced, we first detail the implementation of our contributions. We then show their pertinence by detailing the list of virtual services we implement and the list of actual services we consider. To demonstrate the efficiency of using virtual services, we show the scalability of the Interpreter component in terms of response time.
Implementation
The main contributions we introduce in this paper are a generic model for specifying service selection rules in the context of a marketplace of services, and the concept of virtual service. After detailing the implementation of the rule language with the Interpreter, we show in the following subsections how a virtual service is implemented by the marketplace administrator.
Rule language and the interpreter component
In order to implement the generic model for specifying selection rules we define a language whose finite state machine diagram is depicted in Figure 7 . The grey states are legacy final states, which means, for example, that a rule is considered complete when we reach state S2 or S3 (Figure 7.1 (Figure 7.2 and 3) . A function, referred to from both constraint rules and objectives rules, contains mainly numbers, variables, and operations. There are three types of variables: a. Dynamic Parameters A dynamic parameter must be resolved at the runtime. Indeed, its value differs from an end-user to another and instant t and t'. It is computed by invocating the corresponding actual service at the runtime. The service to invoke is directly specified in the rule. For example, the selection rule hereafter selects an actual service according to the end-user location. End-user location is a dynamic parameter known only at runtime. It is generated by the context service referred to within the rule. The keyword $Context enables the Interpreter to identify the actual service to invoke to get the end-user location. knowledge.phoneNumber key word refers to the input values provided by the end-user. selectedService.country key word refers to the country covered by an actual service. To be selected. selectedService.country must be equal to the end-user location.
b. Static Parameters
Static parameters are also resolved at the runtime by the Interpreter component. Static parameters are related to a service. Therefore, they are referred to using "selectedService.-parameterTag" key word. For example, "selectedService.price refers to the price of the service being assessed regarding the rule. When such kind of parameter is present in the rule, the Interpreter component retrieves the actual value within the database.
c. Input Values
Input values provided by an end-user to execute a virtual service can also be used in as criteria in the service selection process. They are referred to through knowledge.inputTag key word. For example, knowledge.phoneNumber refers to the phone number parameter needed as an input for the virtual service being executed. These parameters are natively known by the Interpreter component as they are received as input parameter for the Interpreter To interpret such a language, we used LEX 1 /YACC 2 tools to generate a compiler and an evaluator for the grammar, as illustrated in Figure 7 . More precisely, we used JLex 3 and CUP 4 Java libraries. Basically, these tools receive as input the finite state machine diagram and automatically generate the corresponding Java code for a compiler and for an evaluator. The generated code is then integrated as part of the Interpreter component. The Interpreter component is implemented as a Java Servlet. It is exposed through an Http API; it is accessible through a URL using the Get or Post method. Table 2 shows the different parameters that must be transmitted.
Virtual service implementation
To create a virtual service three steps must be followed by the marketplace administrator. First, the target functionality tag of the virtual service must be identified (e.g., Send_SMS). Second, the administrator must create and associate a set of selection rules that could be applied for that virtual service. Third, he/she must create the GUI that enables the end-user to execute the virtual service. Each step is discussed hereafter. Figures 8 and 9 summarize the three steps.
a. Identifying Functionality
In its current implementation, the functionalities, the inputs they expect, and the outputs they generate are defined as list of RDF (Resource Description Framework) triplets. A virtual service can be created through a Web page we implement (Figure 8a ). This Web page displays the list of available functionalities extracted from the RDF graph. To start the creation of a virtual service, the marketplace administrator must select one of those 1 functionalities (e.g., Send_SMS functionalities). In the current implementation we used MySQL database to store the list of virtual services.
b. Associating Selection Rules
The second step to be performed by the administrator of the marketplace is associating selection rules to the virtual service to be created. In our implementation, this is performed through a Web page displayed just after the previous step (see Figure 8b ). This Web page displays the list of available rules, extracted from the database. The administrator has just to choose those to associate to the virtual service and validate. A new rule can be added to the database as illustrated in Figure 8 . In the current implementation we used MySQL database to store the rules and the associations with different virtual services.
c. Creating the GUI
The GUI provides the end-user with the capability of visualizing the selection rules, applying some of them (defining his/her own selection policy), entering the required inputs, viewing the service selection results, and finally invoking one of the selected services. It is implemented using Web standards (XHTML, JavaScript, and CSS). The URL of the GUI is also provided in the virtual service definition process as illustrated in Figure 8c . Figure 9 is a screenshot of a send_SMS virtual service GUI. Our implementation is based on Widgets to encourage lightweight composition; a new composition approach trend as detailed in [20, 21, 25] . Three modes must be implemented in the Widget: the configuration mode, the view mode, and the selection mode.
The configuration mode contains the selection rules. This enables saving the chosen selection rules for further use by the same user (to avoid having the enduser reconfigure the selection rules each time he/she accesses the same virtual service). The constraint rules are displayed as check-boxes. The end-user can choose several of constraint rules to apply during the selection process. Some constraint rules can be configurable (e.g., Price). The objective rules however are displayed as radio- The list of constraint rules to apply during the selection process.
Objective_rule MIN(selectedService.price);
The objective rule to apply during the selection.
Input values list [callerPhoneNumber:0123456789]
The input values provided by the end-user for the execution of the needed functionality.
boxes, because only one objective rule can be applied. Nevertheless, each objective rule can refer to several parameters (e.g., in linear objective function). The combination of a set of constraint rules and an objective rule defines the selection policy of the end-user. The view mode contains the form that enables the end-user to provide the required inputs. As the end-user enters the required inputs, AJAX requests are sent to the Interpreter component. It responds with a JSON array containing the selected services. This array is displayed in the selection mode area for validation by the end-user. This area is updated each time the Widget receives a new selected services array. The AJAX requests contain the selection policy (set of selection rules) and current inputs provided by the end-user.
Once a service is selected and validated by the user, it is invoked using AJAX requests. In the current implementation, each actual service when invoked, respond with a GUI defined using Web technologies (XHTML, JavaScript, and CSS) and displayed directly within the view mode of the virtual service Widget. 
Scenario and validation
In this section, we validate our implementation of the virtual service concept. We first summarize the scenario of use of our implementation. Then, we detail usage feedback gathered from the different demonstration we made internally and externally to France Telecom -Orange. Finally, we validate our implementation against the requirements we have defined in this paper.
Scenario of use
To demonstrate the usefulness of the mechanisms we introduce in this paper, we detail in Table 3 the different virtual services we have implemented. We also enumerate the different actual services we have considered; some of which are available on the Web, while others are private services used within France Telecom-Orange. Figure 9 shows an end-user environment that makes use of various virtual services.
For this demonstration, we have implemented a Widget aggregator [20, 21] ; a customizable Web application that enables an end-user to display the different (preferred) Widgets on the same Web page. Figure 10 is a screenshot of the Widget aggregator. Our interest is in the Widgets we have implemented; those referring to virtual services. The screenshot shows the seven Widgets that correspond to the seven virtual services listed in Table 3 . For example, it shows the "GetContacts" virtual service, which can be configured to select actual services according to the end-user activity context (work or home). Thus, if the end-user is at home, the selection mechanism will choose the
Constraint rules
Objective rule personal contact list, and if the end-user is at work, the selection mechanism will choose the professional contacts. This selection rule requires the invocation of an actual service, referenced in the rule, to get the context information of the end-user.
The Widget aspect enables end-users to configure the rules they want to apply only once. Indeed, in further use of the same virtual service, the mechanism will apply the same selection rules; unless they are changed by the end-user.
Usage validation
This demonstration has been shown within the European project SERVERY 5 (Service Platform for Innovative Communication Environment). The project aims to build a marketplace of -Selection according to sender (end-user) location.
-Telefonica Send SMS API (http://open.movilforum.com)
-Selection according to the price per SMS.
-Minimizing the price (objective rule).
-Maximizing the reputation (objective rule).
GetCalendar -Selection according to the activity context of the end-user (work/home).
-Google Calendar.
-Microsoft Exchange Calendar (accessible only within Orange private network) GetEmails -Selection according to the activity context of the end-user (work/home).
-Gmail.
-Microsoft Exchange emails (accessible only within Orange private network).
GetContacts
-Selection according to the activity context of the end-user (work/home).
-Gmail contacts.
-Microsoft Exchange contacts (accessible only within Orange private network).
GetWeather -Selection according to end-user preferences.
-Meteo France -Selection according to end-user location. -WeatherForcast (http:// www.webservicex.net) -Selection according to service price. SearchPictures -Selection according to end-user preferences.
-Microsoft bing search engine.
-Selection according to end-user language. -Flickr search.
-Selection according to service price.
-Picasa search.
Translate -Selection according to end-user preferences.
-Google translate.
-Microsoft bing translator.
-Yahoo babelfish translator. & Second, the concept was integrated to different service composition components defined by the project such as the natural language composer. The concept enabled from the one hand to decouple composite services from the basic services they use, and from another hand to perform runtime adaptation of composite services according to rules that can refer to heterogeneous parameters such as user context, preferences, QoS…etc. & Third, the concept was proposed and accepted for demonstration at the Orange Labs research exhibition (June 2010). & Finally, the virtual service concept was adopted to implement an internal mediation entity to publish and search services within France Telecom -Orange.
This demonstration also raised two issues to be investigated. First, it is important to link the virtual service concept to the business engine of the SERVERY project. The business engine is essentially in charge of defining flexible business models for services (including prepaid, postpaid, and promotions) within the SERVERY marketplace. Thus, the virtual service concept should interact with the business engine in order to retrieve the services that could be used by the user (i.e., free services, or those the user is already subscribed to). Second, the price of a service is not usually a fixed value; instead it varies from a user and another (subscription option), and from a period to another (promotions). Consequently, in practice, it is not conceivable to define selection rules that refer to the service price as a fixed parameter; instead, it should be considered as a dynamic parameter which should be computed by the business engine at the runtime.
Validation against our requirements
We have defined three requirements to a successful implementation of virtual service concept:
& Considering the heterogeneity of parameters that can be considered in a selection policy; & Considering the heterogeneity of end-users' selection policies; & Considering the intuitiveness of the GUI that enables the end-user to define the selection policy as an important criterion. Table 4 summarizes how our implementation tackles these three requirements.
Scalability validation
The main technical contribution of this paper is the design and implementation of the Interpreter component. It includes a rule engine, which enables the evaluation of selection rules that comply with the generic model we have designed and implemented. Therefore, it is important to evaluate the cost in terms of the response time that is added by the rule compilation and evaluation process. In other words, this section evaluates the scalability of the rule engine. This component was implemented as a Servlet running on Tomcat Servlet container 5.5.26 installed on a Debian GNU/Linux 3.1 server. The server hardware characteristics are: (Vendor: Intel, Model: Pentium III, Cache size: 256Kb, CPU:~1 GHz).
The response time of the rule engine essentially depends on the number of operators (arithmetic, logical, comparison, and brackets) of the rules, the number of actual services referenced within the rules, and the response time of each. Two experimentations are achieved to test the impact of such parameters on the response time. In the first experimentation we created 20 rules with a number of operations from 25 to 500 (25, 50, 75…etc.) . In the second experimentation, we created 10 rules with a number of calls to an actual service from 1 to 10. It is the same actual service which is called each time.
The two following graphs (Figure 11 and 12 ) represent the evolution of the rule engine response time according to the number of operations and the number of calls to actual services, respectively. The objective is to figure out the response time as a function of these parameters in order to estimate the response time before executing a virtual service. This is important especially for interactive and real time (e.g., emergency) applications.
Concerning Figure 12 , we have set the response time of an actual service to 670 ms, which corresponds to the average response time of a Flickr REST API. This amount includes the computing time of the service as well as the network delay. Table 4 Implementation against requirements.
Requirement
Implementation response
Heterogeneity of parameters that can be considered in a selection policy
We have defined and implemented a seamless approach for adding new parameters that could be considered in a selection rule. Indeed, to add a new parameter to be considered in a selection rule, we only need to expose it through a Web service, thanks to the capability to refer to Web services in a selection rule.
Heterogeneity of end-users' selection policies
A selection policy is defined as a combination of selection rules. Each user can configure this combination and consequently define the policy he wants to apply. This is why we argue that our approach is user centric.
Nevertheless, in the definition of a virtual service, it is important to associate several selection rules, in order to cover many selection criteria and provide to the end-users a wide combination capability.
The intuitiveness of the GUI In our implementation we hided the complexity of the scripting language that enables the definition of selection rules. Thus, a selection policy is defined easily through checking and unchecking selection rules. These two figures illustrate the scalability of our contribution. Figure 11 shows that the variation of the response time according to the number of operations exactly follows a linear function in the form of:
where "opNumber" is the variable representing the number of operations within the rules. In our experimentation we computed a 2 and b 2 using the computed values of "responseTime(opNumber)". Following are the corresponding formulae. This function demonstrates that the weight of the operation number on the response time is insignificant. Indeed, according to the formula, even if we raise the number of operations to 400000, we will have a response time equal to 1.5 s.
However, Figure 12 clearly indicates that the rule engine response time is influenced when the evaluated rules contain references to actual services. It shows two curves; each corresponds to an algorithm strategy. The "sequential call to actual services" curve depicts the variation of the response time when the rule engine calls involved actual services sequentially; and the "parallel call to actual services" curve illustrates the variation of the response time when the rule engine calls involved actual services at the same time (in parallel). Though both strategies have a linear variation responseTime SSCalls ð Þ¼a 2 Ã SSCalls þ b 2 ð Þ , the second one (parallel calls) shows a much better performance. "SSCalls" is the variable representing the number of references to actual services within the rules. In our experimentation we computed a 2 and b 2 using the computed values of "responseTime (SSCalls)" and following the parallel calls to actual services strategy. The corresponding formulae are: Thus, for the same response time (1.6 s) as above, the rule engine can evaluate a rule that contains eight calls to actual services.
The rule engine response time according to both parameters (Number of calls to actual services and number of operations) is:
responseTime ¼ 0:004 Ã opNumber þ 114*SSCalls þ 1:53 þ 664 ms ð Þ responseTime ¼ 0:004*opNumber þ 114*SSCalls þ 665:53 ms ð Þ These formulae enable us to associate an average response time to a virtual service execution. Consequently, the marketplace can provide an idea (average, max and min) of the response time of each virtual service to end-users. This information is especially useful for interactive and emergency applications.
The parallel call strategy for actual services is not always possible. Indeed, in some cases, the result of one actual service is used as an input parameter in another. For example, the following rule requires invocation of the end-user profile service before the invocation of the context service. $Contentðidentifier : $ProfileðuserIdÞ:mobilePhoneNumberÞ:location:country ¼¼ selectedService:country;
Since calls to actual services are time consuming and negatively impact rule engine performance, it is recommended to reduce sequential calls as much as possible.
Discussion
Several topics are worth to be discussed regarding our proposal. The first topic concerns the adopted semantic approach. In our proposal, after having first considered an automated construction of the ontology relying only on semantic tags defined by the service providers, we have opted for a single semantic dictionary defined and maintained by the marketplace administrator. This approach is of course questionable as it requires from third parties to use the marketplace semantic dictionary. In addition, adding a new concept to the ontology requires the acceptance of the marketplace administrator: services provider will have to ask the marketplace administrator before introducing a new semantic tag (e.g., for a new service). Despite the induced rigidity, we believe this is a good trade-off to ensure the consistency of the ontology. Besides, we believe that this does not require a significant additional effort from the service provider point of view as some current marketplaces require an acceptance process when publishing services. Therefore, adding new semantic concepts, related to a new service, could go through the same process (when the semantic concepts are related to a new service). This acceptance process will also enable the marketplace administrator to enforce the appropriate use of the semantic tags by the service providers, by controlling that the same tag is used for the same functionality provided by different services.
The second topic concerns the GUI of the virtual service. In the implementation presented here, we have considered only SOAP and REST Web services, which do not include a GUI part. However, the mechanism can be extended to consider services with a GUI (e.g., HTML based web service). This can be performed by delegating the GUI management once the service is selected. This will enable to address the services whose GUI is really tailored to the user needs and represent thus a great part of the service value. Nevertheless, the selection process still needs its own GUI (virtual service GUI) to enable the user to provide the inputs and the selection rules needed during the selection process.
The third topic concerns the relationship between the virtual service concept and Enterprise Service Bus mediation technology (ESB). We believe that the two mechanisms can benefit each other. The virtual service introduces an interesting concept (actual service selection according to a selection policy specified by the requestor)concerning ESB solutions. Indeed, the implementation of the interpreter component can be reused by third party applications (services) to incorporate virtual service features (runtime service selection). It is implemented as a web service, which accepts as inputs an ontology concept representing the needed functionality and a set of selection rules. It generates a list of actual services responding to the functional need and satisfying the rules. Besides, the mechanism introduced in this paper could benefit from some ESB features. The proposed solution does not support the selection among actual services providing the same functionality, but with different signature. ESB message transformation and protocol adaptation can be used to enhance our proposal.
The forth topic concerns the QoS parameters that could be considered in our virtual service execution mechanism. We have supposed that QoS parameters such as bandwidth, response time, and availability of a service, are in line with those negotiated in the Service Level Agreement (SLA). However, it could be interesting to consider real-time values as well in the service selection process. Unlike SLA values, real values are dynamic. The proposed architecture can take them into account. To do that, one or several Web services, that compute the real values of QoS parameters, considering anterior executions of the provided service, must be provided.
Finally, the business acceptance of virtual services should be discussed. The proposed solution relies indeed on the assumption that the providers of actual services agree to be compared with competitors providing similar services. However, many commoditized services, like weather forecast or SMS sending, are already directly competing. Moreover, our mechanism can bring traffic to smaller services through the user-specific selection policies: a service unknown by the user can appear as the best services for him. Service providers should thus consider virtual services as a way to enhance the visibility of their services in marketplaces because the service selection can rely on tailored policies and not only on the "most popular" criterion, as often.
Conclusion and future work
A novel technique to perform service selection among functionally equivalent options has been presented. We introduce the concept of virtual service: a GUI associated to a functionality and to a set of selection rules. The GUI enables an end user to define his/her own selection policy by choosing the rules to apply during the process of selecting actual services at runtime, and then to execute the selected actual service. The selection rules are defined according to a language that provides the capacity to seamlessly refer to both static (e.g., service price) and dynamic parameters (e.g., enduser location and presence status). These parameters are either accessible through the invocation of the corresponding actual service present in the marketplace (e.g., a location actual service to retrieve an end-user's location), or through the invocation of the knowledge base component (e.g., to retrieve an actual service price). Adding a new parameter to be considered in the selection mechanism only requires the publishing of an actual service that computes it to the marketplace. The defined and implemented mechanisms are part of the European SERVERY project. The marketplace provides an open place where services are bought and sold, including service creation tools addressed to end users and developers.
In this paper, we tested and experimented with the concepts in relation to two different aspects: how useful would this framework be in the current service marketplace, and its scalability in terms of response time. The usage study provided essential information regarding the possible application of these concepts to current services available today in the Web. The scalability study validated the scalability of the framework and estimated the cost added by the generic model we introduced to specify the selection rules. We have thereby successfully considered various services available today in the Web, proving the pertinence of applying the concepts we defined in the emerging services marketplaces; and we have also demonstrated that the response time of the rule engine is not sensitive to the number of operations of a rule, but that it varies linearly according to the number of actual services referenced within a rule.
In addition to the usefulness and the scalability of the work presented in this paper, the two concepts we introduce also highlight a new opportunity to investigate, namely service composition based on virtual services. This general concept embraces different approaches in service composition: automatic composition based on natural end-user language, end-user mashup creation tools, and composition performed by developers. In our recent activities within the SERVERY project we have integrated the concept of virtual service to the different composition tools defined within the project. By performing service composition based on the concept of virtual service, we provided several additional features and resolved some issues faced by current service composition tools.
& Virtual service-based composition enhances the loose coupling between service integrators and the providers of the basic actual services used. Indeed, since it is service integrators that will define the compositions of virtual services, which are in turn defined by the marketplace provider and linked dynamically at runtime to a given actual service, the changes that occur at the actual service provider level would not affect the composition.
& Virtual service-based composition provides an automatic adaptation of a composite service according to the evolution of marketplace services, as well as based on the changes that occur to different parameters, such as end-user context.
