ABSTRACT. We give an explicit formula for the Hilbert Series of an algebra defined by a linearly presented, standard graded, residual intersection of a grade three Gorenstein ideal.
R-modules is given in [12] ; this resolution is minimal whenever the data permits such a claim.
Assume that R is a standard graded ring and that the entries of ρ are linear forms from R. In this paper we give explicit formulas for the Hilbert series and multiplicity ofR = R/J(ρ). Recall that the Hilbert series of the graded ring S = 0≤i S i is the formal power series 
(b) The multiplicity, eR, ofR is equal to
which is also equal to e R times the number of monomials m of degree at most n − 1 in t variables with deg m + n odd. (c) In particular, if R is a standard graded polynomial ring over a field, then the h-vector ofR is the vector of coefficients of the polynomial hnR(z) and the multiplicity ofR is
We highlight the application of Theorem 1.1 to residual intersections; see 1.3 for a definition of residual intersection. Remark. The multiplicity calculation of Corollary 1.2 is carried out for at least some residual intersections in [10] . Both calculations begin with the resolutions of [12] and both calculations involve some manipulation of binomial coefficients. The present calculation gives the entire h-vector ofR in addition to the multiplicity (which is the sum of the entries in the h-vector).
1.3.
Let R be a commutative Noetherian ring, I an ideal in R, t an integer with ht I ≤ t, A a proper subideal of I which can be generated by t elements, and J the ideal A : R I. If t ≤ ht J, then J is called an t-residual intersection of I. If, furthermore, I P = A P for all prime ideals P of R with I ⊆ P and ht P ≤ t, then J is called a geometric t-residual intersection of I.
1.4.
Let ρ = [X Y ] be an almost alternating matrix, with X a square matrix. The alternating matrix which corresponds to ρ is
Let J(ρ) be the ideal which is generated by the Pfaffians of all principal submatrices of T which contain X . 
Proof. 
Let I = n − i in the first sum and I = N + n − 1 in the second sum to obtain the stated formulation.
Proof of Theorem 1.1. We prove (a) by showing that HNR(z) = (1 − z) t hnR(z), where HNR(z) and hnR(z) are the polynomials given in (2.2.2) and (1.1.1), respectively. An easy calculation yields that (1 − z) t hnR(z) is equal to
consequently, it suffices to prove 
The right side of (2.2.5) is called Q(n − 1,t, I, 0) in Definition 3.1. It is shown in Proposition 3.2 that 0 = Q(n − 1,t, I, 0). The hypotheses (0 ≤ t, 0 ≤ n − 1, and 1 ≤ I) of Proposition 3.2 are satisfied by the present data.
To prove (b), it suffices to calculate
The binomial coefficient
is equal to the number of monomials of degree at most n − 1 in t variables and the sum on the right side of (2.2.6) is the number of monomials m of degree at most n − 2 in t variables with deg m + n even. The difference is the number of monomials m of degree at most n − 1 in t variables with deg m + n odd.
Assertion (c) requires no further proof.
Lemma 2.3. If n and t are positive integers, then (2.2.3) holds.
Proof. The binomial coefficient t I−i is zero unless i ≤ I; consequently, if the upper limit for i on the right side of (2.2.3) is changed from n − 1 to n, the only value of I which is affected is I = n, and, if
Observe next that
Indeed, the right side of (2.3.2) is equal to the first n +1 terms of the power series expansion of
The right side of (2. 
Thus, the right side of (2.3.3) is 
where the entries of Y ′ are linear forms and I µ−n is the identity matrix with µ − n rows and columns. The ideal J is J(ρ), where ρ is the µ × (µ + t) almost alternating matrix X Y . The ideal J is also J(ρ ′ ), where ρ ′ is the n ×(n +t) almost alternating matrix of linear forms which is obtained from ρ by deleting the last µ − n rows and columns of ρ.
A FAMILY OF IDENTITIES
The calculations in this section are inspired by the Hilbert series calculations in [11] . This recurrence relation now yields that Q(w,t, I, α) = 0 for all non-negative t.
Lemma 3.3. If w, t, I, and α are integers with t, α, w + α, and I − 1 non-negative, then equality holds in (3.2.1).
Proof. We treat the cases α = 0 and 1 ≤ α separately. We begin with α = 0 and we compute Thus, (3.3.1), which is equal to ∑ 8 i=1 S i , is also equal to S 1 + S 3 + S 6 plus S 2 + S 4 + S 7 plus S 5 + S 8 , and this is zero. The assertion holds when α = 0. In this part of the argument, we did not need to use the conditions imposed on t, w, and I.
The 1 ≤ α part of the argument is similar, but with important differences. We compute Observe that if w + α − I < 0, then both sides of (3.4.5) are zero; and therefore, in order to establish (3.4.5), it suffices to prove that 
