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Capítulo 0 E.Barseghian
RESUMEN. Es este trabajo nos sumergimos en el estudio de la teoría
de números. Introduciremos el concepto de la función zeta de Riemann, con
propiedades como el producto de Euler. Nos familiarizaramos con los cuerpos
de números, y definiremos en ellos las funciones zeta de Dedekind, que son
una generalización de la función zeta de Riemann. Estudiaremos la fórmula
del número de clases. A lo largo del trabajo aplicaremos los conocimientos
adquiridos para calcular valores de series de recíprocos, principalmente ar-
mónicas. También determinaremos el número de clases de algunos cuerpos
de números.
ABSTRACT. In this script we will deepen into number theory. We in-
troduce the Riemann zeta function, and some properties such as the Euler
product. We will become familiar with number fields; in which we define the
Dedekind zeta functions. The former are a generalization of the Riemann ze-
ta function. We also study the class number formula. Throughout the script
we use the new knowledge to calculate values of sums of reciprocals, most
of then armonic ones. We also determine the explicit class number of some
number fields.
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Introducción
Es algo normal en cualquier carrera de Matemática de grado que los
estudiantes del primer curso se enfrenten con el tópico de series infinitas.
En general se les enseñan ciertas criterios para saber si una serie converge ó
diverge. Por ejemplo es bien conocida la divergencia de la serie armónica
∞∑
n=1
1
n
=
1
1
+
1
2
+
1
3
+
1
4
+
1
5
+
1
6
+
1
7
+ · · · .
De la divergencia de la misma se deduce con simpleza que la serie de recí-
procos de una progresión aritmética también diverge, como por ejemplo
1
1
+
1
4
+
1
7
+
1
10
+
1
13
+
1
16
+
1
19
+ · · · ,
1
5
+
1
11
+
1
17
+
1
23
+
1
29
+
1
35
+
1
41
+ · · · .
Sin embargo, también es fácil ver que series como las mencionadas convergen
si se les intercalan signos ‘−’, ó si se le resta una a la otra; por ejemplo
1
1
− 1
2
+
1
3
− 1
4
+
1
5
− 1
6
+
1
7
− · · · ,
1
1
− 1
4
+
1
7
− 1
10
+
1
13
− 1
16
+
1
19
− · · · ,
1
5
− 1
11
+
1
17
− 1
23
+
1
29
− 1
35
+
1
41
− · · · ,
1− 1
5
+
1
7
− 1
11
+
1
13
− 1
17
+
1
19
− 1
23
+ · · · .
A este tipo de series las llamaremos series armónicas alternadas. Nos
interesa determinar el valor de convergencia de la mayor cantidad posible de
ellas. En algunos casos particulares, ya sabemos la respuesta. Por ejemplo la
serie de Taylor de log(1 + x) = x− x2
2
+ x
3
3
− x4
4
+ . . . nos dice que
log(2) = log(1 + 1) =
1
1
− 1
2
+
1
3
− 1
4
+
1
5
− 1
6
+
1
7
− · · · .
v
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En este trabajo hallaremos la manera de calcular varias de esas series. Tam-
bién se ve con métodos de acotación elementales que las series
∞∑
n=1
1
n2
,
∞∑
n=1
1
n2+1
,
∞∑
n=1
1
n2−1 y
∞∑
n=1
1
n3
son todas convergentes. Si uno se pregunta a qué valores
convergen; es fácil verificar por métodos elementales que la segunda serie
converge a 1. Se pueden obtener los valores de la primera y la tercera pero ya
con métodos más refinados. Y determinar el valor de la cuarta serie es una
pregunta aún sin respuesta en teoría de números.
La primera y cuarta series son parte de una familia de series del tipo
∞∑
n=1
1
ns
,
que por un criterio de comparación con una integral se verifica que convergen
para s mayor que 1. Esta familia da pie al estudio de las llamadas funciones
ζ, que son la parte principal de este trabajo. Estudiaremos propiedades de la
tradicional ζ de Riemann; y de una familia de funciones ζ, las llamadas zetas
de Dedekind. Le hallaremos a casi todo lo visto interesantes aplicaciones en
el cálculo explícito de series.
En los capítulos 1 y 2 nos centraremos en la función ζ de Riemann, algunas
propiedades de ella, y calcularemos su valor explícito en los naturales pares.
El capítulo 3 se describen herramientas matemáticas que serán utilizadas en
el resto de este trabajo. En los capítulos 4 y 5 estudiaremos los cuerpos de
números, que es en donde se definen las funciones zetas de Dedekind, que
serán el foco del capítulo 6. A lo largo del trabajo iremos calculando series;
y en el Apéndice habrá una tabla con varios de los valores obtenidos.
vi
Capítulo 1
La función ζ de Riemann.
1.1. Definición de la función ζ
Como se mencionó en la introducción, la serie
∑∞
n=1
1
nr
converge para todo
número real r > 1. Uno entonces puede definir una función en una semirrecta
de R. Sin embargo, la serie converge en un conjunto mucho más amplio del
plano complejo C.
Definición 1.1.1. Se define en el semiplano {s = sa + ib ∈ C : a > 1} la
función ζ de Riemann como
ζ(s) =
∞∑
n=1
1
ns
.
El dominio de la función está bien elegido pues, si tomamos s ∈ C, s =
a + ib se verifica que |ns| = na para todo número natural n, pues |ns| =
|es logn| = |ea logn+ib logn| = |ea logn| = na. Luego la serie ∑∞n=1 1ns converge
para todo número complejo de parte real mayor a 1.
Esta función lleva el nombre de Bernhard Riemann, quien publicó un le-
gendario artículo de 8 páginas, titulado “Über die Anzahl der
Primzahlen unter einer gegebenen Grösse.” (“Sobre el número de primos me-
nores que una magnitud dada.”). En dicho artículo se prueba que la ζ no
sólo está definida en un semiplano; sino que es una función meromorfa so-
bre todo C, con un único polo simple en s = 1. Además se la relaciona con
la función Γ, se deduce que satisface una cierta ecuación funcional. De esa
ecuación funcional se ve que los enteros pares negativos −2,−4,−6, . . . son
ceros de ζ. Y se enuncia la célebre Hipótesis de Riemann, que dice que todos
los demás ceros de ζ tienen parte imaginaria igual a 1/2. También, como su
título lo indica, se dan resultados que relacionan propiedades de la ζ con la
1
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distribución de los números primos en la recta real. Se puede profundizar
sobre esto en [2].
1.2. El producto de Euler
A pesar de definirse como una suma infinita, la función ζ tiene la fasci-
nante propiedad de que, en el semiplano {s = sa + ib ∈ C : a > 1}, se la
puede ver como un producto infinito.
Por el teorema fundamental de la aritmética sabemos que todo núme-
ro natural n se puede expresar como producto de potencias de primos n =
pa11 . . . p
ak
k de una única manera; y a su vez sus potencias se factorizan co-
mo ns = psa11 . . . p
sak
k para todo número real s. Equivalentemente para su
recíproco
1
ns
=
1
psa11
1
psa22
. . .
1
psakk
=
1
(pa11 . . . p
ak
k )
s .
Recordemos además que si |r| > 1 vale que
∞∑
i=1
1
ri
= 1 +
1
r
+
1
r2
+
1
r3
+
1
r4
+
1
r5
+ · · · = r
r − 1 .
Entonces
∞∑
n=1
1
ns
= 1 +
1
2s
+
1
3s
+
1
4s
+
1
5s
+
1
6s
+
1
7s
+
1
8s
+
1
9s
+
1
10s
+
1
11s
+ · · ·
= 1 + 1
2s
+ 1
3s
+ 1
22s
+ 1
5s
+ 1
2s·3s +
1
7s
+ 1
23s
+ 1
32s
+ 1
2s·5s +
1
11s
+ · · ·
=
∏
p primo
(
1 +
1
ps
+
1
p2s
+
1
p3s
+
1
p4s
+
1
p5s
+ · · ·
)
=
∏
p primo
ps
ps − 1 .
Entonces queda la identidad
ζ(s) =
∏
p primo
ps
ps − 1 ,
que se denomina el Producto de Euler. Insistimos en que esta igualdad vale
en el semiplano {s = sa+ ib ∈ C : a > 1} que es donde la ζ toma la forma
de sumatoria. En la mayoría de la bibliografía se escribe al producto de Euler
como ζ(s) =
∏
p primo
1
1−p−s , lo que es simplemente otro modo de escribir las
cosas.
2
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1.3. El problema de Basilea
Ya antes incluso de que se definiera de modo explícito la función ζ, muchos
matemáticos intentaron resolver el problema de calcular el valor de la serie∑∞
n=1
1
n2
, que nosotros ya podemos llamar ζ(2). Este problema fue propuesto
por Pietro Mengoli en 1644, y recién resuelto por Euler 90 años después. Se
le llama problema de Basilea en honor a la ciudad natal de Euler y de la
familia Bernoulli, de la cual muchos de sus miembros intentaron resolver sin
éxito el problema.
La solución de Euler se basa en propiedades conocidas de polinomios
para conseguir el resultado, suponiendo que son ciertas también para series
infinitas. Recordemos que sen(x) tiene serie de Taylor sen(x) = x − x3
3!
+
x5
5!
− x7
7!
+ · · · . Los ceros de sin(x) son de la forma npi con n ∈ Z. Así como
todo polinomio de grado k se descompone en un producto de k polinomios
de grado 1, Euler mira a sen(x)
x
como un polinomio de grado infinito,
sen(x)
x
=
(
1− x
pi
)
·
(
1 +
x
pi
)
·
(
1− x
2pi
)
·
(
1 +
x
2pi
)
· · ·
=
(
1− x
2
pi2
)
·
(
1− x
2
4pi2
)
·
(
1− x
2
9pi2
)
·
(
1− x
2
16pi2
)
· · · .
(1.1)
A pesar de que este expresión de sen(x) como producto infinito resultó ser
correcta, aún la teorá matemática no estaba lo suficientemente desarrollada
como para justificarla. Sin embargo fue esta idea de Euler lo que motivó el
desarrollo de parte de la teoría de funciones analíticas; y que se dedujera el
llamado teorema de factorización de Weierstrass. Dicho teorema garantiza
que sen(x)
x
se puede escribir
sin(x)
x
= eg(z)
(
1− x
pi
)(
1 +
x
pi
)(
1− x
2pi
)(
1 +
x
2pi
)
· · ·
donde g es una cierta función analítica. Resulta ser que para el caso de sen(x)
x
,
eg(z) = 1 para todo z. Por lo que el producto expresado por Euler es correcto.
Ahora, como
sen(x)
x
= 1− x
2
3!
+
x4
5!
− x
6
7!
+ · · ·
basta comparar esta serie de Taylor con la expresión (1.1) para deducir que
∞∑
n=1
1
n2
=
pi2
6
,
con lo que el problema de Basilea queda resuelto. Vale la pena comentar que
en la actualidad hay disponibles innumerables pruebas de este problema, de
3
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variados estilos; por ejemplo algunas utilizan series de Fourier, otras integra-
les dobles, otras acotaciones trigonométricas, etcg . Para ver algunas de ellas,
y profundizar sobre este problema se puede consultar [3].
1.4. Aplicaciones del producto de Euler
En esta sección mostraremos como el producto de Euler es en muchos
casos de gran utilidad para llegar a ciertos resultados. Algunos son amplia-
mente conocidos y elementales como la infinitud de primos, y otros son más
llamativos. Sin embargo es útil familiarizarse con este modo de trabajar.
Teorema 1.4.1. Hay infinitos primos.
Demostración. Como la serie armónica diverge,
∑∞
n=1
1
n
= ζ(1) =
∏
p primo
p
p−1
diverge. Esto no sería así si sólo hubieran finitos números primos. Luego, hay
infinitos primos.
Teorema 1.4.2. La suma de los inversos de los primos diverge.
Demostración. Recordemos la serie de Taylor
log(1 + x) = x− x
2
2
+
x3
3
− x
4
4
+ · · · .
En particular − log(1− x) = x+ x2
2
+ x
3
3
− x4
4
+ · · · . Entonces para p primo
log( p
p−1) = − log(1− 1p) = p+
p2
2
+
p3
3
+
p4
4
+ · · · .
Llamemos P al conjunto de números primos. Sea
S
.
=
∑
p∈P
1
p
+
∑
p∈P
1
2p2
+
∑
p∈P
1
3p3
+ · · · ,
entonces
eS =
∏
p∈P
e(p+
p2
2
+ p
3
3
+ p
4
4
+··· ) =
∏
p∈P
e
log(
p
p−1 ) =
∏
p∈P
p
p− 1
=
∞∑
n=1
1
n
= +∞,
4
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por lo que debe ser S = +∞. Ahora,
S −
∑
p∈P
1
p
=
∑
p∈P
1
2p2
+
∑
p∈P
1
3p3
+ · · · < 1
2
(∑
p∈P
1
p2
+
∑
p∈P
1
p3
+ · · ·
)
≤ 1
2
(∑
p∈P
1
p(p− 1)
)
<∞.
Entonces como S diverge y S −∑ 1
p
converge, resulta que
∑
1
p
diverge.
Probabilidad de que k enteros sean coprimos.
Si uno selecciona aleatoriamente un conjunto de k números enteros, uno
se pregunta si se puede saber qué probabilidad tienen de ser coprimos. Lla-
maremos pik a dicha probabilidad. Curiosamente, se deducirá que este valor
se relaciona con la función ζ.
Tomemos enteros a1, . . . , ak. Para que sean coprimos, no debe haber p
primo que los divida a todos. El evento de que p los divida a todos tiene
naturalmente probabilidad p−k. Entonces, son coprimos con probabilidad 1−
p−k = p
k−1
pk
. Si tomamos otro primo q, el evento de que q divida ó no a
a1, . . . , ak es independiente de que lo haga p. Entonces la probabilidad de
que ni p ni q dividan a los enteros es p
k−1
pk
qk−1
qk
. Entonces, si nos movemos
sobre todos los números primos sale que
pik =
∏
p primo
pk − 1
pk
=
1
ζ(k)
. (1.2)
Por ejemplo, la probabilidad de que 2 enteros sean coprimos resulta ser 6/pi2.
Con un razonamiento similar, se ve que 6/pi2 es también la probabilidad
de que un entero n sea libre de cuadrados. Esto es que no haya otro entero
a tal que a2 | n. Equivale a que no haya un primo p tal que p2 | n. Para
cada primo la probabilidad de esto es 1 − p−2 = p2−1
p2
. Al movernos sobre
todos los primos queda la expresión (1.2) valuada en k = 2. Y razonando
analogamente, si tomamos un entero arbitrario n, la probabilidad de que no
haya un entero a tal que ak divida a n es 1/ζ(k).
Densidad de los puntos reticulares en Rn
Si uno marca en R2 ó R3 los puntos reticulares (los de coordenadas en-
teras) y se sitúa en el origen de coordenadas, uno puede “ver” a algunos de
esos puntos; mientras que otros serán “bloqueados”. Por ejemplo en R2 desde
5
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el origen se pueden ver claramente los elementos (1, 1) y (−1, 1), pero los
demás elementos de la forma (n, n), (−n,−n) son bloqueados por estos dos.
Ahora nos preguntamos qué “porcentaje” de puntos reticulares es visible des-
de el origen. Afortunadamente esto se puede determinar para cualquier Rn.
Llamemos Λn al conjunto de puntos reticulares en Rn. Es fácil deducir que
(a1, . . . , an) ∈ Λn es visible desde el origen si y sólo si a1, . . . , an son copri-
mos. Por lo que la densidad de puntos reticulares visibles desde el origen es
1/ζ(n). Esto es incluso coherente con el hecho de que si tomo n = 1, hay sólo
dos puntos visibles desde el origen. Y la probabilidad de caer en un conjunto
finito de Z es 0 = 1/ζ(1).
1.4.1. Dos series asociadas al producto de Euler.
Vamos a calcular el valor exacto de dos series alternadas utilizando el
producto de Euler. En lugar de decir cuáles son esas series, haremos el camino
inverso, y las deduciremos en el final de cada razonamiento.
Sabemos que
∏
p primo
p
p−1 =
∑∞
n=1
1
n
= ∞. Directamente se deduce que
0 =
∏
p primo
(p−1
p
) =
∏
p primo
(1− 1
p
). Pero haciendo el paso inverso en el producto
de Euler, este último producto toma la forma de suma,
0 = 1− 1
2
− 1
3
− 1
5
+ 1
6
− 1
7
+ 1
10
− 1
11
− 1
13
+ 1
14
+ 1
15
− 1
17
+ · · · , (1.3)
donde denominadores son los naturales libres de cuadrados precedidos por el
signo ‘+’ ’o ‘−’ según tengan una cantidad par o impar de factores primos.
Esta es la primera de las dos series. Por otro lado, del problema de Basilea
se deduce que
pi2
8
= 1 +
1
32
+
1
52
+
1
72
+
1
92
+
1
112
+ · · · ,
donde los denominadores son los cuadrados de los impares. Ahora, llamare-
mos P∗, P1 y P3 respectivamente a los primos impares, a los primos de la
forma 4k + 1 y a los primos de la forma 4k + 3. Entonces
pi2
8
=
∏
P∗
p2
p2 − 1 =
(∏
P1
p
p− 1
∏
P3
p
p+ 1
)(∏
P3
p
p− 1
∏
P1
p
p+ 1
)
.
Por otro lado, de la serie de Taylor de arctan(x) valuada en x = 1 se deduce
una identidad que aparecerá varias veces en este trabajo,
pi
4
= 1− 1
3
+
1
5
− 1
7
+
1
9
− 1
11
+
1
13
− 1
15
+ · · ·
6
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que es la serie alternada de los recíprocos de los impares. Pero como 3 ≡ −1
(mo´d 4), los impares son de la forma 4k + 1 ó 4k + 3 según tengan una
cantidad par ó impar de factores primos(contados según multiplicidades) de
la forma 4k + 3. Entonces esto se puede escribir como producto,
pi
4
=
∏
P1
p
p− 1
∏
P3
p
p+ 1
.
Entonces
pi2
8
=
∏
P∗
p2
p2 − 1 =
pi
4
(∏
P3
p
p− 1
∏
P1
p
p+ 1
)
.
De ello se llega a la identidad
pi
2
= 1 + 1
3
− 1
5
+ 1
7
+ 1
9
+ 1
11
− 1
13
+ 1
15
− 1
17
+ 1
19
+ · · ·+ 1
27
− 1
29
+ · · · , (1.4)
donde se suma sobre los recíprocos de los impares, donde están precedidos
por un signo ‘−’ si y sólo si el denominador tiene una cantidad impar de
factores primos de la forma 4k + 1. Por ejemplo, el primer valor no primo
con un signo negativo es 1/53. Esta es la segunda serie.
En el cálculo de esta segunda serie usamos que p
2
p2−1 =
p
p−1
p
p+1
. Y que
para p primo (en realidad para cualquier número real mayor a 1) vale que
p
p− 1 = 1 +
1
p
+
1
p2
+
1
p3
+ · · · ,
p
p+ 1
= 1− 1
p
+
1
p2
− 1
p3
+ · · · .
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Los valores de ζ(2k), k ∈ N
En este capítulo calcularemos el valor explícito de la función ζ en los
naturales pares. Veremos que esos valores tienen directa relación con una
sucesión de gran importancia en Teoría de Números, como es la de los nú-
meros de Bernoulli. Dicha relación se deduce a partir de ciertas identidades
trigonométricas.
2.1. Los números de Bernoulli
Definiremos ahora la sucesión de los números de Bernoulli, que es una
sucesión de números racionales que tiene muchas aplicaciones en Teoría de
Números; y que por ejemplo también aparece en las series de Taylor de la
tangente y la tangente hiperbólica. Se construyen de la siguiente manera; la
función h(z) = ez−1
z
tiene serie de Taylor
h(z) = 1 +
z
2!
+
z2
3!
+
z3
4!
+ · · · =
∞∑
n=0
zn
(n+ 1)!
.
En función de esto, la función f(z) = z
ez−1 tiene serie de Taylor
f(z) =
∞∑
n=0
Anz
n
(n+ 1)!
,
donde los coeficientes An satisfacen
1 = A0,
0 =
A0
2!
+
A1
1!
,
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0 =
A0
3!
+
A1
2!
+
A2
2!
,
0 =
A0
n+ 1!
+
A1
n!
+
A2
(n− 1)!2! + · · ·+
Ak
(n+ 1− k)!k! + · · ·+
An
n!
.
Al multiplicar por (n+ 1)!, resulta
0 = A0 +
(
n+ 1
1
)
A1 + · · ·+
(
n+ 1
n
)
An.
Se verifica fácilmente que f(z) + z
2
es una función par, por lo que Ak = 0 si
k es un impar mayor que 1. Definimos entonces a los números de Bernoulli
como
B2k
.
= |A2k|.
Entonces
f(z) = 1− z
2
+
∞∑
k=1
(−1)k+1 B2k
(2k)!
z2k.
A f se la llama función generatriz de los números de Bernoulli. Veamos ahora
los primeros valores de B2k:
B0 = 1, B1 =
−1
2
, B2 =
1
6
, B4 =
1
30
, B6 =
1
4g
, B8 =
1
30
.
Nota 2.1.1. Hay numerosos libros en los que se define a los números de Ber-
noulli directamente como B2k
.
= A2k, pero esa ambigüedad no implica cam-
bios significativos.
2.2. Identidades trigonométricas
Queremos demostrar que valen las identidades
pi2
sen2(pia)
=
∞∑
k=−∞
1
(a+ k)2
, (2.1)
pi cot(pia) =
1
a
+
∞∑
k=1
2a
a2 − n2 =
∞∑
k=−∞
1
a+ k
=
∞∑
k=−∞
1
a− k , (2.2)
pi
sen(pia)
=
∞∑
k=−∞
(−1)k
a− k . (2.3)
Para ello, es necesario seguir una serie de pasos previos. Sea γ la frontera
del rectángulo del plano complejo determinado por las rectas Rez = ±(n +
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1
2
), Imz = ±n. Cuando sea conveniente, para denotar la dependencia de n,
llamaremos γn a γ. Notemos que z ∈ γ sii (−z) ∈ γ y que γn tiene longitud
8n+ 2. Veamos que | cot(piz)| ≤ 2 si z ∈ γ, con n lo suficientemente grande.
Recordemos que
cos(z) =
exp(iz) + exp(−iz)
2
, cosh(z) =
exp(z) + exp(−z)
2
,
sen(z) =
exp(iz)− exp(−iz)
2i
, senh(z) =
exp(z)− exp(−z)
2
.
En particular, si z = a+ ib, entonces
| cos(z)|2 = cos(z)cos(z)
=
eiae−b + e−iaeb
2
· e
−iae−b + eiaeb
2
=
e−2b + e2ia + e−2ia + e2b
4
=
e2ia + 2 + e−2ia
4
+
e2b + 2 + e−2b
4
= cos2(a) + senh2(b).
Análogamente,
| sen(z)|2 = cos(z)cos(z)
=
eiae−b − e−iaeb
2
· e
−iae−b − eiaeb
2
=
e−2b − e2ia − e−2ia + e2b
4
=
−e2ia + 2− e−2ia
4
+ e
2b−2+e−2b
4
= sen2(a) + senh2(b).
Como consecuencia obtenemos
| cot(piz)|2 = | cos(piz)|
2
| sen(piz)|2 =
cos2(pia) + senh2(pib)
sen2(pia) + senh2(pib)
.
Como estamos suponiendo que z ∈ γ, ó bien a = ±(n + 1/2) ó b = ±n, con
n positivo. Si vale lo primero, tenemos que
| cot2(piz)| = senh
2(pib)
1 + senh2(pib)
≤ 1 < 2.
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Si vale lo segundo, también vale que senh2(pib) ≥ 1, por ende
| cot2(piz)| ≤ 1 + senh
2(pib)
senh2(pib)
= 1 +
1
senh2(pib)
≤ 2.
Veamos ahora que, para a /∈ Z, tenemos que
l´ım
n→∞
∫
γ
pi cot(piz)
(z + a)2
dz = 0.
Claramente,
l´ım
n→∞
∣∣∣∣∫
γ
pi cot(piz)
(z + a)2
dz
∣∣∣∣ ≤ l´ımn→∞
∫
γ
∣∣∣∣pi cot(piz)(z + a)2
∣∣∣∣ dz ≤ 2pi l´ımn→∞
∫
γ
∣∣∣∣ 1(z + a)2
∣∣∣∣ dz,
pero por cómo fue construida γn, sabemos que z− a tiene a lo sumo módulo
n, por lo que z + a también. Luego
l´ım
n→∞
∣∣∣∣∫
γ
pi cot(piz)
(z + a)2
dz
∣∣∣∣ ≤ 2pi(8n+ 2)n2 ,
que tiende a 0 cuando n→∞.
Veamos cuáles son los polos de pi cot(piz)
(z+a)2
, y sus respectivos residuos. Clara-
mente los enteros −n,−n+ 1, . . . , n son 1-polos. Entonces
Res(f, n0) = l´ım
z→n0
pi cos(piz)
(z + a)2
z − n0
sen(piz)
=
pi cos(pin0)
(n0 + a)2
1
pi cos(pin0)
=
1
(n0 + a)2
.
Si a es de la forma k + 1/2, k ∈ Z, entonces −a es un 1-polo, pues es un
1-cero de la cotangente, y es un 2-cero del denominador. En cualquier caso,
Res(f,−a) = l´ım
z→−a
pi cos(piz)
z + a
1
sen(piz)
= − pi
2
sen2(pia)
.
En caso contrario, −a es un 2-polo, y así
Res(f,−a) =
(
pi cos(piz)
cos(piz)
)′
(−a) = pi
(
−pi
sen2(−pia)
)
=
−pi2
sen2(pia)
.
Recordemos ahora el Teorema de los Residuos.
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Teorema 2.2.1 (Residuos). Sea f una función meromorfa en un dominio
simplemente conexo D. Sea γ una curva simple cerrada C1 a trozos, orien-
tada positivamente, contenida en D y tal que no pasa por ningún polo de f .
Sean z1, . . . , zk los polos de f que son interiores a γ. Entonces
1
2pii
∫
γ
f(z)dz =
k∑
i=1
Res(f, zi). (2.4)
Por lo visto recién, vale que
1
2pii
∫
γn
pi cot(piz)
(z + a)2
dz =
−pi2
sen2(pia)
+
n∑
k=−n
1
(a+ k)2
, (2.5)
pero al tomar límite cuando n→∞,
0 = l´ım
n→∞
∫
γn
pi cot(piz)
(z + a)2
dz = l´ım
n→∞
−pi2
sen2(pia)
+
n∑
k=−n
1
(a+ k)2
,
por lo que obtenemos
pi2
sen2(pia)
=
∞∑
k=−∞
1
(a+ k)2
.
Ahora, aplicamos los mismos razonamientos a la función pi cot(piz)
(z2−a2) . Para
ver que
l´ım
n→∞
∫
γ
pi cot(piz)
(z2 − a2) dz = 0,
basta ver que
l´ım
n→∞
∫
γ
∣∣∣∣ 1(z − a)(z + a)
∣∣∣∣ dz = 0.
Asimismo, |z − a| y |z + a| están acotados por n, por lo que acotar aparece
un 8n+ 2 en el numerador y un n2 en el denominador, por lo que tiende a 0
el integrando.
Repetimos ahora el estudio de los polos y sus residuos. Los enteros
−n,−n+ 1, . . . , n son 1-polos y
Res(f, n0) = l´ım
z→n0
pi(z − k)
(z + a)(z − a)
cos(piz)
sen(piz)
=
1
n20 − a2
.
Si a es de la forma k + 1/2, con k ∈ Z, entonces ±a no son polos, pues son
1-ceros de la cotangente, y 1-ceros del denominador (y los ceros se cancelan,
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sería entonces el caso de una singularidad evitable). En el caso contrario, a
y −a son 1-polos. Así,
Res(f,±a) = l´ım
z→±a
pi(z ∓ a)
(z + a)(z − a)
cos(piz)
sen(piz)
=
±pi
(±a± a)
cos(pia)
sen(pia)
=
pi
2a
cos(pia)
sen(pia)
.
En cualquier caso, aplicando teorema de los Residuos y tomando límite
cuando n→∞ queda la identidad
pi cot(pia) =
1
a
+
∞∑
k=1
2a
a2 − k2 .
Las otras dos igualdades mencionadas al principio de la sección vienen de
que 2a
a2−n2 =
1
a+n
+ 1
a−n . Veamos ahora la tercera identidad. Tenemos que
pi cot(pia) =
∞∑
k=−∞
1
a− k ,
pi cot(pi
a
2
) =
∞∑
k=−∞
1
a
2
− k =
∞∑
k=−∞
2
a− 2k = 2
∞∑
k=−∞
1
a− 2k .
Entonces
∞∑
k=−∞
(−1)k
a− k = 2
∞∑
k=−∞
1
a− 2k −
∞∑
k=−∞
1
a− k = pi cot(pi
a
2
)− pi cot(pia).
Si llamamos y = sen(pi a
2
) y x = cos(pi a
2
), vale que
cot(pi a
2
)− cot(pia) = x
y
− x
2 − y2
2xy
=
2x2 − x2 + y2
2xy
=
1
2xy
,
que es la cosecante de pia. Por lo que
pi
sen(pia)
=
∞∑
k=−∞
(−1)k
a− k .
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2.3. Aplicaciones y series asociadas.
Si evaluamos a = m/n, con enteros 0 < m ≤ n/2 en las tres identidades,
vale que
pi cos(m
n
pi)
n sen(m
n
pi)
=
∞∑
k=−∞
1
m− nk
=
1
m
− 1
n−m +
1
n+m
− 1
2n−m +
1
2n+m
+ · · · ,
(2.6)
es decir que es una suma alternada de recíprocos de enteros congruentes
a ±m módulo n. Análogamente,
pi
n
1
sen(m
n
pi)
=
∞∑
k=−∞
(−1)k
m− nk
=
1
m
+
1
n−m −
1
n+m
− 1
2n−m +
1
2n+m
+ · · · .
(2.7)
Donde se suma sobre los inversos de los mismos números que en el caso
anterior, pero cambia la distribución de los signos ‘+’ y ‘−’, ahora aparecen de
dos en dos, por lo que la “periodicidad” de la serie es respecto a congruencias
módulo 2n.
Ejemplo 2.3.1. Si m
n
= 1
4
, entonces
pi
4
=
pi cos(1
4
pi)
4 sen(1
4
pi)
= 1− 1
3
+
1
5
− 1
7
+
1
9
− 1
11
+
1
13
− 1
15
+
1
17
− · · · ,
pi√
8
=
pi
4
· 1
sen(1
4
pi)
= 1 +
1
3
− 1
5
− 1
7
+
1
9
+
1
11
− 1
13
− 1
15
+
1
17
− · · · .
La primera de las dos igualdades se verifica fácilmente evaluando la serie de
Taylor del arctan(x) en x = 1.
Ahora veamos qué sucede con la serie restante. Se tiene(pi
n
)2 1
sen2(m
n
pi)
=
∞∑
k=−∞
1
(m− nk)2
=
1
m2
+
1
(n−m)2 +
1
(n+m)2
+
+
1
(2n−m)2 +
1
(2n+m)2
+
1
(3n−m)2 + . . . .
(2.8)
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Por ejemplo tomando m
n
= 1
2
, resulta que
pi2
4
= 1 + 1 +
1
3
+
1
3
+
1
5
+
1
5
+
1
7
+ . . . ,
de lo que se deduce fácilmente que
ζ(2) =
pi2
6
.
Por otro lado, derivando sucesivamente la ecuación (2.1) respecto de la va-
riable a, se obtienen las siguientes fórmulas:
pi3
sen3(pia)
cos(pia) =
∞∑
k=−∞
1
(a+ k)3
pi4
sen4(pia)
(3− 2 sen2(pia)) =
∞∑
k=−∞
1
(a+ k)4
pi5
sen5(pia)
cos(pia)
3
(3− sen2(pia)) =
∞∑
k=−∞
1
(a+ k)5
pi6
sen6(pia)
2 sen4(pia)− 15 sen2(pia) + 15
15
=
∞∑
k=−∞
1
(a+ k)6
pi7
sen7(pia)
cos(pia)
2 sen4(pia)− 30 sen2(pia) + 45
45
=
∞∑
k=−∞
1
(a+ k)7
• Evaluando a = 1
4
en los casos impares se llega a que
pi3
32
= 1− 1
33
+
1
53
− 1
73
+
1
93
− 1
113
+
1
133
− 1
153
+
1
173
− . . . ,
5pi5
1536
= 1− 1
35
+
1
55
− 1
75
+
1
95
− 1
115
+
1
135
− 1
155
+
1
175
− . . . ,
61pi7
45 · 212 = 1−
1
37
+
1
57
− 1
77
+
1
97
− 1
117
+
1
137
− 1
157
+
1
177
− . . . .
Derivando sucesivamente la fórmula (2.1) y valuando en a = 1
4
, se van
obteniendo los valores de la serie 1− 1
3n
+ 1
5n
− 1
7n
+ · · · con n impar, y se ve
que siempre son de la forma rpin con r ∈ Q. Si bien no se conocen de forma
exacta los valores de ζ(n) con n impar, la evidencia invita a imaginarse que
son de la forma q · pin, con q ∈ Q.
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• Evaluando a = 1
2
en los casos pares se llega a que
ζ(4) =
pi4
90
, ζ(6) =
pi6
945
.
Así que mediante este método se podría calcular ζ(n) con n par, pero habría
que calcularlos recursivamente. En las próximas secciones los determinaremos
a todos. .
Observación 2.3.2. Sabemos que
(
pi
n
)2 1
sen2(m
n
pi)
=
∑∞
k=−∞
1
(m−nk)2 . Se obser-
va que se suman los recíprocos de los cuadrados de los naturales congruentes
con ±m módulo n. En el caso de que fuese 2m = n, se suman dos veces los
recíprocos de los cuadrados de los naturales congruentes con m módulo n. Si
entonces hago variar a m entre 1 y n− 1, se suma dos veces para cada clase
de congruencia módulo n. Entonces(
pi
n
)2 1
sen2(
1
n
pi)
+
(
pi
n
)2 1
sen2(
2
n
pi)
+ · · ·+ (pi
n
)2 1
sen2(
n−1
n
pi)
=
= 2
(
1 + 1
22
+ · · ·+ 1
(n−1)2 +
1
(n+1)2
+ · · ·+ 1
(2n−1)2 +
1
(2n+1)2
+ 1
(2n+2)2
+ · · ·
)
= 2
(
ζ(2)− ζ(2)
n2
)
= 2ζ(2)
n2 − 1
n2
= 2
(pi
n
)2 n2 − 1
6
.
De lo que se deduce, para n≥ 2
1
sen2( 1
n
pi)
+
1
sen2( 2
n
pi)
+ · · ·+ 1
sen2(n−1
n
pi)
=
n2 − 1
3
, (2.9)
la cual es una linda identidad trigonométrica.
2.4. Otra aplicación
Hemos llegado a que si a /∈ Z vale
pi cot(pia) =
1
a
+
∞∑
n=1
2a
a2 − n2 .
Pero si tomamos la variable ia, queda que
pi cot(ipia) =
−i
a
+
∞∑
n=1
2ia
−a2 − n2 .
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Por otro lado,
cos(iz) = cosh(z), sen(iz) = i senh(z), cot(iz) = −i coth(z).
Luego,
pi coth(pia) =
1
a
+
∞∑
n=1
2a
a2 + n2
,
pi coth(pia)
2a
− 1
2a2
=
∞∑
n=1
1
a2 + n2
,
∞∑
n=1
1
a2 + n2
=
pi
2a
e2pia + 1
e2pia − 1 −
1
2a2
.
Esta serie vale para cualquier número complejo que no sea de la forma ki con
k entero. En particular vale para todos los reales distintos de 0. Por ejemplo,
tomando a = 1,
∞∑
k=1
1
n2 + 1
=
pi
2
e2pi + 1
e2pi − 1 −
1
2
.
2.5. ζ(2k), k ∈ Z
Vamos a utilizar lo deducido en las secciones anteriores para finalmente
calcular los valores de la función ζ en los naturales pares. Acabamos de ver
que
pi coth(pia)− 1
a
2a
=
∞∑
n=1
1
a2 + n2
.
Por otro lado, vamos a utilizar la identidad
coth(pia) =
e2pia + 1
e2pia − 1 = 1 +
2
e2pia − 1 = 1 +
1
pia
(
2pia
e2pia − 1
)
= 1 +
1
pia
f(2pia),
donde f(z) = z
ez−1 es la función generatriz de los números de Bernoulli.
Recordemos también que si |z| < 1,
1
1− z = 1 + z + z
2 + z3 + z4 + z5 + · · · ,
1
1 + z
= 1− z + z2 − z3 + z4 − z5 + · · · .
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Si |a| < 1, entonces
∞∑
n=1
1
a2 + n2
=
∞∑
n=1
1
n2
1
1 + a
n
2 =
∞∑
n=1
1
n2
∞∑
k=0
(−a2
n2
)k
=
∞∑
n=1
∞∑
k=0
(−1)ka2k
n2k+2
=
∞∑
n=1
1
a2 + n2
=
∞∑
k=0
( ∞∑
n=1
(−1)ka2k
n2k+2
)
=
∞∑
k=0
(−1)ka2kζ(2k + 2).
Entonces, igualando dos expresiones que equivalen a
∑∞
n=1
1
a2+n2
, obtenemos
pi
2a
(
1 +
1
pia
f(2pia)
)
− 1
2a2
=
∞∑
k=0
(−1)ka2kζ(2k + 2). (2.10)
La serie de Taylor de f dice que
f(2pia) = 1− 2pia
2
+
∞∑
j=1
(−1)j+1 B2j
(2j)!
(2pia)2j,
f(2pia)
pia
=
1
pia
− 1 + 1
pia
·
∞∑
j=1
(−1)j+1 B2j
(2j)!
(2pia)2j,
pi
2a
(1 +
1
pia
f(2pia)) =
1
2a2
(1 +
∞∑
j=1
(−1)j+1 B2j
(2j)!
(2pia)2j),
pi
2a
(1 +
1
pia
f(2pia))− 1
2a2
=
1
2a2
∞∑
j=1
(−1)j+1 B2j
(2j)!
(2pia)2j.
Luego,
pi
2a
(
1 +
1
pia
f(2pia)
)
− 1
2a2
=
∞∑
j=1
(−1)j+1
2
B2j
(2j)!
(2pi)2ja2j−2. (2.11)
Basta comparar los coeficientes de la serie de potencias de (2.10) y (2.11);
tras unas manipulaciones algebraicas se llega a que
ζ(2k) =
B2k(2pi)
2k
2(2k)!
.
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Capítulo 3
Aritmética modular y anillos.
3.1. Resultados de aritmética modular
Los resultados de este capítulo son clásicos y se pueden encontrar en
cualquier libro de teoría de números (ver por ejemplo [1]).
Teorema 3.1.1 (Pequeño Teorema de Fermat). Sea p un número primo y
a ∈ Z. Entonces vale que
ap ≡ a (mo´d p).
Si a es coprimo con p, se tiene
ap−1 ≡ 1 (mo´d p)
Demostración. Si p | a la identidad es obvia. Por otro lado, como Zp es un
cuerpo de orden p, Z∗p es un grupo multiplicativo de orden p−1, cuyo neutro
es la clase del 1. Entonces, para todo a coprimo con p, el orden de la clase
de a en Z∗p divide a p− 1. Por lo que ap−1 ≡ 1 (mo´d p).
Teorema 3.1.2 (Lagrange). Sea f(x) = anxn + · · · + a1x + a0 ∈ Z[x] y p
primo. Supongamos que p - an. Entonces la ecuación de congruencias
f(x) ≡ 0 (mo´d p)
tiene a lo sumo n soluciones.
Demostración. Razonemos por inducción en n. Para n = 0 es obvio. Supon-
gamos que hay n+1 soluciones para f de grado n. Sea x0 una de ellas. Puedo
suponer x0 = 0 pues en caso contrario tomo el polinomio f(x + x0). Como
el 0 es una solución, f(0) = a0 ≡ 0 (mo´d p), por lo que p | a0. Asumimos
entonces que a0 = 0, y dividimos el polinomio por x. Entonces tenemos n so-
luciones para un polinomio de grado n−1, lo que es un absurdo por hipótesis
inductiva.
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Corolario 3.1.3. Sea f(x) = anxn + · · ·+ a1x+ a0 ∈ Z[x]. Sea p primo. Si
la ecuación de congruencias
f(x) ≡ 0 (mo´d p)
tiene más de n soluciones, entonces p divide a todos los coeficientes del po-
linomio.
Demostración. Como hay más de n soluciones, debe ser que p | an. Sea k
el mayor índice tal que p no divide a ak. Pero la congruencia akxk + · · · +
a1x + a0 ≡ 0 (mo´d p) tiene las mismas soluciones que f(x) ≡ 0 (mo´d p),
por lo que tiene más de k soluciones, entonces p | ak, lo cual es un absurdo
que proviene de suponer que p - ak, por lo que p debe dividir a todos los
coeficientes del polinomio.
Corolario 3.1.4. Sea p primo. Entonces p divide a todos los coeficientes del
polinomio f(x) = (x− 1)(x− 2) . . . (x− (p− 1))− xp−1 + 1.
Demostración. f es un polinomio de grado p− 2. Pero para x = 1, 2, . . . , p−
1 por el Pequeño Teorema de Fermat vale que xp−1 ≡ 1 (mo´d p), por lo
que tenemos p − 1 raíces distintas de la ecuación de congruencias f(x) ≡ 0
(mo´d p). Y aplico el corolario anterior.
Teorema 3.1.5 (Wilson). Sea p primo. Entonces
(p− 1)! ≡ −1 (mo´d p).
Demostración. El término independiente del polinomio del Corolario 3.1.4 es
(p− 1)! + 1.
Teorema 3.1.6 (Wilson, recíproca). Sea n > 1 un número natural. Si
(n− 1)! ≡ −1 (mo´d p),
entonces n es primo.
Demostración. Sea p primo que divide a n, p < n. Entonces p | (n− 1)! + 1
y p | (p− 1)! + 1. Luego, p divide a (n− 1)!− (p− 1)! = (p− 1)!([(n− 1)(n−
2) . . . (p + 1)p] − 1). Pero p no divide a ninguno de sus factores, por lo que
debe ser p = n.
Definición 3.1.7. Dado n > 1, a ∈ N, a se dice raíz primitiva módulo n si
sus potencias son todos los residuos no nulos módulo n.
Teorema 3.1.8. Dado p primo, hay ϕ(p − 1) raíces primitivas módulo p,
donde ϕ es la función ϕ de Euler.
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Demostración. Esta prueba se debe a Gauss. Sea p− 1 = qa11 . . . qakk la facto-
rización prima de p− 1. Para cada i = 1, . . . , k, el polinomio x p−1qi − 1 tiene
a lo sumo p−1
qi
soluciones distintas módulo p. Entonces existe 1 ≤ bi ≤ p− 1
tal que b
p−1
qi
i no es congruente a 1 módulo p.
Sea ci = b
p−1
qi
ai
i , entonces ciqi
ai = bi
p−1 ≡ 1 (mo´d p). Entonces p no divide
a ci. Sea c = c1c2 . . . ck. Veamos ahora que p − 1 es el único M tal que
cM ≡ 1 (mo´d p). Si hubiera otroM , debe serM | (p−1), luegoM < (p−1).
Supongamos ahora sin perder generalidad que qa11 no divide a M . Entonces
M | p−1
q1
, luego C
p−1
q1 ≡ 1 (mo´d p). Por lo tanto c1
p−1
q1 c2
p−1
q1 . . . ck
p−1
q1 ≡ 1
(mo´d p). Pero c2
p−1
q1 . . . ck
p−1
q1 ≡ 1 (mo´d p). Luego
c1
p−1
q1 ≡ 1 (mo´d p).
Por otro lado
c1
q1a1 ≡ 1 (mo´d p).
Por lo que alguno de los dos exponentes divide al otro, lo que es un absurdo.
3.1.1. Residuos cuadráticos
Definición 3.1.9. Sea p primo impar. Un entero a, coprimo con p, es un
residuo cuadrático módulo p si existe x entero tal que a ≡ x2 (mo´d p). En
caso contrario, se dice que a es un no residuo cuadrático módulo p.
Definición 3.1.10. Dado un primo p y un entero a, el símbolo de Legendre
está definido como:(
a
p
)
.
=

1 si (a, p) = 1 y a es residuo cuadrático módulo p,
−1 si (a, p) = 1 y a es no residuo cuadrático módulo p,
0 si p | a.
Sean a, b enteros. Si a2 ≡ b2 (mo´d p), a2 − b2 = (a + b)(a − b) ≡ 0
(mo´d p) pero entonces debe ser (a + b) ≡ 0 (mo´d p) ó (a − b) ≡ 0 (mo´d p)
por lo que a ≡ ±b (mo´d p). Se deduce entonces que hay exactamente p−1
2
residuos cuadráticos y p−1
2
no residuos cuadráticos módulo p. Naturalmente
el producto de residuos cuadráticos es residuo cuadrático. Como Zp es un
cuerpo, multiplicar por un residuo cuadrático da una permutación de Z∗p,
por lo que el producto de un residuo por un no residuo es un no residuo.
Nuevamente, como Zp es un cuerpo, se deduce que el producto de no residuos
cuadráticos sí es residuo cuadrático.
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Corolario 3.1.11. El símbolo de Legendre es multiplicativo, es decir dados
números enteros a, b y un número primo p;(
ab
p
)
=
(
a
p
)(
b
p
)
.
Teorema 3.1.12 (Criterio de Euler). Sea p primo impar y a un entero co-
primo con p. Entonces (
a
p
)
≡ a p−12 .
Demostración. Por el pequeño Teorema de Fermat, ap−1 ≡ 1 (mo´d p), por
lo que a
p−1
2 ≡ ±1 (mo´d p). Pero si a es residuo cuadrático, a ≡ b2 (mo´d p),
por lo que (
a
p
)
= 1
y
a
p−1
2 = bp−1 ≡ 1 (mo´d p).
Es suficiente ver la recíproca de esto: si a
p−1
2 ≡ 1 (mo´d p), entonces a es un
residuo cuadrático. Sea b una raíz primitiva módulo p. Entonces hay un k tal
que a ≡ bk (mo´d p). Entonces
bp−1 ≡ 1 ≡ a p−12 ≡ b k(p−1)2 .
Como b es raíz primitiva, debe ser p − 1 | k(p−1)
2
por lo que k es par, y a es
residuo cuadrático.
Corolario 3.1.13. Sea p primo impar. Entonces
(−1
p
)
= (−1) p−12 =
{
+1 si p ≡ 1 (mo´d 4),
−1 si p ≡ 3 (mo´d 4).
Teorema 3.1.14. Sea p primo impar. Entonces
(
2
p
)
= (−1) p
2−1
8 =
{
+ 1 si p ≡ 1, 7 (mo´d 8),
− 1 si p ≡ 3, 5 (mo´d 8).
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Demostración. Consideremos las siguientes p−1
2
congruencias módulo p:
p− 1 ≡ 1(−1)1,
2 ≡ 2(−1)2,
p− 3 ≡ 3(−1)3,
4 ≡ 4(−1)4,
...
r ≡ p− 1
2
(−1) p−12 ,
donde
r =
{
p−1
2
si p ≡ 1 (mo´d 4),
p− p−1
2
si p ≡ 3 (mo´d 4).
Multiplicado miembro a miembro, obtenemos que
2 · 4 · 6 · · · (p− 1) ≡ (p−1
2
)
! (−1)1+2+···+ p−12 (mo´d p),
por lo tanto
2
p−1
2
(
p−1
2
)
! ≡ (p−1
2
)
! (−1) p
2−1
8 (mo´d p).
Como p no divide a
(
p−1
2
)
!, se tiene que(
2
p
)
≡ 2 p−12 ≡ (−1) p
2−1
8 (mo´d p),
lo cual finaliza la prueba.
Teorema 3.1.15 (Ley de reciprocidad cuadrática). Sean p q primos impares.
Entonces (
p
q
)(
q
p
)
= (−1) p−12 q−12 .
No será incluida una demostración de este teorema, pues es uno de los
más conocidos y célebres resultados de la aritmética modular. De hecho, se
le conocen más de 200 demostraciones. El gran Gauss fue el primero en dar
pruebas del mismo en sus Disquisitones Arithmeticae.
3.2. Anillos
Repasemos rápidamente ciertos conceptos de la teoría de anillos. Los re-
sultados de esta sección se pueden encontrar en [6] y también en [8]. A partir
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de aquí, y por lo que resta del trabajo, por anillo nos referiremos a un anillo
conmutativo con unidad. Sean a, b, c elementos del anillo R. Si ab = c, se dice
que tanto a como b dividen a c. Si ab = 1R, se dice que a y b son unidades,
y que a es el inverso de b (y viceversa). Claramente las unidades del anillo
forman un grupo multiplicativo.
Un dominio de integridad es un anillo en el que no hay divisores del cero,
distintos del 0 mismo. Por ejemplo, Z, Q, R, C y Zp con p primo, son dominios
de integridad, pero Zn con n un número compuesto no lo es.
Veamos que si R es un dominio de integridad finito entonces necesaria-
mente es un cuerpo. Sea a 6= 0, a ∈ R. Si ab = ac entonces a(b − c) = 0,
por lo que debe ser b = c. Multiplicar por a es una biyección en R. Entonces
existe d tal que ad = 1R, por lo que d es el inverso de a, y R es un cuerpo.
Todo dominio de integridad R se puede incrustar isomorficamente en un
cuerpo K. Ese cuerpo se construye de modo equivalente a como se construye
Q a partir de Z. K se llama el cuerpo de fracciones de R. Es el menor cuerpo
que contiene una imagen isomórfica de R en el sentido de que todo morfismo
inyectivo de R en un cuerpo P , se puede extender a un morfismo inyectivo
de K en P (por lo que K sería un subcuerpo de P ).
Un ideal I en R es un subanillo tal que es absorbente para el producto,
es decir que si r ∈ R, s ∈ I entonces rs ∈ I. En particular, si miro a R
como R-módulo sobre sí mismo, I es simplemente un R-submódulo de R.
Por ejemplo, R y {0} son trivialmente ideales de R. Vale mencionar que, si
I es un ideal que contiene una unidad de R, entonces I = R.
Un ideal I se dice principal si hay un r ∈ R tal que I = {rs : s ∈ R}. Un
dominio de integridad en el que todos los ideales son principales se denomina
dominio de ideales principales, y se denota DIP. Por ejemplo, Z es DIP pues
en Z todos los ideales son principales de la forma aZ para algún a ∈ Z. Dado
r ∈ R, al ideal generado por r lo denotaremos por (r).
Un ideal M se dice maximal si es distinto de R, y si no está contenido en
otro ideal, salvo R mismo. Dado R un anillo e I un ideal de R, el cociente
R/I tiene una estructura de anillo heredada por R e I. Por ejemplo, dado
n > 1 un número natural, el anillo Zn es precisamente el cociente Z/nZ. Se
demuestra que un ideal M es maximal si y sólo si R/M es un cuerpo. Dados
dos ideales A,B se dice que A divide a B (y se denota A | B) si B ⊂ A. Por
ejemplo, en Z vale que (m) | (n) si y sólo si m | n. Se dice que un ideal P es
primo si dados A,B ideales cumplen que si P | AB entonces P | A ó P | B.
Esta condición es equivalente a decir que si ab ∈ P entonces a ∈ P ó b ∈ P .
Se demuestra que un ideal P es primo si y sólo si R/P es un dominio de
integridad. Como todo cuerpo es dominio de integridad, todo ideal maximal
es primo.
26
Sección 3.2 Capítulo 3
3.2.1. Factorización en anillos
Sea R un anillo, y sea a ∈ R. Un elemento a es primo de R si a | bc
implica que a | b o a | c. Un elemento a es irreducible en R si a = bc implica b
es unidad ó c es unidad. Se puede ver que todo elemento primo es irreducible.
Dos elementos a, b en R se dicen asociados si existe una unidad u tal que
a = bu. Claramente ser asociado es una relación de equivalencia, y además
dos elementos asociados generan el mismo ideal principal.
Sea R un dominio de integridad. Se denomina a R un dominio de factori-
zación única (y se denota DFU) si cada elemento a ∈ R se puede escribir de
manera única (salvo clases de asociación) como el producto de una unidad, y
potencias de elementos irreducibles. En un DFU vale que un elemento es pri-
mo si y sólo si es irreducible. Con estos conceptos, el Teorema Fundamental
de la Aritmética (TFA) se puede reformular simplemente diciendo
TFA: Z es DFU.
Además, análogamente a lo que se hace en Z, en un DFU existen los
conceptos de mínimo común múltiplo y máximo común divisor, definidos
en base a las factorizaciones primas de los elementos del anillo. Son únicos
tomando clases de asociación. Sea R un dominio de integridad. R se dice un
dominio Euclídeo (y se denota DE) si existe una aplicación φ : R∗ → N0 tal
que φ(a) ≤ φ(ab) para cualesquiera a, b ∈ R∗ y que dados a, b ∈ R con b 6= 0
existen q, r en el anillo tales que a = bq + r con r = 0 ó φ(r) < φ(b). Por
ejemplo, Z es un DE con el algoritmo de la división.
Es simple ver que se cumple la siguiente cadena de implicaciones:
DE⇒ DIP⇒ DFU⇒ (elemento primo ≡ elemento irreducible).
3.2.2. Anillo de polinomios.
Sea R un anillo. Denotamos por R[x] al anillo de polinomios con coefi-
cientes en R. Sea f ∈ R[x], f = anxn + · · ·+ a1x+ a0, con an 6= 0. Entonces
se dice que n es el grado del polinomio. Si R es un dominio de integridad,
vale que el grado del producto es la suma de los grados.
Si K es un cuerpo, vale que K[x] es un DE con el algoritmo de la división
de polinomios, por lo que es también un DIP y un DFU. Sea R un DFU.
Vale que D[x] es un DFU. Un polinomio en D[x] se dice primitivo si 1 es un
máximo común divisor de sus coeficientes.
Lema 3.2.1 (Gauss). El producto de polinomios primitivos en Z[x] es pri-
mitivo.
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Demostración. Sean f, g polinomios primitivos. Supongamos que fg no es
primitivo. Sea p un primo que divide a todos los coeficientes de fg. Sea pi la
proyección natural
Z[x]→ Zp[x],
la cual es un morfismo de anillos. Se tiene que pi(f)pi(g) = pi(fg) = 0, pi(f) 6=
0, pi(g) 6= 0. Como Zp es cuerpo, Zp[x] es un dominio de integridad, por lo
que llegamos a un absurdo. Entonces ningún primo divide a los coeficientes
de fg, por lo que fg es un polinomio primitivo.
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Cuerpos de números
En este capítulo estudiaremos la noción de cuerpos algebraicos de núme-
ros, que son subcuerpos de C; tales que cada uno de ellos tiene anexado un
anillo de enteros. Se los llama con mayor frecuencia cuerpos de números,
de allí el título del capítulo. Este anillo no siempre será un DFU; asimismo
existirá factorización única en ideales. Asociado al anillo de enteros viene
el concepto de grupo de unidades; y asociado al anillo de ideales viene el
concepto de grupo de clases. Todos lo mencionado en este párrafo nos sevirá
para definir y estudiar algunas propiedades de las funciones ζ de Dedekind.
4.1. Cuerpos algebraicos de números
Un número complejo α ∈ C se dice algebraico si es raíz de un polinomio
de Q[x]. En caso contrario, α se dice trascendente. Dado α algebraico, el
conjunto de polinomios de Q[x] que tienen a α como raíz es un ideal en Q[x].
Pero como este anillo es un DIP, hay un polinomio mónico que genera ese
ideal. Lo llamaremos Pα, el polinomio minimal de α. El grado de α será el
grado de su polinomio minimal. Por ejemplo, todos los números racionales
son algebraicos de grado 1, mientras que
√−3 tiene grado 2.
Consideremos el morfismo de valuación
Φα : Q[x]→ C
p(x) 7→ p(α).
Lema 4.1.1. La imagen de Φα es un cuerpo, al que denotaremos Q(α).
Demostración. El núcleo de Φα es el ideal (Pα). Basta ver que todo elemento
no nulo en Q(α) tiene a su inverso en Q(α). Sea 0 6= g(α) para g polinomio.
Entonces Pα no divide a g. Tomamos h ∈ Q[x] mónico tal que (h) = (g, Pα).
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Como h | g, tenemos que h(α) 6= 0. Pero h | Pα, digamos hp = Pα para p
polinomio. Entonces h(α)p(α) = Pα(α) = 0. Entonces p(α) = 0. Como Pα
es minimal, h debe ser un polinomio constante, por lo tanto h ≡ 1. Luego,
existen polinomios q y r tales que 1 = qPα + rg. Al valuar en α queda que
r(α) es el inverso de g(α) en Q(α).
Definición 4.1.2. Un cuerpo de números es un subcuerpo K de C que tiene
dimensión finita como Q espacio vectorial. A esa dimensión se la llama el
grado de K.
Todo elemento de un cuerpo de números es algebraico, pues si el grado del
cuerpo es n, entonces 1, α, α2, . . . , αn son linealmente dependientes sobre Q.
Recíprocamente, si α es algebraico de grado n, entonces Q(α) es un cuerpo
de números de grado n.
Todo polinomio mónico irreducible en Q[x] es el minimal de todas sus
raíces. El polinomio minimal de un número algebraico es naturalmente irre-
ducible, por lo que es el minimal de todas sus raíces. Además, no tiene raíces
dobles, pues en ese caso su derivada sería un polinomio en el que se anula
una de sus raíces. Por ejemplo, x2 + 5 es el minimal de
√−5 y de −√−5.
Si dos números algebraicos tienen el mismo polinomio minimal, se dice que
son conjugados. Entonces un número algebraico tiene tantos conjugados como
su grado. Además, para cada par de conjugados αi, αj hay un isomorfismo
natural de cuerpos de Q(αi) en Q(αj) (y viceversa) que restringido a Q es la
identidad. El morfismo envía p(αi) en p(αj) para cada polinomio p ∈ Q[x].
Definición 4.1.3. Un cuerpo cuadrático es un cuerpo de números de grado
2.
El siguiente teorema afirma que todos los cuerpo de números son genera-
dos por un elemento algebraico.
Teorema 4.1.4. Todo cuerpo de números de grado n es de la forma Q(α),
donde α es un número algebraico de grado n.
Demostración. Detallaremos la prueba para el caso de cuerpos cuadráticos,
mientras que en [8] se puede encontrar el caso general.
Denotemos K al cuerpo. Naturalmente todo elemento no nulo de K es de
grado a lo sumo 2. Existe un elemento α de grado 2, pues si no lo hubiera sería
K = Q. Entonces Q(α) es un cuerpo cuadrático (de base {1, α}), contenido
en K. Pero como ambos son Q-espacio vectorial de dimensión 2, debe ser
K = Q(α).
Teorema 4.1.5. Todo cuerpo cuadrático es de la forma Q (
√
m), con m ∈ Z
libre de cuadrados.
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Demostración. Sea α ∈ K tal que {1, α} es base como Q-espacio vectorial.
Sea a 6= 0, b y c números enteros tales que 0 = aα2 + bα + c. Si multiplico
por 4a, tenemos que (2aα + b)2 = b2 − 4ac. Entonces K = Q(2aα + b) =
Q(
√
b2 − 4ac). Dividiendo en caso de ser necesario a, b y c por un divisor
común, podemos suponer que m = b2 − 4ac es entero y libre de cuadrados,
por lo tanto K = Q(
√
m).
4.2. Enteros algebraicos.
Un número complejo α ∈ C se dice entero algebraico si es raíz de un
polinomio mónico de Z[x]. Observamos que todo entero algebraico es un
número algebraico. Y todo entero de Z es entero algebraico.
Si α ∈ Q es entero algebraico, entonces α ∈ Z. Pues si α = p
q
fracción
irreducible, y αn+An−1αn−1 + · · ·+A1α+A0 = 0 entonces pn+An−1pn−1q+
· · ·+ A1pqn−1 + A0qn = 0 por lo que q | p, y debe ser q = 1.
Si α número algebraico, existe m ∈ Z tal que mα es entero algebraico.
Pues si el minimal de α tiene coeficientes racionales a0, . . . , an, basta tomar
m tal que ma0, . . . ,man sean todos enteros.
Proposición 4.2.1. Sea α ∈ C. Entonces, α es entero algebraico si y sólo
si su polinomio minimal está en Z[x].
Demostración. La recíproca es evidente. Para la ida, α tiene minimal Pα, pe-
ro como es entero algebraico, también satisface p(α) = αn+An−1αn−1+ · · ·+
A1α+A0 = 0 donde los coeficientes son enteros. Hay otro polinomio h tal que
p = hPα. Pero escribo h = abh1, Pα =
c
d
p1 donde h1 y p1 son polinomios primi-
tivos; y las fracciones son irreducibles. Entonces (bd)p(x) = (ac)h1(x)p1(x).
Pero por el lema de Gauss, h1p1 es irreducible, y p es irreducible al ser mó-
nico. Entonces debe ser ac = ±bd. Entonces ±p = h1P1. Pero como p es
mónico, el coeficiente principal de p1 es ±1. Pero como Pα es mónico, debe
ser Pα = ±P1. Por lo que Pα está en Z[x].
En [8] se demuestra el siguiente resultado.
Teorema 4.2.2. Sea α ∈ C. Las siguientes afirmaciones son equivalentes:
1. α es entero algebraico.
2. Su polinomio minimal es un polinomio mónico en Z[x].
3. Z[α] es un Z módulo finitamente generado.
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4. Existe un Z módulo finitamente generado no trivial M tal que αM ⊂
M .
Proposición 4.2.3. El conjunto de enteros algebraicos O del cuerpo K es
un anillo.
Demostración. Si α y β son elementos de O, entonces Z[α] y Z[β] son Z-
módulos finitamente generados. Entonces el anillo M = Z[α, β] es un Z-
módulo finitamente generado. Claramente (α ± β)M ⊂ M y (αβ)M ⊂ M ,
por lo que α± β y αβ están en O. Esto prueba que O es un anillo.
Proposición 4.2.4. El conjunto de los números algebraicos es un subcuerpo
de C.
Demostración. Si α y β son números algebraicos, existe m ∈ Z tal que mα y
mβ son enteros algebraicos. Como mα ± β y m2αβ son enteros algebraicos,
α ± β y αβ son números algebraicos. Además, α−1 es algebraico pues Q(α)
es cuerpo.
Observación 4.2.5. Para todo α número algebraico, existe m ∈ Z tal que
mα es entero algebraico. Además O es un anillo, y K es un cuerpo. Se deduce
que K es el cuerpo de fracciones de O.
Definición 4.2.6. Sea K un cuerpo cuadrático y α ∈ K. Sean {α1, . . . , αn}
sus conjugados, es decir el conjunto de raíces de Pα. Definimos
la norma de α como NK(α)
.
= α1α2 . . . αn,
la traza de α como TrK(α)
.
= α1 + α2 + · · ·+ αn.
La norma es el término independiente de Pα, mientras que la traza es
el opuesto del término de grado n − 1 del mismo polinomio. Luego, ambos
son números racionales. Más aún, si α es entero algebraico entonces NK(α)
y TrK(α) son enteros pues Pα ∈ Z[x].
Estos operadores también se pueden pensar como el determinante y la
traza del automorfismo de K dado por x 7→ αx. Con este razonamiento,
resulta que la norma es multiplicativa (i.e. NK(αβ) = NK(α) NK(β))) y la
traza es aditiva (i.e. TrK(α + β) = TrK(α) + TrK(β)).
Supongamos K = Q(
√
m). Sea O el anillo de enteros algebraicos corres-
pondiente. Hemos visto que si α ∈ O, entonces su norma y traza son enteros.
Pero en K, el minimal de cualquier elemento tiene a lo sumo tres coeficientes,
de los cuales el principal es 1, el opuesto del lineal es la norma, y el inde-
pendiente es la traza. Pero si estas dos últimas son enteros, el minimal es un
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polinomio mónico en Z[x], por lo que el elemento será entero algebraico. En-
tonces, en un cuerpo cuadrático, un elemento es entero si y sólo si su norma
y su traza son enteros.
Un elemento de K es de la forma a
b
+ c
d
√
m, y su (único) conjugado es
a
b
− c
d
√
m. Entonces su norma es (a
b
)2−m( c
d
)2 y su traza es 2a
b
. Para que sean
enteros, debe ser b = ±1 ó b = ±2. Si b = ±1, m( c
d
)2 debe ser entero. Como
m libre de cuadrados, debe ser d = ±1. Por lo que quedan elementos de
Z+Z
√
m. Si b = ±2, de nuevo como m libre de cuadrados, debe ser d = ±2.
Luego a2 −mc2 debe ser múltiplo de 4. Esto sucede si y sólo si m ≡1 (mod
4) y a, c tienen la misma paridad. Concluimos que
O =
{
Z+ Z
√
m si m ≡ 2, 3 (mo´d 4),
Z+ Z1+
√
m
2
si m ≡ 1 (mo´d 4).
Observación 4.2.7. Supongamos K = Q(
√
m). Sea O el anillo de enteros
algebraicos correspondiente. Entonces O = Z+ Z
√
m si m ≡ 2, 3 (mo´d 4) y
O = Z + Z1+
√
m
2
si m ≡ 1 (mo´d 4). En cada caso, {1,√m} ó {1, 1+
√
m
2
} es
base de O como Z-módulo, y de K como Q-espacio vectorial.
En [8] se puede encontrar el siguiente resultado.
Teorema 4.2.8. Si K es de dimensión n, entonces existe {ω1, . . . , ωn} una
Q-base de K tal que O = Zω1 + · · ·+ Zωn.
Es más, todo conjunto {ω1, . . . ωr} que satisface O=Zω1 + · · · + Zωr,
implica que r = n y {ω1, . . . , ωk} es base de K. Esto pues, como para todo
α ∈ K hay un entero m tal que mα ∈ O, entonces mα es combinación lineal
entera de {ω1, . . . , ωr}, luego α es combinación lineal racional de {ω1, . . . , ωr},
por lo que el conjunto es base de K, y debe ser r = n.
Sea ahora A un ideal no trivial de O. Entonces A ∩ Z 6= {0} puesto que
dado α ∈ A , su norma (que es el término independiente de Pα) está en A.
Sale de aquí que todo β ∈ K tiene un múltiplo entero en A (pues existe m
entero tal que mβ está en O, y luego a mβ lo multiplico por un entero en A).
Entonces por el mismo razonamiento que hicimos en el párrafo anterior sale
que, toda base de base de A como Z módulo es base de K como Q-espacio
vectorial. Por lo que
A = Zα1 + · · ·+ Zαn,
K = Qα1 + · · ·+Qαn.
Sea a ∈ A ∩ Z. Entonces (a) ⊂ A ⊂ O. Pero si O = Zω1 + · · · + Zωn,
entonces aO = Zaω1 + · · · + Zaωn. Entonces O/aO es de orden an. Luego
O/A también es finito. De hecho, llamamos a la cantidad de elementos de
O/A la norma del ideal, denotada por N(A).
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Observación 4.2.9. Todo ideal primo P contiene exactamente un único
primo racional. Sea a ∈ P∩Z. Como P es ideal primo, contiene a uno de los
factores primos de a. Pero si contuviera a otro primo, como son coprimos, el
1 estaría en P, por lo que sería P = O, lo que es una contradicción.
4.3. El Teorema de factorización única
Esta sección repasa brevemente las propiedades más importantes de los
cuerpos de números algebraicos.
Definición 4.3.1 (Anillos Noetherianos). Un anillo R se dice Noetheriano
si satisface alguna de las siguientes condiciones, que son equivalentes:
1. Para toda sucesión creciente de ideales A1 ⊂ A2 ⊂ A3 ⊂ . . . existe
m ∈ N tal que An = Am para todo n ≥ m.
2. Toda familia no vacía de ideales contiene uno maximal. (Recordar que
todo ideal está contenido en uno maximal).
3. Todo ideal es un R-módulo finitamente generado.
Definición 4.3.2 (Dominios de Dedekind). Sea R un dominio de integri-
dad, con cuerpo de fracciones K. Denominamos la clausura entera de R a
los elementos de K que son raíz de polinomios mónicos en R[x]; y la denota-
mos R¯. Se dice que R es un Dominio de Dedekind si satisface las siguientes
condiciones:
1. todo ideal primo es maximal;
2. R es su propia clausura entera (i.e. R = R¯);
3. R es Noetheriano.
Teorema 4.3.3. El anillo de enteros algebraicos de un cuerpo cuadrático es
un dominio de Dedekind.
Una prueba del resultado anterior se puede encontrar en [8].
Definición 4.3.4 (Ideales enteros y fraccionarios). Un ideal fraccionario es
un O-submódulo A de K para el cual existe m ∈ Z tal que mA ⊂ O.
Por analogía con Z a los ideales de O los llamamos ideales enteros, porque
satisfacen la definición de ideal fraccionario, tomando m = 1.
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De hecho todo ideal fraccionario se puede escribir como a−1B con a ∈ Z y
B ideal entero. Si A y B son ideales fraccionarios, puedo conseguir un c ∈ Z
tal que cA y cB son ideales enteros; luego la suma A+B = c−1(cA+ cB) y
el producto AB = c−2(cAcB) son ideales fraccionarios, por lo que los ideales
fraccionarios tienen estructura de anillo.
Teorema 4.3.5. Todo ideal en el anillo O de enteros algebraicos de un cuerpo
cuadrático K se escribe de manera única (salvo por el orden) como producto
de ideales primos en O.
La prueba de esto se puede ver en [8]. Para probarlo se ven antes dos
lemas previos que dicen que
Todo ideal entero contiene un produto de ideales primos
Todo ideal primo tiene un inverso, es decir un ideal fraccionario tal que
el producto de ambos es O
En las pruebas de los dos lemas y del teorema se usan exhaustivamente los
propiedades que tiene O al ser dominio de Dedekind. Es precisamente este
teorema una de las cosas que nos garantiza que se pueda definir más adelante
la función ζ de Dedekind.
Una consecuencia del teorema es que todo ideal fraccionario A se puede
escribir de modo único:
A =
P1 . . .Pr
Q1 . . .Qs
donde son todos ideales primos. 1
Qi
es Qi−1, el “inverso” cuya existencia se
prueba en el segundo lema previo al teorema. El corolario de esto es que todo
ideal fraccionario A tiene un inverso, es decir otro ideal fraccionario A−1 tal
que AA−1 = O.
Dados A y B dos ideales en un anillo R, tenemos que que
AB = {ab : a ∈ A, b ∈ B} es el ideal producto.
Si los ideales son principales, vale que (a)(b) = (ab).
A ∩B = {a : a ∈ A, a ∈ B} es el ideal intersección.
Si los ideales son principales, y estamos en un DFU vale que (a)∩(b) = ([a, b])
donde [a, b] es el mínimo común múltiplo de a y b.
A+B = {a+ b : a ∈ A, b ∈ B} es el ideal suma.
Si los ideales son principales, y estamos en un DFU vale que (a)+(b) = ((a, b))
donde (a, b) es el máximo común divisor de a y b.
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Ahora, en O vale el TFU; entonces análogamente a como se hace en Z
(o en cualquier DFU) dados ideales enteros A y B se puede definir (A,B),
basándonos en la factorización prima. Pero así como en un DFU vale (a) +
(b) = ((a, b)), aquí se ve que (A,B)=A +B pues ambos son el menor ideal
que divide a A y B.
4.4. El grupo de clases
Por lo visto en la sección anterior, los ideales fraccionarios no nulos de K
forman un grupo multiplicativo, al que llamaremos ∆. El ideal O es el neutro
de dicho grupo. Dentro de ∆, está el subgrupo Π de ideales principales.
Definimos a H = ∆/Π como el grupo de clases. Se prueba que H es un
grupo finito, y se llama el número de clases de K al orden de H, denotado
por h. No daremos la prueba de que el número de clases es finito, aunque sí
enunciaremos los resultados que conducen a ello, pues son útiles para calcular
efectivamente el número de clases de algún cuerpo en particular.
Lema 4.4.1. Para α 6= 0 en O, se tiene que N((α)) = |NK(α)|.
En particular, si s ∈ Z, sale que N((s)) = |s|n.
Lema 4.4.2. La norma de los ideales es multiplicativa, es decir,
N(AB) = N(A) N(b).
Estos dos últimos lemas son resultados en sí interesantes. En cambio el
siguiente resultado nos da un criterio para acotar ideales.
Lema 4.4.3. Existe una constante C que depende del cuerpo K tal que todo
ideal entero A contiene un α tal que |NK(α)| ≤ C N(A).
Demostración. Nos restringiremos al caso en queK es un cuerpos cuadrático.
Escribamos K = Q(
√
m) con m entero libre de cuadrados. Recordemos que
O = Z + Zω. Sea t entero tal que t2 ≤ N(A) < (t+ 1)2. Entonces entre
los (t + 1)2 números ai + bjω con ai y bj enteros entre 0 y t, hay dos cuya
diferencia está en A. Por lo que hay un a + bω en A tal que −t ≤ a, b ≤ t.
Sean A1 y Aω las matrices de los automorfismos de K: x → x y x → ωx,
respectivamente.
Si m ≡ 2, 3 (mo´d 4), entonces ω = √m, A1 = ( 1 00 1 ) y Aω = ( 0 m1 0 ),
mientras que si m ≡ 1 (mo´d 4), entonces ω = 1+
√
m
2
, A1 = ( 1 00 1 ) y Aω =(
0 m−1
4
1 1
)
. Por lo tanto, al elemento a + bω le corresponde la matriz A =
aA1 + bAω, cuyo determinante está acotado por (1 + |m|)t2 si m ≡ 2, 3
(mo´d 4) y (2 + |m−1|
4
)t2 si m ≡ 1 (mo´d 4). Entonces |NK(α)| = | det(A)| ≤
Ct2 ≤ C N(A), donde C es ese valor que depende de m.
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Lema 4.4.4. Sea C la constante del lema anterior. En cada clase de ideales
hay uno entero de norma ≤ C, por lo que el número de clases es finito.
Ahora veamos algunos ejemplos de cuerpos cuadráticos con número de
clase 1.
Teorema 4.4.5. El anillo de enteros de Q(
√
m) es DE para
m ∈ {2, 3, 5, 13,−1,−2,−3,−7,−11}.
Demostración. Supongamos primero que m ≡ 2,3 (mo´d 4). Dados α, β ∈
O = Z+Z
√
m escribimos α
β
= u+v(
√
m) ∈ Q(√m). Elegimos x, y ∈ Z tales
que 0 ≤| x − u |, | y − v |≤ 1
2
. Sea γ = u + v
√
m ∈ O. Sea δ .= α − βγ =
((u − x) + (v − y)√m)β. Entonces N(δ) = ((u − x)2 + m(v − y)2) N(β)).
Queremos que N(δ) < N(β). Si m > 0, −m
4
≤ (u−x)2+m(v−y)2 ≤ 1
4
, por lo
que podemos elegir m = 2, 3. Si m < 0, 0 ≤ ((u−x)2 +m(v− y)2) ≤ 1
4
+ |m|
4
,
por lo podemos elegir m = −1,−2.
Supongamos ahora que m ≡ 1 (mo´d 4). Dados α, β ∈ O = Z + Z1+
√
m
2
,
escribimos α
β
= u+ v
√
m ∈ Q(√m). Elijo s, r ∈ Z de igual paridad tales que
0 ≤| 2v− s |≤ 1
2
, 0 ≤| 2u− r |≤ 1 . Análogamente definimos γ = r+s
√
m
2
∈ O.
Nuevamente, sea δ = α− βγ = ((u− x) + (v− y)√m)β. De nuevo queremos
que N(δ) < N(β). Si m > 0, −m
16
≤ ((u − r
2
)2 + m(v − s
2
)2) ≤ 1
4
, por lo que
podemos elegir m = 5, 13. Si m < 0, 0 ≤ ((u − r
2
)2 + m(v − s
2
)2) ≤ 1
4
+ |m|
16
,
por lo que puedo elegir m = −3,−7,−11.
Para valores negativos de m, los últimos tres obtenidos son de la forma
−q, con primo racional q ≡ 3 (mo´d 4). ¿Es casualidad esto? La respuesta es
que no.
Proposición 4.4.6. Si m > 1 libre de cuadrados no primo, entonces el anillo
de enteros algebraicos de Q(
√−m) no es un DFU.
Demostración. Supongamos que el anillo sí es DFU. Veamos ahora que
√
m
es irreducible.
Si m ≡ 1, 2 (mo´d 4) el anillo es Z + Z(√−m). Supongamos que a +
b
√−m | √−m. Entonces a2 + mb2 | m. Si b = 0, entonces a2 divide a m,
el cual es libre de cuadrados. Luego a = ±1, por lo que a + b√−m es una
unidad. Si b 6= 0, entonces a = 0 y b = ±1, por lo que a + b√−m es un
asociado a
√−m.
Sim ≡ 3 (mo´d 4) el anillo es Z+Z1+
√
m
2
. Supongamos que a+b
√−m
2
divide
a
√−m. Entonces a2 + mb2 divide a 4m. Si b = 0, a2 | 4m. Como m libre
de cuadrados, debe ser a = ±2 por lo que a+b
√−m
2
es una unidad. Si b 6= 0,
entonces m ≤ a2 + mb2 ≤ 4m. Si b2 = 4, a+b
√−m
2
es asociado a
√−m. Si
b2 = 1, tenemos que a2 +m | 4m, con a impar. Entonces
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a2 = 3m si a2 +m = 4m, y como m libre de cuadrados debe ser m = 3.
Absurdo pues m no es primo.
a2 = m si 2(a2 +m) = 4m, por lo tanto m = 1, absurdo.
3a2 = m si 3(a2 +m) = 4m, por lo tanto m = 3, absurdo.
Con todo esto hemos visto que
√
m es irreducible. Entonces es primo pues el
anillo es DFU. Ahora,
si m ≡ 1, 2 (mo´d 4), el anillo es Z + Z√−m. En este caso √−m(a +
b
√−m) = −mb+a√−m, por lo que los múltiplos de √−m son los elementos
del anillo tales que m divide a la “parte entera”. Como m es primo, existen
r, s naturales mayores que 1 tales que m = rs. Pero el elemento primo
√−m
divide a rs, pero no divide a ninguno de ellos por separado. Absurdo, que
provino de suponer que el anillo es DFU.
Si m ≡ 3 (mo´d 4) el anillo es Z + Z(1+
√
m
2
). Los múltiplos de
√−m son
los elementos del anillo tales que m divide al doble de la “parte entera”. De
nuevo escribimos m = rs (son impares pues m es impar). El elemento primo√−m divide a (r+√−m)(s+√−m), pero no divide a ninguno de ellos por
separado. Absurdo, que provino de suponer que el anillo es DFU.
Esto finaliza la prueba.
Más aún, para que Q(
√−p) sea DFU, el primo p debe ser de un cierto
tipo.
Proposición 4.4.7. Si p > 0 primo racional, p ≡ 1 (mo´d 4) entonces el
anillo de enteros algebraicos de Q(
√−p) no es DFU.
Demostración. Tenemos que O = Z+ Z(
√−p). El elemento 2 es irreducible
pues si a+ b
√−p | 2, entonces a2 + pb2 | 4. Como p ≥ 5, entonces b = 0 y los
divisores del 2 son solamente ±1 y ±2.
Por otro lado,
2
p+ 1
2
= (1 +
√−p)(1−√−p).
Estos elementos tienen norma 4, (p+1
2
)2, p+1 y p+1 respectivamente. Luego,
ningún elemento de una pareja divide a alguno de los elementos de la otra.
Si el anillo fuera DFU, 2 sería primo. Pero no puede serlo por lo observado
en el item anterior. Concluimos que O no es DFU.
Observación 4.4.8. Hemos llegado a la conclusión de que si el anillo de
enteros de Q(
√−m) es DFU, entonces m = 1, 2 ó un primo de la forma
4k + 3. Los siguientes lemas y teoremas (que se pueden encontrar en [7])
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nos dicen precisamente que todos los cuerpos cuadráticos imaginarios con
número de clase h = 1 (o dicho de otra manera, que son DIP) son como
los nombrados en este párrafo. Es más, es conocido que h = 1 sólo para
q = 1, 2, 3, 7, 11, 19, 43, 67, 163. En [5] se relata la historia de este problema.
Lema 4.4.9. Sea K un cuerpo cuadrático y O su anillo de enteros. Si O es
DFU, todo ideal entero primo es principal.
Demostración. Veamos que si α ∈ O es irreducible, su ideal generado es
maximal. Si (α) * A ⊆ O para A ideal entero, sea α1 ∈ A, α1 /∈ (α). Por
el Teorema de Factorización Única de ideales, escribimos (α) = A1A2. Para
todo α2 ∈ A2 se tiene α1α2 ∈ (α) entonces α | α1α2 por lo que α | α2.
Entonces (α) = A2 = A1A2 por lo que A1 = O y (α) es maximal.
Sea 0 6= α ∈ P ideal primo. Como el anillo es DFU, α = p1 . . . pk producto
de irreducibles. Entonces P divide al producto de los ideales generados por
esos irreducibles. En particular, divide a alguno, digamos (p1). Entonces (p1)
está contenido en P. Pero(p1) es maximal, por lo que también P.
Teorema 4.4.10. Sea K un cuerpo cuadrático y O su anillo de enteros.
Entonces, O es DFU si y sólo O es DIP.
Demostración. Basta ver la ida. Sea A ideal entero propio de O. Lo des-
compongo en ideales primos. Pero ellos son todos principales, entonces A
es también principal, generado por el producto de los generadores de sus
factores primos.
4.5. El grupo de unidades
Recordamos que en todo anillo, las unidades (los elementos no nulos con
un inverso multiplicativo) forman un grupo (multiplicativo). Sea O el anillo
de enteros algebraicos de un cuerpo de números K. Supongamos que α ∈ O
es una unidad. Entonces existe β tal que αβ = 1. Pero 1 = NK(αβ) =
NK(α) NK(β). Pero como NK(α) ∈ Z, debe ser NK(α) = ±1. Recíprocamen-
te, si NK(α) = ±1, como NK(α) es el producto de los conjugados de α), el
producto de los conjugados de α distintos de α va a ser ±α−1. Concluimos
entonces que las unidades de O son los elementos de norma ±1.
Las raíces de la unidad en K (de cualquier grado) son un subgrupo del
grupo de unidades. Pero sólo hay finitas raíces, dado que si α es raíz de la
unidad, es raíz de un polinomio xm − 1 ∈ Z[x] para algún m ∈ N. Entonces
todos sus conjugados (que casi siempre vana ser menos que m) son también
raíces de la unidad en K, y también tienen módulo 1.
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Sea α ∈ O tal que todos sus conjugados son de módulo 1. Denotemos por
{α1, . . . , αn} a los conjugados de α. Tomemos {ω1, . . . , ωn} una base de O,
O = Zω1+· · ·+Zωn. Entonces α = a1ω1+· · ·+anωn y αi = a1ω1i+· · ·+anωni
para todo i, donde los {ωji} son los conjugados de ωj. Esto matricialmente
se puede escribir como
α¯ = ΩX¯,
donde α¯ es el vector columna que contiene a los conjugados de α, Ω es la
matriz cuya columna j son los conjugados de ωj, y X¯ es el vector columna
que contiene a a1, . . . , an. Como Ω es invertible dado que {ω1, . . . , ωn} es base
de O, tenemos que X¯ = Ω−1α¯. Como {α1, . . . , αn} tienen todos módulo 1,
a1, . . . , an son enteros que están acotados por una constante que depende de
la base {ω1, . . . , ωn}, es decir que también depende de K. Por lo que son
finitos. De todo esto deducimos que hay finitas raíces de la unidad en K.
Pero así como todo subgrupo aditivo de R es cíclico o denso, todo subgrupo
multiplicativo de S1 es cíclico o denso, por lo que el subgrupo de raíces de 1
en K es un grupo finito cíclico; y entonces coincide con el grupo de r-raíces
de la unidad, para algún r ∈ N, r par pues ±1 siempre están.
4.5.1. Unidades en cuerpos cuadráticos
Teorema 4.5.1. Sea K=Q(
√−m) con m > 0. Haciendo abuso de notación,
denotaremos Zn al grupo de raíces de la unidad de grado n en C. Entonces
el grupo de raíces de la unidad en K es

Z4 si m = 1,
Z6 si m = 3,
Z2 si m 6= 1, 3.
Demostración. Buscamos elementos de norma ±1. La norma de p + q√−m
es p2+mq2. Supongamos primero quem ≡ 1, 2 (mo´d 4). Luego, p2+mq2 = 1
con p, q enteros implica que p = ±1, q = 0, ó q 6= 0 en el caso m = 1, p = 0,
q ± 1.
Ahora supongamos m ≡ 3 (mo´d 4). En este caso, p2 + mq2 = 4 con p, q
enteros de la misma paridad. Si q = 0, quedan las unidades ±1. Si q 6= 0,
como m ≥ 3, debe ser m = 3, q = ±1 y p = ±1. En conclusión, en este caso
tenemos todas las raíces sextas de la unidad.
Para el caso K = Q(
√
m) con m > 1, hay infinitas soluciones, y son
todas del tipo ±ηk con η la llamada unidad fundamental del cuerpo. Para
justificar esto es necesario ampliar sobre fracciones simples continuas y sobre
la ecuación de Pell, como haremos en la próxima sección.
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4.6. Fracciones simples continuas
En esta sección enumeraremos resultados disponibles en [9], para desarro-
llar el tópico de fracciones simples continuas , y su aplicación para describir
el conjunto de soluciones para la Ecuación de Pell, y en consecuencia gru-
po de unidades de cuerpos cuadráticos reales. Sea p/q un número racional,
escrito como fracción irreducible, con q > 0. Para desarrollar lo que viene a
continuación, será más fácil trabajar directamente con un ejemplo. Tomemos
el racional 185/17. Aplicamos el algoritmo de Euclides
185 = 10 · 17 + 15,
17 = 1 · 15 + 2,
15 = 7 · 2 + 1,
2 = 2 · 1.
Se verifica fácilmente que 185/17 se puede escribir en función de los cocientes
10, 1, 7, 2 como
185/17 = 10 +
1
1 +
1
7 +
1
2
.
Eso último se llama una expansión en fracción continua de 185/17. Se denota
185/17 = [10, 1, 7, 2].
Como todo racional se puede escribir como una fracción irreducible con
denominador positivo, todo racional tiene entonces una expansión en frac-
ción continua. Vale que toda expansión en fracciones continuas es igual a un
único número racional, y que todo número racional tiene exactamente dos
expansiones en fracción continua. Además
[a0, a1, . . . , an] (la dada por el algoritmo de Euclides);
[a0, a1, . . . , an − 1, 1] que se deriva de la primera.
Como ejemplo de la segunda expansión:
185/17 = 10 +
1
1 +
1
7 +
1
1 +
1
1
.
Ahora introduciremos las fracciones continuas infinitas. Sea {an} con n ∈
N0 una sucesión de enteros todos positivos salvo quizás a0. Definimos las
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sucesiones {hn} y {kn} recursivamente como:
h−2 = 0, k−2 = 1,
h−1 = 1, k−1 = 0,
hi = aihi−1 + hi−2, ki = aiki−1 + ki−2.
Definimos también {rn} como rn .= hn/kn. Vale, para todo x natural,
[a0, a1, . . . , an − 1, x] = xhi−1 + hi−2
xki−1 + ki−2
,
por lo que
[a0, a1, . . . , an] =
hn
kn
= rn.
Por otro lado, (hn, kn) = 1 para todo n, por lo que hn ya viene expresado
en forma de fracción irreducible. Más aún, la sucesión {rn} es convergente.
Llamemos r a su límite. r siempre es irracional. También vale la recíproca.
Teorema 4.6.1. Toda {an} con n ∈ N0 sucesión de enteros todos positivos
salvo quizás a0 determina una fracción simple continua e infinita que converge
a un número racional. Para todo número irracional ξ hay una única fracción
simple continua e infinita que converge a ξ.
¿Cómo se construye la sucesión a partir de ξ? De la siguiente manera:
ξ0 = ξ, a0 = bξ0c,
ξi+1 =
1
ξi − ai , ai+1 = bξi+1c.
Ejemplo 4.6.2. Si an = 1 para todo n, entonces hi = fi+2 y ki = fi+1 donde
{fi} es la sucesión de Fibonacci. Luego, ri = fi+2fi+1 y r es ϕ el número áureo.
Por lo que vale,
ϕ =
1 +
√
5
2
= [1, 1, 1, 1, 1, . . . ].
Una fracción simple continua infinita [a0, a1, a2 . . . ] es periódica si existen
n,m tales que ar = an+r para r ≥ m. Entonces se puede escribir de la forma:
[a0, a1, . . . , aj, bo, . . . , bn−1]
donde la barra indica la parte periódica. Vale que toda fracción simple con-
tinua infinita periódica equivale a un número algebraico real de grado 2, y
viceversa. Además, la fracción es puramente periódica si ξ > 1 y −1 < ξ < 0,
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donde ξ es el conjugado de ξ. Por último, si d no es un cuadrado perfecto,
entonces la expansión de
√
d es
√
d = [a0, a1, . . . , ar−1, 2a0].
Ahora consideramos la ecuación de Pell y su relación con las unidades
en un cuerpo cuadrático real. Cuando uno quiere calcular cuáles son las
unidades en un cuerpo cuadrático real, uno se encuentra con un tipo de
ecuación Diofántica llamada la ecuación de Pell, que es del tipo
x2 −my2 = N
con m,N ∈ Z . A nosotros nos interesa el caso en el que m es libre de
cuadrados, y N = ±1. Con suponer que m no sea un cuadrado perfecto ya
la teoría está bien desarrollada. Queremos hallar todos los pares de enteros
(x, y) que satisfagan esa ecuación. No se pierde generalidad en superponer los
no negativos, pues tienen un exponente par en la ecuación. Sean las sucesiones
{hi} y {ki} generadas por la expansión de
√
m, y sea r el período de dicha
expansión. Vale que todas las soluciones positivas de x2 −my2 = ±1 son del
tipo (hn, kn). Más específicamente,
• Si r es par:
x2 −my2 = −1 no tiene solución.
Todas las soluciones positivas de x2 −my2 = 1 son
los pares (hnr−1, knr−1) con n ∈ N.
• Si r es impar:
Todas las soluciones positivas de x2 −my2 = −1 son
los pares (hnr−1, knr−1) con n impar.
Todas las soluciones positivas de x2 −my2 = 1 son
los pares (hnr−1, knr−1) con n par.
Sean (a, b) y (c, d) dos soluciones positivas de la ecuación. Entonces a2 −
mb2 = c2 −md2. Entonces a > c si y sólo si b > d. Entonces, si la ecuación
tiene solución, entonces existe una menor solución positiva. Sea (x1, y1) la
menor solución positiva de x2 −my2 = 1 . Está probado que todas las solu-
ciones positivas son de la forma (xn, yn) donde xn+yn
√
m = (x1 +y1
√
m)n.
Si (x1, y1) fuese la menor solución positiva de x2−my2 = −1, entonces todas
las soluciones positivas de x2 − my2 = 1 son de la forma (x2n, y2n) donde
x2n + y2n
√
m = (x1 + y1
√
m)2n. Todas las soluciones positivas de x2−my2 =
−1 son de la forma (x2n+1, y2n+1) donde x2n+1+y2n+1
√
m = (x1+y1
√
m)2n+1.
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Miremos ahora las unidades de los cuerpos cuadráticos. (x, y) es solución
de x2 − my2 = ±1 si y sólo si x + y√m es una unidad en el anillo de
enteros algebraicos de Q(
√
m). Pero (x + y
√
m)(x − y√m) = ±1, así que
(x − y√m) = ±(x+ y√m)−1. Pero asociada a (x − y√m) está la solución
(x,−y) de la ecuación de Pell. Concluimos entonces que todas las soluciones
(no necesariamente positivas) de la ecuación x2−my2 = ±1 son de la forma
(xk, yk) tales que xk + yk
√
m = (x1 + y1
√
m)k con k ∈ Z donde (x1, y1) es la
menor solución.
Llamemos a x1+y1
√
m la unidad fundamental, denotada por η. Entonces,
si m ≡ 2, 3 (mo´d 4) todas las unidades en el anillo O del cuerpo Q(√m) son
de la forma ±ηk con k ∈ Z. Por otro lado, si tomamos la ecuación de Pell
x2−my2 = ±4, sale de forma análoga que siempre hay soluciones tomando +4
en la ecuación, que (si hay soluciones) hay una menor solución positiva, y que
todas las soluciones se generan de la misma manera a partir de esa menor
solución. Por lo que si m ≡ 1 (mo´d 4), y llamamos η al número x0+y0
√
m
2
donde (x0, y0) es la menor solución positiva, entonces todas las unidades en
el anillo O del cuerpo Q(
√
m) son de la forma ±ηk con k ∈ Z.
Observación 4.6.3. La ecuación x2 −my2 = −1 no tiene solución si algún
primo de la forma 4k + 3 divide a m. Supongamos que existe una solución
(x, y), entonces p | x2+1. Luego, −1 es residuo cuadrático módulo p,
(
−1
p
)
=
1. Por el criterio de Euler,
(
−1
p
)
= (−1) p−12 = (−1)2k+1 = −1. Entonces no
hay soluciones.
Ejemplo 4.6.4. 1 +
√
2 es la unidad fundamental en Q(
√
2). 2 +
√
3 es
la unidad fundamental en Q(
√
3). ϕ = 1+
√
5
2
es la unidad fundamental en
Q(
√
5).
Observación 4.6.5. Recién mencionamos que el número áureo ϕ es la uni-
dad fundamental en Q(
√
5). Sea
{fi} = 0, 1, 1, 2, 3, 5, 8, 13, 21, . . .
la sucesión de Fibonacci, la cual satisface f0 = 0, f1 = 1 y fi+1 = fi + fi−1.
A esta sucesión se la puede extender negativamente utilizando la relación de
recurrencia, de modo tal que queda de la forma
. . . , 34,−21, 13,−8, 5,−3, 2,−1, 1, 0, 1, 1, 2, 3, 5, 8, 13, 21, . . . .
Se demuestra con facilidad que el número áureo satisface la ecuación
φk = fkϕ+ fk−1 para todo k ∈ Z.
44
Sección 4.6 Capítulo 4
Como todas las unidades de Q(
√
5) son de la forma ±ϕk con k ∈ Z, entonces
todas las unidades en ese cuerpo son de la forma (fk+2fk−1)+
√
5fk
2
, y entonces
todas las soluciones de la ecuación
x2 − 5y2 = −4
son de la forma (fk+2fk−1, fk) con k entero impar. De manera similar, todas
las soluciones de la ecuación
x2 − 5y2 = 4
son de la forma (fk + 2fk−1, fk) con k entero par.
Aprovechando la recurrencia de Fibonacci, mediante manipulaciones alge-
braicas simples llegamos a que la sucesión de soluciones positivas de x2−5y2 =
−4 está dada por
(x0, y0) = (1, 1),
(xi+1, yi+1) =
(
3xi + 5yi
2
xi + 3yi
2
)
.
Por ejemplo, (1, 1), (4, 2), (11, 5), (29, 13).
La sucesión de soluciones positivas de x2 − 5y2 = 4 está dada por
(x0, y0) = (3, 1),
(xi+1, yi+1) =
(
3xi + 5yi
2
xi + 3yi
2
)
.
Por ejemplos (3, 1), (7, 3), (18, 8), (47, 21).
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Capítulo 5
Ideales primos en cuerpos
cuadráticos
En este capítulo veremos dos teoremas que permiten factorizar los ideales
principales generados por primos racionales en un cuerpo cuadrático. Tam-
bién veremos cuáles son los ideales primos, y casi más importante que ello,
sabremos cuáles son sus normas.
5.1. Factorización de primos racionales
Sabemos que todo ideal primo P en un cuerpo de números contiene un
único primo racional p. Entonces P está en la factorización del ideal princi-
pal (p). Si el cuerpo es cuadrático, N(P) divide a N(p) = p2. Por otra parte,
conjugar (i.e. aplicar x + y
√
d 7→ x − y√d) se puede ver como un automor-
fismo de K. Denotemos Sc al conjunto dado por los conjugados de S. Como
Oc = O, entonces el conjugado de un ideal fraccionario (resp. entero, primo)
es otro ideal fraccionario (resp. entero, primo), con la misma norma en el
caso de ideales enteros. Además , los ideales comparten el primo algebrai-
co en cuestión. Por todo esto, para la descomposición del ideal (p) hay tres
posibilidades:
(p) = PPc,
(p) = P = Pc,
(p) = P2,
donde P es un ideal primo en O.
Los ideales enteros en K se descomponen de manera única como producto
de ideales primos. Luego, al factorizar los ideales principales del tipo (p)
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con p un primo racional, obtenemos todos los ideales primos en de K. La
factorización de ese tipo de ideales está completamente determinada, como
se puede ver en [9] y [8].
Teorema 5.1.1. Sea p primo racional impar y K = Q(
√
m) un cuerpo
cuadrático. Entonces
1. (p) = P2 con P ideal primo de norma p si y sólo si
(
m
p
)
= 0.
2. (p) = PPc con P y Pc ideales primos de norma p si y sólo si
(
m
p
)
= 1.
3. (p) = P2 con P ideal primo de norma p2 si y sólo si
(
m
p
)
= −1.
Por razones de espacio, no daremos la prueba del teorema pero sí los
siguientes comentarios:
si
(
m
p
)
= 0, entonces P = (p) + (√m);
si
(
m
p
)
= 1, entonces existe a tal que a2 ≡ m (mo´d p),
y se tiene P = (p, a+√m) y Pc = (p, a−
√
m) .
Teorema 5.1.2. Sea K = Q(
√
m) cuerpo cuadrático. Entonces:
1. (2) = P2 con P ideal primo de norma 2 si y sólo si m ≡ 2, 3 (mo´d 4).
2. (2) = PPc con P y Pc ideales primos de norma 2 si y sólo si m ≡ 1
(mo´d 8).
3. (2) = P2 con P ideal primo de norma 4 si y sólo si m ≡ 5 (mo´d 8).
Se pueden probar las siguientes propiedades:
si m es par, entonces P = (2) + (√m).
si m ≡ 3 (mo´d 4), entonces P = (2, 1 +√m).
si m ≡ 1 (mo´d 8), entonces P = (2, 1+
√
m
2
) y Pc = (2, 1−
√
m
2
).
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Ejemplo 5.1.3. Determinemos el número de clases para Q(
√−5). Hasta
ahora sólo conocemos ejemplos de anillos DFU, en los que h es siempre 1.
Como 5 ≡ 1 (mo´d 4), tenemos la certeza de que Q(√−5) no es DIP. Por el
Lema 4.4.3; tomamos C = 1+ |−5| = 6. Entonces, para cada clase de ideales
hay uno entero de norma ≤ 6. Entonces sus factores primos son de norma
≤ 6. Como cada factor primo contiene un único número primo, y como la
norma del ideal es p ó p2, dicho primo debe ser menor ó igual a 6. Entonces
consideraremos los números primos menores ó iguales a 6. Por los teoremas
recién vistos,
(2) = ((2) + (1 +
√−5))2 pues −5 ≡ 3 (mo´d 4),
(3) = ((3) + (1 +
√−5))((3) + (1−√−5)),
(5) = ((5) + (
√−5))2=((√−5))2 que es ideal principal.
Luego, tenemos tres factores primos no principales: ((2) + (1 +
√−5)),
((3)+(1+
√−5)) y ((3)+(1−√−5)). Los llamaremos respectivamente A,B
y C. Resulta que (1 +
√−5)C = ((3 + 3√−5) + (6)) = 3A por lo que A y C
están en la misma clase. Como además A2 = (2) , sigue que C2 = (α) para
algún α ∈ Q(√−5). Entonces
BCC = (BC)C = ((3))C, BCC = B(CC) = B(α).
Finalmente, concluimos que todos los ideales no principales están relaciona-
dos, por lo tanto h = 2.
5.2. Normas de ideales primos en ciertos cuer-
pos
Es más útil para las próximas seciones saber cuáles son las normas de los
ideales primos, que conocer los ideales en sí. Sin embargo, en algunos casos
mencionaremos a los ideales primos.
Caso Q(
√−1).
Se puede ver fácilmente que hay cuatro raíces de la unidad, ±1 y ±i.
Además, la factorización del elemento 2 en primos es 2 = (1 + i)(1 − i), y
1 + i y 1− i son primos asociados de norma 2. Se ve que(−1
p
)
= (−1) p−12 =
{
+1 si p ≡ 1 (mo´d 4),
−1 si p ≡ 3 (mo´d 4).
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Luego, si p ≡ 3 (mo´d 4), entonces p es un primo en Z(i) de norma p2.
Si p ≡ 1 (mo´d 4), existen a, b tales que a2 + b2 = p. De hecho a2 + b2 =
(a + ib)(a − ib), y éstos son ambos primos de norma p no asociados, pues
como p es primo en N, b 6= 0, b 6= ±a. Por lo tanto ya hemos enumerado
todos los primos de Z(i). Destacamos que
para p = 2, hay un único ideal primo de norma 2,
para p = 4k + 1, hay dos ideales primos de norma p,
para p = 4k + 3, hay un único ideal primo de norma p2.
Estos razonamientos nos conducen a la prueba del siguiente resultado.
Teorema 5.2.1. Sea p > 0 primo impar. Entonces son equivalentes:
1. p ≡ 1 (mo´d 4),
2. p es suma de dos cuadrados,
3.
(−1
p
)
= 1.
Más aún, si p = a2 + b2, entonces la pareja (a, b) es única suponiendo 0 <
a < b.
Demostración. (1)⇒(2): la pareja existe por la factorización de p en los en-
teros Gaussianos. Es única pues dicho anillo es DFU (si hubiera otra, ten-
dríamos dos factorizaciones distintas de p). (2)⇒(1): es evidente, tomando
congruencias módulo 4 . (1)⇔(3): sale aplicando el criterio de Euler, como
razonamos recientemente.
Casos Q(
√
2) y Q(
√−2).
Como 2 ≡ -2 (mo´d 4); (2) = P2 donde P = (√2) ó P = (√−2) respecti-
vamente. Para p primo impar, recordamos por el Teorema 3.1.14 que(
2
p
)
= (−1) p
2−1
8 =
{
+1 si p ≡ 1,7 (mo´d 8),
−1 si p ≡ 3,5 (mo´d 8).
Por otro lado
(
−2
p
)
=
(
−1
p
)(
2
p
)
, donde(−1
p
)
=
{
+1 si p ≡ 1,5 (mo´d 8),
−1 si p ≡ 3,7 (mo´d 8),(
2
p
)
=
{
+1 si p ≡ 1,7 (mo´d 8),
−1 si p ≡ 3,5 (mo´d 8).
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Luego (−2
p
)
=
{
+1 si p ≡ 1,3 (mo´d 8),
−1 si p ≡ 5,7 (mo´d 8).
Entonces tanto en Q(
√
2) como en Q(
√−2) hay un único ideal primo de
norma 2. Si p es un primo impar,
en Q(
√
2), (p) = PPc donde P y Pc son 2 ideales primos de norma p si
y sólo si p ≡ 1, 7 (mo´d 8). Además (p) = P2 donde P es el único ideal
primo de norma p2 si y sólo si p ≡ 3, 5 (mo´d 8).
en Q(
√−2), (p) = PPc donde P y Pc son 2 ideales primos de norma
p si y sólo si p ≡ 1, 3 (mo´d 8). Además (p) = P2 donde P es el único
ideal primo de norma p2 si y sólo si p ≡ 5, 7 (mo´d 8).
Caso Q(
√
3).
Naturalmente 3 ≡ 3 (mo´d 4), por lo que hay un único ideal primo de
norma 2. También (
√
3) es el único ideal primo de norma 3. Para p primo
impar distinto de 3 es necesario calcular
(
3
p
)
. Por la Ley de reciprocidad
cuadrática (
3
p
)
=
(p
3
)
(−1) (p−1)(3−1)4 =
(p
3
)
(−1) p−12 ,
pero
(−1) p−12 =
{
+1 si p ≡ 1,5,9 (mo´d 12),
−1 si p ≡ 3,7,11 (mo´d 12),
(p
3
)
= (p)
3−1
2 =
{
+1 si p ≡ 1,4,7,10 (mo´d 12),
−1 si p ≡ 2,5,8,11 (mo´d 12),
Por lo que (
3
p
)
=
{
+1 si p ≡ 1,11 (mo´d 12),
−1 si p ≡ 5,7 (mo´d 12).
Entonces, en Q(
√
3) hay un único ideal primo de norma 2, un único ideal
primo de norma 3; y para p primo impar distinto de 3:
hay dos ideales primos de norma p sii p ≡ 1,11 (mo´d 12),
hay un único ideal primo de norma p2 sii p ≡ 5,7 (mo´d 12).
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Caso Q(
√
5).
Naturalmente 5 ≡ 5 (mo´d 8), por lo que (5) es ideal primo de norma
4. También (
√
5) es el único ideal primo de norma 5.Para p primo impar
distinto de 5 quiero calcular
(
5
p
)
. Por la Ley de reciprocidad cuadrática:
(
5
p
)
=
(p
5
)
(−1) (p−1)(5−1)4 =
(p
5
)
(−1)p−1 =
(p
5
)
pues p-1 es par
pero: (p
5
)
=
{
+1 si p ≡ 1,4 (mo´d 5),
−1 si p ≡ 2,3 (mo´d 5).
Resumiendo, hay un único ideal primo de norma 5;
y para p primo distinto de 5:
hay dos ideales primos de norma p sii p ≡ 1,4 (mo´d 5),
hay un único ideal primo de norma p2 sii p ≡ 2,3 (mo´d 5). Observamos
que el primo p = 2 forma parte de este caso.
Observación 5.2.2. Análogamente al caso p = 5, se ve que si p es un primo
de la forma 4k + 1, los primos impares q tales que
(
q
p
)
= 1 son exactamente
los primos que son residuo cuadrático módulo p; y los primos impares q tales
que
(
q
p
)
= −1 son exactamente los primos que no son residuo cuadrático
módulo p. Por otro lado, como estamos suponiendo que p es de la forma
4k + 1:
hay dos ideales primos de norma 2 sii p ≡ 1 (mo´d 8) sii
(
2
p
)
= 1,
hay un ideal primo de norma 4 sii p ≡ 5 (mo´d 8) sii
(
2
p
)
= −1.
Resumiendo, en Q(√p) hay un único ideal primo de norma p. Si q es primo
distinto de p:
hay dos ideales primos de norma q sii q es residuo cuadrático módulo
p.
hay un único ideal primo de norma q2 sii q es no residuo cuadrático
módulo p.
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Caso Q(
√
13).
Los residuos cuadráticos módulo 13 son: 1,3,4,9,10 y 12. Entonces
hay un único ideal primo de norma 13,
hay dos ideales de norma p, para primo p ≡ 1,3,4,9,10,12 (mo´d 1)3,
hay un único ideal primo de norma p2, para
primo p ≡ 2,5,6,7,8,10 (mo´d 1)3.
Caso Q(
√−q), con q primo positivo, q ≡ 3 (mo´d 4).
Este caso está motivado en parte porque los cuerpos cuadráticos imagina-
rios que son DIP son con q = 3, 7, 11, 19, 43, 67, 163 (además de q = 1, 2). Hay
dos ideales primos de norma 2 sii q ≡ 7 (mo´d 8). Recordamos que entonces
vale
(
2
q
)
= 1. Hay un único ideal primo de norma 4 sii q ≡ 3 (mo´d 8). Re-
cordamos que entonces vale
(
2
q
)
= −1. El ideal √−q es el único ideal primo
de norma q. Escribamos ahora q = 4s+ 3; dado p primo impar distinto de q
vale que (−q
p
)
=
(
−1
p
)(
q
p
)
= (−1)
(p−1)
2
(
p
q
)
(−1)
(p−1)(q−1)
4 =
= (−1)
(p−1)
2
(
p
q
)
(−1)
(p−1)(2s+1)
2 =
= (−1)
(p−1)(2s+2)
2
(
p
q
)
= (−1)(p−1)(s+1)
(
p
q
)
=
=
(
p
q
)
pues p-1 es par.
Resumiendo, en Q(
√−q) hay un único ideal primo de norma q; y si p es
primo distinto de q:
hay dos ideales primos de norma p sii p es residuo cuadrático módulo
q,
hay un único ideal primo de norma p2 sii p no es residuo cuadrático
módulo q.
Observamos que para primos positivos p, q con p ≡ 1 (mo´d 4) y q ≡ 3
(mo´d 4), el análisis de los ideales primos en Q(√p) y Q(√−q) es idéntico.
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Caso Q(
√−3)
1 es el único residuo cuadrático, y 2 es el único no residuo cuadrático.
Entonces hay un único ideal primo de norma 3, dos ideales primos de norma
p para p ≡ 1 (mo´d 3) y un único ideal primo de norma p2 para p ≡ 2
(mo´d 3).
Caso Q(
√−7)
Los residuos cuadráticos son 1,2 y 4 ; los no residuos cuadráticos son 3,5
y 6. Entonces hay un único ideal primo de norma 7; dos ideales primos de
norma p para p ≡ 1,2,4 (mo´d 7) y un único ideal primo de norma p2 para
p ≡ 3,5,6 (mo´d 7).
Caso Q(
√−11)
Los residuos cuadráticos son 1,3,4,5 y 9; los no residuos cuadráticos son
2,6,7,8 y 10. Entonces hay un único ideal primo de norma 11; dos ideales
primos de norma p para p ≡ 1,3,4,5,9 (mo´d 11) y un único ideal primo de
norma p2 para p ≡ 2,6,7,8,10 (mo´d 11).
Caso Q(
√−5)
Este cuerpo no se encasilla dentro de la clasificación anterior. Además
es llamativo porque el número de clases es h = 2. Recordamos que −5 ≡ 3
(mo´d 4). Entonces hay un único ideal primo de norma 2, y un único ideal
primo de norma 5. Para p primo impar distinto de 5 ;(−5
p
)
=
(−1
p
)(
5
p
)
= (−1) (p−1)2
(p
5
)
pero (−1
p
)
=
{
+1 si p ≡ 1,5,9,13,17 (mo´d 20),
−1 si p ≡ 3,7,11,15,19 (mo´d 20),
y: (p
5
)
=
{
+1 si p ≡ 1,4,6,9,11,14,16,19 (mo´d 20),
−1 si p ≡ 2,3,7,8,12,13,17,18 (mo´d 20),
por lo que (−5
p
)
=
{
+1 si p ≡ 1,3,7,9 (mo´d 20),
−1 si p ≡ 11,13,17,19 (mo´d 20).
Luego:
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hay dos ideales primos de norma p para p ≡ 1,3,7,9 (mo´d 20).
hay un único ideal primo de norma p2 si p ≡ 11,13,17,19 (mo´d 20).
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Capítulo 6
La función zeta de Dedekind y
series armónicas alternantes.
En este capítulo abordamos las funciones zetas de Dedekind. Son una
generalización de la ζ de Riemann para cuerpos de números. Veremos como
en el caso de cuerpos cuadráticos, hay ciertas propiedades que se relacionan
con el grupo de clases y el grupo de unidades. En algunos casos se podrán
utilizar estas propiedades para calcular series armónicas alternantes, y en
otros se usarán las mencionadas series para calcular el número de clases del
cuerpo.
6.1. Función zeta de Dedekind
Dado K un cuerpo de números, sea O su anillo de enteros algebraicos.
Llamemos A a la familia de ideales enteros. Se define la función ζK como
ζK(s)
.
=
∑
A∈A
1
N(A)s
.
Esta es la llamada función ζ de Dedekind. Se observa que en el caso de
que K = Q, obtenemos la tradicional ζ de Riemann. De la misma manera
que se demuestra que la ζ(s) converge si Re(s) > 1, se lo demuestra para
ζK(s) (ver [8]). Como los cuerpos de números son dominios de Dedekind, en
ellos vale el teorema de factorización única para ideales, y la norma de los
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ideales es multiplicativa. También vale el producto de Euler (ver [8]),
ζK(s) =
∑
A∈A
1
N(A)s
=
∏
P ideal primo
(
1 +
1
N(P )s
+
1
N(P )2s
+
1
N(P )3s
+ · · ·
)
=
∏
P ideal primo
N(P )s
N(P )s − 1 =
∏
P ideal primo
1
1− N(P )−s .
Si tomamos el caso K = Q, como el anillo de enteros es Z que es un DIP,
las normas de los ideales son las normas de sus generadores. Los ideales primos
son los generados por los primos racionales. Entonces caemos en el producto
de Euler tradicional. En cambio, por ejemplo, para un cuerpo cuadrático
arbitrario la norma de un ideal primo puede ser del tipo p2, ó pueden haber
dos ideales distintos con la misma norma.
Recordamos que la función ζ tiene una extensión analítica a todo C,
y es meromorfa con un único polo simple de valor 1 en s = 1. Para las
funciones Zeta de Dedekind ocurre algo similar, pero con ciertas diferencias.
También hay un polo simple en s = 1, pero su valor cambia. De hecho, hay
teoremas que nos permiten calcular ese valor. Nosotros además les daremos
otra utilidad, la del cálculo de valores de series.
6.2. Los símbolos de Jacobi y Kronecker
Dado p primo impar, ya conocemos el símbolo de Legendre (a
p
) definido
para a ∈ Z. El símbolo es multiplicativo, y nos indica si a es ó no es un
residuo cuadrático módulo p. En función del símbolo de Legendre definimos el
símbolo de Jacobi ( a
n
) para a, n ∈ Z, n impar. Si n > 0, sea n = p1a1 . . . pmam
su factorización prima, entonces definimos(a
n
)
=
(
a
p1
)a1
. . .
(
a
pm
)am
.
Para n < 0, definimos ( a
n
) = ( a−n). Es fácil verificar que el símbolo de Jacobi
es multiplicativo “arriba y abajo”, y depende sólo de la congruencia de a
módulo n. Para a ≡ 0, 1 (mo´d 4) definimos el símbolo de Kronecker como
(a
2
)
=
(
a
−2
)
=

0 si a ≡ 0 (mo´d 4),
+1 si a ≡ 1 (mo´d 8),
−1 si a ≡ 5 (mo´d 8).
Ahora definimos el símbolo de Kronecker para n ∈ Z no necesariamente
impar. Si n > 0, sea n = p1a1 . . . pmam su factorización prima. Entonces defi-
nimos ( a
n
) = ( a
p1
)a1 . . . ( a
pm
)am . Si n < 0, definimos ( a
n
) = ( a−n). Nuevamente
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es fácil de verificar que el símbolo de Kronecker es multiplicativo “arriba y
abajo”, y que depende sólo de la congruencia de a módulo n. Sin embargo,
presentamos dos resultados muy útiles sobre el símbolo de Kronecker (ver
[8]).
Proposición 6.2.1. Sea d ≡ 0, 1 (mo´d 4), a, b ∈ Z. Entonces (d
a
)
=
(
d
b
)
si
a ≡ b (mo´d d). Además, existe n ∈ N tal que ( d
n
)
= −1.
6.3. El discriminante de un cuerpo cuadrático
Sea Q(
√
m) un cuerpo cuadrático, con m entero libre de cuadrados. De-
finimos el discriminante del cuerpo d como
d =
{
m si m ≡ 1 (mo´d 4),
4m si m ≡ 2, 3 (mo´d 4).
Es claro que
(
m
p
)
=
(
d
p
)
si p es un número primo impar.
Por Teorema 5.1.1 tenemos que para todo primo racional p se tiene
hay un único ideal primo de norma p si y sólo si
(
d
p
)
= 0,
hay dos ideales primos de norma p si y sólo si
(
d
p
)
= +1,
hay un único ideal primo de norma p2 si y sólo si
(
d
p
)
= 0.
6.4. La fórmula del número de clases de Diri-
chlet
Al igual que la función ζ de Riemann, las funciones zeta de Dedekind
son meromorfas con un polo en s = 1. La fórmula del número de clases
de Dirichlet es precisamente una fórmula que nos describe el valor de ese
residuo para cada cuerpo. Se llama así pues el número de clases del cuerpo
es de vital importancia. Es una notación estándar llamar P al conjunto de
números primos. Si el cuerpo de números tiene discriminante d, definimos
Pd0 = P0 = {p ∈ P tales que
(
d
p
)
= 0},
Pd+ = P+ = {p ∈ P tales que
(
d
p
)
= 1},
Pd− = P− = {p ∈ P tales que
(
d
p
)
= −1}.
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Estos conjuntos dependen de d, aunque para simplificar la notación omitire-
mos esta dependencia sin que se generen confusiones.
Definimos
Ld(s) =
∞∑
k=1
(
d
k
)
k−s.
A esta expresión también se la puede escribir como
Ld(s) =
∞∑
k=1
χd(k)k
−s.
donde chid es el símbolo (d| ). Recordemos que, dado a ∈ C de módulo mayor
a 1, (
1 +
1
as
+
1
a2s
+
1
a3s
+ . . .
)
=
as
as − 1 ,(
1− 1
as
+
1
a2s
− 1
a3s
+ . . .
)
=
as
as + 1
.
Combinando estas propiedades con el producto de Euler, y teniendo en
cuenta que el símbolo de Kronecker es multiplicativo, obtenemos
Ld(s) =
∞∑
k=1
(
d
k
)
k−s =
∏
p∈P
1
1−
(
d
p
)
p−s
=
∏
p∈P0
1
1−
(
d
p
)
p−s
·
∏
p∈P+
1
1−
(
d
p
)
p−s
·
∏
p∈P−
1
1−
(
d
p
)
p−s
=
∏
p∈P+
1
1− p−s ·
∏
p∈P−
1
1 + p−s
=
∏
p∈P+
ps
ps − 1 ·
∏
p∈P−
ps
ps + 1
.
Por otro lado, si Re(s) > 1, entonces
ζK(s) =
∏
P ideal primo
N(P )s
N(P )s − 1
=
∏
p∈P0
ps
ps − 1 ·
∏
p∈P+
(
ps
ps − 1
)2
·
∏
p∈P−
p2s
p2s + 1
= ζ(s)
∏
p∈P+
ps
ps − 1 ·
∏
p∈P−
ps
ps + 1
.
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ζK(s) = ζ(s)Ld(s).
De hecho se ve que Ld(s) converge si Re(s) > 0, por lo que vale la igualdad
recién deducida. Por otro lado, ζK(1) y ζ(1) divergen, pero Ld(1) converge. De
hecho, Ld(1) nos dará información sobre Res(ζK , 1). A continuación, damos
algunos resultados debidos a Dedekind y Dirichlet.
Teorema 6.4.1 (Dedekind). Sea K un cuerpo cuadrático de discriminante
d. Sea ω el número de raíces de la unidad en K. Sea C una clase de ideales
en K, y sea N(X;C) el número de ideales enteros no triviales en C de norma
menor que X. Entonces
l´ım
X→∞
N(X;C)
X
= κ =
{
2 log(η)√
d
si d > 0,
2pi
ω
√
d
si d < 0,
donde η es la unidad fundamental del cuerpo.
Proposición 6.4.2 (Dedekind). Se tiene
l´ım
s→1
(s− 1)ζK(s) = hκ,
donde h es el número de clases y κ es la constante del teorema anterior.
Teorema 6.4.3 (Dirichlet). La función ζK(s) tiene un polo simple en s = 1,
y
Res(ζK , 1) = Ld(1) = hκ.
Este último teorema se conoce como la fórmula del número de clase. En
su versión original está expresado en función de las funciones L, como se
menciona en [7]. Este teorema es parte de los argumentos en la prueba de
Dirichlet de la infinitud de primos en progresiones aritméticas.
6.5. Residuo de funciones zeta y cálculo de se-
ries
Sea K = Q(
√
m) un cuerpo cuadrático de discriminante d. Tenemos
que Res(ζK , 1) = Ld(1) = hκ. En función del cuerpo, κ es un valor fácil
de determinar, y h es un valor ya conocido para muchos de ellos. Vamos
a utilizar esto para ver a qué convergen ciertas series. Antes repasaremos
algunas propiedades conocidas.
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Observación 6.5.1. Hay ϕ(d) congruencias coprimas con dmódulo d, donde
ϕ es la función de Euler. Además, ellas son el subgrupo de unidades de Zd.
Entonces el producto de congruencias coprimas es otra congruencia coprima.
Además, si las multiplicamos a todas por una de ellas, sólo obtenemos una
reordenación del conjunto. Llamaremos indistintamente U∗d al conjunto de
congruencias coprimas módulo d, y al conjunto de enteros coprimos con d.
Sabemos que
Ld(1) =
∏
p primo
p
p−
(
d
p
) = ∏
p∈P+
p
p− 1
∏
p∈P−
p
p+ 1
.
Además,
(
d
p
)
= 0 ⇔ p | d;
(
d
p
)
6= 0 ⇔ (d, p) = 1 ⇔ p ∈ U∗d;
(
d
k
)
= 0 ⇔
(d, k) > 1;
(
d
k
) 6= 0 ⇔ (d, k) = 1 ⇔ k ∈ U∗d ⇔ los factores primos de k son
coprimos con d.
Observación 6.5.2. El símbolo de Kronecker depende de la congruencia
módulo d (i.e.
(
d
a
)
=
(
d
b
)
si a ≡ b (mo´d d)), y es multiplicativo abajo (i.e.(
d
a
) (
d
b
)
=
(
d
ab
)
).
Recordamos que existe n tal que
(
d
n
)
= −1. Tomemos ahora las ϕ(d)
congruencias de U∗d. ϕ(d) es par pues d 6= 1, 2. Además, n ∈ U∗d. Por Ob-
servación 6.5.1, multiplicar por n sólo reordena las congruencias. Por Obser-
vación 6.5.2, les cambia el signo. Por lo que deben haber ϕ(d)
2
congruencias
positivas y ϕ(d)
2
congruencias negativas (respecto al símbolo de Kronecker).
En caso contrario, se llega a un absurdo.
Por lo mencionado en el párrafo anterior, los elementos de P+ satisfacen
ϕ(d)
2
congruencias de U∗d, y los elementos de P− satisfacen las otras
ϕ(d)
2
por
todo lo mencionado, llegamos a lo siguiente.
Teorema 6.5.3 (Criterio). El número real Ld(1) toma forma de serie al-
ternada de recíprocos de naturales coprimos con d. Hay ϕ(d) clases de con-
gruencia módulo d, de las cuales exactamente ϕ(d)
2
serán congruencias que
suman, y ϕ(d)
2
serán congruencias que restan. Esos dos conjuntos de con-
gruencias son precisamente los mismos que satisfacen los elementos de P+ y
P− respectivamente.
Ahora recorreremos varios ejemplos. Usaremos que en Capítulo 5 hemos
calculado P+ y P− para varios cuerpos.
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Caso Q(
√−1).
En este caso, hay cuatro raíces de la unidad. Además, d = −4 y h = 1,
por lo que L−4(1) = pi4 . Además
P+ = {p primo : p ≡ 1 (mo´d 4)},
P− = {p primo : p ≡ 3 (mo´d 4)},
entonces
L−4(1) = 1− 1
3
+
1
5
− 1
7
+
1
9
− 1
11
+
1
13
+ · · · .
De hecho la segunda igualdad es conocida, se deduce de tomar x = 1 en la
serie de Taylor de
arctan(x) = x− x
3
3
+
x5
5
− x
7
7
+
x9
9
− x
11
11
+
x13
13
+ · · · .
Sabemos que ζK(s) = ζ(s)Ld(s), y se ve por analogía que
L−4(s) =
pi
4
= 1− 1
3s
+
1
5s
− 1
7s
+
1
9s
− 1
11s
+
1
13s
+ · · · . (6.1)
Por otro lado, vimos en Sección 2.3 que
pi3
32
= 1− 1
33
+
1
53
− 1
73
+
1
93
− 1
113
+
1
133
− 1
153
+
1
173
− · · · ,
5pi5
1536
= 1− 1
35
+
1
55
− 1
75
+
1
95
− 1
115
+
1
135
− 1
155
+
1
175
− · · · ,
61pi7
45 · 212 = 1−
1
37
+
1
57
− 1
77
+
1
97
− 1
117
+
1
137
− 1
157
+
1
177
− · · · .
Entonces conocemos los valores de L−4(3), L−4(5), L−4(7). Hay un método
para calcular L−4(s) con s impar. Curiosamente se conocen entonces los
valores de ζ(s) con s par, y de L−4(s) con s impar, pero no se conocen ambas
cosas para el mismo s. Entonces no conocemos de forma exacta valores de
ζQ
√−1(s) para s ∈ N.
Caso Q(
√
2).
Aquí d = 8 ; h = 1 ; η = 1 +
√
2 es la unidad fundamental.
Entonces L8(1) = log(1+
√
2)√
2
P+ = {primos racionales p ≡ 1,7 (mo´d 8)}
P− = {primos racionales p ≡ 3,5 (mo´d 8)}
entonces
L8(1) =
log(1 +
√
2)√
2
= 1− 1
3
− 1
5
+
1
7
+
1
9
− 1
11
− 1
13
+
1
15
+ · · · (6.2)
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Caso Q(
√−2).
ω = 2; d = −8; h = 1. Por lo que L−8(1) = pi√8 ,
P+ = {primos racionales p ≡ 1,3 (mo´d 8)},
P− = {primos racionales p ≡ 5,7 (mo´d 8)},
entonces
L−8(1) =
pi√
8
= 1 +
1
3
− 1
5
− 1
7
+
1
9
+
1
11
− 1
13
− 1
15
+ · · · . (6.3)
Se ve que las series (6.2) y (6.3) suman sobre los recp´rocos de los impares.
La diferencia es que una lo hace con el patrón “ + − − +′′ y la otra con el
patrón “ + +−−′′. Combinando linealmente estas dos cosas,
pi
2
+ log(1 +
√
2)√
8
= 1− 1
5
+
1
9
− 1
13
+
1
17
− 1
21
+
1
25
+ · · · , (6.4)
pi
2
− log(1 +√2)√
8
=
1
3
− 1
7
+
1
11
− 1
15
+
1
19
− 1
23
+
1
27
+ · · · , (6.5)
por lo que tengo los valores de las series alternadas de los 4k + 1 y de los
4k + 3.
Caso Q(
√
3).
El discriminante, el número de clases y la unidad fundamental son res-
pectivamente d = 12, h = 1 y η = 2 +
√
3 . Entonces L12(1) = log(2+
√
3)√
3
,
P+ = {primos racionales p ≡ 1,11 (mo´d 12)},
P− = {primos racionales p ≡ 5,7 (mo´d 12)},
entonces
L12(1) =
log(2+
√
3)√
3
= 1− 1
5
− 1
7
+ 1
11
+ 1
13
− 1
17
− 1
19
+ 1
23
+ 1
25
− 1
29
− 1
31
+ 1
35
+ 1
37
+ · · · .
(6.6)
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Caso Q(
√−3).
Hay ω = 6 raíces de la unidad. El discriminante y el número de clases son
respectivamente d = −3 y h = 1 . Por lo que L−3(1) = pi√27 ,
P+ = {primos racionales p ≡ 1 (mo´d 3)},
P− = {primos racionales p ≡ 2 (mo´d 3)},
entonces
L−3(1) =
pi√
27
= 1− 1
2
+
1
4
− 1
5
+
1
7
− 1
8
+
1
10
− 1
11
+ · · · .
(6.7)
Caso Q(
√
5).
El discriminante, el número de clases y la unidad fundamental son res-
pectivamente d = 5, h = 1 y η = ϕ = 1+
√
5
2
. Entonces L5(1) = 2log(ϕ)√5 ,
P+ = {primos racionales p ≡ 1,4 (mo´d 5)},
P− = {primos racionales p ≡ 2,3 (mo´d 5)},
entonces
L5(1) =
2log(ϕ)√
5
=
2log( 1+
√
5
2
)√
5
= 1− 1
2
− 1
3
+ 1
4
+ 1
6
− 1
7
− 1
8
+ 1
9
+ 1
11
− 1
12
− 1
13
+ · · · .
(6.8)
Caso Q(
√−5).
ω = 2; d = −20; h = 2 .
Por lo que L−20(1) = pi√5 ,
P+ = {primos racionales p ≡ 1,3,7,9 (mo´d 20)},
P− = {primos racionales p ≡ 11,13,17,19 (mo´d 20)},
entonces
L−20(1) = pi√5
= 1 + 1
3
+ 1
7
+ 1
9
− 1
11
− 1
13
− 1
17
− 1
19
+ 1
21
+ 1
23
+ 1
27
+ 1
29
− 1
31
− · · · .
(6.9)
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Caso Q(
√−q), primo q ≡ 3 (mo´d 4).
Este caso lo desarrollamos para aplicar en los valores de q tales que h = 1.
Q(
√−3) también es parte de este caso, pero ya lo hemos analizado, y es el
único caso en el que ω 6= 2.
En general tenemos que ω = 2; d = −q .
Por lo que para q= 7, 11, 19, 43, 67, 163: L−q(1) = pi√q ,
P+ = {primos residuo cuadrático módulo q},
P− = {primos no residuo cuadrático módulo q}.
Ejemplos:
L−7(1) =
pi√
7
= 1 +
1
2
− 1
3
+
1
4
− 1
5
− 1
6
+
1
8
+
1
9
− 1
10
+
1
11
+ · · · , (6.10)
L−11(1) =
pi√
11
= 1− 1
2
+
1
3
+
1
4
+
1
5
− 1
6
− 1
7
− 1
8
+
1
9
− 1
10
+
1
12
− 1
13
+
1
14
+
1
15
+
1
16
− 1
17
+ · · · .
(6.11)
6.6. Una fórmula para el número de clases de
(Q
√−m).
Hemos visto que en un cuerpo cuadrático de discriminante d vale Ld(1) =
hκ. En los ejemplos anteriores calculábamos, en base a conocer h, el valor de
la serie de Ld(1) . Pero muchas veces se puede calcular esta serie indepen-
dientemente de conocer h, y determinar el valor de h a través de ese valor. En
[8] se demuestra que si d es el discriminante del cuerpo, y m,n son números
naturales,
d
m
=
d
m
sgn(d) si n ≡ −m (mo´d d).
Entonces si el cuerpo es imaginario, el discriminante es negativo por lo que
vale que P+ = −P−, en el sentido de que si a1, . . . , ak son las congruencias que
satisfacen los elementos de P+, entonces −a1, . . . ,−ak son las congruencias
que satisfacen los elementos de P−.
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Recordamos que en Sección 2.3 obtuvimos la identidad (2.6)
pi cos(m
n
pi)
n sen(m
n
pi)
=
1
m
− 1
n−m +
1
n+m
− 1
2n−m +
1
2n+m
+ . . . ,
donde la suma de recíprocos de enteros congruentes a ±m módulo n es al-
ternada. Además, obtuvimos la identidad (2.7)
pi
n
1
sen(m
n
pi)
=
1
m
+
1
n−m −
1
n+m
− 1
2n−m +
1
2n+m
+ . . .
que es una serie con los mismos términos que la anterior, pero alternada “de
dos en dos”.
Caso Q(
√−1).
Llegamos a que
L−4(1) =
pi
4
= 1− 1
3
+
1
5
− 1
7
+
1
9
− 1
11
+
1
13
+ . . . ,
de hecho
pi
4
=
pi cos(1
4
pi)
4 sen(1
4
pi)
= 1− 1
3
+
1
5
− 1
7
+
1
9
+ · · · .
Caso Q(
√−2).
Llegamos a que
L−8(1) =
pi√
8
= 1 +
1
3
− 1
5
− 1
7
+
1
9
+
1
11
− 1
13
− 1
15
+ · · · ,
de hecho
pi√
8
=
pi
4
1
sen(1
4
pi)
= 1 +
1
3
− 1
5
− 1
7
+
1
9
+
1
11
− 1
13
− 1
15
+ · · · .
Caso Q(
√−3).
Llegamos a que
L−3(1) =
pi√
27
= 1− 1
2
+
1
4
− 1
5
+
1
7
− 1
8
+
1
10
− 1
11
+ · · · ,
pero
pi
3
√
3
pi cos(1
3
pi)
3 sen(1
3
pi)
= 1− 1
2
+
1
4
− 1
5
+
1
7
− 1
8
+
1
10
− 1
11
+ · · · .
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Caso Q(
√−5).
Tenemos que
L−20(1) =
pi√
5
= 1+
1
3
+
1
7
+
1
9
− 1
11
− 1
13
− 1
17
− 1
19
+
1
21
+
1
23
+
1
27
+
1
29
− 1
31
−· · · ,
pero
pi
10
1
sen( 1
10
pi)
= 1 +
1
9
− 1
11
− 1
19
+
1
21
+
1
29
− 1
31
− · · · ,
pi
10
1
sen( 3
10
pi)
=
1
3
+
1
7
− 1
13
− 1
17
+
1
23
+
1
27
− 1
33
− · · · .
Además, conocemos el valor de las expresiones trigonométricas,
sen( 1
10
pi) =
1
1 +
√
5
, sen( 3
10
pi) =
1 +
√
5
4
.
Sumando ambas series, obtenemos
pi√
5
= 1 +
1
3
+
1
7
+
1
9
− 1
11
− 1
13
− 1
17
− 1
19
+
1
21
+
1
23
+
1
27
+
1
29
− 1
31
− · · · .
Observación 6.6.1. Hemos considerados varios cuerpos tienen número de
clase uno. Además, Q(
√−5) dio h = 2. Pero si desconociéramos el valor de
h para este cuerpo, es suficiente comparar
hpi
2
√
5
=
pi
10
1
sen( 1
10
pi)
+
pi
10
1
sen( 3
10
pi)
,
para deducir precisamente que h = 2.
Caso Q(
√−6).
En este caso, κ = pi
2
√
6
. Para p primo que no divide a 6:
(
−6
p
)
=
(
−2
p
)(
3
p
)
,
y d = −24. Luego(−2
p
)
=
{
+1 si p ≡ 1,11,17,19 (mo´d 24),
−1 si p ≡ 5,7,13,23 (mo´d 24),
(
3
p
)
=
{
+1 si p ≡ 1,11,13,23 (mo´d 24),
−1 si p ≡ 5,7,17,19 (mo´d 24),
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por lo tanto (−6
p
)
=
{
+1 si p ≡ 1,5,7,11 (mo´d 24)
−1 si p ≡ 13,17,19,23 (mo´d 24)
lo que implica
hpi
2
√
6
= L−24(1) = 1+ 15 +
1
7
+ 1
11
− 1
13
− 1
17
− 1
19
− 1
23
+ 1
25
+ 1
29
+ 1
31
+ 1
35
− 1
37
−· · · .
Asimismo,
pi
12
1
sen( 1
12
pi)
= 1 +
1
11
− 1
13
− 1
23
+
1
25
+
1
35
− 1
37
− 1
47
+ · · · ,
pi
12
1
sen( 5
12
pi)
=
1
5
+
1
7
− 1
17
− 1
19
+
1
29
+
1
31
− 1
41
− 1
43
+ · · · .
por lo que
h =
1√
6
(
1
sen( 1
12
pi)
+
1
sen( 5
12
pi)
)
= 2.
Caso Q(
√−q), primo q ≡ 3 (mo´d 4).
En estos cuerpos,
L−q(1) =
pi√
q
,
P+ = {primos residuo cuadrático módulo q}.
P− = {primos no residuo cuadrát. módulo q}.
Además, como
(
−1
q
)
= −1, vale que
(
n
q
)
= 1 sii
(
−n
q
)
= −1. Por lo que aquí
se demuestra con simpleza que los elementos de P− son los opuestos (módulo
q) de los elementos de P+. Entonces la identidad
pi cos(m
n
pi)
n sen(m
n
pi)
=
1
m
− 1
n−m +
1
n+m
− 1
2n−m +
1
2n+m
+ . . . ,
va a ser nuevamente muy útil.
Hemos probado que para q = 3, 7, 11 que h es 1. Además, se conoce que
sólo para q = 19, 43, 67, 163 se tiene que h es también 1, aunque no hemos
dado una prueba de ello. Ahora veremos que h = 1 para q = 19, h = 3 para
q = 23. El caso q = 23 es significativo pues nos da un ejemplo concreto de
un primo con h distinto de 1.
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Ejemplo 6.6.2. Para q = 19, debe ser
L−19(1) =
hpi√
19
.
Escribimos convenientemente a los residuos cuadráticos:
P+ = {1,−2,−3, 4, 5, 6, 7,−8, 9},
entonces
L−19(1) =
pi
19
(
cos( 1
19
pi)
sen( 1
19
pi)
− cos(
2
19
pi)
sen( 2
19
pi)
− cos(
3
19
pi)
sen( 3
19
pi)
+
cos( 4
19
pi)
sen( 4
19
pi)
+
cos( 5
19
pi)
sen( 5
19
pi)
+
cos( 6
19
pi)
sen( 6
19
pi)
+
cos( 7
19
pi)
sen( 7
19
pi)
− cos(
8
19
pi)
sen( 8
19
pi)
+
cos( 9
19
pi)
sen( 9
19
pi)
)
.
Se verifica con computadora que esta suma es pi√
19
por lo que h = 1.
Ejemplo 6.6.3. Para q = 23, debe ser
L−23(1) =
hpi√
23
.
Escribimos convenientemente a los residuos cuadráticos como
P+ = {1, 2, 3, 4,−5, 6,−7, 8, 9,−10,−11},
entonces
L−23(1) = pi23
(
cos( pi
23
)
sen( pi
23
)
+
cos(2pi
23
)
sen(2pi
23
)
+
cos(3pi
23
)
sen(3pi
23
)
+
cos(4pi
23
)
sen(4pi
23
)
− cos(
5pi
23
)
sen(5pi
23
)
+
cos(6pi
23
)
sen(6pi
23
)
− cos(
7pi
23
)
sen(7pi
23
)
+
cos(8pi
23
)
sen(8pi
23
)
+
cos(9pi
23
)
sen(9pi
23
)
− cos(
10pi
23
)
sen(10pi
23
)
− cos(
11pi
23
)
sen(11pi
23
)
)
.
(6.12)
Con computadora se verifica que esta suma es igual a 3pi√
23
, por lo que h = 3.
Se verifica con no muchas operaciones que en Q(
√−31) también satisface
h = 3.
Ejemplo 6.6.4. Para q = 31, los residuos cuadráticos escritos conveniente-
mente son
P+ = {1, 2,−3, 4, 5,−6, 7, 8, 9, 10,−11,−12,−13, 14,−15},
y al hacer la suma correspondiente se llega a que h = 3.
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El método aplicado en estos dos ejemplos sirve para calcular el número
de clase h de cualquier Q(
√−q), con q primo q ≡ 3 (mo´d 4).
De hecho, se puede aplicar en cualquierQ(
√−m) conm > 0, pues siempre
P+ y P− son opuestos. El caso con q primo tiene la facilidad extra de que
sabemos que P+ coincide con los residuos cuadráticos. Pero nuevamente,
volviendo al caso m < 0, podemos probar el siguiente resultado.
Teorema 6.6.5. Tomemos el cuerpo cuadrático imaginario Q(
√−m) con
m ∈ N, m 6= 1 y m 6= 3. Sea d el discriminante del cuerpo y sea r = ϕ(d)
2
donde ϕ es la función de Euler. Sean a1, . . . , ar las congruencias módulo d
que satisfacen los elementos de P+ (donde a1, . . . , ar son naturales menores
a d). Sea h el número de clases del cuerpo. Entonces
h =
1√
d
r∑
i=1
cos
(
ai
d
pi
)
sen
(
ai
d
pi
) .
Nota 6.6.6. Han sido excluidos los casos m = 1, 3 porque el número de raíces
de la unidad es distinto a 2, y porque ya es bien conocido que h = 1 para
ambos. De todas maneras, se llega a una expresión en la que se iguala el
miembro de la derecha con h
2
ó h
3
respectivamente.
Demostración. Como κ = 2pi
ω
√
d
, y ω = 2, tenemos que hpi√
d
= Ld(1). Como P+
y P− son opuestos pues d < 0, se tiene que
Ld(1) =
r∑
i=1
Ai,
donde llamamos gracias a la ecuación (2.6),
Ai =
1
ai
− 1
d− ai +
1
d+ ai
− 1
2d− ai +
1
2d+ ai
− · · · = pi cos(
ai
d
pi)
d sen(ai
d
pi)
.
Luego,
hpi√
d
= Ld(1) =
r∑
i=1
pi cos(ai
d
pi)
d sen(ai
d
pi)
,
de lo que se deduce
h =
1√
d
r∑
i=1
cos
(
ai
d
pi
)
sen
(
ai
d
pi
) .
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Capítulo 7
Apéndice: Valores de series
En este capítulo enumeraremos algunas los valores de varias series de
recíprocos. Los primeros 12 valores de la tabla se refieren a series armónicas.
Pese a que no fueron consideradas directamente en este trabajo, incluimos
las series (1), (2) y (3) por su belleza intrínseca. La serie (5) determina el
valor de una amplia familia de series, como por ejemplo las series (4), (7) y
(11). Las series (13) a (17) no son armónicas, pero surgieron a lo largo de este
trabajo, y valía la pena mencionarlas. Las series (18) y (19) son armónicas,
pero no siguen una progresión aritmética. En la tercera columna de la tabla
se da una descripción de la series correspondientes; en algunos casos se utiliza
una sumatoria, y en otros se describe con palabras. Salvo que se especifique
lo contrario, las series armónicas serán alternadas con el patrón +−.
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N0 Serie Σ/Descr. Refer.
1 log(2) =1−
1
2
+ 1
3
− 1
4
+ 1
5
− 1
6
+ 1
7
− 1
8
+ 1
9
− 1
10
+ 1
11
− 1
12
+ 1
13
− 1
14
+ · · ·
∞∑
k=1
(−1)k+1
k
Serie de
log(x).
2
log(2)
n
= 1
n
− 1
2n
+ 1
3n
− 1
4n
+ 1
5n
− 1
6n
+ 1
7n
− 1
8n
+ 1
9n
− 1
10n
+ 1
11n
− 1
12n
+ · · ·
∞∑
k=1
(−1)k+1
nk
Sale de
(1).
3
log(2)
2
=1
2
− 1
4
+ 1
6
− 1
8
+ 1
10
− 1
12
+ 1
14
− 1
16
+ 1
18
− 1
20
+ 1
22
− 1
24
+ · · ·
∞∑
k=1
(−1)k+1
2k
Caso
parti-
cular
de (2).
4
pi
4
= 1− 1
3
+ 1
5
− 1
7
+ 1
9
− 1
11
+ 1
13
− 1
15
+ · · ·
∞∑
k=0
(−1)k
2k+1
Serie de
arctan(x).
5
pi cos(m
n
pi)
n sen(m
n
pi)
= 1
m
− 1
n−m +
1
n+m
− 1
2n−m
+ 1
2n+m
− 1
3n−m + · · ·
∞∑
−∞
1
m−nk
Ecuac.
(2.6).
6
log(1 +
√
2)√
2
=1− 1
3
− 1
5
+ 1
7
+ 1
9
− 1
11
− 1
13
+ 1
15
+ 1
17
− 1
19
+ · · ·
Serie de
los impa-
res con el
patrón
+−
−+ Ecuac. (6.2).
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N0 Serie Σ/Descr. Refer.
7
pi√
8
=1 + 1
3
− 1
5
− 1
7
+ 1
9
+ 1
11
− 1
13
− 1
15
+ 1
17
+ 1
19
− · · ·
Serie de
los impa-
res con el
patrón
++
−− Ecuac. (6.3).
8
pi
2
+ log(1 +
√
2)√
8
=1− 1
5
+ 1
9
− 1
13
+ 1
17
− 1
21
+ 1
25
− 1
29
+ 1
33
− 1
37
+ · · ·
Serie
de los
impares
4k + 1
Ecuac.
(6.4).
9
pi
2
− log(1 +√2)√
8
=1
3
− 1
7
+ 1
11
− 1
15
+ 1
19
− 1
23
+ 1
27
− 1
31
+ 1
35
− 1
39
+ · · ·
Serie de
los impa-
res 4k + 3
Ecuac.
(6.5).
10
log(2+
√
3)√
3
=1− 1
5
− 1
7
+ 1
11
+ 1
13
− 1
17
− 1
19
+ 1
23
+ 1
25
− 1
29
− 1
31
+ · · ·
Serie de
coprimos
con 12 con
el patrón
+−−+
Ecuac.
(6.6).
11 pi√
27
= 1− 1
2
+ 1
4
− 1
5
+ 1
7
− 1
8
+ 1
10
− 1
11
+ ··
Serie de
los copri-
mos con 3
Ecuac.
(6.7).
12
2log(ϕ)√
5
=1− 1
2
− 1
3
+ 1
4
+ 1
6
− 1
7
− 1
8
+ 1
9
+ 1
11
− 1
12
− 1
13
+ · · ·
Serie de
coprimos
con 5 con
el patrón
+−−+
Ecuac.
(6.8).
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N0 Serie Refer.
13
∞∑
n=1
1
a2 + n2
=
pi
2a
e2pia + 1
e2pia − 1 −
1
2a2
Sección
2.4.
14
∞∑
k=1
1
n2 + 1
=
pi
2
e2pi + 1
e2pi − 1 −
1
2
Sale de
(13).
15 pi
3
32
= 1− 1
33
+ 1
53
− 1
73
+ 1
93
− 1
113
+ 1
133
− 1
153
+ · · · Sección2.3.
16 5pi
5
1536
= 1− 1
35
+ 1
55
− 1
75
+ 1
95
− 1
115
+ 1
135
− 1
155
+ · · · Sección2.3.
17 61pi
7
45 · 212 = 1−
1
37
+ 1
57
− 1
77
+ 1
97
− 1
117
+ 1
137
− 1
157
+ · · · Sección2.3.
18 0 = 1− 1
2
− 1
3
− 1
5
+ 1
6
− 1
7
+ 1
10
− 1
11
− 1
13
+ 1
14
+ 1
15
− 1
17
+ · · · Ecuac.(1.3).
19
pi
2
= 1+ 1
3
− 1
5
+ 1
7
+ 1
9
+ 1
11
− 1
13
+ 1
15
− 1
17
+ 1
19
+· · ·+ 1
27
− 1
29
+· · · Ecuac.(1.4).
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