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A GAME CHARACTERIZING BAIRE CLASS 1 FUNCTIONS
VIKTOR KISS
Abstract. Duparc introduced a two-player game for a function f between
zero-dimensional Polish spaces in which Player II has a winning strategy iff f
is of Baire class 1. We generalize this result by defining a game for an arbitrary
function f : X → Y between arbitrary Polish spaces such that Player II has a
winning strategy in this game iff f is of Baire class 1. Using the strategy of
Player II, we reprove a result concerning first return recoverable functions.
1. Introduction
A Polish space is a separable, completely metrizable topological space. A func-
tion f : X → Y between Polish spaces X and Y is called Baire class 1 if the inverse
image f−1(U) of an open subset U ⊆ Y is Fσ in X , that is, it is the countable union
of closed sets.
The main focus of this paper are games characterizing classes of functions: these
are two-player games depending on a function f with the property that one of the
players, say Player II has a winning strategy in the game if and only if f belongs
to the specific class. In his Ph.D. Thesis [12], Wadge introduced a game that
characterizes Lipschitz functions, and another one that characterizes continuous
functions, both for self-maps of the Baire space, NN.
The eraser game introduced (essentially) by Duparc [6] characterizes Baire class
1 functions f : NN → NN. Since we wish to generalize this game, we briefly define
it here.
I a0 a1 a2 a3 a4 . . .
II b0 b1 6 b1 6 b0 b
′
0 . . .
In the eraser game, at each step, Player I has to play a natural number. Player
II either plays a natural number, or erases the last natural number that appears on
his board. During the game, Player I builds an element of the Baire space a ∈ NN.
Player II is also required to build an element b = (bn)n∈N ∈ NN, otherwise he loses.
In other words, for every n ∈ N there has to be an index m ∈ N such that the board
of Player II contains at least n natural numbers after the mth step of the game, and
the first n natural numbers on his board are not erased later. For a fixed function
f : NN → NN, Player II wins a run of the eraser game if and only if f(a) = b, where
2010 Mathematics Subject Classification. Primary 26A21; Secondary 03E15, 54H05.
Key words and phrases. Baire class 1 functions, game, determinacy, derivative, first return
recoverability.
The author was partially supported by the National Research, Development and Innovation
Office – NKFIH, grants no. 113047, 104178, 124749, 129211 and 128273, and by the NSF grant
DMS-1455272.
1
2 VIKTOR KISS
a ∈ NN and b ∈ NN again denotes the elements of the Baire space built by Player I
and Player II, respectively.
By a result of Duparc, f : NN → NN is Baire class 1 if and only if Player II has a
winning strategy in the eraser game. Carroy [2] proved that if f is not Baire class
1 then Player I has a winning strategy.
There have been other results for different classes of functions between zero-
dimensional Polish spaces. Andretta [1] proved that the so-called back-track game
characterizes ∆02-measurable functions, Semmes [11] characterized Borel games,
and Nobrega [10] constructed games characterizing Baire class ξ functions for every
countable ordinal ξ. For a more thorough introduction on the subject, and results
concerning piecewise defined functions, see Motto Ros [9].
In this paper we construct a two-player game Gf that can be used to characterize
Baire class 1 functions between arbitrary Polish spaces, generalizing the eraser
game. Let X and Y be Polish spaces, let dX be a compatible, complete metric on
X and let f : X → Y be an arbitrary function. At the nth step of the game, Player
I plays xn, then Player II plays yn,
I x0 x1 x2 . . .
II y0 y1 y2 . . .
with the rules that
(1) xn ∈ X , yn ∈ Y and dX(xn, xn+1) ≤ 2
−n for every n ∈ N.
From the fact that dX is complete, it follows that xn → x for some x ∈ X . Player
II wins a run of the game if and only if (yn) is convergent and yn → f(x). We note
that if X = Y = NN and dX is the metric with dX(x, x
′) = 2−n+1, where n is the
smallest index with x(n) 6= x′(n), then from a winning strategy of Player II in the
eraser game, one can derive a winning strategy for Player II in Gf and vice-versa.
Our main theorem concerning this game is the following.
Theorem 1. If f is of Baire class 1 then Player II has a winning strategy in Gf . If
f is not of Baire class 1 then Player I has a winning strategy in Gf . In particular,
the game Gf is determined.
Remark 2. We note that if we change the rules of the game Gf and leave out the
condition that dX(xn, xn+1) ≤ 2−n and, of course, change the winning condition so
that Player II wins if and only if (xn)n∈N is divergent or yn → f(x) where xn → x,
then Theorem 1 does not remain true. To see this, let f : R → R be defined by
f(0) = 1, f(x) = 0 if x 6= 0. It is easy to see that f is of Baire class 1, but Player I
has a winning strategy in this modified game.
We sketch the proof of this. The construction of the winning strategy of Player
I is similar to the construction in the proof of Theorem 1. Let us fix a sequence
(xn)n∈N with x
n → 0 and x2n = 0, x2n+1 6= 0 for every n ∈ N. Now let Player
I play a sequence x0, x1, . . . with x0 = · · · = xn0 = x
0, xn0+1 = · · · = xn1 = x
1
etc., where at each step he waits until Player II plays an element ynk ∈ (3/4, 5/4)
if k is even, and ynk ∈ (−1/4, 1/4) if k is odd. One can easily check that the
sequence (xn)n∈N is either constant x
k after a while with yn 6→ f(xk), or xn → 0
but |ynk − ynk+1 | ≥ 1/2, hence the sequence (yn)n∈N does not converge.
After proving our main result, we investigate the connection of the above game
and the notion of first return recoverable functions that was introduced by Darji
and Evans [3]. Let X and Y be Polish spaces, and dX be a compatible metric
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on X . By a trajectory, we mean a dense sequence (xn)n ⊆ X . For any s ∈ X ,
let r(B(s, ρ)) denote the first element of the trajectory (xn)n in the open ball
B(s, ρ) = {s′ ∈ X : dX(s, s′) < ρ}. Then the first return route to s, (sn)n is defined
as
s0 = x0,
sn+1 =
{
r(B(s, d(s, sn))) if s 6= sn,
s if s = sn.
A function f : X → Y is said to be first return recoverable if there exists a
trajectory (xn)n such that for any s ∈ X , we have f(sn) → f(s). The definition
basically says that the values of f can be recovered using a simple algorithm,
knowing the values at only countably many points.
Darji and Evans showed that every recoverable function is Baire class 1, and if
X is a compact metric space then the converse also holds, giving a characterization
of Baire class 1 functions. Lecomte [8] found an example of a Baire 1 function
on a Polish ultrametric space which is not recoverable. However, he also showed
that if X is an ultrametric space with the property that every strictly decreasing
sequence in the range of the ultrametric converges to 0, then every Baire 1 function
defined on X is recoverable. Later Duncan and Solecki [5] gave a characterization
of those Polish ultrametric spaces on which every real-valued, Baire class 1 function
is recoverable.
From the result of Lecomte it follows easily that if X is a zero-dimensional Polish
space then one can find a compatible, complete metric d on X such that f : X → Y
(Y Polish) is first return recoverable with respect to d if and only if f is of Baire
class 1. To the best of the author’s knowledge, the analogous problem concerning
an arbitrary Polish space X is still open. Nonetheless, we give an alternate proof of
the result for the zero-dimensional case in Section 3. We use the strategy of Player
II in the above game to extract a suitable trajectory.
2. Proof of Theorem 1
In this section we prove Theorem 1. As we mentioned before, Carroy [2] con-
structs a winning strategy for Player I in the eraser game (if f is not Baire class
1), and using his ideas one can construct a winning strategy for Player I in Gf . We
include a construction anyway to keep the paper self-contained. The main difficulty
is to construct a winning strategy for Player II when f is of Baire class 1. In the
eraser game a strategy is constructed using the fact that a Baire class 1 function
f : NN → NN is always the pointwise limit of a sequence of continuous functions.
However, this is not the case for functions between arbitrary Polish spaces, hence
we need new ideas to complete the proof.
Proof of Theorem 1. Let us fix a compatible, complete metric dY for Y and denote
the oscillation of f restricted to a closed set F ⊆ X at a point x ∈ F by
(2) oscf↾F (x) = inf
U∋x open
sup{dY (f(x1), f(x2)) : x1, x2 ∈ U ∩ F}.
It is easy to check that
(3) oscf↾F (x) = 0⇔ f ↾ F is continuous at x,
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and that oscf↾F is upper semi-continuous, hence for every ε > 0,
(4) {x ∈ F : oscf↾F (x) ≥ ε} is closed.
To prove the first assertion of the theorem, suppose that f is of Baire class 1. We
need to define a winning strategy for Player II, hence a method of coming up with
yn if x0, x1, . . . , xn are already given. Of course, the possible limit point x of the
sequence (xn)n∈N is in the closed ball B(xn, 2
1−n) = {x′ ∈ X : dX(x′, xn) ≤ 21−n}.
The idea of the proof is to pick yn as the image of a point in B(xn, 2
1−n) at which
f behaves “badly”. We note here that for some functions, including the modified
Dirichlet function (that is the function g : R→ R with g(p/q) = 1/q if p and q are
relatively prime and q > 0, and g(x) = 0 if x 6∈ Q or x = 0) it would be sufficient
to pick yn as the image of a point in B(xn, 2
1−n) with the largest oscillation (or
a sufficiently large oscillation), because the function restricted to the set of points
with large oscillation is continuous. However, in the general case the restriction
may not be continuous, and we need to do an iterative construction.
With the help of the set
R = {0} ∪ {1/n : n ∈ N, n > 0}
and the function
(5) of (F ) =
{
max{r ∈ R : ∃x ∈ F (oscf↾F (x) ≥ r)} if F 6= ∅,
0 if F = ∅,
we define a derivative operation on the family of closed subsets of X by
D(F ) =
{
{x ∈ F : oscf↾F (x) ≥ of (F )} if of (F ) > 0,
∅ if of (F ) = 0.
Using (4), D(F ) is closed for every closed set F ⊆ X . Using Baire’s theorem that
a Baire class 1 function has a point of continuity restricted to every non-empty
closed subset (see e.g. [7, Theorem 24.15]), if of (F ) > 0, or equivalently by (3), if
f ↾ F is not continuous then D(F ) ( F . If of (F ) = 0 but F 6= ∅ then we also have
D(F ) = ∅ ( F , hence
(6) F 6= ∅ ⇒ D(F ) ( F.
We also note here that
(7) F ⊆ F ′ ⇒ of (F ) ≤ of (F
′), and
(8) F 6= ∅ ∧D(F ) = ∅ ⇒ of (F ) = 0.
Now we define the iterated derivative of a closed subset F ⊆ X the usual way
for each α < ω1, that is,
D0(F ) = F,
Dα+1(F ) = D(Dα(F )),
Dα(F ) =
⋂
β<α
Dβ(F ) if α is limit.
It can be easily shown by transfinite induction on β that
(9) α < β ⇒ Dα(F ) ⊇ Dβ(F ) for every closet set F ⊆ X .
Using (6) and the fact that strictly decreasing transfinite sequences of closed
subsets of a Polish space are always countable (see e.g. [7, Theorem 6.9]), for every
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closed set F ⊆ X there exists a countable ordinal λ with Dλ(F ) = ∅. Let us denote
the smallest such λ by λ(F ).
The derivative operation will be used to construct the closed sets in the following,
main lemma, where we say that a sequence of closed sets (Fn)n∈N converges to a
point x, if any neighborhood of x contains all, but finitely many of the Fn’s.
Lemma 3. Let (Fn)n∈N be a decreasing sequence of nonempty closed sets converg-
ing to x with of (Fn) → 0. Suppose that the sequence (yn)n∈N ⊆ Y satisfies for
each n ≥ 1 that either yn ∈ f(Fn) or yn = yn−1, with the first possibility occurring
infinitely many times. Then yn → f(x).
Proof. It is clear from the facts that (Fn)n∈N is decreasing sequence of closed sets
with Fn → x that
⋂
n Fn = {x}. Now let ε > 0, ε < 1 be fixed, we need to find
n0 ∈ N with dY (yn, f(x)) ≤ ε for every n ≥ n0. Let n1 ∈ N be large enough so that
of (Fn) < ε/2 for every n ≥ n1. Since x ∈ Fn1 , it easily follows from the definition
of of , (5), that oscf↾Fn1 (x) < ε, hence for small enough δ > 0,
(10) dX(x
′, x) ≤ δ and x′ ∈ Fn1 imply dY (f(x
′), f(x)) < ε.
Now let n0 ≥ n1 be large enough so that
(11) diam(Fn) ≤ δ for every n ≥ n0,
and since yn ∈ f(Fn) for infinitely many n, we can also suppose that
(12) yn0 ∈ f(Fn0).
Let n ≥ n0 be fixed, we need to show that dY (yn, f(x)) < ε. If yn ∈ f(Fn) then
dY (yn, f(x)) < ε using (11), (10) and the fact that n ≥ n1 implies Fn ⊆ Fn1 . If
yn 6∈ f(Fn) then using (12), there exists k < n with k ≥ n0 such that yn = yk ∈
f(Fk). Then, as we already saw, dY (yk, f(x)) < ε, thus the proof of the lemma is
complete. 
During the construction of a winning strategy for Player II, we use the notation
Xαi = D
α(B(xi, 2
1−i)),
λi = λ(X
0
i ) = λ(B(xi, 2
1−i)),
(13)
where, as before, B(xi, 2
1−i) denotes the closed ball {x′ ∈ X : dX(x′, xi) ≤ 21−i}.
Note that using the rules of the game (1) and that xi → x, we have
(14) x ∈ B(xi, 2
1−i) for every i.
For i ≥ 1 let γi denote the smallest ordinal γ < ω1 such that of (X
γ
i ) 6= of (X
γ
i−1) if
such an ordinal exists, and let γi = ω1 otherwise.
Before defining the strategy for Player II, we collect a couple of simple properties
of the sets Xαn that we will use in our proof. Let diam(H) denote the diameter of
the set H ⊆ X , that is, diam(H) = sup{dX(x
′, x′′) : x′, x′′ ∈ H}.
Claim 4. (i) ∀n
(
α < β ⇒ Xαn ⊇ X
β
n
)
,
(ii) ∀n ∀α
(
diam(Xαn ) ≤ 2
2−n
)
,
(iii) ∀n ≥ 1 ∀α ≤ γn
(
α < ω1 ⇒ Xαn ⊆ X
α
n−1
)
,
(iv) ∀n ≥ 1
(
γn < ω1 ⇒ of (X
γn
n ) < of (X
γn
n−1)
)
.
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Proof. (i) is the application of (9) with F = X0n.
To see (ii), note that Xαn ⊆ X
0
n for every α < ω1 using (i), hence diam(X
α
n ) ≤
diam(X0n) = diam(B(xn, 2
1−n)) ≤ 22−n.
We prove (iii) by transfinite induction on α. It holds for α = 0, since X0n−1 =
B(xn−1, 2
2−n) ⊇ B(xn, 21−n) = X0n, using that dX(xn−1, xn) ≤ 2
1−n by (1). It
is clear for a limit α that if Xβn ⊆ X
β
n−1 for every β < α then X
α
n ⊆ X
α
n−1. It
remains to show that if Xαn ⊆ X
α
n−1 and α + 1 ≤ γn then X
α+1
n ⊆ X
α+1
n−1 . From
α + 1 ≤ γn it follows that of (Xαn ) = of (X
α
n−1). If of (X
α
n ) = of (X
α
n−1) = 0 then
Xα+1n = X
α+1
n−1 = ∅. Otherwise, X
α+1
n = {x ∈ X
α
n : oscf↾Xαn (x) ≥ of (X
α
n )} ⊆ {x ∈
Xαn : oscf↾Xαn−1(x) ≥ of (X
α
n )} ⊆ {x ∈ X
α
n−1 : oscf↾Xαn−1(x) ≥ of (X
α
n )} = X
α+1
n−1
using twice the inductive assumption Xαn ⊆ X
α
n−1 and also the fact that F ⊆ F
′
implies oscf↾F (x
′) ≤ oscf↾F ′(x′) for every x′ ∈ F .
To see (iv), note that Xγnn ⊆ X
γn
n−1 by (iii), hence of (X
γn
n ) ≤ of (X
γn
n−1) by (7),
and by the definition of γn we have of (X
γn
n ) 6= of (X
γn
n−1) yielding (iv). 
Now we define the strategy for Player II, that is, we define yn ∈ Y , given
x0, . . . , xn and y0, . . . , yn−1.
Case (a): λn = α+ 1 is successor. In this case let yn ∈ f(X
α
n ) be arbitrary.
Case (b): λn is limit and γn < λn. In this case let yn ∈ f(Xγnn ) be arbitrary.
Case (c): λn is limit and γn ≥ λn. Then let yn ∈ Y be arbitrary if n = 0, and let
yn = yn−1 otherwise.
This concludes the definition of the strategy for Player II.
Remark 5. We insert here a remark to help us in the proof of Theorem 9. Suppose
(X, dX) happens to be an ultrametric space. It is well-known that in this case closed
balls of radius r form a partition of X for any r > 0. Hence for each n, there are
only countably many closed balls of the form B(xn, 2
1−n), and each sits inside a
unique closed ball of the form B(xn−1, 2
2−n). Hence, given n and a closed ball of
the form B(xn, 2
1−n), we can calculate λn and γn without knowing xn or xn−1.
Thus, we can also calculate the move yn of Player II. In Case (a) and Case (b) we
can even choose for every n and every ball B = B(xn, 2
1−n) some element xB,n ∈ B
such that Player II respects the strategy by playing yn = f(xB,n).
We divide the proof of the correctness of the strategy into multiple cases.
Case (1): for infinitely many n, γn < ω1. Let
(15) γ = min{η : {n ∈ N : γn ≤ η} is infinite}.
Since we are in Case (1), γ < ω1.
Case (1a): γn ≥ γ for all, but finitely many n. Considering the assumptions of
Case (1) and Case (1a), it is easy to see that there exists m ∈ N so that
(16) γm = γ, γn ≥ γ for every n ≥ m and γn = γ for infinitely many n.
Now we use Lemma 3, with Xγm+n in place of Fn and ym+n in place of yn. We
need to check that the conditions of the lemma hold to complete Case (1a). It
is easy to see that Xγm+n → x as n → ∞, using (13) and (14). One can show
by induction using (iii) of Claim 4 that Xγj ⊆ X
γ
i for every i, j ≥ m with i ≤ j,
hence (Xγm+n)n∈N is decreasing. Using this observation and (7) it follows that
of (X
γ
j ) ≤ of (X
γ
i ) for every i, j ≥ m with i ≤ j. Since γn = γ for infinitely many n
by (16), of (X
γ
m+n+1) < of (X
γ
m+n) for infinitely many n, hence
(17) of (X
γ
n) > 0 for every n ≥ m and of (X
γ
n)→ 0.
A GAME CHARACTERIZING BAIRE CLASS 1 FUNCTIONS 7
It also follows that Xγm+n 6= ∅. Thus the conditions of Lemma 3 concerning only
(Xγm+n)n∈N hold.
It remains to check that the conditions concerning (ym+n)n∈N also hold. Using
(17), γ < λn for all n ≥ m, hence γn < λn for infinitely many n by (16). It follows
that ym+n is chosen according to Case (a) or Case (b) for infinitely many n. Since
γ < λn and γ ≤ γn for all n ≥ m, ym+n ∈ f(X
γ
m+n) = f(Fn) in both cases. If
ym+n is chosen according to Case (c) then ym+n = ym+n−1, hence the conditions
of Lemma 3 hold, the strategy is winning for Player II in Case (1a).
Case (1b): γn < γ for infinitely many n.
Claim 6. There exists a strictly increasing sequence (nk)k∈N such that γnk → γ
and γn > γnk for every n > nk. In particular, the sequence (γnk)k∈N is also strictly
increasing.
Proof. Let n be arbitrary with γn < γ, and let n0 = max{m ≥ n : γm ≤ γn}. The
maximum exists using the fact that γn < γ and the definition of γ (15). Now let
n > n0 be arbitrary with γn < γ and let n1 = max{m ≥ n : γm ≤ γn}. Iterating
this construction we get a strictly increasing sequence (nk)k∈N with the properties
that γnk < γ and γn > γnk if n > nk. Then sup{γnk : k ∈ N} ≤ γ, and using (15)
again, one can easily see that γnk → γ. 
Now we fix such a sequence (nk)k∈N and use Lemma 3 again, with yn0+n in place
of yn, and for n ∈ N taking the unique k ∈ N with nk ≤ n0+n < nk+1 we useX
γn
k
n0+n
in place of Fn. It is easy to check that we defined the set Fn for every n ∈ N. We now
check that the conditions of Lemma 3 hold. It is clear that Fn → x. To prove that
(Fn)n∈N is a decreasing sequence, let n ∈ N, we need to show that Fn+1 ⊆ Fn. Let
k ∈ N be the unique natural number with nk ≤ n0+n < nk+1. If n0+n+1 < nk+1
then Fn+1 = X
γn
k
n0+n+1
, showing that Fn+1 = X
γn
k
n0+n+1
⊆ X
γn
k
n0+n = Fn using that
γn0+n+1 > γnk provided by Claim 6, and (iii) of Claim 4. If n0+n+1 = nk+1 then
Fn+1 = X
γn
k+1
nk+1 ⊆ X
γn
k+1
nk+1−1
= X
γn
k+1
n0+n ⊆ X
γn
k
n0+n = Fn using (iii) and (i) of Claim 4.
Now we show that of (Fn)→ 0. Since (Fn)n∈N is decreasing, it is enough to show
that of (Fnk−n0)→ 0 by (7). For every k ∈ N one can easily show by induction that
of (Fnk−n0) = of (X
γn
k
nk ) = of (X
γn
k
nk+1−1
), using the properties of (nk)k∈N provided
by Claim 6 and (iii) of Claim 4. Thus, of (Fnk−n0) = of (X
γn
k
nk ) = of (X
γn
k
nk+1−1
) ≥
of (X
γn
k+1
nk+1−1
) > of (X
γn
k+1
nk+1 ) = of (Fnk+1−n0), using (i) and (iii) of Claim 4. Hence,
using also that the range of of is R by (5), of (Fnk−n0) → 0 as k → ∞, thus
of (Fn)→ 0. Moreover, we also see that
(18) of (Fn) > 0 for every n,
using again that (Fn)n∈N is decreasing and (7), hence clearly Fn 6= ∅ for every
n ∈ N.
It remains to show that yn0+n satisfies the conditions of Lemma 3. Let n be
fixed and let k be the unique natural number with nk ≤ n0 + n < nk+1. Since
γn0+n ≥ γnk , if yn0+n was chosen according to Case (a) or Case (b) then yn0+n ∈
f(X
γn
k
n0+n) = f(Fn), using again that X
γn
k
n0+n = Fn 6= ∅. If yn0+n was chosen
according to Case (c) and n ≥ 1 then yn0+n = yn0+n−1. Thus the conditions of
Lemma 3 are satisfied, hence yn → f(x).
Note that Case (1a) and Case (1b) covers all subcases of Case (1), hence it
remains to show that yn → f(x) even in the following case.
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Case (2): γn = ω1 for all, but finitely many n. Let m ∈ N be large enough so that
(19) γn = ω1 for every n ≥ m.
From this fact using also (i) and (iii) of Claim 4 one can easily show first by induction
on j and then on β that
(20) m ≤ i ≤ j, α ≤ β ⇒ Xαi ⊇ X
β
j .
It follows easily that if m ≤ i ≤ j then λi ≥ λj , hence, using that the ordinal
numbers are well-ordered there exists λ < ω1 and M ≥ m such that
(21) n ≥M ⇒ λn = λ.
Claim 7. λ is successor.
Proof. We first show that x ∈ Xαn for every n ≥M and α < λ. Let α < λ be fixed.
Using (20) and the fact that diam(Xαn ) ≤ diam(X
0
n) = diam(B(xn, 2
1−n)) ≤ 22−n,
(Xαn )n≥M is a decreasing sequence of closed sets with diam(X
α
n ) → 0. They are
nonempty using (21) and that α < λ, hence, there is a unique xα ∈ X with {xα} =⋂
n≥M X
α
n . Using again the fact that X
α
n ⊆ X
0
n = B(xn, 2
1−n), dX(x
α, x) ≤ 22−n
for every n ∈ N, hence x = xα.
Now the Claim follows, as for any n ≥ M , if λ is limit then ∅ = Xλnn = X
λ
n =⋂
α<λX
α
n ⊇ {x} 6= ∅, a contradiction. 
Let λ = α+ 1, hence
(22) λn = λ = α+ 1 for every n ≥M.
We use Lemma 3 again to prove that yn → f(x) with XαM+n in place of Fn and
yM+n in place of yn. We first check that the conditions of the lemma hold. (20) and
the fact that M ≥ m shows that (Fn)n∈N = (XαM+n)n∈N is a decreasing sequence
of closed sets. (22) implies that each Fn is non-empty. Since D(X
α
n ) = X
λ
n = ∅,
of (X
α
n ) = 0 by (8). The fact that Fn → x follows easily from from the construction.
It is clear that each yM+n was chosen according to Case (a), hence yM+n ∈
f(XαM+n) = f(Fn), showing that the conditions of Lemma 3 are satisfied. The
conclusion of the lemma ensures that yn → f(x), completing the analysis of Case
(2). Thus, the proof of the first assertion of the theorem is complete.
Remark 8. Note that in both cases, infinitely many of the points yn was chosen
according to Case (a) or Case (b).
It remains to show that if f is not of Baire class 1, then Player I has a winning
strategy. We use Baire’s theorem again, that states that a function is of Baire class
1 if and only if it has a point of continuity restricted to every non-empty closed set
(see e.g. [7, Theorem 24.15]). Hence, there is a non-empty closed set F ⊆ X such
that f ↾ F is not continuous at any point of F . Then oscf↾F (x) > 0 for every x ∈ F
by (3), hence F =
⋃
n Fn, where
Fn =
⋃
n
{
x ∈ F : oscf↾F (x) ≥
1
n
}
.
Using (4), Fn is closed for every n. Baire’s category theorem implies that there
exists n ∈ N such that Fn is dense in an open portion of F . Let us fix such an n,
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then using that Fn is closed, there exists U ⊆ X open with ∅ 6= U∩F = U∩Fn ⊆ Fn.
Let C be the closure of U ∩ Fn and let ε =
1
n
. Then C ⊆ Fn. We first show that
(23) oscf↾C(x) ≥ ε for every x ∈ C.
Indeed, if x ∈ U ∩Fn then one can easily see that the oscillation of x is independent
of the values of f outside U , hence oscf↾C(x) = oscf↾U∩Fn(x) = oscf↾U∩F (x) =
oscf↾F (x) ≥ ε using that U ∩ F = U ∩ Fn and that ε =
1
n
. Now using that
{x ∈ C : oscf↾C ≥ ε} is closed by (4), it necessarily contains C, showing (23).
Now we construct a strategy for Player I. Let Player I play an arbitrary element
x0 = x
0 ∈ C. Then Player I plays x0 = x1 = · · · = x0 until Player II first
plays an elements yn ∈ B(f(x
0), ε/7), where B(f(x0), ε/7) denotes the open ball
{y ∈ Y : dY (y, f(x0)) < ε/7)}. So let n0 be the smallest natural number with
yn0 ∈ B(f(x
0), ε/7), if such a number exists. If no such number exists then Player
I plays xn = x
0 at every step of the game and Player II plays a sequence (yn)n∈N
with yn 6→ f(x). So we can suppose that at some point, Player II plays yn0 ∈
B(f(x0), ε/4). Then Player I responds with xn0+1 = x
1 ∈ B(x0, 2−n0) ∩ C and
dY (f(x
1), f(x0)) ≥ ε · 37 . Such an element x
1 exists using (23) and the definition of
the oscillation, (2).
Now let Player I play x1 until Player II plays elements outside of the ball
B(f(x1), ε/7). So let n1 be the smallest natural number with yn1 ∈ B(f(x
1), ε/7), if
such a number exists. If no such number exists then Player I plays x1 indefinitely,
with Player II playing a sequence yn with yn 6→ f(x1). Hence, we can suppose
that such an index n1 exists. Then we note that from dY (f(x
1), f(x0)) ≥ ε · 37 ,
yn0 ∈ B(f(x
0), ε/7) and yn1 ∈ B(f(x
1), ε/7) it follows that dY (yn0 , yn1) ≥ ε/7.
Now we pick x2 = xn1+1 with x
2 ∈ B(x1, 2−n1) ∩ C and dY (f(x2), f(x1)) ≥ ε ·
3
7 .
Again, the existence of such x2 is ensured by (23). Iterating the construction, either
at some point k, when Player I plays xk = xnk−1+1 = xnk−1+2 . . . Player II plays
elements ynk−1+1, ynk−1+2, · · · 6∈ B(f(x
k), ε/7) and loses, or an infinite sequence
(nk)k∈N is constructed with dY (ynk , ynk+1) ≥ ε/7 for every k ∈ N, meaning that
Player II loses in this case also, finishing the proof of the second assertion of the
theorem. Thus, the proof of the theorem is complete. 
3. First return recoverable functions
In this section we reprove the following theorem from the theory of first return
recoverable functions, that also follows from a result of Lecomte [8, Theorem 8].
Theorem 9. Let X be a zero-dimensional Polish space. Then there is a compatible,
complete metric dX on X with the following property: Every Baire class 1 function
f : X → Y , Y a Polish space, is first return recoverable.
Proof. Let dX be a compatible, complete metric on X such that the range of dX
is contained in {21−n : n ∈ N} ∪ {0}. Such a metric can be obtained using the
fact that X is homeomorphic to a closed subspace of the Baire space (see e.g. [7,
Theorem 7.8]).
To show that dX works, let f : X → Y be a Baire class 1 function, where Y is
an arbitrary Polish space. Player II has a winning strategy in the game Gf using
Theorem 1. Using the strategy, the fact that (X, dX) is an ultrametric space and
Remark 5, we pick a point xB,n ∈ B for every n ∈ N and closed ball B of radius
21−n in two steps. Let n ∈ N and a closed ball B = B(xn, 2
1−n) of radius 21−n be
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given, and suppose that the strategy of Player II, as given in the proof of Theorem
1, defines its move for the nth step, after I played xn, according to Case (a) or Case
(b). Note that by Remark 5 this depends only on n and B, and in these two cases,
we can pick xB,n ∈ B such that playing f(xB,n) respects the winning strategy of
II. If n = 0 and B = X , we pick an arbitrary point xX,0 if we have not done so
already. The points picked so far will be referred to as originally picked.
If for some n and B we have not picked a point xB,n already, we do so in
the following way. Let dY be a compatible metric for Y . Let m < n be the
largest so that if B′ is unique closed ball of radius 21−m containing B then a
point xB′,m was picked originally. Now, if xB′,m ∈ B then we let xB,n = xB′,m,
otherwise we choose an arbitrary point xB,n ∈ B such that dY (f(xB′,m), f(xB,n)) <
1
n
+ inf{dY (f(xB′,m), f(x
′)) : x′ ∈ B}.
As pointed out in Remark 5, this way we picked only countably many points.
Let us order these in a sequence (xn)n in a way that if xi corresponds to xB,n and
xj corresponds to xB′,n′ with B ⊆ B′ and n > n′ then i > j.
It is clear that (xn)n is dense in X . To prove that this trajectory witnesses that
f is first return recoverable, let s ∈ X be arbitrary. Using the notation of the
Introduction, we need to show that f(sn) → f(s). It is clear, using the ordering
of the trajectory and the fact that the range of dX is {21−n : n ≥ 0} ∪ {0}, that
{sn : n ∈ N} = {xB(s,21−n),n : n ∈ N}.
Let nk be the sequence that lists (in a strictly increasing order) the set {n : sn
was originally picked}. It follows from Remark 8 that for infinitely many n the
point sn was originally picked, hence nk is an infinite sequence. Moreover, since
the strategy for Player II is winning, f(snk) → f(s). Let ε > 0 be fixed, and let
N be large enough so that dY (f(snk), f(s)) < ε if nk ≥ N , and we also suppose
that N = nk for some k. Now let n > N be arbitrary towards showing that
dY (f(sn), f(s)) <
1
n
+ 2ε. If sn was originally picked then we are done, so let us
suppose otherwise and choose k so that N ≤ nk < n < nk+1, and choose B, ℓ so
that xB,ℓ = sn. Then dY (f(sn), f(s)) ≤ dY (f(sn), f(snk)) + dY (f(snk), f(s)) ≤
1
n
+ dY (f(snk), f(s))+ dY (f(snk), f(s)) <
1
n
+2ε, using the fact that s, sn ∈ B and
our strategy to pick the point xB,ℓ from B. Therefore f(sn)→ f(s), and the proof
is complete. 
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