In this paper, we study numerical approximations of a nonlinear eigenvalue problem and consider applications to a density functional model. We prove the convergence of numerical approximations. In particular, we establish several upper bounds of approximation errors and report some numerical results of finite element electronic structure calculations that support our theory.
Introduction
In this paper, we study numerical approximations of the following nonlinear eigenvalue problem: Find φ ∈ H 1 0 (Ω) and µ ∈ R such that
where Z ∈ N, α ∈ (0, ∞), V : Ω → R is a given function, N maps a nonnegative function over Ω to some function defined on Ω ⊂ R 3 . We see that many mathematical models for micro-structures of matter are nonlinear eigenvalue problems as the type of (1.1). For instance, the Gross-Pitaevskii equation (GPE) describing BoseEinstein condensates (BEC) [7, 23, 29, 54] , the Schrödinger-Newton equation for quantum state reduction [30, 39, 43] , the Thomas-Fermi-von Weizsäcker (TFW), and Wang-Teter (WT) type orbital-free model used for electronic structure calculations [16, 19, 33, 51, 52, 53] .
Mathematically, we may divide the nonlinear term N into local and nonlocal parts as follows (see, e.g., [11, 16, 19, 30, 33, 39, 43, 52, 53] ):
where ρ = φ 2 , N 1 : R → R is a given function dominated by some polynomial, and N 2 is represented by a convolution integration
for some given function K and q ∈ R. Thus the associated energy functional is expressed by
under the normalization constraint Ω |φ| 2 = Z, where E : R → R is associated with N 1 :
( 1.4) Note that the ground state solutions of such a problem can be obtained either by directly solving nonlinear eigenvalue equation (1.1) or by minimizing the energy functional (1.3).
The main difficulties for numerical approximations of the ground state solutions include:
• The associate energy functional is not convex with respect to ρ.
The existence of a minimizer of (1.3) is known for the models under appropriate physically relevant conditions [33, 34, 35] . In contrast, nothing is known about the uniqueness of a solution of density ρ = φ 2 or equivalently φ ≥ 0, which will bring serious difficulty for numerical analysis. The major reason is that for most of the models of practical interest, the associated total energy functional (1.3) is nonconvex with respect to density ρ, for instance, the exchange-correction effect in the TFW type model and the gravitational potential energy in the Schrödinger-Newton equation. As a result, we need to apply some sophisticated arguments to deal with the nonconvex effects when we carry out the numerical analysis.
• Nonlinear terms occur in the problem.
Due to the existing of the nonlinear terms, there are several difficulties in obtaining convergence and a priori error estimate of the numerical approximate solutions. In particular, the nonlocal convolution integration part will induce many troubles for numerical analysis. Indeed, a completely different approach from that in the literature (see, e.g., [5, 6, 18] ), where linear eigenvalue problems were studied thoroughly, must be introduced to handel the nonlinearity.
• Efficient numerical algorithms for solving nonlinear eigenvalue problems are lacked.
Special numerical strategies for solving nonlinear problem (1.1) should be carefully chosen or designed. Since (1.1) is nonlinear, for instance, we need to linearize and solve it iteratively. Unfortunately, the iterations often exhibit chaotic phenomena and are not so easy to converge (c.f. [11, 12, 32] ). In our electronic structure calculations, we use both self-consistent field (SCF) iteration [38] with Pulay's mixing [44] and direct minimization by conjugate gradient method [31] to obtain the ground state solutions.
The purpose of this paper is to investigate numerical approximations for the ground state solution of (1.1) or equivalently the associated energy minimization. We will study the Galerkin discretization, which should be a natural approximation approach to solving (1.1), and this gives a mathematical justification of the associated method of minimizing energy directly, too. More precisely, we will derive the convergence and error bounds of the numerical approximations for the ground state solution of (1.1), where the associated energy functional is nonconvex. We shall mention that when the ground state solution is unique (up to sign), some convergence analysis and upper error bounds of finite dimensional approximations for the nonlinear eigenvalue problems resulting from BEC and the standard TFW model are presented in [54] and [55] respectively. We see also a convergence analysis of energy approximations for a TFW type model in [27] .
To illustrate the convergence and accuracy of the numerical approximations of (1.1), we shall simulate several molecular systems using some orbital-free model which is a potential approach for large scale electronic structure calculations. In traditional numerical simulation, the basis functions used for discretization are plane waves [38] or typically Gaussian approximations of the eigenfunctions of a hydrogen-like operator [11] . The former is very well adapted to solid state calculations and the latter is incredibly efficient for calculations of molecular systems. However, there are several disadvantages and limitations involved in such methods. For instance, the boundary condition does not correspond to that of an actual system; the extensive global communications in dealing with plane waves reduce the efficiency of massive parallelization, which is necessary for complex systems; and the generation of large supercell is needed for non-periodic system, which certainly increases the computational cost. In this paper, we will carry out the electronic structure calculation based on the finite element discretization [4, 11, 19, 40, 41, 49, 50] . The finite element method uses local piecewise polynomials basis functions, which does not involve the problems mentioned above and has various advantages. Although it uses much more degrees of freedoms than that of the traditional methods, the strictly local basis functions produce well structured sparse Hamiltonian matrices; the arbitrary boundary conditions can be easily incorporated; more importantly, it is relatively straightforward to implement adaptive refinement techniques for describing regions around nuclei or chemical bonds where the electron density varies rapidly, while treating the other zones with a coarser description, by which the computational accuracy and efficiency can be well controlled. In this paper, we will also demonstrate our theoretical results and the finite element approach efficiency by simulating several typical molecular systems.
The remainder of this paper is arranged as follows: In the coming section, we give some preliminaries concerning nonlinear analysis. In Section 3, we investigate numerical approximations to the nonlinear eigenvalue problem and present both convergence and upper error bounds of the finite dimensional approximations. We report several numerical applications of electronic structure calculations based on finite element discretizations in Section 4, which support our theory. Finally, we provide some concluding remarks.
Preliminaries
In this paper, we will consider the case that Ω ⊂ R 3 is a bounded domain having a cone property [1] .
1
We shall use the standard notation for Sobolev spaces W s,q (Ω) (s ≥ 0) and their associated norms and seminorms, see, e.g., [1, 20] . For q = 2, we denote (Ω), will also be used. Throughout this paper, we shall use C to denote a generic positive constant which may stand for different values at its different occurrence and is independent of finite dimensional subspaces.
The following assumptions on (1.1) are used in our analysis:
(ii) N 1 (t) ∈ P ol(p 1 , (c 1 , c 2 )) for some p 1 ∈ [0, 2), where P ol(p, (c 1 , c 2 )) denotes a class of functions that satisfy some growth condition:
(iv) N 2 belongs to one of the following two categories:
In particular, we need K ∈ L 2 (Ω) in this paper, whereΩ = {x − y : x, y ∈ Ω}.
We shall mention that these assumptions are satisfied by many typical physical models (see, e.g., [11, 16, 19, 30, 33, 39, 43, 52, 53] ).
Functional analysis
The ground state solution of (1.1) can be obtained by minimizing the associated energy (1.3) in the admissible class
Then the last term of (1.3) can be rewritten as 1 2q
Note that the most widely used kernel is K(x) = ±1/|x|. For convenience, we will denote
where
Consequently, energy functional (1.3) can be represented by
where E(φ) corresponding to N 1 is the polynomial-integration based term and the last term associated with N 2 is a convolution based functional. The existence of a minimizer of (2.1) may be obtained under certain assumptions (c.f., e.g., Proposition 3.1) by the similar arguments to that in the proof of Theorem 3.1 of this paper. In general, however, the uniqueness of the nonnegative ground state solution is unknown, the main reason of which is that energy functional (2.2) is nonconvex with respect to electron density ρ for almost all molecular models of practical interest. As a result, we need to introduce the set of the ground state solutions of (2.1):
Then, we will give some basic analysis of the nonlinear terms in the energy functional which will be used in the convergence analysis and a priori error upper bound estimations.
Proof. Since 2 < 6/(3 − p) < 6 when p ∈ (0, 2), we derive from the Hölder inequality and the Sobolev inequality that
For p ∈ [2, 4), we choose q = 6/p ∈ (3/2, 3] and q satisfying 1/q+1/q = 1. Then we have q ∈ [3/2, 3) and
where the Hölder inequality is used. Note that
we have the following estimation
from the Sobolev inequality and Minkowski's inequality. This completes the proof.
Some weak continuity of D K (·, ·) can be derived from the following lemma:
Proof.
. We have that for q ∈ (1/2, 3/2), {φ
. Consequently, we obtain from the Cauchy-Schwarz inequality that
n − φ 2q ) and Young's inequality, we get
which together with (2.4) leads to
Therefore, combining (2.5), (2.6) and identity
we complete the proof.
The following lemma will be used to obtain the coercivity of the energy functional.
Lemma 2.3 If the nonlocal term N 2 satisfies assumption (iv), then there holds
Proof. When nonlocal term N 2 belongs to C1, we have (see, e.g., Proposition 1 of [48] ):
For a general kernel K ∈ L 2 (Ω) that N 2 satisfies C2, by the Cauchy-Schwarz inequality and Young's inequality, we have
Note that φ 2q 0,1,Ω ≤ C|Ω| 1−q holds by the Höder inequality and constraint φ 2 0,Ω = Z. Then using the fact that 2 < 1/(1 − q) ≤ 6 for q ∈ (1/2, 5/6], we obtain
, where the Höder inequality and Sobolev inequality are used. This complete the proof.
Weak form
Nonlinear eigenvalue problem (1.1) can be viewed as an Euler-Lagrange equation associated with the minimization problem (2.1), and the lowest eigenvalue µ can be computed from the ground state solution φ by
Remark 2.1 If φ is a ground state solution, then it is known that the corresponding eigenvalue µ is the lowest eigenvalue of the linear operator
.g., [13, 46] ). For some special form of (1.1), it has been proved by Lions [35] (2.1) [11] . However, for the sake of convenience, we will make the assumption throughout this paper that the eigenvalue corresponding to the ground state solution is the lowest one, which is most often supposed to be held for the numerical purpose so that one can calculate the ground state solution by solving (1.1) with the lowest eigenvalue µ.
that µ is also necessarily the lowest eigenvalue of the nonlinear equation, but it is still open whether it is true for a general case. On the other hand, it is not known whether any solution to (1.1) is conversely a minimizer to
The weak form of (1.1) is as follows:
Associated with eigenpairs (φ, µ) that satisfies (2.8), we have a useful identity that will be employed to get the error bounds (c.f., e.g., [54, 55] ).
Proof. We may rewrite (2.8) as
which is nothing but (2.9). This completes the proof.
Numerical approximations
For the sake of generality, we will not concentrate on any specific approximation, rather we shall study approximations in a class of finite dimensional subspaces
and
Assumptions (3.1) and (3.2) are apparently very mild and satisfied by most finite dimensional subspaces used in practice. For instance, spaces spanned by plane-wave bases [15] , spaces spanned by atomcentered functions, e.g., Gaussian functions or Slater-type orbitals or local atomic orbitals [11] , and piecewise polynomial finite element spaces [20] . As a result, we may investigate all these kinds of finite dimensional approximation approaches in computational either physics or quantum chemistry in a unified framework.
It is seen that ∀ n ≥ 1, any minimizer
with the lowest eigenvalue µ n satisfying
We can obtain the existence of a minimizer φ n of E(φ) in X n ∩ A under certain assumptions (c.f. Proposition 3.1) by similar arguments to that in the proof of Theorem 3.1 of this paper. However, we are not able to get any result concerning the uniqueness of solution of (3.3). Similarly we need to introduce Φ n , the set of ground state solutions of finite dimensional problems:
Thus, Φ n is an approximation to Φ.
Our analysis for numerical approximations to the ground state solutions will be carried out under the distances between two sets M and N defined as follows:
(Ω) and 1 ≤ p ≤ 6. The convergence result we want to derive is lim n→∞ D H 1 (Φ n , Φ) = 0, which means that any of the numerical solutions is an approximation to some exact one.
In the following section, we shall study the convergence and upper error bounds for the approximations to the ground state solutions.
Convergence
To analyze the convergence of numerical approximations, we need to investigate the lower bound of energy functional (2.2). ( c 1 , c 2 ) ). If either of the following conditions holds,
Proposition 3.1 Assume that (i), (ii) and (iv) are satisfied, and E(s) ∈ P ol(p,
then there exist constants C > 0 and b > 0 such that
Proof. Since V ∈ L 2 (Ω), we can derive from the Hölder inequality and the Sobolev inequality that for any constant δ > 0, there holds c 2 ) ) and ψ ∈ A, then there exists constants b and b such that
for any δ > 0. Thus combining the inequalities above, we obtain that for the first two cases, there exist constants C > 0 and b > 0 such that (3.7) is true. Since (3.6) implies that
there exists a constant θ > 0 such that
Therefore, if c 1 ∈ (−∞, 0), p > 1, and (3.6) is satisfied, then (3.6) was first appeared in [10] .
As a consequence, we obtain that E(φ) is bounded below over A and sup φn∈Φn,n≥1
under the assumptions of Proposition 3.1. To prove the convergence of the numerical approximations, we shall also need the lower semi-continuity of the energy functional in the weak topology of A.
Proposition 3.2 Assume that (i), (ii) and (iv) are satisfied, and {ψ
Proof. Obviously the first term of (2.2)
is convex and hence is lower semi-continuous in the weak topology of
Since ψ n converge weakly to ψ in
) by Sobolev's imbedding theorem. Using assumptions (i) and (ii), we can obtain that
Note that Lemma 2.2 implies that the last term of (2.2) is weakly continuous in A:
Therefore it follows from (3.9) to (3.12) that
This completes the proof. 
14)
where 
Hence it is now only necessary for us to prove that φ 0 ∈ Φ and
From (3.15) and Proposition 3.2, we have
Since (3.1) implies that {φ n k j } is a minimizing sequence for E(ψ) and the imbedding theorem shows that
, which together with (3.18) leads to 
Upper error bounds
We shall first introduce the following lemma which will be used in our analysis.
Lemma 3.1 If the assumptions of Proposition 3.1 is satisfied
Proof. Note that Proposition 3.1 implies that Φ is bounded in H 1 0 (Ω). Using the imbedding theorem and the fact that Φ is a closed set in H 1 0 (Ω), we get the conclusion. In our analysis, we also need the following result, which is the so-called Uncertainty Principle Lemma (see, e.g., [45] ).
Lemma 3.2 There holds
Ω w 2 (x) |x| 2 dx ≤ C Ω |∇w(x)| 2 dx ∀ w ∈ H 1 0 (Ω).
Now we are ready to present and analyze some upper error bounds for the numerical approximations in the case of D
K (φ 2q , φ 2q ) = D H (φ 2 , φ 2 ).
Theorem 3.2 If the assumptions of Proposition 3.1 and (i)-(iii) are satisfied, and nonlocal term N 2 belongs to C1, then
D H 1 (Φ n , Φ) ≤ C (D L σ (Φ n , Φ) + D H 1 (Φ, X n )) , (3.20) | E n − E |≤ C D L σ (Φ n , Φ) + D 2 H 1 (Φ, X n ) ,(3.
21)
where σ = 6/(3 − 2p 2 ), E = E(φ)(φ ∈ Φ), and E n = E(φ n )(φ n ∈ Φ n ). Furthermore, if µ is the lowest eigenvalue of (2.8) and µ n is the lowest eigenvalue of (3.4) , then
Proof. We divide the proof into four steps. First, we establish some estimations for both N 1 and N 2 . Let φ n ∈ Φ n (n = 1, 2, · · · ) and φ ∈ Φ. Since there exists δ n ∈ [0, 1] such that
Note that (3.8) implies
it follows from assumptions (ii), (iii) and Lemma 2.1 that
with some γ ∈ (0, 1]. Using the Hölder inequality and Lemma 3.2, we get
Hence, for any ψ ∈ X n , we have from (3.8) that
It then turns out that
can be derived from identity
Second, we shall estimate φ n − φ 1,Ω from (3.23), (3.25) and identity (3.26) for which (2.8) and (3.4) are applied. Using the similar arguments to that in the proof of Lemma 2.1, we obtain
when V ∈ L 2 (Ω). Thus combining (3.23), (3.25), (3.26), (3.27) and estimate
for which (3.8) is used, we arrive at
we then conclude from setting ψ = φ n − P n φ in (3.29) that
which together with the triangle inequality
Third, we need an estimation for µ n − µ. By (3.4), it turns out
Hence from Lemma 2.4, it follows
Combining (3.24) and estimate
withw n = φ n +δ n (φ − φ n ) for someδ n ∈ (0, 1), we see by similar arguments that
can be bounded by C φ n − φ 0,σ,Ω , where σ = 6/(3 − 2p 2 ) ∈ [2, 6). Thus, we have
(3.32)
Using (3.30), we get from (3.32) that
Inserting (3.33) into (3.30) gives estimate
By (3.8) and a direct estimation of (3.34), we see that
Taking φ n − φ 0,Ω ≤ C φ n − φ 0,σ,Ω and
into account, we then obtain
which together with (3.32) yields
Finally, we shall derive (3.20) and (3.22) from (3.35) and (3.36) . For a given φ n ∈ Φ n , Lemma 3.1 implies that there exists φ 0 ∈ Φ such that φ n − φ 0 0,σ,Ω = inf φ∈Φ φ n − φ 0,σ,Ω . Hence, we obtain from (3.35) that
(3.37)
Note that (3.37) holds for any φ n ∈ Φ n (n = 1, 2, · · · ), we have
which is nothing but
And
can be obtained from (3.36) similarly. From (3.13), we immediately obtain (3.20) and (3.22) . Using similar arguments as that for (3.24) and (3.31), we obtain that
can be bounded by C φ n − φ 0,σ,Ω , which together with (2.7), (3.5), and (3.36) implies
This completes the proof. The conclusions of Theorem 3.2 can be further improved, for which we need a useful lemma that can be derived by a contradiction argument. p ∈ [1, 6 ) and s > 0, then for any δ > 0, there exists C δ > 0 such that 
Lemma 3.3 If
where s > 0 and 
Further remarks on convergence rate
It is shown in many cases that the convergence rate of finite dimensional approximations under a weaker norm is faster than that under a stronger norm (see, e.g., [5, 6, 18, 56] for linear cases and the numerical results in Section 4 for nonlinear eigenvalue problems). Hence, it may be true that
If statement (3.41) is true, then we get from Theorem 3.2 that
Furthermore, if in addition Ω is a convex bounded domain and X h is the standard piecewise linear finite element space of H 1 0 (Ω) over a shape-regular mesh with size h [20] , then we immediately obtain from (3.42) that
Here Φ h = Φ n and X h = X n when X n in (3.20) is replaced by X h . One sees that the convergence rate
results from the nonlinear term of (1.1). Thus, with an additional assumption, it is possible to get some convergence rate, which is indeed supported by our numerical results (see, e.g., Section 4) and proved in [13, 14] for some convex energy functional model.
Ground state energy calculations
In this section, we report some numerical results of the ground state energies of several typical atomic and molecular systems based on finite element discretizations.
In modeling either atomic or molecular systems, the most common strategy relies on the approximate solutions of Schrödinger equations and the so-called density functional theory (DFT) [38] . In the traditional Kohn-Sham DFT, the computational cost scales like O(N 3 ). However, there is a category of O(N ) method based on the Thomas-Fermi approach, which is called the orbital-free density functional theory (OF-DFT) [16, 19, 33, 51, 52, 53] . The computational cost of the OF model increases linearly with the system size, which thus permits to simulate much larger systems than the Kohn-Sham model. Mathematically, the OF model is usually formulated by (1.1) or (2.1).
We shall solve either the nonlinear eigenvalue equation or the direct minimization problem. The former one involves the self-consistent field (SCF) iteration to deal with the nonlinearity [11, 19] , usually using Broyden or Pulay's charge mixing schemes to ensure the convergence [21, 38, 44] , and the latter one consists in adopting some general optimization techniques, such as conjugate gradient methods and Newton type algorithms [24, 31, 42] . Both of them will be tested in the first two numerical examples to support our theory.
It is noted that the ground state solution φ of the quantum system decays exponentially (see, e.g., [3, 26, 47] ). Consequently, we may choose some bounded domain Ω ⊂ R 3 in solving (1.1). In the first three examples, we will use the standard trilinear finite element space associated with a uniform finite element mesh T hx,hy,hz (Ω) with mesh size h x in x-direction, h y in y-direction and h z in z-direction, respectively. In the numerical results, E h and µ h denote the associated ground state energy and lowest eigenvalue approximations over T h,h,h (Ω), respectively. In the last example, we will carry out adaptive tetrahedral finite element calculations [21, 22, 37] 
Thomas-Fermi-von Weiszäcker model
TFW type orbital-free models, commonly used orbital-free models for electronic structure calculation, are special cases of (1.1). For the TFW type models, there has been a lot of work on the rigorous mathematical analysis (see, e.g., [9, 11, 16, 33, 34, 36, 45, 46] and references cited therein) and numerical computations (see, e.g., [19, 11, 53] and references cited therein). However, the mathematical analysis of the method used typically by chemists is mostly an open problem (c.f. [11, 36] ).
Let Z = N , α = λ/2, where N is the number of the electrons of the system, λ is either determined empirically for getting good atomic energies or obtained by some semiclassical arguments (for example, λ = 1/9 gives the correct second order gradient expansion correction to Thomas-Fermi (TF) functional, and λ = 1/5 has been found empirically which predicts rather accurate atomic ground state energy for a wide range of atoms). Consider the case that V is the electrostatic potential determined by
where k is the number of nuclei, x j and z j are the location and the charge of the jth nucleus respectively; and
and v xc is the exchange-correction potential. There are several expressions of the exchange-correction term such as LDA, GGA, and OEP [38] . The most widely used LDA formula is given by . Then we have a non-dimensionalized version of the TFW type equation:
under normalization constraint φ 2 0,Ω = Z. It is observed that this nonlinear eigenvalue equation satisfies assumption (i)-(iv) and the hypothesis of Proposition 3.1.
First, we consider the calculation for helium atoms. We solve the following nonlinear problem:
by using the finite element discretization, where Ω = (−5.0, 5.0) 3 . The conjugate gradient minimization technique and the SCF iteration algorithm with Pulay's mixing are both used.
It is shown from the left of Figure 4 .1 and Figure 4 .2 that the finite element approximations of energy and eigenvalue converge to the exact solution (the exact total energy of a helium atom may be viewed as -2.90 [17] ). Taking the results on the finest grids using 128 × 128 × 128 elements to be the exact ground state solution, we obtain some convergence rates for the error of energy, eigenvalue, H 1 -norm, and L 2 -norm, which are presented in the right of A single aluminium atom is then simulated by using the GHN pseudopotential [28] . More precisely, we replace V (4.1) by a smooth function V GHN pseu given in [28] and calculate the ground state solution of the following problem: respectively. It is shown by our numerical results that the finite element approximations converge to the exact ground state solution (the exact energy of an aluminium atom may be viewed as -2.28 [24] ).
Taking the results on the finest grids with 128 × 128 × 128 elements to be the exact solutions, we then see the expected convergence rates. 
Wang-Teter type model
A more accurate (but complicated) OF model, which includes a linear response correction term, is formed by Wang and Teter [51, 52, 53] . Wang-Teter model is the special case of (1.1) when we take Z = N , where N is the number of electrons, replace V by a smooth pseudopotential V pseu which acts on the valence electrons, and choose
where β is a constant and K W T is represented in the Fourier space as follows with η = q 2(3π 2 ρ 0 ) 1/3 and ρ 0 the average electron density (ρ 0 = N/|Ω|). In our computation, we take the empirical parameters α = 1/10 and β = 5/3 for illustration of our theoretical results, which are a little different from that in [52] (c.f. [12] ). More precisely, we solve the following nonlinear eigenvalue equation
with normalization constraint φ 2 0,R 3 = N . Note that Garcia-Cervera [24, 25] made an analytical expansion of the kernel
. We observe by a simple calculation that the nonlinear terms in (4.5) satisfy assumptions (i)-(iv) and the hypothesis of Proposition 3.1. It then turns out by our theory that the finite element approximations converge.
Next example is a rather large system. We use the Wang-Teter type model to simulate 365 aluminum atoms with electron number φ 3 . The associated total energy is directly minimized and the convolution based nonlocal energy functionals are computed by FFT (see, e.g., [24] ) on Gauss integration points.
It is shown by Figure 4 .5 that the distribution of electron density ρ = φ 2 is consistent with the structure of the aluminum atom system. And the contour of electron density on the interior slice z = 0 of the aluminium FCC lattice plotted in the left of Figure 4 .6 is consistent with the structure of the aluminum atom system, too. We also present the convergence rate of energy error in the right of Figure  4 .6 by taking the result on the finest grids with 120 × 120 × 120 elements to be the exact solution. These results support that our numerical solutions are approximations to the exact solution with a good convergence rate.
TFW model for large scale molecules
Finally, we consider the aluminum clusters in the FCC lattice consisting of 3×3×3, 4×4×4, 5×5×5 and 6×6×6 unit cells, respectively. The TFW type model and the GHN pseudopotential are used. We directly minimize the total energy associated with the following nonlinear problem: Find (φ, µ) ∈ H where N is the number of electrons and equals 172, 365, 666, and 1099, respectively. We mention that similar numerical simulations were carried out in [27] , where the finite element mesh was fixed by the positions of the nuclei. In contrast, our finite element meshes are generated by adaptive refinements according to the local error estimators [21, 22] . 3 , respectively. The energies are directly minimized and the convolution nonlinear term is obtained by solving a Poisson equation. We calculate these samples by adaptive tetrahedral finite element methods (see, e.g., [21, 22, 37] ). The computations are performed on LSSC-II by using the toolbox PHG.
For each cluster, we plot the energy per atom at different adaptive steps with respect to the increasing numbers of degrees of freedom in the left of Figure 4 .7, which illustrate the convergence of our finite element approximations. Taking the results on the finest grids as the exact solution, we see the convergence rates of the energy from the right of this figure. In Figure 4 .8, we display the contours of electron density on the interior slice z = 0 for each aluminium cluster, from which we see that the electron density distributions are consistent with the structure of the aluminum atom systems. Currently, we do not know whether the adaptive finite element spaces satisfy (3.1) or not, for which we have to develop further numerical analysis. Nevertheless, we still get good results by the adaptive finite element approximations. 
Concluding remarks
In this paper, we studied numerical approximations to a class of nonlinear eigenvalue problems. We obtained some convergence and upper error bounds of the numerical approximations, which provide a mathematical justification of numerical approximations in both solving the Euler-Lagrange equation and directly minimizing the nonconvex energy functional. We also carried out the ground state calculations of several typical atomic and molecular systems based on the density functional model and the finite element discretization that support our theory. We should mention that there exist other numerical experiments in the literature, for instance, that of GPE for Bose-Einstein condensates [2, 7, 8] and Schrödinger-Newton equations for quantum state reduction [30, 39] , which coincide with our theory, too. 
