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Introduction
Microlocal techniques have proven extremely useful for studying singularities of alge-
braic varieties and of constructible sheaves. We present two calculations of a microlo-
cal nature involving algebraic varieties and stratifications. The examples we study
--- toric variety singularities and the stratification of n x n complex matrices by the
rank - were chosen because of their similarity to Schubert varieties, but they are
also interesting in their own right.
There are various settings in which sheaves have been studied microlocally; our
language is derived mainly from stratified Morse theory. If a sheaf S is constructible
with respect to a fixed stratification, then a function f: X -+ C is Morse at x if
the covector df, lies in a smooth part of the conormal variety A C T*X to the
stratification, and Re f is a classical Morse function on the stratum containing x. In
this case the vanishing cycles sheaf OfS has x as an isolated point of the support; the
stalk cohomology groups at x are called the Morse groups. The Euler characteristic of
the Morse groups give the multiplicities of the components of A in the characteristic
variety of the sheaf S.
Our main sheaf theoretic result, given in Chapter 1, shows that in a special sit-
uation - when the sheaf S is conical and the function f is linear -- it is possible
to calculate the Morse groups without using a generic covector. This is useful be-
cause sometimes there are functions whose geometry is more tractable than for Morse
functions.
Toric varieties have provided a setting in which many of the important questions
of algebraic geometry can be computed combinatorially. In this spirit, we present
an algorithm in Chapter 2 for computing the characteristic cycle of torus invariant
sheaves on a toric variety. There is a very nice class of regular functions on a toric
variety, coming from characters of the associated algebraic torus, but these functions
are in general far from being Morse. The results of Chapter 1 allow the Morse invariant
to be extracted from the geometry of these functions.
Perverse sheaves and their analytic counterparts, holonomic D-modules, are par-
ticularly well suited to microlocal techniques. This is because the Morse groups exist
in only one degree and are exact functors with respect to the abelian category struc-
ture on perverse sheaves. They should be thought of as the "stalks" of a perverse
sheaf; they form local systems on the smooth part of the conormal variety to the
stratification. This is the first step in describing perverse sheaves microlocally. i.e. as
local objects on the cotangent bundle T*X, supported on A.
The result in the third chapter is a quiver presentation of the category of perverse
sheaves on the space of n x n complex matrices stratified by the rank of the matrix.
We compute this by calculating the microlocal perverse sheaves on the codimension
zero and one parts of A; the results from Chapter 1 about conical sheaves are used
to construct the codimension one data. We do not have a description of microlocal
perverse sheaves at higher codimension points of A; the codimension zero and one
data turn out to be enough to define the category completely.
Chapter 1
Sheaf Theoretic Results
In this chapter we prove the results about sheaves we will need in the other two
chapters. Most of the material is just setting up notation and recalling basic facts
about the various functors on sheaves (the Fourier transform, specialization, microlo-
calization, nearby cycles, and vanishing cycles) we will study. The main new results
concern the vanishing cycle sheaf qfS in the case when S is an analytically con-
structible C*-conic sheaf on a complex vector space X and f: X -+ C is a linear
function.
If f is generic (or more precisely, Morse), this sheaf is supported only at the
origin, and the stalk cohomology groups there do not depend on f (at least up to
isomorphism); they are called the Morse groups of S at the origin. Our result says
that even if f is not generic, the information of the Morse groups has not been lost
by applying of - the Morse groups of o 1S at 0 are isomorphic to the Morse groups
of S at 0. This result follows from a more functorial result in Section 1.2, where we
construct a functor r/ which acts on C*-conic sheaves on the dual vector space X*
and corresponds to of under the Fourier transform.
In the first section we work with specialization and the Fourier transform; the
results are valid for sheaves on any manifolds. In the next section we introduce the
nearby and vanishing cycles functors for complex analytically constructible sheaves,
and translate the results of the first section in terms of them. The results of this
section, especially the construction of the functor qr, will be used in the study of
perverse sheaves in Chapter 3. The third section deals with Morse groups; here we
prove the main result stated above about vanishing cycles of conical sheaves.
Finally, in the last section we introduce the language of constructible functions,
which retains only Euler characteristic information about sheaves. The main result
then allows the Euler characteristic of the Morse groups (we call this number the
"Morse invariant") of a conical sheaf to be computed using linear functions which are
not necessarily Morse. A result of Sabbah implies that the Morse invariant of a sheaf
S at a point x is the same as the Morse invariant of the specialization to the normal
cone P{XIS of the sheaf; this allows us to use our results for computing the Morse
invariant to nonconic sheaves. This is the method which will be used in Chapter 2 to
compute the Morse invariant for sheaves on toric varieties.
Throughout this document, we let Db(X) denote the bounded derived category
of sheaves of Q-vector spaces on X. Objects in Db(X) will be referred to simply as
sheaves. To simplify notation, the usual derived functors Ri,,, Ri! will be referred to
as i, i! , and so on.
1.1 Specialization and the Fourier Transform
Suppose X is a manifold, M a submanifold, E -+ B a smooth vector bundle over
a manifold B, E* the dual bundle. The category D'+(E) is the full subcategory of
conic sheaves on E, i.e. sheaves which are invariant under the standard multiplication
action of R+ on the vector bundle E. Then there are functors (see [KS])
VM: Db(X) -* D'+(TMX),
IM: D(X) -+ D'+(TY X), and
F: D+ (E) --+ D' (E*),
called specialization, microlocalization, and the Fourier transform, respectively (some-
times we will use "specialization to the normal cone" to refer to the specialization).
They are related by
PM = Fo vM.
In this section we will prove several other relations between these functors. In par-
ticular we study how the operations of specialization and microlocalization along a
subbundle of a vector bundle relate to the Fourier transform in the whole bundle.
We specialize to the case where X -+ B is a smooth vector bundle over a manifold
B, and V is a subbundle. Then Tv X is a vector bundle over B which is canonically
isomorphic to the direct sum bundle V ( X/V. Call this bundle X, and denote by
W the bundle X/V. Now we have a situation of a bundle X which has a direct sum
decomposition X = V D W. The canonical projections X -+ V and X -+ W allow
X to be considered as a vector bundle with base V and W, respectively. Then the
normal bundle TvX is canonically identified with X, and the conormal bundle Ty X
is identified with the bundle V e W*.
Denote by F0 , Fv, and Fw the Fourier transforms on X considered as a vector
bundle over B, V, and W respectively. If S is a sheaf on X, then vvS can be
considered as a sheaf on V by using the identification of TVX with X.
Denote by D +xR+(X) the category of biconic sheaves, i.e. sheaves which are
invariant under the R+ x R+ action on X which comes from the actions on V and
W. Biconic sheaves are also conic sheaves, by the diagonal embedding of R+ into
R+ x R+ .
Lemma 1.1 If S E Db+,(X) is a conic sheaf, then the specialization vS is biconic.
Proof: The invariance of vvS under the R+ action on the W factor of X is immediate,
since W is the fiber of the normal bundle Tv X. Thus, it will be enough to show that
11 S is invariant under the diagonal R+ action on X, since these two actions generate
the desired R+ x R+ action.
Take a E R+ , and let m,: X -+ X be multiplication by a. Then we have the
differential map Tvm,: X -+ X, which is easily seen to be the diagonal action
(v, w) - (av, aw). By Proposition 4.2.5 of [KS], we have
(Tvma)*vvS " vv(m S) a UvS,
as desired.
Lemma 1.2 The Fourier transform Fo takes biconic sheaves to biconic sheaves.
The proof is an easy exercise, using the compatibility of the Fourier transform
with vector bundle morphisms; see, for instance, Proposition 3.7.14 in [KS].
Given vector bundles X, V as above, we write V' for the subbundle of the dual
bundle X* of vectors which annihilate V. There are nondegenerate pairings of W =
X/V with V- and X*/V - with V, producing an isomorphism of vector bundles
between (X)* - (V ( X/V)* and TV,X*.
Proposition 1.3 Using the notation above, if S E D~+(X), there is a natural iso-
morphism of sheaves in D'+xaR+ (X*):
Fouv S v v. F S.
Proof: We first sketch the construction of the specialization functor vV. Choose a
decomposition X = V ( W. Consider the maps:
X X- xR + 4XxR4+ - X xR •-X,
where p is the projection, j is inclusion, i is the inclusion of X 2 X x {0}, and m is
the multiplication map given by
Then for any sheaf S E Db(X), the sheaf vVS is defined to be i*j.m.p*S. There is a
canonical identification of W with X/V, under which the sheaf v S is independent
of the choice of the summand W.
Give X* the dual decomposition: X* = V* E W*. Then V' is just W*. Define
maps i,j, p3 as above, and let fii: X* x R+ -+ X x R+ be given by
(v*, w*, t) + (tv*, w*, t).
Then for any sheaf S on X*, the specialization Uv,.S is ij*Ji..*S. Also define
r: Xx R+ -+ Xx R+ by
(v', w*, t) a+ (tv*, tW*, t).
We have •m = r (tm)-l, where tm is the transpose of the vector bundle map m.
Take a sheaf S E D6+ (X). Then we have
Fm*p*S _ tm!Fp*S
Stm!'p*FS
S( tmrn-1).*FS
, 7r(tm-'),p*FS
_ mjp*FS.
The first and second isomorphisms hold by the compatibility of the Fourier trans-
form with base change and vector bundle maps ([KS], Propositions 3.7.13 and 3.7.14).
The third holds because tm is a homeomorphism. The fourth follows from the fact
that (tm-1),**FS is conic, and the last isomorphism is just the functoriality of push-
forwards.
Applying i*j, to both sides then gives the result, again using the compatibility of
F with base change maps.
The next result gives a relation between the Fourier transforms along different
subbundles of X.
Proposition 1.4 Let S E D'+XR+(X) be a biconic sheaf. Then there is a natural
isomorphism of biconic sheaves:
FoS _ Fv. FwS.
Proof: The proof of this is similar to the proof of Proposition 3.7.15 in [KS]. If
E -+ B is a vector bundle, the Fourier transform is given by
FS = P2!(p*lS)PE,
where pi and P2 are the projections of E e E* onto E and E* respectively, and PE is
the set
{ (x2, x') E ED E* I (2, x') < 0}.
This is the special case K = QpE of a construction of a transform Db(Y) -+ Db(X)
given by a kernel K E Db(X x Y) - see [KS, §3.6].
Proposition 3.6.4 in [KS] gives a formula for composing such kernels, which in our
case gives for a sheaf S E D+ xI+ (x)
FV, FwS , p2! (P* S)p,,
where P'CX(X*= V W ED V*eW* is
{ (v, , v', w') I (v, v') 0, (w, w') < 0}.
The required isomorphism now follows from the argument of [KS, Proposition 3.7.15].
Proposition 1.5 IfS E D,+(X*), then there is a natural isomorphism of sheaves in
DR+ x + (TM X):
pyFS 21 (pLzv.S)' 0 orT*Xx[- rankR X/V],
where a denotes the image sheaf under the antipodal action on the bundle T;X, and
or x is the orientation sheaf of T X over V.
Proof: Note that tyVLS is a sheaf on VI' (X*/V±)*, which is canonically identified
with W* E V - T1_X. We have
pytFS = FvvvFS _ FvFouv.S 2~ FFFv.IvvS = FvFv/Iv.S,
using Propositions 1.3 and 1.4. The result now follows from the formula for the second
iteration of the Fourier transform [KS, Proposition 3.7.12 (i)].
1.2 Nearby Cycles and Vanishing Cycles
In this section we specialize to the case of complex analytic varieties and stratifica-
tions. We introduce the nearby cycle and vanishing cycle functors, and restate the
main results of the previous section in terms of them. We conclude with a brief dis-
cussion of the deformation to the normal cone of an analytic variety and its relation
to the specialization functor.
Let X be a complex analytic manifold, f: X -+ C be an analytic function, and
set Y = f-'(0). We have the nearby and vanishing cycles functors (see [D], [GM1],
[KS])
kf: Db(X \ Y) -4 Db(Y)
and
Of: Db(X) -+ Db(Y).
Sometimes when S is a sheaf on X we will write ,fIS instead of lf(SIx\Y).
Here are the main properties of these functors we will need:
(a) There is a distinguished triangle in Db(Y):
,iofS -+ i'S -+ OiS -+ 'fS[1]
where i: Y -+ X is the inclusion.
(b) For S E Db (X), S' E D'(X \ Y) we have
supp ofS C Y n supp S,
supp ofS' C Y n supp S'.
(c) If f is nonsingular along Y, then Y is nonsingular, and the derivative df de-
fines a section s: Y -+ T;X. There is also a section s': Y -+ TyX defined by
s'(p) = (dfp)-'(1). Then for any sheaf S E Db(X) we have
Of S 'ý(.SW)*V(S)
(d) Let X = X1 x X2 and f = f, opl where pi is the first projection and f 1:X 1 -+ C
is an analytic map. Then there are natural isomorphisms
pOf, S " APlS,
plOf" S Of AP S.
Property (a) is essentially the definition of ofS, given a definition of OzfS. Property
(c) is Proposition 8.6.3 in Kashiwara and Schapira [KS]. Property (d) is an easy
exercise. Property (b) is a trivial consequence of the fact that the functors / and o4
are local, so that to know ofS or ofS on some open set U, it is enough to know S
on U.
We describe stalks of these functors. Take a point y E Y. We construct a pair
of spaces (N, £) as' follows. Choose a Riemannian metric on X, and denote by B8 a
closed ball of radius 6 about y. Also let D, be the closed disk of radius E around 0
in C. If we let N = B8 n f-'(D,) and 12 = Be n f-I(e), then for very small choices
0 < E < 6 < 1 the stratified topological type of this pair is independent of the
choices. N is just a neighborhood of y; the set £ will be called the complex link of
X at y relative to f. Note that the usual usage of the term complex link (see [GM2])
restricts f to be a Morse function (defined in the next section).
Proposition 1.6 The stalks of the nearby and vanishing cycle functors are given by
H' (Of S), H' (N, 4; S)
and
H'(,f S), H'(£C; S).
Now as in section 1.1 we restrict to the case where X -- B is a complex vector
bundle over a complex analytic space B. We define D .(X) to be the full subcategory
of D'(X) consisting of C*-conic sheaves, i.e. sheaves which are invariant under the
C* action on X given by multiplication in the fibers.
Suppose f: X -+ C is an analytic map which is C-linear and nonzero on the fibers
of X, so V = Y = f-'(0) is a subbundle of X. The function f can be considered as
a section of X*, and V' is the complex line bundle generated by this section.
Definition 1.7 Take a sheaf S E D'.(X*), and let
ýfS = i*Zv. S ,
where
i: X*/V -+ TvX* - X*/VI E V1
is the inclusion of the fiber over f E V'. The resulting sheaf is an object in
DC(. (X-/V I ).
The functor rlf corresponds to of under the Fourier transform:
Theorem 1.8 Let X, f be as above. Take a sheaf S E D~.(X*), then there are
natural isomorphisms:
FrqfS " Of FS[2],
riFS " F¢bS.
Proof: We have, by the compatibility of the Fourier transform with base change,
Fl/fS = Fi*vyzS _ i*FvyJl.S = i*py.S.
We also have by property (c) and Proposition 1.5,
f FS N s*pVFS _ s*pv-S.
Here we are using the fact that a C*-conic sheaf is isomorphic to its own antipodal
sheaf, and that the orientation sheaf is trivial. Note that the second isomorphism
involves an identification of T, X* - V - ¾ (X*/V±)* and TvX 2 Vr (X/V)*; since
under this identification s = i, this proves the first isomorphism. The second then
follows by applying the Fourier transform.
There is an approach to the specialization functor which remains in the category
of complex analytic spaces. This involves constructing a deformation to the normal
cone in the analytic category. We will only need the following special case, where we
deform the pair consisting of a vector bundle and its zero section to the normal cone.
(a slightly more general version of this is described in the proof of Proposition 10.3.19
of [KS]).
Suppose E -+ B is a complex vector bundle, and Z is the zero section. Consider
the space E x C together with the maps t: E x C -+ C given by projection on the
second factor, and m: Ex C -+ E given by multiplication: (z, t) - tz. If S E D(E),
then the specialization vZ(S) is qt(m*S), where we make the natural identification of
TzE with E.
If E is the complex vector space Cd, and X C E is an analytic subvariety, then
the variety
Y = m-1 (X) n t-1(C \ {0})
is called the deformation to the normal cone of X, the function t is called the defor-
mation parameter, and t-'(0) nY is the normal cone c(X, Z) of X at Z. Property (b)
above implies that the support of the specialization vo(S) of a sheaf S is contained
in the normal cone to its support.
The following strengthening of this remark will be useful:
Lemma 1.9 If the restriction SIE\X is a local system with stalks isomorphic to A,
then "Z(S)IE\c(X,Z) is also a local system whose stalks are isomorphic to A.
Proof: This follows from the above description of the specialization: for any point
p E \ c(X, Z) , then there is a neighborhood U of (p, 0) so that m*SIu is a constant
sheaf with stalk isomorphic to A. Property (d) then implies the result.
1.3 Morse Groups
Let X be an analytic manifold, with an analytic stratification S. Suppose x is a
point stratum of S. An analytic function f: X -+ C is said to be Morse at x if the
differential dfx doesn't kill any limit of tangent spaces from any larger stratum. Such
a covector ( = dfx will be called good. We denote the set of good covectors by AZ.
It is a conical open dense subset of the cotangent space T*X; its complement is an
analytic subvariety.
Take a sheaf S E Ds(X). If f is Morse at x, then x is an isolated point of the
support of o S. The hypercohomology groups
M)(S) = H'((O S),)
are called the Morse groups of S at x relative to f. The groups M/)(S) are canonically
isomorphic for different functions f which have the same differential ý; thus it makes
sense to refer to the groups as M,(S). Furthermore, the groups vary continuously
with ý, forming the stalks of a local system on A,; since A, is connected, we have the
Proposition 1.10 The isomorphism class of the Morse groups Mýi(S) depends only
on the sheaf S.
The following result says that for conical sheaves, it is not necessary to have a
good covector to calculate the Morse groups; any combination of vanishing cycles
with respect to linear functions will give the correct answer.
Proposition 1.11 If X is a complex vector space, and S E Db.(X) is a conical sheaf
on X, and L: X -+ C is a nonzero linear function, then the Morse groups of OLS at
0 are isomorphic to the Morse groups of S at 0.
Proof: The Morse groups of iLS are isomorphic to the stalk cohomology of Po iLS
at a generic point of V*, where V = L-'(0). Since S is conical, and hence /LS is
also, we have YoO0 LS 2 FOLS " IELFS by Theorem 1.8.
Therefore it is enough to show that for any conic sheaf S' on X* the generic
stalk cohomology of TrLS' is the same as that of S'. By Lemma 1.9, the generic stalk
cohomology of S" = vv S' is the same as that of S' (here we are using the notation
of Definition 1.7: V' is the vector space C -L C X*). The result now follows from
the fact that S" is biconic: the restriction of S" to the fiber of Tv±X* over L has the
same generic stalk as S" does.
Remark: This proposition is false for non-conical sheaves. For example, let V = C'2,
and let S = Cz, where Z is the curve {Y = X 2 }. If we take the point x = (0, 0)
then the Morse group M'l(yS) is one dimensional, whereas the Morse groups of S
at (0, 0) all vanish.
We illustrate Proposition 1.11 with an example. Let X = C3 , and consider the
quadric cone Y C X defined by the equation xy = z2 . Take S to be the constant
sheaf Cy, and let the function L be the coordinate function x. It is not a Morse
fuction with respect to the stratification of X by X\ Y, Y\ {0} and {0}, since L-'(0)
is tangent to Y along the line C = {(0, y, 0)}. The sheaf ofS is supported on C. See
Figure 1-1.
Restricting L to a transverse slice N through a nonzero point of C gives a Morse
function on Y n N; thus the stalks of OfS at these points are one-dimensional in
degree 1 and zero for all other degrees. To calculate the stalk at 0, note that the set
Figure 1-1: Intersecting a cone with a nongeneric linear function.
L-'(c) Y will be a parabola, and intersecting it with a small ball around 0 gives
a contractible set (for c small enough). Thus the stalk of ¾fS at 0 vanishes. With
a little care, it is also possible to check that the monodromy of the generic stalk
on a loop around 0 is multiplication by -1; the sheaf is thus the middle perversity
intersection homology sheaf on C associated to this local system.
The Morse groups of ofS at 0 are one dimensional in degree two and zero for all
other degrees; these are exactly the Morse groups of S at 0. In fact, the information
about the monodromy shows that this Morse group is multiplied by -1 as a generic
linear function L' goes around a small loop around the hypersurface of non-Morse
linear functions.
1.4 Constructible Functions
In this section we recall the theory of constructible functions.
Let X be a complex analytic manifold. The group F(X) is defined to be the
group of all functions h: X -+ Z which are constant on the strata of some analytic
stratification S. The collection of functions which are constructible with respect to a
fixed S is denoted Fs(X).
There is a map
,: Do(X) -+ F(X),
given by letting X(S)(p) be the Euler characteristic of the cohomology groups of the
stalk of S at p. This restricts to give
D (X) - Fs(X).
Both of these maps are surjections; this follows from the fact that for any closed
subvariety Y C X, we have x(Cy) = ly.
These functions are additive: if S -- S' -+ S" -+ S[1] is a distinguished triangle,
then
x(S') = x(S) + x(S").
The nearby cycles and vanishing cycles functors descend to constructible functions:
Proposition 1.12 (Verdier [V]) If f:X --+ C is analytic, with Y = f-1(0), then
there are homomorphisms
Df:F(X) -+ F(Y), and
7:F(X \ Y) -+ F(Y)
which correspond under y to /f and o/:
(Dfo X = X of,
and similarly for 'If.
In [V], Verdier also describes a formula for these homomorphisms:
Proposition 1.13 Take a constructible function h E F(X). Let £ be the complex
link to X at p E Y relative to f. Then £ can be stratified by analytic strata Si so that
h is constant on each Si, with value ai. Then
T f(h)(p) = aiX (Si), and
Sf(h)(p) = h(p) - Eaix(Si).
Verdier's formula is slightly different; he assumes an expression hle = J bi ly, for
closed subvarieties Y1, and notes that fly(1,) = X(£ n Ye). The fact that the same
result can be obtained by considering non-closed strata follows from an inductive
argument, noting that the link of a stratum is a stratified space with only odd-
dimensional strata.
In the special case where f is Morse at an isolated stratum x, the number
D f(x(S))(x) is the Euler characteristic of the Morse groups of S at x; we will call
this the Morse invariant of S at x. In the language of microlocal geometry, it is the
multiplicity of Ax in the characteristic cycle CC(S).
The Morse invariant is preserved by specializing a sheaf to the normal cone:
Theorem 1.14 If S is a sheaf on X, then the Morse invariant of S at x e X is
equal to the Morse invariant of vxS at x.
Proof: See Sabbah [Sa, (4.4)], or Ginsburg [Gi, Theorem 5.8].
This result, together with Proposition 1.11, gives a recipe for computing the Morse
invariant which does not require the use of a good covector.
Theorem 1.15 If S E Db(X) is a sheaf on an analytic manifold X, and L 1,..., Ld
are covectors spanning TxX, then the Euler characteristic of the cohomology groups
of the sheaf
OL1... OLd(VXS)
is equal to the Morse invariant of S at x.
Remark: Although reordering the functions Li in the above expression will result
in an isomorphic sheaf, in general the functors eL, will not commute.
Chapter 2
Toric Varieties
We present an algorithm for computing the Euler characteristic of the Morse groups
(we call this number the "Morse invariant") of a torus-invariant sheaf on a toric variety
X, defined by a rational convex polyhedral cone o. The algorithm is essentially just a
combinatorial translation of the method described in Theorem 1.15 for computing this
invariant. Given a sheaf, we pass to its associated constructible function and then
apply combinatorial operations corresponding to the specialization to the normal
cone and vanishing cycles for linear functions. The functions involved will be the
torus functions, regular functions f: X, -+ C which restrict to give characters of the
algebraic torus which sits in X, as a dense orbit. These functions interact well with the
orbit structure induced by the torus action, making the combinatorial computation
of nearby and vanishing cycle functors possible, at least on the level of constructible
functions.
The first three sections are a purely combinatorial presentation of the algorithm.
The first section is a brief review of the basic facts about rational polyhedral cones.
The next section describes how to associate to a cone a another cone D(a) in one
dimension higher, which along with some extra data (a marked set of lattice points
in D(a)) encodes the geometry of the deformation to the normal cone of X,. The
third section presents the actual algorithm which computes the Morse invariant.
After a brief review of the main facts about affine toric varieties, show that the
algorithm is in fact computing the Morse invariant. The proof is mostly just a matter
of identifying the combinatorial steps of the algorithm with the specialization and
vanishing cycle operations in the method from Chapter 1. There is one slight compli-
cation which comes because, although the deformation to the normal cone of a toric
variety X, will have an action by an algebraic torus with a dense orbit, it may not be
normal and hence may not be a toric variety. The normalization of the deformation
is a toric variety, however, and the computation in the algorithm actually takes place
there.
We conclude the chapter with two sample computations using the algorithm. In
the first, we compute the Morse invariant for the constant sheaf on a two dimensional
toric variety at the most singular point; it turns out to be equal to the dimension of
the Zariski tangent space at that point minus two. In the second case, we compute
the Morse invariant for the intersection homology sheaves on a family of toric variety
singularities which appear in the Schubert stratification of type A flag varieties. Our
computation confirms a conjecture of Kazhdan and Lusztig about these singularities;
it represents the first computation of this information for a family of non-conical
Shubert variety singularities.
2.1 Convex Cones
In this section we recall the theory of rational convex polyhedral cones. For a more
detailed treatment of this material, see Fulton [F, section 1.2].
Let M - Zn be a lattice in the real vector space V = M Oz R. Take a to be
a rational convex polyhedral cone in V, i.e. the set of R>o-linear combinations of
a finite subset S of M. We say that the set S generates the cone a. Also assume
that span(a) = V, and that a is strongly convex, i.e. there are no lines through the
origin contained in o. We will abuse notation and call such a a simply a cone in
(V, M). When the lattice is clear from the context, we will omit it. A face r of a
is an intersection of a with a hyperplane L' = { x E V I (x, L) = 0 } where L is in
the dual cone a' = {L E M I (x, L) > 0 for allx E a}. An element L E aV is said
to be supported on o; L' is called a supporting hyperplane. A face 7 of a will be a
cone when considered as a subset of span(r); the dimension of r is the dimension of
this vector space. A cone has finitely many distinct faces, and if two faces 71, 72 of a
satisfy rl C 72, then r1 is a face of r2. Since 0 E a', we see that a is a face of itself.
Given a face T of o, the lattice M n span(r) spans the vector space span(r).
It follows that if we let M, = M/(span(r) n M) be the quotient lattice and V, =
V/ span(r) the quotient vector space, then V, = Mr 0z R. Define cr/ to be the image
of a in the quotient space V,; it will again be a strongly convex rational polyhedral
cone. This is easy to see: it is clear that it is generated by a finite subset of the
quotient lattice, and that it spans VT, so it remains to show that it is strictly convex.
Take some L E oa with a n L' = 7. Then span(r) C L-, so L descends to give an
element L of (o/r)v C V,*. Clearly (ar) n L' = {0}, so there can be no line through
the origin contained in o/r.
There is a simple description of the faces of r/7 in terms of the faces of a. Sending
determines a one to one correspondence between faces of a which contain 7 and faces
of oa/j. To see this, note that if a' = a n L', then o'/r = a/7 n L', where L is
again the element of (oa/r) corresponding to L, so a'/r is a face of oa/. Also each
L E (a/r)v determines an L E aV with r C L', so the correspondence is onto. To see
it is one to one, note that the fact that dim a = dimr + dim(a/r) implies that if a'
and o" are two faces of a, each containing 7, and if a'/r = o"/r, then a' and a" have
the same dimension. A simple argument shows that (o' n a")/r = o'/tau n a"/r, so
7' n fl" must have the same dimension as or' and a", forcing a' = a".
Given a face r of a and v E M n a, define v V r to be the unique smallest face
of a containing both v and 7. This face is unique because any intersection of faces is
again a face. Denote v V {0}, the smallest face containing v, by i.
2.2 The Cone D(a)
Now we come to a crucial construction. The set a n M of lattice points in a forms
a semigroup under addition. Let F be the set of irreducible elements of a n M. In
other words, x E F if and only if for any presentation x = y + z with y, z E a n M,
we have either y = 0 or z = 0. It is clear that F generates a n M. The semigroup
0a n M is finitely generated (see [F, p. 12]), so F is finite.
Definition 2.1 Given a cone a in (V, M), let M' = M x Z, V' = V x R. Define
a new cone D(a) in (V', M') to be the span of F' = {(0, -1)} U { (v, 1) v E F}.
Denote the point (0, -1) by t.
Lemma 2.2 The face t is the ray R>ot. Furthermore, we have D(a)/t = a.
Proof: It is enough to show that R>0 t is a face of D(a). Let L E a' be supported
on {0}, and let L be the image of L under the natural map V* -+ (V')* induced by
projection V' -+ V. Then it is easy to check that L E D(a)v, and that it is supported
on R>ot.
The second part follows from the fact that the quotient map sends generators for
D(a) to generators of a.
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We describe the faces of D(a). First, define the set e C V to be
[{veravv a, E R>o, Ea, > 1}.
It is easy to see that E is convex, and that if x E e and a > 1, then ax E E. Although
e is not a cone, we can extend the definition of a face to cover it. A face of O will
be a nonempty intersection e n A-'(0) where A : V -+ R is an affine function on V,
i.e. a linear function plus a constant, satisfying A(x) > 0 for all x E E. Figure 2-1
illustrates the geometry of D(a) and O for a two dimensional cone a.
Proposition 2.3 Faces of D(a) are of three types:
* the zero face {0};
* faces containing t. which are in one to one correspondence with faces of a by
sending 7 i-4 7/il; and
t=(O,-1)
D(o) a
Figure 2-1: The cone D(a). (the circles indicate the set r)
* the remaining faces, which are in one to one correspondence with the compact
faces of 0.
We need a few preliminary results to prove this. First, let i: V -+ V x R be given
by i(x) = (x, 1).
Lemma 2.4 i-'(D(a)) = 0.
Proof: If x = ' av, then we have
vEr
(2.1) (x, 1) = Z aV(v, 1) + (E av - 1) - (0, -i).
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If x E 0, then we can choose the a, _ 0 so that Ea, ý 1. So (x, 1) is a nonnegative
linear combination of generators of D(a) and so is in D(a). The converse is also easy,
since any element (x, 1) in the image of i has a representation as in (2.1).
Now we are ready to prove Proposition 2.3. The correspondence of faces of D(a)
containing t with faces of o was described in section 2.1. So all we need to show is
how to associate a compact face of 0 to a nonzero face ao of D(a) not containing t.
To do this, suppose ao is L' n D(a) for L E D(a)v. Consider the subset i-(cro) of O.
It is a face of O: considering L as a linear function on V x R, the function A = L o i
is an affine function, nonnegative on 0, and i-((ao) = A-'(0) n 0.
This face is compact: the function A(x)-A(0) is linear and takes the value -A(0) =
L(O, -1) > 0 on i-l(co). It is greater than or equal to -A(0) on all (v, 1) for v E F.
It follows that i-'(ao) is contained in the convex hull of these points, and hence is
compact.
This defines the desired correspondence. It is easily seen to be injective: Any
face of D(cr) is determined by the subset of the generators it contains, and all the
generators except (0, -1) are contained in the image of i.
To show surjectivity, take an affine function A on V, nonnegative on O, so that
A-1(0) intersects O in a nonempty compact face 0. Then there is a unique linear
function L on V x R such that A = L o i. We need to show that L(0, -1) > 0, since
then L is nonnegative on all the generators of D(a). In other words we need to know
that A(0) = L(0. 1) < 0.
To see this, take some point x in A-1 (0) n O. Since A must be nonnegative on
the ray p = { ax I a > 1 }, we certainly have A(0) _< 0. But if A(0) were equal to 0,
it would vanish on all of p, contradicting the assumption that 0 was compact. This
completes the proof of Proposition 2.3.
Example: Take the cone a in Z2 generated by (1, -1) and (2, 3). Then the generating
set 1 is
{ (1, -1), (1,0), (1, 1), (2, 3)}.
So the cone D(a) is generated by
F' = { (1,-1, 1), (1,0, 1), (1,1, 1), (2,3, 1), (0,0,-1) };
note that the element (1,0, 1) is redundant here; it lies in the interior of the face
spanned by (1, -1, 1) and (1, 1, 1). In this case, the set F' generates the semigroup
D(o) n Z3 .
Lemma 2.5 Every lattice point which lies on a compact face of 0 is in F.
Proof: As we saw in the proof of Proposition 2.3, a compact face of 0 must be
0 n L-l(p) for a linear function p > 0 and L a linear function with L(x) > p for all
points x in 0. In particular L(v) 2 p for any v E F. So if x is a lattice point on
this face, it cannot be a nontrivial linear combination of elements of F with positive
integral coefficients. Hence x is in F.
2.3 A Combinatorial Algorithm
Define F(a) to be the group of Z-valued functions on the set of faces of o. In this
section we will define an algorithm which computes a homomorphism
E: F(a) - Z,
using the geometry of the cone D(cx) defined in the previous section.
If v E M n o, define F,(a) to be the group of Z-valued functions on the set of
faces of a which contain v. The correspondence a' - o'/7 induces an isomorphism
(2.2) F(o,) 2 F(Ol/v).
For v E or n M, we define a nonnegative integer n(v, 7), the multiplicity of v
along 7, as follows. Consider the image r(v) of v in the quotient 1/7. If it lies in a
one-dimensional face, let n(v, r) be one less than the number of lattice points on the
closed segment from 0 to 7(v). Otherwise, let n(v, 7) = 0. Note that if v E 7, then
7(v) = 0, so n(v, 7) = 0.
Definition 2.6 Take v E M n o,. Define homomorphisms I,: Fv(o) -+ F(a) and
,)v: F(a) -- F(o) as follows. Take functions g E F,(o) and h E F(o), and set
S0, veT
Sn(v, 7) - g(v V 7), V T 7
0(h)(, v ES= h(r) - n(v, ) h(v V 7), v ý 7.
Definition 2.7 Take h E F(a) = F(D(a)/f). Let h be the element in Ft(D(a))
resulting from the correspondence in (2.2), i.e., let
h(p) = h(p/t).
Define an element NC(h) of F(D(a)) by
NC(h) = t(h).
Now we come to the main construction of this section.
Proposition 2.8 Given h in F(oa), construct the function NC(h) using Definition
2.7. Choose an ordering off , and successively apply the function o(,,1) for each v E F.
The resulting function will be nonzero only on the face {0}; the value it takes there
will be independent of the order in which the elements of F are taken.
Proposition 2.8 will follow as a consequence of the geometric interpretation of this
algorithm, described in the next section.
Definition 2.9 Given h E F(oC), let E(h) be the value of the function constructed in
Proposition 2.8 evaluated on the face {0}.
2.4 Toric Varieties
Our approach to toric varieties is a little different and less general than Fulton's [F]
or Oda's [O]. They begin with a "fan" consisting of a collection of cones in a lattice
N. To each cone there is a dual cone in the dual lattice M, and to each of these there
is associated an affine toric variety. The overlaps of cones in N then give a recipe
for patching these affine varieties together. Since we are studying the local structure
of singularities, we will only be interested in affine toric varieties, and hence we only
consider the case of a single cone. Furthermore, for our purposes the geometry in
the dual lattice M is more congenial, so we will begin with a cone in M and skip
the first step. Finally, we have restricted to the case of strictly convex cones - cones
which contain no lines through the origin - because if a cone is not strictly convex,
the corresponding toric variety is the product of a toric variety with a complex torus.
Let M, V be as in section 2.1. To any cone a in (V, M) we can associate an affine
algebraic variety X, as follows. Let A, = C[a n M] be a vector space over C with
one basis element f, for any element v E a n M, and impose the multiplication rule:
(2.3) fufv = fu+v.
This makes A, into an algebra over C, with fo as unit. Since o n M is a finitely
generated semigroup, A, will be a finitely generated C-algebra. Let X, be the corre-
sponding affine algebraic variety.
Each f, can be considered as a regular function X, -+ C; fo is the constant
function 1. The functions f, for v in the set r of generators of a N M define a closed
embedding X, -+ Cd, where d = I[I. Because the cone a is strongly convex, we have
0 E AX,: letting f, = 0 for all v E (a n M) \ {0}, fo = 1 doesn't violate the condition
2.3, since v and -v cannot both be in a if v # 0.
The algebraic torus TM = Hom(M, C*) " (C*)n acts on X, as follows. Take
a E TM, and let a act on A, by
a -f, = a(v)f,.
This defines an automorphism of A,, which induces an automorphism of X,. Clearly
this action extends to a linear action on the affine space Cd.
This action has a finite number of orbits on X, which are parametrized by faces
of a. If r is a face. then we let
O, = { x X, f,(x) = 0 if v ý 7, fv(x) # 0 ifv E r}.
This is clearly an orbit of the TM action. If 1M, is the lattice span(r) n M, then O, is
isomorphic to the algebraic torus TM, = Hom(M,, C*). All TM-orbits arise this way;
see Fulton [F, §3.1]. As a corollary we have that f,-'(0) is the union of all orbits Or
where r does not contain v. This orbit decomposition defines a stratification S of Cd:
take the orbits O,, plus the complement Cd \ X,, as strata.
So the subgroup Fs(X,) of functions constructible with respect to this stratifica-
tion which are supported on X, is the group F(u) of functions from the set of faces
of a to the integers defined in section 2.3.
Now we come to the main theorem of this chapter, which says that the invariant
E(h) calculated by the algorithm of section 2.3 is computing the Morse invariant for
a sheaf which has h as its constructible function.
Theorem 2.10 Let S be a sheaf in Db(X,). Then E(X(S)) is the Morse invariant
of S at O.
In particular, this will imply Proposition 2.8, the independence of the algorithm
to calculate E(h) on the choice of an ordering of F. The next two sections will be
dedicated to a proof of this theorem. Roughly, the proof shows that the algorithm of
section 2.3 is the constructible function version of the method given in Corollary 1.15
for computing Morse groups.
2.5 Proof of the Theorem, part I
In this section we show that the homomorphisms I, and I, defined in section 2.3
are the constructible function versions of the nearby and vanishing cycles functors.
More precisely, we prove
Theorem 2.11 If N: D'(X,) -- F(a) is the local Euler characteristic map (see sec-
tion 1.4) then we have
(o = ,Y0 o ,
and
I'ov 0x = .o0
By Proposition 1.12, there are homomorphisms 4f, and If, which satisfy the
above formulas and are defined on the whole group of constructible functions; what
we need to show is that they satisfy the formulas of Definition 2.6. It will then follow
that they take S-constructible functions to S-constructible functions.
Note also that because of the relation 1f(h) + Jf(h) = h f-1(o), which comes from
the distinguished triangle relating of and of, we only need to check the formula for
TiV = TIvf,
First we describe the geometry of X, in a neighborhood of an orbit 0 ,. Given a
face 7 of 0, define
U, = U O, =(x E X, I f,(x) Ofor ally Er }.
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Then U, is the intersection of X, with a neighborhood of O,. As before, we set
M(Tr) = span(r) n M, MT = M/M(r), 7r: M -- M, the quotient map.
Lemma 2.12 There is an isomorphism
i: X,, x O, -+ Ur;
furthermore, if w T 7, so O, C f- 1 (0), the isomorphism can be chosen so that .f
respects this product structure; i.e. so that
(2.4) fw O i = fr(w) 0 Pi,
Proof: Choose any projection y: M -+ M(r) so that -y(w) = 0. Then define the map
i by
(2.5) f(i(x, y)) = f(v(x) - fy(v)(Y).
Here we use the fact that for any y in 0,, f,(y) is nonzero for all points v in T, so we
can define f,(y) for all points v in the sublattice M(r). Putting v = w in (2.5) gives
(2.4).
Given i(x,y), we can recover x and y, so i is injective: if v E M(r), (2.5) gives
f',(y) = f,(i(x, y)). This determines y; the coordinates of x are then obtained by
dividing:
(2.6) f7(v)(x) = f,(i(x, y))/f ,(v)(i(x, y))
We get surjectivity by using (2.6) to define a map j: U, -+ X, 1 ,. To do this, it
is necessary to check that the right hand side does not depend on which element of
r-1(r(v)) is chosen. If r(vl) = r(v 2), then -y(v1 - v2) = V1 - v 2 , so the required
independence follows from the multiplicative property of the functions f,. Then
defining a map k: U, -+ 0, by fv(k(x)) = f,(x) if x E 7, fv(k(x)) = 0 otherwise, we
can see that the pair (j, k) gives an inverse for i.
This lemma and property (d) from section 1.2 imply that f, (h) is S-constructible
if h is. Furthermore, it is enough to show that the formulas of Definition 2.6 hold
at the stratum {0}. Given h E F(a), denote by h the restriction of h to give a
constructible function on X.~,, using the embedding i from Lemma 2.12. Since O,,/,
maps into 0,, for a' a face containing T, we have h(a'/r) = h(o'). It follows that
T=f,(h)(7)= I((h)(0).
Since n (v, 7) = n (r (v), 0) and (v V T)/7 = 7r(v) V 0 = ir(v), verifying the formula for
the left hand side is the same as verifying it for the right hand side.
Let Cd carry the usual metric structure, so that a 6-ball Bs(0) around 0 is
z E Cd I EC IZ 2 < 2.
Note that this ball is invariant under any linear action of the compact subgroup S'
of C*, and hence under any compact subtorus of the algebraic torus TM. Let £ be
the complex link of X, at 0 with respect to the function ft,; we have
£ = X, n Bs(O) n f -())
for sufficiently small choices 0 < e < 6 <K 1.
According to Proposition 1.13, the number I,(h)(0) is
Sh(r) X(O, n £),
where X is the Euler characteristic of compact support homology. So theorem 2.11 is
a consequence of the following two lemmas.
Lemma 2.13 Suppose a space Y has an action of the circle S1 with no fixed points.
Then y(Y) = 0.
Proof: This is an easy consequence of the Leray spectral sequence of the quotient
map Y -+ Y/S'.
Lemma 2.14 There is a compact subgroup S' C TM which sends £ to itself, and has
exactly n(v, O0) fixed points on £, each of which is in the orbit OD.
Proof: We can associate a compact torus S' in TM to a nonzero element in the dual
lattice N = Hom(M, Z): if e E N, and zI = 1, take the corresponding element of
Tw = Hom(M, C*) to be
v H ze(v)
This action will fix the fibers f-l 1 (a) if and only if e(v) = 0, i.e. v E e. As a
consequence, the fixed points of this action are exactly the union of the orbits O,
where T C e.
Suppose first that v is not contained in a one-dimensional face of a, so that
n(v, 0) = 0. Recall that v is the smallest face of a containing v. We can find e E N
so that e(v) = 0, but e does not vanish on all of ti. Then the S' action corresponding
to e sends £ to itself, and there are no fixed points on £, since if e vanishes on a face
p, then v ý p, so O, C fv-'(0).
If the face v is one-dimensional, then we can find an e E N so that e(v) = 0 and
e(w) - 0 if w Ov. Then the corresponding S' action can only have fixed points in
O,. It is easy to see that O, n £ consists of n(v,0) points: the closure of O, is a
complex line, and the restriction of f, to it is the n(v, 0)th power of a linear function.
2.6 Proof of the Theorem, part II
Let Y C Cd+l be the deformation to the normal cone of X, at 0. In this section we
define a map g: XD(~) -+ Y which identifies XD(,) as the normalization of Y. This
allows us to identify the constructible function version of the specialization functor
with the function NC defined in section 2.3 (or more precisely, with its pushforward
to X), and thus to complete the proof of Theorem 2.10.
To do this, consider the following slight generalization of an affine toric variety.
Take a cone a in a, lattice M, and a finite set E of points of a n fM. Let sg(V) be
the subsemigroup of oa n M generated by E, and let As = C[sg(E)] C A, be the
corresponding subalgebra. Define X, = Spec Ay, and let p: X, -+ X, denote the
natural map. We write g, for the regular function on XE corresponding to v E sg(E).
We have f, = g, o p by definition. Note that if E is the set of semigroup generators
of a n M, then p is an isomorphism.
Lemma 2.15 Suppose E generates the cone o, and also generates the lattice M as
an abelian group. Then p: X, -+ XE is the normalization of Xr. In particular, the
map p is finite.
Proof: Since the algebra A, is integrally closed (see [F, Chapter 2]), it is enough to
show that for any tv in a n M, f, is in the integral closure of As. Since E generates
the lattice M, the function field K(AE) - C[M], the algebra of Laurent polynomials
corresponding to M. We will show that there is a positive integer n so that nv E sg(E),
and hence (f,,)' E As.
Since the elements of E generate the cone a, we can express v as a linear combi-
nation E aivi where the vi are elements of E and the a, are nonnegative real numbers.
It will be enough to show we can find such an expression where the ai are nonnegative
rational numbers.
Let P be the set of all points (ai) E RIE l satisfying E aivi = v with a; > 0 for all
i. Then P is a set defined by equations and inequalities which are linear and have
rational coefficients. P is nonempty by assumption. If P = {p} is a single point, then
p must be the solution obtained by turning some of the inequalities into equations,
and hence has rational coordinates. Otherwise P is a set with nonempty interior in
a linear space defined by rational equations, and hence must have a rational point.
The regular functions g, for v E E define a closed embedding of Xj in Cr. The
map p is then the restriction to X, of a polynomial mapping Cd -+ CE defined by
the functions f, for v E E.
There is another way to think of the variety Xr. The set E determines a repre-
sentation of TAI in GL(C,): given x E Cr and a E TM = Hom(M, C*), define a - x
by
g,(a -x) = a(v)g,(x)
for all v E Z. Then Xs is the closure of the orbit of the point (1,..., 1) under this
action.
We apply this to the case of the cone D(o) and the set E = F' that were defined
in section 2.2. Recall that F' = {(0, -1)} U { (v, 1) v E F}. The conditions of
Lemma 2.15 are satisfied: F' generates D(o) by definition, and the fact that D(a)
generated the lattice M' = M x Z as an abelian group follows easily from the fact
that F generates M. So XD(,) is the normalization of Xr,.
Proposition 2.16 Xr, is the deformation to the normal cone of X,. The function
gt is the deformation parameter, and the functions f(v,,) for v E F restrict to give a
basis of linear functions on the normal cone c(X,,0) = gj1(0).
Proof: As noted above, the generating set F of a defines a representation of TM on
Cd. The representation of TM, = TM x C* on Cd+ l defined by F' is given as follows.
Let TM act by acting on Cd as before, leaving the last coordinate fixed. Let C* act
by
(2.7) a- (X,...,Xd, Xd+1) = (ax, .. ,ad, a-1 Xd+1)
The closure of the TM-orbit containing p = (1,...,1, 1) is obviously X, x {1}.
The deformation to the normal cone of (X,, 0) is the closure of the translates of this
variety under the C* action defined by (2.7), and is thus the closure of the orbit of p
under the full TM, action.
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As a consequence, the map p: XD(,) -+ Xr, is an isomorphism over the open set
U = g-l(C*). This follows because U • X, x C* is a normal variety.
We can now prove Theorem 2.10. Let S E Db(X,) be a sheaf constructible with
respect to the orbit stratification, and let h E F(a) be the corresponding constructible
function.
Let m: Xr, -+ X, be the restriction to Xr, of the multiplication map:
m(Xl,...,Xd, Xd+l) Xd+1 (X 1 ,. . .Xd).
Then miL, is the projection onto X, under the identification U 2 X, x C*. Moreover,
it is easy to see that given a face o' of D(a) which contains t, the orbit O, maps
onto O,,/F. Putting this together, we see that
Lemma 2.17 The constructible function h E Ft(D(a)) constructed in Definition 2.7
is the Euler characteristic function x(S') corresponding to the pullback sheaf S' =
p*m*S restricted to p-1(U).
The properness of the map p, and the fact that it is an isomorphism over U allows
us to calculate the specialization sheaf "upstairs" on XD(,):
VoS = ý,tm*S ~ og,pS' - p,•7ftS'.
Here we use the fact that the nearby and vanishing cycles functors commute with
pushforwards by proper maps: see [KS], exercise VIII.15.
Choose an ordering v1,..., vd of the elements of F, and let fi = f1,, gi = g,2 . Then
applying the nearby cycles functors g,, to v0S and again using the properness of p,
we get
(2.8) ., . . , 9d oS .p*f .. Ofd, ft S
The Euler characteristic of the cohomology groups of the left hand side is the Morse
invariant of S at the point 0 by Theorem 1.15. But passing to constructible functions,
and noting that the cohomology groups of a point sheaf are unchanged by pushing it
forward, we see that the Euler characteristic of the cohomology groups of the right
hand side is the number E(h) computed by the algorithm of section 2.3. This com-
pletes the proof of Theorem 2.10.
Remark: The right hand side of (2.8) does not compute the Morse groups of ', ,S',
since the functions fi may not be linear on XD(,).
Remark: The following example shows that we need not have Xr, = XD(,). Let M
be the lattice
a1 a2 a3 a4(2 ' 2 ' ) l a i E Z; a l - a 2 =- a 3 =- a 4  (mod 2) },
and let o be the cone generated by the standard basis el,...,e4 of Z4 . Then a nl M is
generated by the ei and (1/2, 1/2, 1/2, 1/2), so X, is the subvariety of C5 cut out by
X1X2X3X4 = (X5)2.
The deformation to the normal cone of X, is thus given by the equation
T2X1X2X3X4 = (X5)2.
This variety is not normal, for instance at the point X 1 = X2 = X3 = X4= 1,
T = X5 = 0. Thus it cannot be a toric variety.
2.7 Two Dimensional Toric Varieties
For our first example we apply the results of this chapter to calculate the Morse
invariant for two dimensional toric variety singularities. For a more detailed treatment
of these singularities, see Oda [0, §1.6].
Let a be a cone in Z2. The compact faces of O (see the definition in section 2.2)
will form a finite chain of line segments; call them (in order) pi,..., pr, and let oi be
the corresponding faces of D(o). For a picture of the cone D(o), see Figure 2-1 on
page 28.
Denote the r + 1 one dimensional faces of D(ca) corresponding to vertices of O
by 10o,..., 1 ,, where i4 = oa n oa+ 1 for 1 < i < r, and 10 and 1, are the other one
dimensional faces of a• and ra,, respectively. Let v1, ... , vd be the lattice points on
the compact faces, taken in order. Let ei be the number of points vj on the face pi;
thus we have
e = d + r- 1.
The generating set F of the semigroup a n M is {vI,... ,vd}. This follows easily
from the fact that any two adjacent points vi, v.i+ generate the semigroup of lattice
points in the cone that they span. This fact also implies that the cone ai is congruent
by a lattice transformation to the span of (1, 0) and (1, e - 1).
Consider the constant sheaf on X,; the corresponding constructible function is
the constant function h = 1, which assigns 1 to each face of o. Given a face p of a
cone a, we will use the notation h, to denote the constructible function on a which
is 1 on p and 0 on all other faces.
It is easy to check that the constructible function NC(h) is
h{o} + hio + hi, + ha,.
Since all the operations involved in computing the Morse invariant E(h) are additive,
we can calculate the contributions of each term in this sum separately. It is easy to
see that h(0) contributes 1, and hto and hit each contribute -1.
To see the contribution from ha,, let vj and vk be the endpoints of the segment
pi. Then applying (,, to ha, gives -(e, - 1)hlk. Applying ,,vk then gives (ei - 1)h{0}.
So adding up all the terms gives
E(h) = 1- 1 - + (e - 1) = d - 2,
i.e., we have
Proposition 2.18 For a two dimensional toric variety X,, the Morse invariant of
the constant sheaf CX, at 0 is the dimension of the Zariski tangent space of X, at 0
minus two.
In fact, we have even more information. Since X, is a Q-homology manifold,
the constant sheaf is quasi-isomorphic to the middle perversity intersection homology
sheaf ICx,. Because of this, the Morse groups M'(Cx,) are zero except for i = 2 (see
[GM2] or [KS, Theorem 10.3.12]). Thus we have actually calculated the dimensions
of the Morse groups, not just the Euler characteristic.
2.8 A Second Example
As a second example, we consider a family of singularities that appear in the Schubert
stratification of flag manifolds of type A. Kazhdan and Lusztig ([KL]; see also the
introduction to [Gi]) have conjectured that for all singularities in this stratification
the Morse groups of intersection homology sheaves should vanish; this conjecture is
usually phrased as the "irreducibility of the characteristic variety" of the intersection
homology sheaves.
For any integer n > 3, let M be the quotient lattice Zn+ 2/span(1, 1,-1,...,-1),
and let oa be the cone in M which is the image of the positive orthant in R n+2. Let zi
be the image of the (i + 2)nd standard basis vector, and let x and y be the image of
the first and second; thus a is the cone spanned by F = { x, y, zl,..., z, }.
The set F is actually the set of semigroup generators of a n M. This follows
because a n M is the image of the lattice points in the positive orthant of Rn+2. The
elements of F satisfy the single relation x + y = Z zi, so the toric variety X, is cut
out from Cn+2 by the single equation
XY = Z1Z2... Zn,
where X denotes the function fx, etc.
This singularity appears as a normal slice to a Schubert variety in the A, flag
variety. The Schubert cells of the flag variety are indexed by elements of the Weyl
group Sn of permutations on n letters. Let wi denote the element of Sn transposing
the ith and (i + 1)st elements. Then the singularity X, is the closure of the cell
corresponding to the word w 2 w3 ... wnw1w2 ... wn-1 intersected with a normal slice
through the cell corresponding to the word w2w3 ... w, -1.
Geometrically a is a cone over the suspension of an (n -1)-simplex. More precisely,
we have the following description of the faces of a. Let TF be the set of all subsets F
satisfying either (1) {x,y} ( S and {zi,...,z,} I S, or (2) S = F. Then S spans a
face a(S) of a if and only if S E F.
Using the algorithm for calculating local intersection homology of a toric variety
(see [St]), one can calculate that the constructible function corresponding to the
intersection homology sheaf ICx, is
h = ash,(s),
where we define as = 1 if x E S or y E S, and as = n - ISI otherwise.
Proposition 2.19 The Morse invariant E(h) is zero.
Since the Morse groups of ICx, can be nonzero in only one degree, this shows
that these singularities satisfy the Kazhdan-Lusztig conjecture.
The cone D(a) is spanned by the elements in F' = {t,x', y', z'.....,z'} of the
lattice M x Z, where t = (0, -1), x' = (x, 1), etc. Given a subset S C F, denote by
S' the corresponding subset of F'. The following lemma describes the faces of D(a).
Lemma 2.20 The faces of D(a) are of the following types:
* faces &(S) generated by S' U {t} for S E 7.
e faces p(S) generated by S' for S E F \ { }.
* faces p(S) generated by S' for S one of t \ {x}, F \ {y}, F \ {x, y}.
Let r, denote the face p(F \ {x}), and similarly for ry, and Tr,. These faces can be
seen in terms of the deformation to the normal cone of X,, which is cut out by the
equation
XY = Z1 Z 2 ... ZTn-2 .
For instance, the closure of the orbit corresponding to p(F \ {x}) is the subvariety{T = X = 0}.
Notice that t V p(S) = &(S) for any S E F \ {F}. Furthermore, it is not hard to
see that in this case n(t, p(S)) = 1 if S E .. Also, t V rx = tV r, = t V r, = &(F), and
n(t, Tr) = n(t, -ry) = 1. Finally we have n(t, Tx) = 0, since dim(t V r~,) = dim -ry + 2.
Putting this together, we have the following formula for the constructible function
NC(h):
NC(h) = h, + h,, + E ashp(s).
seY\r
Next, we will apply 0y4 z,, to NC(h). Call the resulting function g. It will be
supported only on faces p(S) for S E 9, where g is the set of all subsets of {z1,..., zn}.
We get
g = Z(as - 2)hp(s).
SE9
Finally, we have D,,,(g)(p(S)) = (as - 2) - (asu{z,} - 2) is one for any S E
with zl ý S and zero on all other faces. This is the constructible function of a
constant sheaf on an (n - 1)-dimensional affine space; the fact that E(h) is zero
follows immediately. (Alternatively, applying oO, results in the zero function). This
proves the result.
Chapter 3
Perverse Sheaves on the Rank
Stratification
Let M be the space of n x n complex matrices, stratified by the rank of the matrix,
and let A C T*M be the conormal variety to this stratification. In this chapter, we
compute the category PA(M) of perverse sheaves on M which are constructible with
respect to this stratification. We construct an equivalence between this category and
the category A, of representations of the quiver
P P P
-. _ ... 0 _
q q q
(there are n+ 1 dots) subject to the requirements that pq = qp and that pq+1 = qp+1
be invertible, both conditions holding whenever the compositions make sense.
We prove this theorem by working microlocally, studying the geometry of A. There
is a microlocal version of perverse sheaves, described by Gelfand, MacPherson and
Vilonen in [GMV]. They define a stack on T*M, supported on A, so that the global
objects on T*M are exactly the perverse sheaves in PA(M). The computation of
the category PA(M) begins by calculating microlocal perverse sheaves on the smooth
(codimension zero) part A of A. Points in A are generic covectors, i.e. covectors of
Morse functions; the Morse groups with respect to these covectors will exist in only
one degree. They glue to give local systems, called the vanishing cycle local systems,
on each connected component As of the conormal variety. In our case, each As has
Irl = Z, so microlocal perverse sheaves on A are just given by n + 1 groups Ao,..., A,
with invertible transformations Mi.
The codimension one part then gives certain maps and relations between these
groups. Our method of constructing this data, which is described in section 3.6
is less general than in [GMV]; we use results from Chapter 1 to construct maps
between the local systems on the As in tubular neighborhoods of the codimension
one intersection, in the case when the stratification under consideration is inductively
conical, i.e. conical along each stratum.
These maps arise roughly as follows: consider the case of constructing the maps
between the vector spaces at the smallest stratum {0} and the stratum S of rank one
matrices in M. Take a linear function f: M -~ C which is "minimally nongeneric"
at the origin, i.e. whose derivative at 0 lies in the codimension one part of A. Then
the hyperplane f- (0) will be tangent to S along a complex line; if P E P'A(M) is a
perverse sheaf, then efP will be a perverse sheaf supported on this line; it can only
have a singularity at the origin. The generic stalk of ofP will be the corresponding
stalk of the vanishing cycles local system on As tensored with a one-dimensional
group coming from classical Morse theory; the Morse group of ibfP at the origin will
be the same as the stalk of the vanishing cycles local system on A{0o, by the results
of Chapter 1. Then the standard description of perverse sheaves on a disk gives maps
between these stalks. These gives the maps p and q in the quiver above. The required
relations follow from a more careful functorial examination of this construction.
Surprisingly, this data is enough to construct the category PA(M). It is shown in
[GMV] that restricting microlocal perverse sheaves to the codimension zero and one
parts of A gives a full embedding of categories; however, there may may be conditions
on the objects imposed by deeper parts of A. Kashiwara has conjectured that these
relations should all come from codimension two; this would imply our result, since
for this stratification removing the codimension zero and one strata leaves something
of codimension four.
To complete the proof without Kashiwara's conjecture, we use a trick which seems
to be very specific to this particular stratification. We explicitly construct an inverse
to the functor PA(M) -+ A,. Given an object A in the quiver category An, we encode
the data in A in a short chain complex of local systems
L-_ -+ Lo -+ Li
on the open stratum of M, in such a way that the homology of the complex of middle
perversity intersection homology sheaves associated to these local systems gives a
perverse sheaf which represents the object A.
3.1 Geometry of the Rank Stratification
In this section we describe a certain stratified space which will be the main object of
study in this chapter. We also describe the conormal variety A to this stratification.
Let W, W' be n-dimensional complex vector spaces, and consider the vector space
M = Homc(W, W'). Let the group G = GL(W) x GL(W') act on M by left and
right multiplication:
(g, g') -x = gx(g')-'
There are finitely many orbits of this action. For 0 < i < n, let Si be the set of all
elements of M which have rank (n - i); it is a manifold of dimension n2 - i2 . It is
not hard to see that these are exactly the G-orbits of M. This decomposition forms
a Whitney stratification of the manifold M with complex analytic (in fact, algebraic)
strata. We shall call this the rank stratification of M. Note that this stratification
is conical, since there is an algebraic torus C* in G which acts as multiplication by
scalars on M (take, for instance the set of elements (A - id, id) for A E C*).
More is true: we can actually find a normal slice to any point in any stratum whose
induced stratification is conical, and in fact is a rank stratification for a smaller value
of n. Given x E Si, choose orthogonal complements (Kerx)' and (Imx)' for Kerx
and Imx. Then x has the form of a block matrix
X= 0 0 '
Using the canonical identification of the tangent space TxM with M, it is not hard
to see that the tangent space TSi to Si at x is given by the set of all block matrices
of the form
* 0 "
Stated another way, it is all linear maps W -+ W' so that the composition
Ker x - W -+ W' Coker x
is zero.
We can thus define a normal slice Nx to Si at x to be the set of all block matrices
of the form
(0 D "
Thus Nx is isomorphic to the space M' = Hom(Ker x, Coker x). Since we have
rank y = rank A + rank D, the induced stratification on Nx is just the rank stratifica-
tion on M'. This slice does depend on the choices of complements, but by choosing
nondegenerate bilinear forms on W and W' we can make these choices vary smoothly
in x. The result is a map from the bundle Hom(Ker x, Coker x) over Si to M. The
image of a small neighborhood of the zero section will be a tubular neighborhood of
the stratum Si.
Next we describe the conormal variety A C T*M for the rank stratification of
M. By definition it is Ui T;,M, the closure of the union of the conormal varieties
of the strata Si. Dualizing the above description of the tangent spaces to the strata
gives the following description of A. Note that we can identify T*M with M x M* =
Hom(W, W') x Hom(W', W).
Proposition 3.1 The conormal variety A to the rank stratification is
{(x, y) E M x M* I y = yx = 0}.
This variety is discussed in much greater generality in [L]. It is purely n2 -
dimensional; in fact, it is Lagrangean with respect to the symplectic structure on
T*M. The smooth part of A is just
A= {(x,y) E A I Kerx = Imy, Im = Kery}).
Clearly we have A = { (x, y) E A rank x + rank y = n }. There are n + 1 connected
components of A, one for each stratum S;: these are given by
Ai= {(x, y) EA I rankx = n - i}.
In fact, A can be stratified with one stratum for each pair (j, k) of nonnegative
integers with j + k < n: just take
{ (x, y) EA I rankx = j, rank y = k},
which is a manifold of dimension n2 - (n -j - k) 2 . Let Ai,i+ 1 be the n 2 - 1 dimensional
stratum corresponding to j = i, k = n - (i + 1).
We will need the following facts about the topology of these strata. Choose bases
for W and W', and let the matrix Ei be the diagonal matrix whose diagonal is i ones
followed by n - i zeros. We choose for basepoints a, = (Ei, I, - Ei) E Ai, where by
I, denotes the n x n identity matrix.
For 0 < i < n, define a loop yi: S'1 - Ai based at ai byIn-i-1 0 0 0 0 0
i(ei )  ( 0 ei0 , 0 1 0
0 0 0 0 0 li-1_))
Similarly, for 0 < i < n, define a loop y~: S' - Ai based at ai by
Yi(e gO) = I 0 1 0 , eo 0 
0 0 0 0 0 Ii-1
Notice that -y is homotopic to a small loop around Ai,/+ 1 in Ai, and yi+ 1 is homo-
topic to a small loop around Ai-1,i.
Proposition 3.2 The stratum Ai,i+1 is simply connected for all i. We have
7r1(Ai;pi) " Z. Generators are given by the loops Ti,y• defined above. If 0 < i < n,
then these loops are related by /ijy' = 1.
Proof: Consider the fibration
r: Ai -+ B = Gri(W) x Grn-_(W')
given by sending (x, y) to the pair
(Ker x, Im x) = (Im y, Ker y).
If i = 0 or i = n then the base B is a point, and the fiber is isomorphic to GL, (C).
Thus Ai has fundamental group Z, generated by yi if i = n and 7y; if i = 0.
If 0 < i < n, then the fibers are isomorphic to F = GLi(C) x GLn_i(C), which
has fundamental group Z x Z, with generators in the fiber r-lr(pi) given by -y and
The result now follows from the fact that the image of the boundary homomor-
phism
a: r2(B) - H 2(F) -- + r(G)
is exactly -yiý. The homotopy group 72(B) 2 Z x Z, with generators given by
rotating either the first or the second plane in a pencil. To compute the map 0, take
for instance n = 2, i = 1. Let D be the unit disk in the complex plane, and define
f: D -+ Ai by
Z ( + 0 1 - z "-1
Then f aD is easily seen to be homotopic to yi7~. Since r o f sends all of aD to the
basepoint pi, it defines an element of r 2(B), which is the generator which rotates Imx
in a pencil. The image of the other generator is given by taking the transpose of the
matrices in (3.1). The resulting map D -+ Ai is the same on aD, so it gives the same
element of rl(F).
For other values of n, i the same argument works; extend the matrices on (3.1)
with the appropriate number of ones and zeros on the diagonal.
Similarly, the space Ai ,i+1 fibers over a base space B which is a product of four
Grassmannians with fiber a product of two general linear groups. It is easy to check
that the boundary map r2(B) -+ 7r(F) is surjective.
3.2 The Category An
We introduce a quiver category .A, for each n > 0 and define several functors between
them. All the vector spaces in this section will be vector spaces over Q.
An object A in the category Ao will be a finite dimensional vector space Ao and
an invertible linear map [o: Ao -- Ao called the monodromy. A map f: A -+ A' is a
linear map fo: Ao -+ A' that respects the monodromies, i.e. so that fo0 o = P'ofo.
Next we define the category A, for n > 1. An object A of A, will consist of
n + 1 finite dimensional vector spaces Ao,..., An, and linear maps between them in
the pattern
po,i P1,2 Pn-1,n
Ao--+ A -- + -- +
q1,o q2,1 qn,n-I
subject to the relations
Sqi+1,iPii+1 = Pi-,iqi,i-1 for 0 < i < n.
* If we define an endomorphism pi of Ai by pi = qi+1,iPi,i+1 + 1 for 0 < i < n and
pi = Pi-1,iq,i- 1 + 1 for 0 < i < n, then pi, is invertible for all i.
Maps will just be the obvious thing: a map f from A to A' consists of maps
fi: Ai --+ A' satisfying
fi+lPi,i+l = 'i+if
and
fiq- ,i q-1,ii-1.
In the rest of this document we will drop the subscripts on the maps p, q, p and f
when the meaning is clear from the context or when a property holds for all meaningful
combinations of subscripts. So we can say that the relations in the category An are
given by requiring that pq = qp and that pq + 1 and qp + 1 be invertible, whenever
these statements make sense.
This category is clearly an abelian category, with kernels and cokernels given by
taking the kernels and cokernels of the component maps. A sequence A' -+ A --+ A"
is exact if and only if each component AX -+ A -+ A•X' is.
The category A, decomposes in the following way. Given an object A of An,
decompose each vector space Ai as the direct sum $xA0 AI() of generalized eigenspaces
for pi. The relations ap = pu and pq = q, imply that all the maps p and q respect
this decomposition, resulting in a direct sum decomposition
A = @ A
in the category An.
Furthermore, if f: A -+ A' is a morphism, the relations p'f = fp imply that maps
between objects must respect this direct sum decomposition. Thus we have
Proposition 3.3 A, is a direct sum of abelian categories:
An= e A(-\)n
o
Next we define a restriction functor J*: An -+ Ao: given an object A of An, let J*A
consist of the vector space An along with the map po, and let J* act on morphisms
by forgetting all but the Oth component. Clearly this functor respects the direct sum
decomposition in Proposition 3.3.
The structure of the category A() is simple except when A = 1:
Lemma 3.4 If AX 0, 1 then the functor J* restricts to an equivalence of categories
between A(') and ALo).
Proof: Note that if A E A(') then all the maps pq + 1- A and qp+ 1- A are nilpotent,
so if A : 0. 1 then all the maps p and q must be invertible. It follows that all the
vector spaces and maps (up to isomorphism) in a morphism f: A -+ A' of A() are
determined by the vector spaces Ao and A' and the maps yo, p' and fo.
E
There also three natural extension functors J!, J., and J!. from Ao to An, and
natural transformations J! - J!. - J.. Given an object (Ao, po) of Ao, define J!A
and J.A and a map between them by
1
J!,4 : Ao -
Ao -1
Ao
1
o-1
Ao Ao... Ao --
S 0-1 10-1J.A: Ao Ao
1 1
l(~o 0 1)2  •(•po-1) n - I I (o_-1) n
AO-1
A o  ... Ao Ao
1
Let these functors do the obvious thing to a map f: A -+ A': let the maps
(J!f)i, (J.f) : Ao - Ao
be the map fo. Define J!.A to be the image of J!A in J.A. Thus J!. is
40o-1
Ao tIm(o - 1)
inc
o-1
i_ Im((11 - 1)2)
inc
where all the maps going left are the inclusions.
Proposition 3.5 These functors satisfy the following properties:
1. The functors J*, J! and J. are exact; J!. is not exact, but it takes injections to
injections and surjections to surjections.
.o-1_
i-C
inc
inc Im((po - 1)n) ,
2. The three compositions J*J!, J*J!., J*J. are naturally equivalent to the identity
functor.
3. Ji is a left adjoint for J*; J. is a right adjoint.
4. All three functors J!, J!,, J. take A •) to .A(). If A # 0, 1 then all three of these
restricted functors are equivalences of categories.
Proof: These are all easy exercises in linear algebra.
Finally, the following description of the objects hit by the functor J!. will be useful.
Proposition 3.6 An object A of A, is isomorphic to J!.B for some object B of Ao
if and only if all the maps p are surjections and all the maps q are injections. In this
case, we have
J!,J*A - A.
The proof is clear.
3.3 Peverse Sheaves
In this section we collect all the facts about perverse sheaves that we will need. Unless
otherwise stated, everything in this section can be found in [BBD].
Given an analytic manifold M, we denote by P(M) the abelian category of (middle
perversity) perverse sheaves of Q-vector spaces on M. If A C T*M is a C*-conical
Lagrangian variety, we denote by PA(M) the subcategory of perverse sheaves P on
M such that SS(P) C A. If A is the conormal variety associated to an analytic
stratification S of M, then PA(M) is just the category of S-constructible perverse
sheaves on M. From now on we will assume that A has this property. We will use the
indexing system of [BBD], so that if U is an open dense stratum of S, j the inclusion,
then j*P is a local system placed in degree - dimc M for any object P of PA(M).
If U C M is an open set, then there is a restriction functor
j*: PA(M) -ý PA (U),
where j is the inclusion and where we abuse notation and put PA(U) for PAnT*U(U).
In case U is an open union of strata, there are three extension functors Pj!, Pj!,, Pj*
from PA(U) to PA(M). Restricting any one of these extensions back to U gives the
original object back. There are natural transformations
pjt --+ Pj! -+ P.,
and Pj!,, is the image of Pj, in Pj. The functor Pj! is a left adjoint of j*; Pj* is a right
adjoint.
If U is an open union of strata and S is a stratum which is closed in U, then
any local system L on S, taken in degree - dimc S, is an object in PA(U). The
intermediate extension Pj!. L is the middle perversity intersection homology sheaf
with coefficients in L. If L is an irreducible local system, then Pj!, L is an irreducible
perverse sheaf. All irreducible objects in PTA(M) arise in this way. The other two
extensions do not in general give irreducible objects, but if L is indecomposible, then
all three extensions Pj! L, j!., L, and Pj. L are indecomposible.
These functors satisfy a naturality property with respect to inclusions of open
unions of strata. If U C V are open unions of strata, with j the inclusion of U in
V, k the inclusion of V in M, then we have Pj! o Pk, = P(j o k)!, and similarly for the
other two extension functors.
The extension functors behave well under Verdier duality: we have
Pj!DM = D M j.,
Pj.DM = DM j !,and
pj!* DM = DM j! .
In the special case when U is the complement of a divisor, these functors are
classical:
Lemma 3.7 Suppose U = M \ X where X is a divisor in M. Then Pj! = j, and
3j = J..
A perverse sheaf P E PA(M) gives rise to local systems supported on the smooth
part of A as follows (see [MV, section 5]). Given a stratum S, let As = T;M \
URns T~M be the smooth part of A lying over S. Consider a covector ý E As over
the point x E S. Let N be a normal slice to S at x, and let ( be the restriction of ý
to TxN. Take f any analytic map N -+ C with df = ý. Then as in Section 1.2 we
can define a pair of spaces (B, C) where B C N is stratified homeomorphic to a small
closed ball around x in N, and C C OB is the complex link.
The hypercohomology group
H-d(B, C; PIN)
is called the Morse group or vanishing cycles cohomology of P at (. It varies smoothly
as ý varies, producing a local system on As, which we will call sP. This defines an
exact functor from PA(M) to the category of local systems on As. We will refer to
this local system as the vanishing cycles local system. In the case where the stratum
S is an open set, so As 2 S, the local system Os is simply the restriction PIs[dimc S].
We can also define two other functors Os and Os,c, called the nearby cycles and
nearby cycles with compact support, which take PA(M) to local systems on As. Let
the stalk of OsP at ý be the hypercohomology group H-d-(£C; i*P), and let the stalk
of ý',s.,P be H-d(aB, £; i*P). The coboundary map then defines a homomorphism
var: ,s s- V's,c.
Suppose S is a closed stratum of M. Let U = M \ S, j the inclusion map. Note
that the functors ?sP, 4 's,c giving local systems on As make sense for elements of
p7'(U). MacPherson and Vilonen [MV, Example 4.6] describe the vanishing cycles of
the three extensions of a perverse sheaf across S:
Lemma 3.8 We have
s("j! P) = svar
s(, P) = Im( sP --- + s,cP), and
Os('j. P) = VS,c P .
We conclude this section by recalling the standard description of perverse sheaves
on the complex line C stratified with one extra stratum {0}. Note that this is the
case n = 1 of the stratification described in Section 3.1. We will use the notation
from that section, so So is the open stratum C \ {0}, S1 = {0}, and A = T;0C U T; C.
There is a functor Gn: PA(C) -+ A, which is an equivalence of categories.
Take an object P E PA(C); it gives local systems Lo = qso P and L 1 = s, P on
A0 and A1, respectively. The corresponding object A = GP in A, is given by letting
Ao = H-'({1}; P),
the stalk of Lo at the point (1,0) E A0 , and
A1 = Ho(D, {1}; P) L (Ll)ý,
where D is the closed unit disk and ( is the derivative of the identity function C -+ C
at the origin. Define the map p to be the coboundary, and let q be defined by
HO(D,{1};P) -+ Ho(D,{1};P) H o(I, OI;3*P)
+-- H-I({1}; P*P) " H-'({1}; P),
where /(t) = e2" i t maps the interval I = [0, 1] to OD. The map going left is the
boundary map, and is an isomorphism.
The maps p and q are related to the monodromies of the local systems Lo and L1.
Let 0, be the map on Ao given by sending the point around the the loop e27it, and
let A, be the map on A1 given by multiplying the covector ( by e2nit. Then we have
pq + l = l1
qp + 1 = o.
Since the maps Ao and A, are invertible, this gives the relations for the category A 1.
The Verdier duality functor Dc induces the following functor on A1. Given an
object A, of Al, let A* be given by taking the dual vector spaces and transpose maps
between them. Then w have
G1DcP = (G 1P)*.
Finally, we get the following useful result by using the long exact sequence for the
pair (D, {1}) and noting that the hypercohomology group Hi(D; P) is the same as
the stalk cohomology of P at 0,
Proposition 3.9 The map p is an isomorphism if and only if the cohomology groups
of the stalk P{o} vanish for all i.
3.4 The Main Theorem
We now state the main theorem of this chapter, which says that the quiver category
A, defined in Section 3.2 is equivalent to the category PA(M) of perverse sheaves
constructible with respect to the rank stratification on n x n matrices defined in
Section 3.1. We point out some features of the category which can be seen in terms
of this theorem.
Let M, A be as in Section 3.1. The stratum So is the open set of invertible matrices
in M. The choice of a basepoint ao and of a generator yo of 7rl(So) gives a functor
Go: PA(So) -+ Ao which is an equivalence of categories. Denote the inclusion of the
open stratum So in M by j.
Theorem 3.10 There is a functor G,: PA(M) -+ A, which is an equivalence of
categories. The ith component vector space (GP), is the stalk of the vanishing cycles
local system OsP at the basepoint ai E Ai. The operator pi on Ai is the parallel
transport around the loop yi E AT for i < n; p, is parallel transport around (') - 1.
We can identify the topological extension and restriction functors discussed in
Section 3.3 in terms of this identification with the category An.
Proposition 3.11 The functor Gn induces a correspondence between the restriction
and extension functors for perverse sheaves and the corresponding functors for quiv-
ers: there are natural equivalences of functors
Goj* - J*Gn,
Gnj! -! J!Go,
Gn "j!. J,.Go,
Gn Pj, J.Go.
Furthermore, the natural transformations Pj! -+ Pj! -+ Pj. become the natural trans-
formations J! - J!. -4 J. under this correspondence.
The proof of Theorem 3.10 and Proposition 3.11 will occupy the next three sec-
tions. Before moving on to the proof, we point out a few simple consequences.
First, note the irreducible objects of An are of two types. First there are objects
A for which Ai is one dimensional for exactly one i, and zero for all other i, thus
implying all the maps p and q are zero. These correspond to the intersection homology
sheaves IC(Si, C) coming from trivial local systems Cs, on the strata. Secondly
there are the objects J!B - J!.B - J.B where B is a one dimensional vector space
with monodromy operator go 54 0, 1. These correspond to the intersection homology
sheaves of nontrivial local systems on the open stratum So, the only stratum which
is not simply connected.
Note that as a corollary the Morse groups of IC(Si, C) vanish at all strata other
than Si. The closure of Si has the same singularity as a Schubert variety in the
Grassmannian of type A. So this is a special case of the conjecture of Kazhdan and
Lusztig [KL] that the characteristic variety of intersection homology sheaves of all
Schubert varieties in type A flag varieties should be irreducible. This case was already
known; Bressler, Finkelberg, and Lunts [BFL] and later Boe and Fu [BF] proved the
conjecture for type A Grassmannians.
Mikhail Grinberg [Gr] has studied the nearby cycles perverse sheaf
P = 'detCX[-1]
associated to the determinant, and the associated monodromy operator m: P -+ P.
He shows that the vanishing cycles local system ks,P is i-dimensional and that the
monodromy around a generating loop yi or -y is an irreducible unipotent block
1 1 0 ... 0)
0 1 1
0 0 1 ' 0
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0 ... 0 0 1
This already determines the object A = GrP up to isomorphism. It is given by
letting Ai = Qi, and maps p: Ai -+ Ai+1 and q: Ai+1 -+ Ai given by
p(xl,...,Xi) = (Xl, ...,xi,0)
q(xi, x 2 ,..., Xi+l) = (X2 , ... i+l)-
Furthermore, he shows that the monodromy operator m acts on each Ai as yi. In
fact, any object of A. has a self map given by the pi. It would be interesting to find
a topological interpretation of this map.
3.5 Microlocal Perverse Sheaves
Our method of constructing the functor G, involves studying the perverse sheaves
in PF(M) microlocally, i.e. as objects on the cotangent bundle T*M. We introduce
the stack of microlocal perverse sheaves constructed by Gelfand, MacPherson and
Vilonen in [GMV]. The only result here which is at all new is Proposition 3.14, which
describes the action of the Fourier transform on the microlocal perverse sheaves.
Given a complex analytic manifold X, the microlocal perverse sheaves form a
prestack E on T*X; it is equivalent to the stack of regular singularities £-modules.
It is the stack associated to a certain prestack P(X, -.) which we now describe.
Given an open set U in T*X, the category Dbc(X, U) is the microlocalization
of the constructible derived category; it is a quotient of the category DRc(X) in
which all objects A with SS(A) n U = 0 become the zero object. The full subcategory
DCc is defined to contain all objects A E DbIR-c(X, U) so that SS(A) n U is the
intersection of a complex conic Lagrangian with U.
We can apply stratified Morse theory to these sheaves. P(X, U) is defined to be
the full subcategory of D•C_(X, U) defined by requiring the vanishing cycles along
codimension 0 parts of the singular support to vanish in all but one degree; for details
see [GMV].
For any A a C*-conic Lagrangean variety in T*X, we define
EA(U) = {P E E(U) I SS(P) n U c A}.
Note that the set SS(P)nU makes sense because of the way the localization Db(X, U)
was defined.
The global microlocal perverse sheaves are the same as perverse sheaves. For any
open U there is a functor
P(X) - E(U)
which induces
PA(X) - EA(U);
if U = T*X, then both of these functors are isomorphisms of categories.
We want to use this description to break apart the problem of computing PA(X)
into local problems on A. This can be done because the stack EA is trivial away from
A. First we describe the stack on the smooth, codimension zero part of A. We assume
that A comes from a stratification S of X.
Lemma 3.12 If U C T*X is an open set such that U n A = As for some stratum S,
then the functor 0s factors through PA(X) -+ EA(U) to give a functor
Os: EA(U) - { local systems on As },
which is an isomorphism of categories.
Gelfand, MacPherson, and Vilonen give a concrete geometrical description of the
stack EA near a codimension one point of A. In the next section we will give an
alternative method of performing this calculation in the case when A comes from a
stratification all of whose singularities are conical, using the results from Chapter 1
about vanishing cycles.
We will need the following result from [GMV], which says that the category of
microlocal perverse sheaves on the codimension zero and one parts of A give all the
data to describe PA(X) - the only thing remaining is possibly some relations coming
from deeper strata.
Proposition 3.13 If the complement of A n U has codimension at least two in A,
then the functor
P(X) -+ E(U)
is a full embedding of categories.
Proof: See the proof of Theorem 6.4 in [GMV].
Finally, we have the following result about the action of the Fourier transform
and microlocal perverse sheaves:
Proposition 3.14 If X -+ B is a complex vector bundle, and A comes from a C*-
conical stratification of X, then the (shifted) Fourier transform
F[rankc X]: PA(X)-+ ~PA(X* )
localizes to give an isomorphism of categories
EA(U) -+ EA(U),
where U and A are subsets of T*X* by the canonical identification of T*X and T*X*.
Proof: It is enough to show that the Fourier transform gives an isomorphism of
P(X, U) with P(X*, U) for any open U. This follows from the facts that the Fourier
transform doesn't change the singular support of a sheaf, that it takes perverse sheaves
to perverse sheaves, and that it is invertible.
3.6 Construction of the Functor Gn
In this section we construct the functor G, which to each perverse sheaf P in PA(M)
associates a quiver A = GnP in .A.. As noted before, the vector spaces Ai are given by
the taking a stalk of the vanishing cycle local system at the stratum Si. We still need
to construct the maps p and q and show that they satisfy the necessary relations. We
do this by describing a method of computing EA in a neighborhood of a codimension
1 stratum of A which is associated to a conical singularity along a stratum.
Suppose a complex analytic manifold X has an analytic stratification S, and take
a stratum S which has codimension d. We assume that the stratification is coni-
cal along S, i.e. that there is a C* action on a neighborhood of S which preserves
the stratification. Then there is an embedding k: TsX -+ X of the normal bun-
dle TsX as a tubular neighborhood of S which sends the natural C* action on the
bundle to the action on the neighborhood. In this case, the specialization functor
vs: Db(X) -+ Db(TsX) is simply given by the restriction k*. By restricting to this
tubular neighborhood we can assume rs: X -+ S is a vector bundle with a conical
stratification which is locally trivial along the base S.
Let A be the conormal variety to the stratification S. Suppose further that we
have another stratum R containing S in its closure, and that the closures of T;X and
TAX meet in codimension 1 in A. Let A' be the largest manifold in this intersection
such that As, AR, A' forms part of a Whitney stratification of A.
Since X is a vector bundle, we have an identification of T*X with T*X*, the
cotangent space of the dual bundle; both of them are isomorphic to X E T*S E X*.
This gives two C* actions on T*X; the conormal variety A to the stratification will
be invariant under both of these actions. In coordinates, if (x, (, () E X e T*S e X*,
and a and b are nonzero complex numbers, then the action is given by
(a, b) - (x, ý, () = (ax, abe, bC).
Acting by (a, 1) and letting a go to zero gives the projection map T*X -+ T;X, which
is the zero section T*.X* = X* of the bundle T*X*.
Denote the restriction of this map to TAX by a. Clearly the intersection T;X n
TAX is the image of or. The codimension one set A' is a subset of the smooth locus
of a(AR). Denote the set oa-(A11) by C. Let 7r: T*X -+ S be the projection.
I claim that TAX is smooth along A', and a makes C into a line bundle over A'.
To see this, note first that the fibers of a over A' must all be one dimensional, since
the set AR U A' is Whitney stratified and A' is n - 1 dimensional. Because of the
invariance of A under the C* action on T*X*, the fiber of a over any point C E A'
must be some union of lines though (. But the space
TcA' E TcL C TCT*X
is a limit of tangent spaces to AR, and hence is Lagrangean. Further, it is decomposed
into a sum of two linear subspaces, one contained in the tangent space to the zero
section of T*X* and one contained in the tangent space to a fiber. This implies that
the line L is uniquely determined by TcA'. As a corollary, the symplectic structure
gives an isomorphism
(3.2) T;1X*  C.
We will describe a functor P + Ps which given a perverse sheaf P E 7A(X)
gives a perverse sheaf on a line bundle C' over A', stratified by the zero section Z
and its complement. Letting A(C') denote the conormal variety to this stratification,
this functor will identify EA(U) with PA(c')(C') for U a neighborhood of A' meeting
only A', As, and AR. We then describe the relations between Ps and the vanishing
cycles local systems ORP and OsP; this allows patching the codimension one and
codimension zero data to give microlocal perverse sheaves through codimension one.
First, we define a bundle N = X x s A', considered as a vector bundle over A'.
Since A' can be considered as a subset of X*, N can be considered as a subset of
X ± X*. The stratification of X induces a stratification on N by pulling back by the
projection pl. Denote the pullbacks of R and S by RN and SN; SN is the zero section
of the bundle N. The pairing X e X* -- C restricts to give a function f: N -* C
which is linear on the fibers.
We define a perverse sheaf Ps on a subbundle N. If dim R = dim X, then S must
be a hypersurface, and A' - S. In this case, N ý- X is itself a line bundle, and we
set C' = X, Ps = P. Otherwise we define
Ps = Ofp;P[d - 1].
It is a perverse sheaf on f-'(0) C N.
In fact, it is supported on a line bundle contained in N: let C' be the image of the
line bundle C under the projection T*X -- X e X*. Clearly C' is contained in N,
since r(C) = A'. It follows from the fact that the stratification of X is locally trivial
along the base S that the projection actually induces a homeomorphism between C
and C'.
Lemma 3.15 If A(C') = TJ,C' U TIC' where Z = SN is the zero section, then
Ps E PA(c,,)(C'). The restriction off to RN is a Morse-Bott function with singularity
along C'.
Proof: To show that the support of Ps is contained in C', we need to show that
dfx E AN if and only if x E C'; The constructibility statement follows from the fact
that Ps is C*-invariant. The set f-'(0) is a codimension 1 subbundle of N; denote
the fiber of N over ( E A' by N(. Then the set (C' \ Z)n NN is the set of points such
that f-1(O) n N( is tangent to RN n N(. It's easy to see then that f-'(0) is tangent to
RN and SN exactly along C', and is not tangent to any other stratum at any point.
To show that f RN is a Morse-Bott function we can restrict to a fiber NY, since
we can always find a normal slice to C' which is contained in this fiber. So we can
assume the base S is a point. In this case, the statement is just the classical fact
that if Y C P' is a projective variety and the dual variety Y" is a hypersurface, then
the hyperplane corresponding to a smooth point of YV is tangent to Y at exactly one
point, which is a smooth point of Y, and is a simple point of tangency.
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We define a stack E' on A' by
U -+ PA(c,)(CU),
where C(, is the restriction of the bundle C to an open set U C A1 .
Proposition 3.16 The functor P ý-+ Ps induces an isomorphism of stacks from EIA1
to E'.
Proof: Given C E A', we have
TCA' C TCX* = X ) T,(,)S = N( ý T,,r)S.
Since A' has codimension 1 in X* and is locally trivial along S, the intersection
Ac = TcA' n Nf
must be a codimension 1 subspace of Ný. This defines a sub vector bundle A of N*
which, because of (3.2), is the dual bundle (C')'. Also note that for any ( E A' we
have C E Ac, so the line bundle Cf generated by the section of N* defined by f is
contained in A. Let r: N*/Cf -4 N*/A " (C')* be the quotient map.
By Theorem 1.8 taking the Fourier transform in the bundle f-'(0) gives
(3.3) FPs[d- 1] 77flp*FP[2d- 2]
" r*vAi FP[2d - 2].
Applying the Fourier transform again gives
(3.4) Ps F(c,)*vA, FP[d + 1],
where F(c,). denotes the Fourier transform in the bundle (C')*.
Given an open set U in A', let U be a tubular neighborhood of U in X*. By
choosing this neighborhood small enough, FPFj will be constructible with respect
to the stratification of U with U as the only nonopen stratum. This is because
Au = T*U n A only contains two top-dimensional components: T;X n T*U is the
conormal variety to the zero section in X*, and TAX n T*U is the conormal variety
to Ai'. It follows that Al, induces an isomorphism of categories
EA(T*U) -+ 'A(U).
The result now follows from Proposition 3.14 and (3.4).
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The perverse sheaf Ps gives rise to two vanishing cycle local systems on C* bundles
over A'. These are determined by the vanishing cycle local systems RPP and OsP in
a neighborhood of A' in the following way.
Define a local system L on C \ Z by taking Q to be any extension of CR[dime R] to
give a perverse sheaf on all of X, and letting L = QsIc\z. This is clearly independent
of the choice of extension Q.
Recall that the projection T*X -+ X E X* restricts to give a homeomorphism of
C and C'. Let a: C' \ Z -+ C be the restriction of the inverse of this map to C' \ Z.
This identifies C' \ Z with a tubular neighborhood of A' in AR.
Let A be a punctured tubular neighborhood of A' in T;X, and let ra: A -+ A' be
the projection; we can assume that this projection is compatible with the projections
to S. Define a map /: A -- Ac,z by sending ( to (x, ~TzC), where x = 7ra(C). This
identifies A with a tubular neighborhood of the zero section in T;C.
Proposition 3.17 For P E PA(X), the vanishing cycles local systems of P and Ps
are related by:
(a*.nP) 0 L 1 Ps ckz
(,sP)IA - *(bzPs).
Proof: To see the first isomorphism, take p E (C \ Z) n N( and choose a normal slice
Tp C NI to C through p; let f be the restriction of the function f to Np. The stalk of
Ps at p is canonically isomorphic to O](PIN,). The function f is Morse in the sense
of [GM2]; the first isomorphism results from the fact [GM2, Theorem 3.7]
Morse data = Normal Morse data x Tangential Morse data,
since the normal Morse data gives the stalk of the local system q$P at a-'(p).
The second isomorphism follows immediately from (3.3).
The following lemma gives partial information about the local system L.
Lemma 3.18 If d = dime R - dimc S is odd, then the restriction of L to any fiber
of the bundle C' \ Z is trivial; otherwise, it has monodromy -1 in a loop in the fiber.
Proof: This follows from the fact that fIR, has a Morse singularity transverse to
C' \ Z. Take a normal slice T, C NC to C' at a point x E C' \ Z n NC. Then T,
identifies with a neighborhood of PC' in the projective space PNC, and the function f
restricted to P(RNn Nc) is an analytic Morse function on a d- 1 dimensional complex
manifold. Then if x travels around the origin in (C' \ Z) fn NC, the function on PN(
is multiplied by a complex number which goes once around 0. The result follows now
from Picard-Lefschetz theory.
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Now consider the case of the rank stratification of the space M of n x n matrices.
We use the above construction to produce the functor Gn:PA(M) - An. Choose
basepoints ai for each A;i and generating loops yi, 7- for 7ri(Ai) as in Section 3.1. Given
a perverse sheaf P E PA(M), let the ith component vector space Ai of A = GP be
the stalk of the vanishing cycles local system s$,P at ai. Denote the action of the
loop Ti on this stalk by pi; the action of 7y is then p-7.
The construction above gives a perverse sheaf Ps, on a line bundle Ci with base
Ai-l.; for each 1 < i < n. But Ai-,i; is simply connected, and the bundle Ci is trivial
- this follows because the complement of the zero section of Ci is homeomorphic to
a neighborhood of Ai-l,i in Ai- 1 , and a small loop around Ai-1,i generates irl(A\_I).
So choosing a basepoint C E Ai- 1 ,i we get a perverse sheaf on a disk by restricting to
the fiber over (.
Note that the twisting local system L is trivial, since each pair of adjacent strata
Si_1, Si has odd relative dimension. The restriction of Psi to the complement of the
zero section of Ci is thus identified with the local system Os,_, in a neighborhood
of Ai-l,i, and the local system qzPs1 is identified with the local system Os, in a
neighborhood of Ai- 1,i. Choosing points of Ac,,c, and Az,,c, and paths from these
points to the points ai- 1 and ai gives maps p: Ai- 1 -+ Ai and q: Ai -+ Ai- 1. The
relations qp+ 1 = pi- 1 and pq + 1 = pi follow from the description of perverse sheaves
on a disk at the end of Section 3.3 and the relation yi = (7I)-.
So now by Proposition 3.13, the functor G, is a full embedding of categories.
In addition, since the vanishing cycle functor used to compute Ps commutes with
Verdier duality, we can describe a functor on A, which corresponds to DM. As we
did in Section 3.3 for the case n = 1, let
A -+A*
be the functor given by taking the dual vector spaces and transpose maps. Then we
have
Lemma 3.19 There is a natural isomorphism
GDMP - (GnP)*.
3.7 A Categorical Lemma
In this section we prove a lemma about the category An. It says that any object can
be obtained as a subquotient involving only objects that are in the image of J,..
For any abelian category A, define CA to be the category of three step chain
complexes A, -4 Ao -+ A_1 of objects in A. Let Ho: CA -+ A be the functor giving
homology in degree zero. Given any functor F: A -+ 8, we get an induced functor
CF: CA -+ CB.
Lemma 3.20 There is a functor K: An -+ CAo so that the composition
Ho o (CJ!.) o K
is naturally equivalent to the identity.
Proof: Given an object A of An, we construct an object B of An and a direct sum
decomposition of each vector space Bi
Bi = LEi Ai e Ri
such that the maps PB, qB have the form:
PB 0 PA * qB = 0 qA
0 0 PR 0 0 qR
where the maps PA and qA are the maps from the quiver A, all the maps PL, PR and
PB are surjective, and all the maps qL, qR, and qB are injective. Let L be the quiver
consisting of the vector spaces Li and the maps PL, qL, and similarly let R be given
by the Ri and the maps PR, qR. Clearly L is a subobject and R a quotient object of
B.
Now define the object KA to be the complex
J*L --+ J*B -+ J*R.
Since L, B, and R all satisfy the hypothesis of Proposition 3.6, applying CJ!. to this
complex gives the complex
L --+ B - R,
which has homology A in the middle.
We construct the quiver B starting at Bn and working up to Bo. First, let Bn =
An, so L, = R, = 0. If the quiver has been defined for Bi+l,..., B,, let
Bi = (Bi+1 E Li+1) ( Ai E (Ri+1 e Bi+,),
i.e. let Li = Bi+1 D Li+1 and let Ri = Ri+1 e Bi+1. First define the maps PB and qB
for the summand Ai = Li+1 E At E Ri+1 of Bi. Let P: Bi --+ Bi+1 and 4: Bi+1 - Bi be
defined by
id 0 qBPBILi+l qBPsBAi+ -qAPA 0
S= 0 PA qBPBI,+ , q0=  qA .
S 0 0 0 id
Note that qBPBjAi+1 - qAPA is an element of Li+L because, by the inductive as-
sumption, the component of qBPB acting on Ai+l is equal to qAPA. It is easy to check
that these maps satisfy the equations P4 = qBPB on Bi+ 1. We then define the maps
PB and qB on all of Bi by defining them on the remaining summand Bi+l e Bi+1 by
the diagram:
Bi+1 Bi+l
id / id
Bi+1
i.e. let PB project the right summand onto Bi+ 1 and embed Bi+ 1 into the left sum-
mand. It is now easy to check that this still satisfies PBqB = qBPB, and that the
surjectivity and injectivity statements above are satisfied. This construction is clearly
functorial.
3.8 Proof of the Theorem
In this section we prove Proposition 3.11 and Theorem 3.10. We prove Proposition
3.11 first; this then shows that all objects in A,, that are in the image of J!. are in
the image of G,. Lemma 3.20 then shows that every object can be obtained as an
image of G,.
As a first step in proving Proposition 3.11, we show that the Morse groups of the
extensions Pj! and Pj. have the right size.
Lemma 3.21 If L E PA(So) is a d-dimensional local system, then the Morse groups
of Pj! L and Pj, L at the stratum Si are d-dimensional for any 0 < i < n.
Proof: It is enough to show this statment holds for Pj! L; the result for Pj. L follows
by applying Verdier duality. Furthermore, by restricting to a normal slice it is enough
to show that the lemma holds for the smallest stratum S, = {0}. Let j': So -+ M\ {0}
and j": M \ {0} -+ M be the inclusions. Then we have
Pj! L 2 Pj 9 I"" L2 " "
using the fact that X = M \ So is a divisor cut out by the determinant det: M -+ C.
A covector ( in A{0o is given by taking any invertible matrix in M*, for example
the identity matrix. The corresponding linear function M -+ C is the trace map. A
complex link C of the trace map at 0 is given by
L = B8(0) n tr-l(e)
for E << 6 < 1. The hypercohomology group H-t(£;j'L) is the stalk of the nearby
cycles functor 4'{o} at the covector (, and thus is the Morse group of "Pjlj'L at the
covector ý by Lemma 3.8.
But this group is just the ordinary cohomology group
H- 1 (£, ln X; L)
with coefficients in the local system L. Since the derivative of the determinant is the
adjoint matrix, the restriction det: L -+ C has only two stratified singularities in the
interior of £; one is det-l(0) = X n£, and the other is a classical Morse singularity at
the diagonal matrix f/n - id. (This matrix lies in £ because E < 6). The cohomology
of the pair (£, £ n X) will consist just of the vanishing cycle coming from the Morse
singularity; it has degree -1 since the singularity has Morse index dimc £ = n2 - 1,
and the local system L was in degree -n 2
Now we can prove Proposition 3.11. We first show the statement holds for Pj, and
hj.; the result for Pj,! then follows from the exactness of the functor G,, since j!., is
the image of Pj! in j., and J!. is the image of J, in J.. It will be enough to show that
for any local system L on the open stratum So the objects G, Pj! L and J!GoL are
isomorphic. The corresponding isomorphism for Pj. then follows by applying Verdier
duality, and the required naturality follows from the adjointness properties of the
functors J, and J..
So we need to show that if A = G, •j! L, then the maps p: Ai -+ Ai+1 are all
isomorphisms. Again, by restricting to a normal slice it is enough to show this for
i = n - 1. By Proposition 3.9 it is enough to show that the stalk cohomology of OfP
vanishes at the zero matrix, where f = all + -- - + an-1,n-1. It is clear that P has
no stalk cohomology at 0, so it is enough to show that 4',P has no stalk cohomology.
Let £ be a complex link of f at 0. Consider again the map det: L -+ C; this time
the only singularities in the interior of L are in det-'(0). This is because, since an
invertible matrix has an invertible adjoint, the only points where the derivatives of f
and det can be dependent are when det = 0. The result follows.
Proof of Theorem 3.10: Since the functor Gn embeds PA(X) as a full subcategory
of A., it is enough to show that Gn is surjective on isomorphism classes of objects.
To that end, we will construct a right inverse functor R: A, -4 PA(X), and show that
G,R is naturally equivalent to the identity.
Define R to be the composition of functors
Ho o C(j!. oGo') o K,
where Go' is an inverse to the functor Go. We then compute
GR ~- HooCG, oC(j!, oGo')oK
= Ho oC(G,n j, GoC')o K
_ HooC(J!.GoGo') oK
= HooCJ!, oK
u id,
using the exactness of Gn, Proposition 3.11, and Lemma 3.20.
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