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Preface
This quarterly publication provides archival reports on developments in
programs managed by JPL's Office of Telecommunications and Data Acquisition
(TDA). In space communications, radio navigation, radio science, and ground-based
radio and radar astronomy, it reports on activities of the Deep Space Network (DSN)
and its associated Ground Communications Facility (GCF) in planning, in support-
ing research and technology, in implementation, and in operations. Also included
is TDA-funded activity at JPL on data and information systems and reimbursable
DSN work performed for other space agencies through NASA. The preceding work
is all performed for NASA's Office of Space Operations (OSO). The TDA Office
also performs work funded by two other NASA program offices through and with
the cooperation of the Office of Space Operations. These are the Orbital Debris
Radar Program (with the Office of Space Station) and 21st Century Communication
Studies (with the Office of Exploration).
In the search for extraterrestrial intelligence (SETI), tile TDA Progress Report
reports on implementation and operations for searching tile microwave spectrum. Ill
solar system radar, it reports on tile uses of the Goldstone Solar System Radar for
scientific exploration of the planets, their rings and satellites, asteroids, and comets.
In radio astronomy, the areas of support include spectroscopy, very long baseline
interferometry, and astrometry. These three programs are performed for NASA's
Office of Space Science and Applications (OSSA), with support by the Office of
Space Operations for the station support time.
Finally, tasks funded under the JPL Director's Discretionary Fund and the
Caltech President's Fund which involve the TDA Office are included.
This and each succeeding issue of the TDA Progress Report will present mate-
rial in some, but not necessarily all, of the following categories:
OSO Tasks:
DSN Advanced Systems
Tracking and Ground-Based Navigation
Communications, Spacecraft-Ground
Station Control and System Technology
Network Data Processing and Productivity
DSN Systems Implementation
Capabilities for Existing Projects
Capabilities for New Projects
New Initiatives
Network Upgrade and Sustaining
DSN Operations
Network Operations and Operations Support
Mission Interface and Support
TDA Program Management and Analysis
Communications Implementation and Operations
Data and Information Systems
Flight-Ground Advanced Engineering
OSO Cooperative Tasks:
Orbital Debris Radar Program
21st Century Communication Studies
iii
OSSA Tasks:
Search for Extraterrestrial Intelligence
Goldstone Solar System Radar
Radio Astronomy
Discretionary Funded Tasks
iv
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Goldstone Intracomplex Connected Element Interferometry
C. D. Edwards
Tracking Systems and Applications Section
Inter&rometric observations of the radio source pair 3C 84 and OE 400 have been
made on the 21-kin baseline between DSS 13 and DSS 15 to explore the angular
navigation potential of intracomplex connected element inter&rometry (CEI). The
differential phase-delay observable formed from pairs of 3-minute scans exhibited a
precision of 1 psec, while the actual scatter of the phase-delay residuals for eleven
scans over the 90-minute observing session was about 10 psec, consistent with the
expected &w-millimeter fluctuations in the wet tropospheric path delay. Fitting
for the position of OE 400 relative to 3C 84 yielded an error ellipse with a semi-
minor axis of 60 nrad. Given the short data arc in this experiment, the orthogonal
direction in the plane of the sky is not well determined; however, a second base-
line or a data arc spanning a larger fraction of the source mutual visibility window
could provide simultaneous determination of both right ascension and declination.
Examination of the phase-delay residuals supports the accuracy of the cycle ambi-
guity resolution. However, reliable phase ambiguity resolution will pose the most
significant challenge to routine use of CEI for spacecraft tracking, particularly when
the a priori spacecraft source position is not well known. Several approaches for
ambiguity resolution are briefly outlined.
I. Introduction
Connected element interferometry (CEI) can provide
accurate angular tracking from short intracomplex base-
lines by making use of the very precise phase-delay data
type. A number of operational advantages result from
being able to form the angular tracking observable from
data collected within a single Deep Space Communica-
tions Complex (DSCC), including the potential for real-
time data processing and fringe verification, as well as
near-real-time delivery of tracking observables to the orbit
determination navigation software. Some of tile motiva-
tions for CEI are discussed in [1]. Previous intracomplex
observations at Goldstone on the 6-kin baseline between
DSS 13 and DSS 12 have been reported [1,2].
CEI could provide an efficient angular tracking capa-
bility during mission phases where tile full precision of
intercontinental very long baseline interferometry (VLBI)
is not required. A 50-100 nrad intracomplex angular
tracking capability on baselines of 20 km would represent
an improvement over the current few-hundred-nrad angu-
lar accuracy of Doppler tracking. In addition, the CEI
observable would not require long, continuous data arcs
andwouldnotsufferfromthewell-knownsingularityof
theDopplerdatatypenearzerodeclination.Increasing
theCEIbaselinelengthsto 100kmcouldfurtherimprove
angularaccuracyto the10-20nradlevel.Intercontinental
VLBI wouldstill providethehighestangularcapabilities
forspecificmissionrequirements.CurrentVLBIaccuracy
isat the30-50nradlevelfortheoperationalBlockI VLBI
system,1 whilefuturesystemsmaydelivernanoradian-
levelaccuracyrelativetothequasarframe[3]and10-prad
accuracyforrelativeangulartrackingoftwoormorespace-
craftwithintlle sameprimaryantennabeam[4].
In thisarticle,thefirst setof differentialphase-delay
observationsonthe 21-kmbaselinebetweenDSS13and
DSS15ispresented.Thisis thelongestbaselinecurrently
availablewithinanyof theDSCCs.DSS13is theDeep
SpaceNetwork(DSN)AdvancedSystemsProgram's26-m
researchanddevelopmentantenna,whileDSS15isahigh-
efficiency,34-mantennausedprimarilyfor operational
DSNspacecrafttracking. Differentialspacecraft-quasar
observationshavebeensimulatedby observinga pairof
quasars,3C84andOE400,separatedby 6 degin the
planeof thesky.Afterdescribingtheobserving schedule
and the data acquisition system, the observable formation
will be reviewed. The resulting differential phase-delay
residuals will be examined in light of previously reported
calculations which suggest that tropospheric fluctuations
should dominate the CEI differential phase observable [5].
Weighting the data to reflect the observed scatter, the
differential phase-delay residuals will be used to solve for
the relative positions of the two quasars. The resulting
source position error ellipse characterizes tile angular in-
formation content of this intracomplex CEI pass. Since
the a priori relative source positions are well known and
based on many years of high-accuracy VLBI observations,
the size of the estimated relative position shift also serves
as a consistency check on the CEI results.
Finally, potential problems relating to reliable ambigu-
ity resolution will be discussed, along with a brief outline
of several alternative approaches to ambiguity resolution.
II. Experiment Description
Previous intracomplex phase-delay observations at
Goldstone have been made on the 6-kin baseline between
1 j. B. Thomas, "An Error Analysis for Galileo Angular Position
Measurements with the Block I ADOR System," JPL Engineering
Memorandum 335-26 (internal document), Jet Propulsion Labora-
tory, Pasadena, Califorxtia, November 11, 1981.
DSS 12 and DSS 13, using a fiber-optic link between those
stations to operate them coherently [1,2]. These obser-
vations were encouraging in that phase connection was
reliably achieved and the final phase-delay residuals were
just a few millimeters, but the extremely short baseline
limited the angular resolution of these observations to
many hundreds of nrad. When the fiber-optic link at
Goldstone was extended to SPC-10, where both DSS 14
and DSS 15 are located, a 21-km baseline between DSS 13
and the SPC-10 antennas became available. This longer
baseline offers the potential for much greater angular accu-
racy. With the goals of understanding the limiting phase-
delay errors, demonstrating phase ambiguity resolution,
and quantifying the angular accuracy on this 21-km base-
line, an experiment was planned and scheduled.
Interferometric data were acquired on May 27, 1988,
from 2130-2300 UT, at DSS 13 and DSS 15 in the Gold-
stone DSCC. Observations were made at both 2.3 GIlz (S-
band) and 8.4 GIIz (X-band) to allow calibration of the
effects of charged particles. A hydrogen maser at SPC-10
provided the frequency reference for DSS 15; the analog
fiber-optic link was used to transfer this frequency refer-
ence to DSS 13, allowing the two stations to be operated
coherently. Previously reported tests of the fiber-optic link
indicate that the link stability Au/u is well below 10 -x4
for averaging times of several hundred seconds [6].
The Block 0 VLBI data acquisition system was used to
single-bit quantize, sample, format, and record the incom-
ing signals at each station [7]. The Block 0 system records
a single 2-MHz baseband signal, sampled with 1-bit quan-
tization at the Nyquist rate, resulting in a 4-Mbit/sec data
rate. This 2-MtIz bandwidth was time-multiplexed over
six separate sky frequencies, three at S-band and three at
X-band. Each S-band channel was observed for 0.4 sec,
while each X-band channel was observed for 1.6 see, dur-
ing each 6-second multiplexing cycle. (The longer X-band
dwells were chosen because the X-band observable carries
a greater weight in the final S/X linear combination.)
A. Frequency Constraints on Short Baselines
Table 1 shows the sky frequencies and channel dwell
times used in this experiment. Note the 200-Ilz offset be-
tween the local oscillator (LO) frequencies at the two sta-
tions. This is required due to the small differential Doppler
shift between stations, and can be understood as follows:
The sidereal rotation of the Earth induces a Doppler shift,
for observations in the direction of a given radio source, at
each station of an interferometer. For short baseline ob-
servations, the differential Doppler shift UD between the
two stations becomes very small, typically less than 10 IIz
at 2.3GHzona 21-kmbaseline.Addinga localoscilla-
tor offsetuOFr ensures that when the signals from the
two stations are cross-correlated (i.e., multiplied), the re-
sulting fringe frequency, uF = uo + UOFF, will be well
separated from de. When the fringes are subsequently
counter-rotated, or "stopped," by multiplying them with
a model sinusoid with frequency uF "_ uF, both sum and
difference frequencies are generated, at roughly 2uF and 0,
respectively. In the subsequent coherent integration, the
high-frequency term will be attenuated if the integration
time r >> 1/(2uF), leaving only the stopped fringe phase,
as desired. With the coherent integration time of 0.2 see
used at the correlator, the 200-Hz LO shift ensures that
this is the case.
Phase calibration tones were injected at each statioa
at both S-band and X-band frequencies to calibrate tem-
poral fluctuations in the instrumental phase. Here again,
some modifications to standard VLBI procedure were re-
quired due to the short baselines. If the same calibra-
tion tone frequencies are used at both stations, the cross-
correlation of these phase calibration tones will produce a
signal with very nearly the same frequency as the actual
quasar fringes, even when an LO offset is used, due to the
very small differential Doppler shift between stations on a
short baseline. For this reason, different calibration tone
frequencies were used at each station in this experiment.
The DSN phase calibration system produces calibration
tones at integral multiples of 5/N MHz, where N is user-
selectable in the range 5-99. A value of N = 7 was used
for DSS 13, and N = 8 for DSS 15. This choice placed at
least three calibration tones in each 2-Mtlz channel. All
tones in each channel were phase-tracked and used dur-
ing the correlation process to calibrate instrumental phase
errors.
B. Observations and Initial Processing
The experiment observing schedule consisted of re-
peated differential observations of the two radio sources
3C 84 and OE 400. These sources are separated by about
6 degrees in the plane of the sky. Table 2 summarizes
the a priori J2000 positions of the two sources, based on
many years of DSN VLBI observations. Each source was
observed for 180 sec, with a slew time of 30-45 see be-
tween observations. Both sources were setting during the
period of observation; 3C 84 varied in elevation from 57 °
down to 42 °, while OE 400 varied from 530 down to 40 °.
(On the DSS 13-DSS 15 baseline, the elevation angles at
the two stations will always agree to 0.2 deg or better.)
Table 3 lists the sequence of observations. One observation
pair was lost due to a brief failure of the DSS 13 antenna
pointing computer at 215945 GMT. All other scans were
successful.
The recorded data, on Block 0 VLBI videocassettes,
were processed at the JPL/Caltech Block II VLBI correla-
tor [8]. The output of this initial processing is sine and co-
sine correlation sums for each of the six channels at a rate
of one point per channel every six seconds, corresponding
to the time-multiplexing cycle period. These correlation
sums were then processed with the REVERT/PHASOR
software package to fit for fringe amplitude and phase for
each channel. Fringes were obtained for all of the obser-
vations for which data were obtained.
With three frequency channels recorded at S-band and
three at X-band, it is possible to form group delay ob-
servables using the bandwidth synthesis (BWS) technique
[9]. Although not a goal of this experiment, the BWS ob-
servable was formed as a check on the quality of the data.
The BWS observable is formed by calculating the slope of
phase versus frequency over a given spanned bandwidth:
TBW S
¢(-1) - ¢(_2)
_l -- b'2
For the channel frequencies used in this experiment, the
maximum spanned bandwidth ul -us was 40 MHz at both
S-band and X-band. The formal error on the X-band BWS
delay observable was about 100 psec for 3C 84, and over
200 psec for OE 400, with somewhat higher errors at S-
band due to the shorter dwell times. These errors corre-
spond to path-delay errors on the order of 5 cm, or angular
errors of several/xrad on a 21-km baseline.
III. The Phase Observable and Ambiguity
Resolution
To achieve angular accuracies of better than 100 nrad,
the much more precise phase data type is required. The
geometric component of the interferometric phase can best
be thought of as a measure of the geometric delay in units
of the observing wavelength. To make use of the interfer-
ometric phase, however, one must be able to resolve the
integer cycle ambiguity associated with that data type.
Further complicating the ambiguity resolution is the con-
tribution of nongeometric errors to the phase, such as the
unknown LO phase offset between stations, propagation
media delays, and unknown instrumental delays and dis-
persions.
In principle, the BWS delay residuals contain infor-
mation about errors in the correlator delay model that
could be used to resolve the phase observable on a scan-
by-scan basis. IIowever, the formal errors on the BWS
delay residuals in this experiment were on the order of an
RF cycle (120 psec at X-band) or larger, and thus could
notbeusedto aidin ambiguityresolution.(It shouldbe
pointedout, however,that a widerBWSspannedband-
width coupledwith a largertotal recordedbandwidth
couldprovidesufficientBWSprecisiontoenablecycleam-
biguityresolutionfor eachscanbasedon theBWSresid-
ual. Thismorerobustapproachto ambiguityresolution
willbeattemptedin anexperimentplannedforearly1990
onthissamebaseline,usingthewiderbandwidthBlockII
VLBIsystem,whichiscapableofproviding10-psecBWS
precision.)
Instead,for thisexperimenti wasnecessaryto deter-
mineanaprioridelaymodelwhichwasaccuratenoughto
resolvethecycleambiguitydirectly.UsingtheMASTER-
FIT VLBIparameterstimationsoftware[10]andthebest
apriorimodelsforstationlocationsandsourcepositions,
an(ambiguous)residualphaseobservablewascalculated
foreachquasarobservation.Considerobservationsof two
sources,A and B, and let Ca represent the total phase
observable for source ,4, NA the unknown integer cycle
ambiguity, Wr_F the RF observing frequency, and ra the
A
a priori model delay. Then the phase residual (_A can be
written
_A = _A -1- 27rNA -- Wl¢F_A
A similar phase residual can be formed for the subsequent
observation of source B:
_)B : CB -I- 2_rNB -- WRY_'B
If the a priori model were sufficiently accurate, the integer
cycle ambiguities NA and NB could each be determined
by the requirement that the phase residuals be near zero.
However, the above-mentioned nongeometric model uncer-
tainties are typically on the order of an RF cycle or more,
generally preventing this.
By differencing the two phase observations, many of
the model uncertainties are canceled or reduced, thereby
allowing the deterlnination of the relative cycle ambiguity
NA -- NB. Forming a differential observable yields
ACa-B = (CA -- CB) + 27r(NA -- Nu) - WRF(#A -- rB)
=- AOA-B + 2_rANA_B -- WRFAT"A_B
Many potential error sources in the delay models ? are
reduced or eliminated by this differencing. The unknown
offset of the LO phases between the two stations, which
manifests itself as a clock offset for the single-source ob-
servable, cancels completely in the differential observable.
Geometric errors are also largely reduced by differencing
the phase delays for angularly close sources. A baseline
uncertainty of size AB can cause an error of up to AB/c
in the delay model for an individual source, where c is the
speed of light. However, when two sources with a small
angular separation of A0 are differenced, much of this ge-
ometric error cancels. The resulting error in the differ-
enced model delay will be bounded by ABAO/c, where
A0 is expressed in radians. For example, a 6-deg angular
source separation will cause geometric model errors to be
reduced by about a factor of 10 in a differential observable.
Thus even a 2-cm baseline error, representing a full half-
cycle error for X-band observations, would be reduced to a
2-mm maximum path-delay error for a differential observ-
able between sources separated by 6 deg, and would not
complicate the relative phase connection.
Similarly, propagation media errors are greatly reduced
by differencing observables for angularly close sources.
Any uncertainty in the overall tropospheric delay at each
station is greatly attenuated due to several factors: The
short baseline causes the total zenith delays at the two sta-
tions to be highly correlated; the short baseline also causes
the two stations to observe a source at nearly the same ele-
vation angle; and the angular proximity of the sources also
causes the elevation angles for the two sources to be nearly
the same at each station. The remaining error is predomi-
nantly due to small-scale temporal and spatial fluctuations
in the tropospheric delay, on the time scale of the time
between scans, and on the spatial scale of the angular dis-
tance between sources, projected to the tropospheric scale
height of several kilometers.
The relative cycle ambiguity AN is given by
AN= nint (wngA2--_-- A¢)
where nint is the "nearest integer" function, and where
the subscript A - B has been dropped. The reliability of
the phase ambiguity determination is reflected in the size
of the final phase residuals. By the above choice of AN,
the residuals will lie between 4-1/2 cycle; for the phase
connection to be deemed reliable, however, the residuals
should be distributed in a peak around zero and be well
separated from 4-1/2 cycle.
For this condition to be satisfied, two criteria must be
met: both the precision of the differential phase observ-
able A¢ and the error in the a priori differential model
delay A5 must be well below 1/2 cycle of phase. The first
criterion is usually satisfied just by the requirement that
the sources be detected with good SNR since the statis-
tical phase error, expressed in radians, is roughly 1/SNR.
Tile secondcriterionis moredifficultto ensure.Given
knownuncertaintiesin stationlocationandsourcepost-
Lion,thegeometricomponentofA_ can be calculated re-
liably, llowever, contributions of unmodeled errors, such
as stochastic troposphere fluctuations or antenna defor-
mation, are more ditficult to estimate. The approach in
this article is to simply determine the phase connection
using the best a priori information, and then evaluate the
reliability of the phase connection by examining the dis-
tribution of phase residuals A_.
Figure 1 shows histograms of the S-band and X-band
phase residuals after ambiguity resolution. The residuals
show a very clear clustering about zero, with a root-mean-
square (rms) value below 1/10th of a cycle for both bands.
Quantitatively determining the reliability of the ambiguity
resolution requires some a_ssumption about the underlying
probability distribution of the phase residual error sources.
If it were assumed that the phase residual error was due
to a Gaussian error source with a standard deviation of
0.1 cycle, then it would be possible to calculate the like-
lihood that all of the integer cycle ambiguities had been
correctly resolved. Tile probability that a single observa-
tion was correctly resolved would simply be the probability
that tile observation's phase error was less than 0.5 cycle.
For the case of _ = 0.1 cycle, this is just the integrated
Gaussian probability distribution out to +5 (r, equal to
0.999999.4,. For tile eleven observations, this gives a cu-
mulative probability of 0.999993 that all eleven observa-
tions have been correctly resolved, if it is assumed that
the observations are uncorrelated. Unfortunately, the er-
ror sources contributing to tile observed phase residuals
most likely have significant nonGaussian tails that would
drastically change this conclusion, increasing the probabil-
ity of an incorrect integer cycle determination. Obtaining
a better characterization of the probability distribution of
phase errors, and thus determining more realistically the
reliability of cycle ambiguity resolution, is a primary mo-
tivation for collecting a much larger database of observa-
tions on this intracomplex baseline. At this time, all that
can be said is that the distribution of phase residuals af-
ter ambiguity resolution strongly suggests that the phase
ambiguity resolution was successful for this experiment.
In the final stage of observable formation, the S-band
and X-band phase residuals are linearly combined to form
an S/X residual phase-delay observable, free from the dis-
persive effects of charged particles:
( )Z axA_SlX = 772--- ,
_x - w_ wx
Figure 2 shows tile S/X-corrected differential phase-
delay residuals as a function of time for the eleven source
pair observations. The rms value of the residuals is l0 psec,
or about 3 mm of path delay. The formal statistical error
on each point is only about 1 pscc; the ot)served scatter
is expected to be due primarily to stochastic spatial and
temporal fluctuations of the wet tropospheric path delay
at each station. To account for these tropospheric fluc-
tuations, the actual error bars shown on the data points
have been inflated to yield a reduced X2 equal to 1, as
described in Section IV. A previous article [5] calculated
the size of such fluctuations and their impact on differen-
tial phase-delay observations in CEI, based on numerical
integrations of a Kolmogorov turbulence model for atmo-
spheric fluctuations [ll]. Using the model described in
that article and the relevant parameters of these observa-
tions (namely, a 21-kin baseline, 6-deg source separation,
3-minute scan and 40-see slew time, and tile range of el-
evation angles occurring during this experiment) the ex-
pected scatter in tile differential phase delay is calculated
to range from 3.5 to 4.2 mm over tile observation period,
increasing as the sources set in elevation. The model has
some uncertainty due to daily variations in the wind speed
and scale height of the wet troposphere. Nonetheless, this
excellent level of agreement supports the hypothesis that
tropospheric effects are indeed a dominant error source for
the CEI differential phase observable.
IV. Relative Source Position Accuracy
The most direct way of demonstrating the angular ac-
curacy of these observations is to solve for the relative an-
gular positions of the two sources, just as one would solve
for a spacecraft position relative to a reference quasar. Do-
ing this, one obtains an estimated position correction for
one of tile quasars, along with a covariance describing the
uncertainty in that estimated position. The a priori source
positions of both sources in this experinaent are known to
an accuracy of about 10 nrad, based on many years of
observations on long baselines. Thus a consistency check
on the estimated position is that it agree, to within tile
estimated covariance, with tile a priori position.
(There may be concern that structure in the radio
source brightness distribution could cause tile apparent
source position to differ on long versus short baselines.
Although source structure issues will not be addressed
in this article, %ture CEI observations of a nmnber of
source pairs would provide a data set for quantifying
this effect. If long- and short-baseline apparent source
positions differed significantly, it would be necessary to
develop a distinct CEI source position catalog based solely
on short-baseline observations.)
TheMASTERFITVLBI softwarewasagainused,in
thiscaseto estimatea positioncorrectionto thesource
OE400.As mentionedearlier,theformalstatisticaler-
rorsonthephase-delaydatapointsareonlyabout1psec,
whiletheactualscatterof 10psecis consistentwith the
expectedlevelof troposphericfluctuations.To takethis
intoaccount,anerrorcontributionof about10psecwas
addedinquadratureto eachdifferentialobservation'sfor-
malerrortoobtainthefinaldataweightusedin thesource
positionparameterestimation.Thesizeofthissupplemen-
talerrorcontributionwasdeterminedbyrequiringthere-
ducedX 2 of the final fit to equal one. In this way, the
actual level of fluctuations observed in the data can be in-
corporated into the data weights and thereby into the un-
certainty in the final source position determination. Given
that atmospheric dynamics can vary significantly from day
to day, this approach is probably more robust and reliable
than trying to specify the data weights based solely on
some model of tropospheric fluctuations. Nonetheless, as
described earlier, this supplemental phase-delay error con-
tribution, determined empirically, agrees fairly well with
tile predictions of a statistical model of tropospheric fluc-
tuations.
Using these empirically determined data weights, the
eleven differential phase-delay residuals served as input to
a weighted least-squares adjustment of the right ascension
and declination of OE 400. No other parameters were
estimated in this process. The OE 400 source position
was essentially unconstrained: the a priori right ascension
and declination uncertainties were set at 1 radian. Fig-
ure 3 shows the resulting 1-a error ellipse for the estimated
OE 400 position correction. The vertical axis is the dec-
lination shift A6, while the horizontal axis represents the
right ascension shift expressed as an arclength: Am × cos 6.
The error ellipse is very elongated, with a semi-major axis
of about 1165 nrad, due to the short data arc. However, in
the direction of the average baseline projection during the
experiment, the semi-minor axis is 60 nrad. In addition,
the 1-a error ellipse is consistent with the a priori source
position, which in this experiment was well known.
These results represent tile first time that angular mea-
surements from a single DSN complex have provided ac-
curacies below 100 nrad. The high eccentricity of e = 0.90
for the error ellipse derived from this data set reflects the
short span of data. Each single phase-delay observation
only contains information for one direction in the plane
of the sky, namely, along the projection of the interfer-
ometer baseline in the radio source direction. Over the
90-minute duration of this experiment, the baseline pro-
jection in the direction toward OE 400 rotates only a small
amount, about 10°. Because the experiment duration was
so short, the full range of baseline orientation was not sam-
pied, and thus the resulting source position will have a
much better determination in one direction--namely, the
projected baseline direction at the central epoch of the ex-
periment, with a much larger uncertainty in the orthogonal
direction.
To illustrate this, Fig. 4 shows the east-west and north-
south components of the projected DSS 13-DSS 15 base-
line in the direction of OE 400, over the full 15.5-hour mu-
tual visibility window of this northern declination source.
(This can be thought of as the baseline length and orien-
tation, as viewed from the quasar.) The 90-minute ob-
servation period represented by the current data set is
indicated by the heavy line. The limited range of base-
line orientation during the 90-minute observation period
underlies the large eccentricity of the estimated OE 400
position error ellipse in this experiment. But over the en-
tire mutual visibility window, the baseline rotates through
well over 90 °, and hence CEI observations spanning this
entire period would provide strong solutions for both com-
ponents of sky position. Previous analyseQ ,3 have shown
that CEI observations at Goldstone on the DSS 13-DSS 15
baseline, collected throughout the mutual visibility period,
can provide good determination of both c_ and 6 for north-
ern declination sources.
Adding a second baseline, orthogonal to the DSS 13-
DSS 15 baseline, would also enable good determination of
both components of sky position. This solution has the
added advantage that both components could be deter-
mined simultaneously from observations taken at a single
epoch, instead of combining observations that are sepa-
rated by many hours--an important advantage in the case
of tracking a spacecraft with a poorly determined orbit.
V. Reliability of Ambiguity Resolution
Successful cycle ambiguity resolution is the key to un-
locking the high precision of the phase data type. Much
more work needs to be done to understand the reliability
of ambiguity resolution as a function of baseline length,
angular source separation, elevation angle, and temporal
scan separation. Nonetheless, one encouraging conclusion
2 M. It. Finger and C. D. Edwards, "Relative CEI Navigation Per-
formance of Goldstone Intracomplex Baselines," JPL Interoffice
Memorandum 335.3-88-116 (internal document), Jet Propulsion
Laboratory, Pasadena, California, October 20, 1988.
3 S. W. Thurman, "Information Content of a Single Pass of Phase-
Delay Data From a Short Baseline Connected Element Interfer-
ometer," JPL Engineering Memorandum 314-479 (internal docu-
ment), Jet Propulsion Laboratory, Pasadena, California, December
13, 1989.
of this analysis is that differential phase-delay errors do
not seem to grow linearly with baseline length. Limited
data on a 6-km, a 21-km, and a 253-km baseline are now
available, and in each case, the final delay residual scat-
ter has been at about tile 10-psec level. This is consis-
tent with the hypothesis that the scatter is dominated at
each site by rapid temporal fluctuations, which are un-
correlated between stations on the short time scale of a
differential observation, and therefore are independent of
baseline length. In each of these experiments, the a pri-
ori source positions were well known; thus the ambiguity
resolution was only limited by the size of unmodeled com-
ponents of the differential delay, particularly these rapid
tropospheric fluctuations. At S-band and X-band, this 10-
psec level of unmodeled phase-delay uncertainty does not
prevent ambiguity resolution. IIowever, at 32 GIIz (I(a-
band), the delay ambiguity is only about 30 psec. These
same errors would then represent a much larger fraction
of an RF cycle, seriously complicating phase connection.
Ambiguity resolution also becomes more difficult when
the a priori source position of one of the sources is less
well known. In the "direct" ambiguity resolution strategy
used in this article, in which the integer cycle ambiguity is
determined solely on the a priori delay model, one clearly
must know the source position in the projected baseline
direction to better than half of a fringe spacing. On a
21-kin baseline, the minimum fringe spacing is 6.2 #rad
at 2.3 GIIz and 1.7 #rad at 8.4 GIIz. Doppler tracking
can usually determine a spacecraft ephemeris with suffi-
cient accuracy to satisfy this constraint during periods of
cruise. IIowever, at encounter or during other periods of
high spacecraft dynamics, this constraint may be more dif-
ficult to satisfy.
Several approaches can be used to improve the relia-
bility of ambiguity resolution in the case that the a pri-
ori model delay error is too large to allow "direct" am-
biguity resolution. All of them involve starting with a
lower accuracy data type, but one whose cycle ambiguity
can be reliably resolved. The information in this lower
accuracy observable is then used to assist in resolving
the cycle ambiguity associated with the higher accuracy
data type. Some of these approaches have been discussed
previously and are outlined below. 4 What follows is a
sketch of possible techniques; more work is required to fully
analyze and explore how each of them would perform in
an operational CEI system.
4 S. Thurman, "Continuation of the Connected Element hlterfer-
ometry System Study," JPL Interoffice Memorandum 31,t.5-1367
(internal document), Jet Propulsion Laboratory, Pasadena, Cali-
fornia, October 20, 1988.
A. BWS Aiding
As mentioned previously, with sufficient spanned band-
width, BWS group delay residuals can be determined with
formal errors of less than a cycle of RF phase. In that
case, if dispersive errors can be accurately calibrated and
removed, the group delay residual can be used to correct
the delay model and aid in ambiguity resolution, tlow
precise must the BWS observable be to aid in ambiguity
resolution? Consider a system with two BWS channels,
separated in frequency by a spanned bandwidth of uBws,
and with a formal phase error of _ cycles. Requiring that
the BWS observable precision be less than 1/6th of an RF
cycle, to ensure reliable ambiguity resolution, yields:
v/2_r¢ 1
uBws 6URF
With a 400-Mllz spanned bandwidth and a 5-mcyc phase
error in each channel, it would then be possible to resolve
RF cycles at X-band. It is important to keep in mind that
this argument has ignored the effects of dispersive errors
due to the ionosphere, solar plasma, or instrumentation,
which contribute differently to the phase and group delay
data types.
For use in spacecraft tracking, this technique of BWS-
aided ambiguity resolution will require large spanned
bandwidths on the spacecraft, tIowever, the current X-
band deep space downlink frequency allocation is only
40 MItz wide, probably insufficient for resolving the X-
band or even the S-band phase ambiguity. At Ka-band,
however, a full 500-MIIz downlink allocation exists and
could aid ambiguity resolution. For example, with a space-
craft incorporating a dual-band X/Ka downlink, and with
widely spaced VLBI tones at Ka-band, the accurate Ka-
band BWS observable could be used to resolve the X-band
phase observable. Such a scenario has been proposcd for
same-beamwidth interferometric tracking of two spacecraft
at Mars with simultaneous X/Ka downlinks [12].
B. Band-to-Band Aiding
Just as one can "step" from the BWS observable, with
its spanned bandwidth unws, up to the phase observable
at frequency r'lZF, one can also imagine using the phase ob-
servable at a lower frequency band to aid the phase anal)i-
guity resolution at a higher frequency band, e.g., using an
S-band phase residual to resolve the X-band phase ambigu-
ity. Again, the key to making this work is the requirement
that dispersive errors represent much less than a cycle of
phase at the higher frequency. Instrumental phase cali-
brations can probably reduce instrumental dispersion to a
fewdegreesof phase,in whichcasetheywouldnotpose
anobstacletosteppingfromonebandto thenext.In that
case,thebiggestdispersiveerrorwill bedueto theeffects
of chargedparticlesin the ionosphereandsolarplasma.
Sincecharged-particled layscaleas1/u2,whereascycle
ambiguities scale as 1/u, charged particles will represent a
four times more serious error in stepping fi'om S-band to
X-band than in stepping from X-band to Ka-band.
The current understanding of ionospheric errors and, in
particular, spatial and temporal fluctuations ill ionospheric
delays is not as well developed as the corresponding un-
derstanding of tropospheric errors. Empirically, however,
the concept of S-to-X-band aiding in the current data set
can be tested by asking the question: if the final S-band
phase delays had been used instead of the a priori delay
model to resolve the X-band phase, would the same inte-
ger cycle ambiguities have been determined? Examining
the S-band phase delay residuals, it was found that ten of
the eleven X-band observables would have been resolved
identically. Ilowever, one observation (the outlier in the
S-band histogram of Fig. 1) would have had a 1-cycle shift
in tile final X-band observable. Presumably the "direct"
solution in this case is tile correct one, not the "S-to-X-
aided" solution, based on the final distribution of X-band
residuals for the repeated observations of the source pair.
It is not known whether the S-band outlier was caused
by an uncalibrated instrumental fluctuation or by actual
fluctuations in the ionosphere above Goldstone.
C. Baseline Aiding
Going to shorter baselines increases the fringe spacing
on tile sky, and thus relaxes the a priori source position
requirements for phase connection (at the cost of lower
angular precision). One can imagine a series of progres-
sively longer baselines, where the phase residual on each
baseline would be used to aid the ambiguity resolution of
the next longer baseline. If the a priori position knowl-
edge is sufficient to resolve the phase ambiguity on the
shortest baseline, and if each baseline's phase-delay resid-
ual is sufficiently accurate to resolve the ambiguity on the
next longer baseline, then ultimately the phase ambiguity
on the longest baseline can be resolved. This technique
works best if the baselines are exactly parallel, since each
baseline only measures instantaneously one component of
the source position.
Consider a linear array of five antennas with coordi-
nates of 0, 1, 5, 25, and 125 km along some line. At
X-band, the 1-km baseline formed by the first two anten-
nas would correspond to a very large mininmm fringe spac-
ing of 40 prad. Phase connection on this baseline would
require only very crude a priori source position informa-
tion. If the phase observable on this 1-kin baseline were
sufficient to determine the source position (along the pro-
jected baseline direction) to a 1-a uncertainty of 1/30th
of a fringe spacing, that improved source position would
enable reliable ambiguity resolution on the 5-km baseline,
i.e., the 3-a source position error would contribute less
than half a cycle of phase on the 5-kin baseline. This pro-
cess would continue until the 125-km baseline was reached.
A t/30th of a cycle error on the 125-kin baseline would
correspond to a 10-nrad angular position determination at.
X-hand.
Each of these techniques has inherent strengths and
weaknesses in terms of requirements of the CEI system.
The BWS or band-to-band techniques could help to resolve
ambiguities at Ka-band in the likely event that stochastic
tropospheric fluctuations prevent direct. Ka-band ambigu-
ity resolution. All three techniques could help in the case
of tracking an object, with very poor a priori angular posi-
tion information. Perhaps the most robust solution would
utilize several of these approaches at once: for instance,
an array of baselines receiving simultaneous X/Ka down-
links, with widely spaced Ka-band tones for generating a
high precision group delay data type.
VI. Summary
A 00-minute observation pass on the DSS 13 DSS 15
baseline has yielded eleven differential phase-delay observ-
ables with formal errors of 1 psec and an rms scatter of
10 psec, roughly the level predicted by statistical mod-
els of tropospheric fluctuations. These data determined
the relative source positions to an accuracy of 60 nrad in
one component of sky position. This is the highest an-
gular accuracy achieved to date from observations within
a single DSN tracking complex. The other component of
source position was not well determined, due to the short
observing period, tlowever, similar observations spanning
the mutual visibility window for this source would provide
comparable accuracy for both components of sky position.
Placing a quantitative value on the probability of a cy-
cle error is difficult without a better understanding of the
probability distributions of the underlying error sources,
although examination of the distribution of phase residu-
als suggests that the cycle ambiguity resolution was suc-
cessful.
Developing techniques to ensure highly reliable ambi-
guity resolution is a prerequisite to incorporating CEI
into operational spacecraft tracking. At Ka.band, the
few-millilneter level of stochastic t ropospheric fl uct nat ions
observedin this experimentwouldseriouslycomplicate
ambiguityresolution.In addition,largeuncertaintiesin
apriorisourcepositionwouldalsohamperambiguityres-
olution.Severaltechniqueshavebeenoutlinedfor using
lessaccurate,butmoreeasilyresolved,datatypesto aidin
resolvinga higheraccuracyobservable.Datacollectedin
thelastfewmonthsandoverthecomingyearshouldallow
someofthesetechniquesto betestedandevaluated.
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Table 1. Frequency configuration
DSS 13 frequency, DSS 15 frequency, Sideband, Dwell time,Channel
MHz MHz upper/lower sec
1 2304.9999 2305.0001 LSB 0.4
2 2264.9999 2265.0001 USB 0.4
3 2297.9999 2298.0001 LSB 0.4
4 8439.9999 8440.0001 LSB 1.6
5 8399.9999 8400.0001 USB 1.6
6 8432.9999 8,t33.0001 LSB 1.6
Table 2. The a priori d2000 source positions
Som'ce Right ascension, Declination,
hms o t _
3C 84 03 19 48.160328 41 30 42.10581
OE 400 03 03 35.242181 47 16 16.27738
Table 3. Observation sequence
Start - stop, Average elevation,Observation no. Source name
GMT deg
1 3C 84 213100- 213400 56.7
2 OE 400 213442 - 213742 53.2
3 3C 84 213824 - 214124 55.3
4 OE 400 214206 - 214506 51.9
5 3C 84 214542 - 214842 54.9
6 OE 400 214924 - 215224 50.7
7 3C 84 215300- 215600 52.6
8 OE 400 215642 - 215942 49.5
9 a 3C 84 220018 - 220318 51.2
10 a OE 400 220354 - 220654 48.2
11 3C 84 220730 - 221030 49.9
12 OE 400 221106 - 221406 47.0
13 3C 84 221442 - 221742 48.5
14 OE 400 221818 - 222118 45.8
15 3C 84 222154 - 222454 47.2
16 OE 400 222530 - 222830 44.6
17 3C 84 222906 - 223206 45.9
18 OE 400 223242 - 223542 43.4
19 3C 84 223618 - 223918 44.5
20 OE 400 223954 - 224254 42.2
21 3C 84 224330 - 224630 43.2
22 OE 400 224706- 225006 40.9
23 3C 84 225042 - 225342 41.9
24 OE 400 225418 - 225718 39.7
These two observations were lost due to a malfunction of the mltenna pointing computer at
DSS 13. (Observations are grouped in pairs used to form tile final differential observables.)
11
2000 I i
S-BAND
L L L
RMS = 0.087 cycles
X-BAND RMS = 0.093 cycles
-0.5 0 0.5
PHASE RESIDUAL, cycles
Fig. 1. S-band and X-band phase residuals alter ambiguity reso-
lution. The rms width of the distribution is 0.087 cycle at S-band
and 0.093 cycle at X-band.
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Fig. 2. Final S/X-combined differential phase-delay residuals as
a function of time over the 90-minute observation.
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Fig. 3. Estimated source position correction and error ellipse
for OE 400, based on a weighted least-squares fit to the phase-
delay residuals shown in Fig. 2. The orientation of the ellipse
corresponds to the average projected baseline direction over the
90-minute observation period.
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Fig. 4. The projection of the DSS 13-DSS 15 baseline on the plane
of the sky, In the direction of the radio source OE 400, over the lull
mutual visibility window of over 15 hours. The portion of the vis-
ibility window represented by the 90-minute observation reported
here is shown with a heavier line; during this short period, the
projected baseline only rotates through about 10 degrees, and
so the resulting position determination is much stronger in one
direction on the plane of the sky than in the other.
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A Reduced-Dynamic Technique for Precise
Orbit Determination
S. C. Wu, T. E Yunck, and C. L. Thornton
Tracking Systems and Applications Section
Observations of the Global Positioning System (GPS) will enable a reduced-
dynamic technique for achieving subdecimeter orbit determination of Earth-orbiting
satellites. With this technique, information on the transition between satellite states
at different observing times is furnished by both a formal dynamic model and ob-
served satellite positional change (which is inferred kinematically from continuous
GPS carrier-phase data). The relative weighting of dynamic and kinematic in-
formation can be freely varied. Covariance studies show that in situations where
observing geometry is poor and the dynamic model is good, the model dominates
determination of the state transition; where the dynamic model is poor and the
geometry strong, carrier phase governs the determination of the transition. II'hen
neither kinematic nor dynamic information is clearly superior, the reduced-dynamic
combination of the two can substantially improve the orbit-determination solution.
Guidelines are given here for selecting a near-optimal weighting for the reduced-
dynamic solution, and sensitivity of solution accuracy to this weighting is examined.
I. Introduction
Tim Defense Department's Global Positioning System
(GPS) will be in full operation, with at least 18 satel-
lites in orbit, by the end of 1992. The two precise radio-
metric data types available from GPS, P-code pseudo-
range and continuous carrier phase, will provide accurate
positioning for users on the Earth's surface and in Earth
orbit [1]. Advanced differential techniques incorporating
GPS data from a global network of ground reference sites
now promise to provide the subdecimeter orbit determi-
nation accuracy being sought for a growing number of
scientific remote-sensing satellites [2-4]. One such satel-
lite is the U.S. France Ocean Topography Experiment,
TOPEX/POSEIDON, to be launched in June of 1992.
TOPEX, which will fly in a circular orbit at an altitude of
1,336 km [5], has a formal accuracy requirement of 13 cm
for the continuous determination of its geocentric altitude;
in fact, TOPEX ocean science would benefit from an al-
titude accuracy comparable to the 2.5-cm precision of its
radar altimeter. A number of proposed international mis-
sions for the mid- to late 1990s with high-Earth ellipt.ically
orbiting radio interferometric platforms would also bene-
fit fi'om a decimeter-level orbit determination capability.
The Deep Space Network has responsibility for GPS-based
tracking of TOPEX and for t.racking of other satellites in
high-Earth orbit.
Differential GPS tracking can take many forms. The
simplest is relative point positioning using instantaneous
differential pseudorange measurements to four or more
GPS satellites. The accuracy of this geomelric relative
positioning is limited primarily by' measnrement noise and
13
GPS ephemeris error, magnified by position dilution of
precision (PDOP), which is related to observing geometry
[1]. For a low-Earth orbiter, instantaneous differential po-
sitioning accuracy is expected to approach one meter [6].
In applications where more accurate orbit knowledge is
needed, a long-arc dynamic solution may be suitable. With
this approach, the satellite dynamics are constrained by
physical models, and noisy instantaneous measurements
obtained over a period of time are combined to improve
precision and to yield greater information on the user state
at a single epoch [2,3]. For greatest accuracy, all GPS or-
bits and some ground receiver positions are also adjusted;
all solutions are obtained in a reference frame established
by a small set of fixed (unadjusted) ground sites. In the
dynamic solution, the transition from satellite states at
different measurement times to the state at the solution
epoch is furnished by integration of the equations of mo-
tiou, which are governed by the forces (dynamics) acting
on the satellites over tile time of interest. Any mismod-
cling of these dynamics will result in systematic errors in
the state solution--errors which tend to grow as the data
arc length increases.
In [4], a long-arc non-dynamic (or kinematic) tracking
technique is proposed. With this technique, the instan-
taneous user satellite positions are again determined by
differential GPS pseudorange measurements; however, in-
formation about the transition between positions at differ-
ent times is furnished by the satellite positional change as
inferred from observations of continuous differential GPS
carrier-phase data. These data enable many point position
solutions to be smoothed over long data arcs. Since the
GPS carrier phase can be measured extremely accurately
(to 1 mm or better in 1 see), with favorable observing
geometry it can provide nearly ideal state-transition infor-
mation. And because the kinematic solution is fundamen-
tally geometric, the solution is free of dynamic modeling
errors. In exchange, however, the solution has a high sen-
sitivity to the continuously changing observing geometry.
To maintain decimeter orbit accuracy, strong observing
geometry must be ensured by providing sufficient receiv-
ing channels on the orbiter and a sound global network of
ground receivers [4].
Kinematic tracking discards dynamic orbit models and
the associated information entirely. That, indeed, is one of
its principal attractions. Not only is sensitivity to model
errors eliminated, but the complexity of the solution pro-
cess is greatly reduced. Nevertheless, one can expect in
general that an optimal synthesis of dynamic and kine-
matic information will offer advantages. In the reduced-
dynamic technique, first proposed in [7], both the dynamic
and kinematic methods of state-transition determination
are used with carefully selected relative weighting. The
weight on the dynamic information is controlled through
adjusting a set of three process-noise parameters repre-
senting a fictitious 3-D force on the user satellite. These
parameters include the a priori uncertainty _ro, the steady-
state uncertainty (r, and the correlation time r.
Appending process-noise parameters to the satellite
force model is attractive since, although the fictitious force
is piecewise constant and therefore discontinuous between
batches, the satellite state components, derived by inte-
grating the noise parameters with the force model, remain
continuous. This fits very naturally with the traditional
dynamic formulation. Alternatively, one could add pro-
cess noise to the satellite state itself (position or velocity).
While this works well in a kinematic solution, it renders the
satellite states discontinuous between batches. This com-
plicates incorporation of a deweighted dynamic model in a
reduced-dynamic formulation and is ill-suited to many sci-
ence applications in which continuous orbits are required.
The dynamic, kinematic, and reduced-dynamic tech-
niques are compared qualitatively in Fig. 1. The dynamic
solution (top) adjusts the fewest parameters, preserving
maximum data strength and yielding the lowest formal
error (error due to data noise), but can suffer a large sys-
tematic error from nlismodeled dynamics. The kinematic
solution (center) eliminates modeling error, but the or-
bit transition is determined entirely from the observations,
data strength is depleted, and the formal error can grow
large. The reduced-dynamic solution (bottom) optimally
combines the two techniques to achieve the lowest overall
error.
Here, a Kalman filter formulation of the reduced-
dynamic technique is first presented, then a covariance
analysis carried out to evaluate its performance in com-
parison with the dynamic and kinematic approaches is de-
scribed. Guidelines for selecting a near-optimal reduced-
dynamic weighting are given, sensitivity to this weighting
is assessed, and practical aspects of the technique are dis-
cussed.
II. Formulation
The reduced-dynamic technique can be described math-
ematically in terms of a Kalman sequential filter formula-
tion. This involves two steps: a time update, which makes
use of a state-transition model to propagate the satellite
state estimate and covariance from one time batch to the
next, and a measurement update, which incorporates a new
batch of measurements. These two steps alternate until all
data batches are incorporated.
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A. Time Update
Let _j be the user satellite state estimate at time t j, us-
ing data up to the time tj, and _j+l the predicted state es-
timate at time tj +l, using data only up to t j; let ¢x (j+ 1, j)
denote the state transition from tj to tj+l. Process noise
parameters p representing a fictitious 3-D force on the
user satellite are now introduced. This gives the following
dynamic state-transition model for the augmented state
X=[x,p] T and its associated covarianee P [8]:
Xj+l = _)jXj + Bwj (:)
and
(2)
where
ej = [¢z(j + l,])O ezp(j+I,J)]Mj (3)
[o]B= /p (4)
The transition matrix relating ij+l to the process noise
parameters pj is ¢xp(J + 1,j); Mj is a 3 x 3 diagonal
matrix with its ith element
mi = exp [-(tj+l -- _j)/Ti] (5)
wj is a white-noise process of covarianee 04, which, for
convenience, is assumed diagonal with its ith element
qi = (1 - mi2)ai2; Ip is a unit matrix; ri is the correlation-
time constant, which controls the decay rate of the corre-
lation between time batches; and ai is the steady-state un-
certainty, which is equal to the root-mean-squared (rms)
value of the process-noise uncertainty after a long time.
Both ai and ri can be selected to be the same for all i in
this application, so the subscript i will be dropped from
now on. The relative weighting of the dynamics is var-
ied by selecting different values for the steady-state un-
certainty 0", the correlation time r for the process-noise
parameters, and the a priori uncertainty (to, which is tile
initial error of the parameters. Increasing r and decreasing
ao and 0" increases the weight on the dynamic information.
When r ---* oo, a _ 0 and _o ---+0, the technique reduces to
conventional dynamic tracking; when r --* 0, a ---* oo and
cro ---. oo, it becomes purely kinematic. It follows that an
optimal reduced-dynamic solution must be as good as or
better than both the purely dynamic and purely kinematic
solutions.
B. Measurement Update
The model for a measurement update in the reduced-
dynamic technique is tile same as in the dynamic or kine-
matic techniques, with the exception that X and P are
now associated with the augmented state. Thus,
:_j = :Kj + Gj(zj - AjXj) (6)
and
:  j-CjA  , (7)
where zj is the measurement vector at time tj; Aj is the
matrix of the corresponding measurement partials with
Xj; and Gj is the Kalman gain given by
Gj : pjAT(AjPjA T + Rj)-' (8)
with Rj being tile error covariance of zj.
The above models have been formulated in terms of cur-
rent state for clarity. A pseudoepoch state, U-D factorized
formulation [8]1 of these models has been implemented in
the GPS analysis software system, OASIS, developed at
JPL [9]. 1
III. Covariance Analysis
A. Assumptions and Approach
A covariance analysis comparing the accuracy of
TOPEX altitude determination expected with the
reduced-dynamic, dynamic, and kinematic techniques is
presented next. Assume a constellation of 18 GPS satel-
lites placed in six orbit planes. GPS P-code pseudo-
range and carrier phase data are acquired by a receiver on
TOPEX and by six globally distributed ground sites. Data
noise, after a 5-minute integration and dual-frequency cor-
rection for ionospheric delay, is put at 5 cm and 0.5 cm
for pseudorange and carrier phase, respectively, which is
consistent with the performance of modern GPS receivers.
Carrier phase biases are adjusted with a large a priori un-
certainty. A 2-hour data arc covering a full TOPEX orbit
is used initially. The ground track of the TOPEX orbit and
the positions of the six ground sites are shown in Fig. 2.
Other error sources evaluated are given in Table 1.
I S. C. Wu, W. I. Bertiger, J. S. Border, S. M. Lichten, R. F. Sun-
seri, B. G. Williams, P. J. Wolff, and J. T. Wu, OASIS Mathe-
matical Description, V. 1.0, JPL D-3139 (internal document), Jet
Propulsion Laboratory, Pasadena, California, April 1, 1986.
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The clocks on all GPS satellites and at all but one
ground site are modeled as white process noise and thus
are adjusted independently at each time point. This clock
model is comparable to using doubly differenced data and
is tile most conservative (pessimistic) model we can use,
since it maximizes the number of adjusted parameters
and hence tile formal error. Tile gravity-error model is
derived by scaling the difference between corresponding
coefficients, up to degree and order 20, of two different
Earth models, GEM-10 and GEM-L2 [10,11]. This form
of gravity-error model is convenient to implement, is eas-
ily varied with a single scaling factor, and has proven re-
liable in numerous studies over the years. Alternatively,
one can employ the covariance matrix associated with a
single Earth model. Our own experiments have shown
that a 50 percent scaling of GEM-10 - GEM-L2 approxi-
mates the error obtained with the covariance matrix from
tile gravity model, GEM-T1 [12], which is one of tile best
current models.
The 1-cm zenith troposphere error assumes the use of
a water-vapor radiometer at each ground site. An earlier
analysis showed that the error from mismodeling atmo-
spheric drag is less than 1 mm for TOPEX over several-
hour arcs of data [3]; therefore, drag is not included here.
Such potential error sources as thermal imbalances and
outgassing; instrumental delay variations (in the GPS re-
ceivers) not common to all signals; and imperfect knowl-
edge of the satellite center of mass, the GPS antenna phase
center, and platform attitude are being carefully controlled
for TOPEX and are expected to be below 1 cm. One other
potentially serious error source is GPS signal nlultipath.
Because multipath is not readily treated by covariance
analysis, separate simulation studies, incorporating all ma-
jor reflecting surfaces, antenna gain patterns, and receiver
tracking characteristics have been carried out. The result
is that while the instantaneous multipath can at times look
alarming (tens of centimeters on pseudorange and up to 1
cm oil the carrier), it oscillates with periods of minutes or
less and therefore averages down quickly; the net orbit er-
ror is typically at the 1-cm level or below after a few hours
of averaging.
The inherent GPS data strength allows accurate simul-
taneous adjustment of GPS orbits and all but three ground
sites [2-4]. Because the GPS satellites are at an altitude
where dynamic mismodeling is very small, their solutions
remain dynamic in all three approaches. Since we know
that GPS orbits will be routinely tracked with high ac-
curacy by a global network, a tight a priori uncertainty
is applied to GPS states. By contrast, to examine the
strength of each solution technique, a large a priori error
is placed on TOPEX. In actual operation, a much tighter
TOPEX a priori error could be used.
JPL's recently developed Deep Space Network (DSN)
Rogue GPS receiver is currently planned for use at all
ground reference sites. The Rogue can track up to
eight GPS satellites simultaneously, while the operational
TOPEX receiver will have a six-satellite capacity. For
study purposes it is first assumed that the TOPEX and
ground receivers can observe all visible GPS satellites (typ-
ically six or seven); then cases with lesser TOPEX receiver
capacity are examined. Tile three tracking techniques will
be assessed here by comparing the TOPEX altitude errors
over the entire data span. For tiffs, the pseudoepoch-state
covariances of TOPEX are first smoothed backward and
then mapped to all time points when data are taken. Com-
parison is made between the rms errors calculated over the
entire data span.
B. Results
In a preliminary study not shown here, we examined the
limiting cases of the reduced-dynamic technique. With r
set to 0 and both _ro and a set to a large number, the error
estimate indeed approached the kinematic solution. With
r set to a large number and both cro and a set to 0, it
yielded tile dynamic estimate, ltere, a series of intermedi-
ate values for r, Cro, and c_ is studied. In general, when r
is long compared to tile batch size, the results vary with
the batch-to-batch uncertainty Orbb = (1 - 1712)1/20", rather
than with the steady-state uncertainty cr and r individ-
ually. (The batch-to-batch uncertainty is the one-sigma
change in value from one time batch to the next that is
allowed for the process-noise parameters.) In the rest of
this analysis, a batch size of 5 minutes and a constant
r = 15 minutes are used for all cases with the reduced-
dynamic approach; only _o = _r is varied to yield a nearly
optimal solution.
Figure 3 shows the TOPEX altitude error as a function
of the percentage of the GEM-10 - GEM-L2 error, for
various values of _. Also included are the results with
dynamic tracking (_r = 0, r _ oo) and kinematic tracking
(_r --, o¢, r = 0). It is clear that for any finite dynamic-
model error (in this case dominated by gravity), a range
of_r exists over which TOPEX altitude error is lower than
with either the dynamic or kinematic solutions. In other
words, the reduced-dynamic technique is superior provided
that the dynamic model is properly weighted. A procedure
for estimating the proper weight is outlined later.
Figure 4 compares tile reduced-dynanfic solution with
the dynamic and kinematic solutions for three different
viewing capacities for the TOPEX receiver: four, five, and
16
all GPSsatellites(typicallysix,seldommorethanseven)
visibleabovea 90-degzenithangle.In thecaseswith re-
strictedreceivercapacity,theGPSsatellitesobservedare
carefullyselectedto minimizesatelliteswitchesoverthe
observingperiod(therebymaximizingcontinuityincarrier
phasemeasurements)whilestill maintainingood observ-
ing geometry (low PDOP). The gravity error is fixed at
50 percent of the difference between GEM-10 and
GEM-L2. A near-optimal weight (_ = 0.5 pm/sec _) is
used for the reduced-dynamic solution in all three cases.
When the TOPEX receiver can track all visible GPS
satellites, geometry is always strong and kinematic track-
ing is effective; incorporating additional dynamic infor-
mation through the reduced-dynamic technique improves
accuracy by only 1 cm. A lower gravity error, perhaps
achieved through gravity tuning, would of course improve
reduced-dynamic performance. At the other extreme,
when the receiver can track only four GPS satellites, ge-
ometry is often poor and dynamic tracking is far superior
to kinematic; the optimal reduced-dynanfic combination
again offers little advantage. If, however, the gravity error
is doubled, as would be the case with a lower orbit, the er-
ror with dynamic tracking nearly doubles, to 24 cm, while
tile reduced-dynamic performance degrades only moder-
ately, to 16 cm, illustrating that even weak geometry can
be of value when dynamics are poorly known. In the inter-
mediate case, with TOPEX tracking up to five satellites at
once, the dynamic and kinematic solutions are better bal-
anced, achieving 12 and 16 cm, respectively. The reduced-
dynamic combination improves this to 9 cm. In general,
the reduced-dynamic technique is of greatest value when
the kinematic and dynamic solutions are comparable.
Dynanfic tracking performance degrades over regions
where gravity is poorly known (for example, over the
oceans). Kinematic performance, on the other hand, can
vary dramatically with changing observing geometry. In
the reduced-dynamic solution, the two techniques comple-
ment one another, and the solution is better balanced.
This is illustrated in Fig. 5, which compares TOPEX al-
titude accuracy over the whole orbit (two hours), using
tile three techniques. Ill this case both a TOPEX receiver
tracking five GPS satellites and the 50 percent of GEM-
10 - GEM-L2 gravity error are assumed. Both the dy-
namic and kinematic solutions show peak errors of 25 cm
or higher at some points. The reduced-dynamic solution,
with a near-optimal weight (a = 0.5 pm/sec2), smooths
these peaks and remains below 13 crn for the entire pe-
riod. Reduction of the error peaks results from a balance of
state-transition information between dynamics and kine-
matics. When the information from one source is weak,
the Kalman filter places greater weight on the other to
minimize the overall error. To further illustrate this trade,
Fig. 6 breaks down the TOPEX altitude error into its con-
tributing components at the three times (20, 60, and 90
minutes past epoch) when either the dynamic or the kine-
matic error grows large. The balance of transition infor-
mation in the reduced-dynamic solution has resulted in a
more uniform contribution from all error components.
In the examples up to this point, a 2-hour tracking arc
has been used. In general, as the span is increased, the ef-
fects of data noise and troposphere are reduced while the
dynamic modeling error grows. In a purely dynamic solu-
tion, the effect of increasing model error soon overtakes the
decreasing data error and the overall error tends to grow
with data span. In the optimal reduced-dynamic solution,
however, the estimator continuously shifts weight to the
increasingly strong data, away from dynamics, as the span
increases. This deweighting of dynamics is a natural conse-
quence of the estimation process; no change in cr is needed
since the optimal <r applies to a specific dynamic-model
error, independent of data span. As a result, with optimal
weighting, the overall performance will tend to improve
with increased data span.
Figure 7 compares the TOPEX altitude error when
2-hour and 4-hour data spans are used. The longer data
span reduces the error over the initial 2-hour period to
7 cm from the 8.9 cm obtained with the original 2-hour
arc. An examination of the error breakdown shows a re-
duction in gravity error, reflecting the deweighted dynam-
ics, as well as in other errors. Although spans longer than
four hours have not been studied for TOPEX, we expect
that the error will reduce monotonically with data span.
Because the weight on the dynamic model decreases with
longer data span, a reduced-dynamic solution will tend to
a kinematic solution as the span is increased. Note that
this is true only on the assumption that a fixed dynamic
model is used, independent of the data arc length. If the
model is improved through tuning or other efforts, the op-
timal weight for a given data span will shift back toward
the dynamic solution [13].
C. Other Applications
TOPEX nicely illustrates the benefits of reduced-
dynamic tracking since its altitude of more than 1,300 kin,
six-satellite receiver capacity, and relatively compact di-
mensions permit both good observing geometry and rea-
sonably well-modeled dynamics. A far greater modeling
challenge is presented by several other current or planned
NASA space platforms: the large (14 m) platforms of the
polar-orbiting Earth Observing System (EOS), which will
carry heavy slewing instruments and fly at 700 kin; the
actively maneuvering space shuttle, at altitudes as low as
17
300 kin; and the sprawling (155 m) Space Station Freedom,
at about 400 km. All will eventually carry experiments
seeking tracking accuracies better than 10 cm. Indeed, a
recent international workshop on space geodesy set a goal
of "no more than 1 cm rms error, single pass, without or-
bit discontinuities" [14] for tracking future orbiting ocean
altimeters, such as the one that will fly on EOS.
Since one cannot expect to approach centimeter or even
decimeter accuracy in modeling the dynamics of such un-
gainly platforms, the optimal orbit solution strategy will
be almost purely kinematic. To maximize performance un-
der kinematic tracking, geometric observing strength must
be maximized. With that in mind, one can take the ex-
amples of EOS (98-deg inclination, 705-km altitude) and
Space Station Freedom (28 deg, 400 km) and carry out co-
variance studies under a more robust set of assumptions:
the GPS constellation is increased to 24 satellites, as is ex-
pected to occur by 1995; the ground network is expanded
to 10 sites; the flight receiver is extended to track all satel-
lites in view down to the Earth limb (typically a dozen
or more); and the three fixed ground sites are assumed
known to 2 cm in each component, which is expected to
be achieved or surpassed by very long baseline interferom-
etry within the next few years [14].
Figure 8 plots the rms position errors estimated for a
purely kinematic solution for arc lengths of 2, 4, and 8 hrs.
Under the revised assumptions, the observing geometry
is so consistently strong that few-centimeter accuracy is
achieved continuously, and the rms error approaches 1 cm
per component after 8 hrs. Despite the widely different or-
bits and dynamics, performance is virtually indistinguish-
able between EOS and the Space Station, reflecting the
full emphasis on geometric strength (which differs negligi-
bly between the two) over dynamics. Note that the purely
kinematic position solution is referred to the phase center
of tile orbiter's GPS antenna, which can be calibrated with
submillimeter accuracy, rather than to the platform center
of mass, which can be difficult to pinpoint on a large and
variable structure. Because the dynamics of these orbiters
are so poorly known, optimal reduced-dynamic solutions
would improve the kinematic results by only 1 or 2 mm--
at a great cost in computation.
For satellites in high-Earth elliptical orbits, which
might cover a range of altitudes from 1,000 km to
20,000 km or higher, a variety of different process-noise
force models for reduced-dynamic tracking can be em-
ployed. At the lower altitudes, models similar to those
adopted for TOPEX can be utilized, while at the high alti-
tudes (where gravity and drag are insignificant), low levels
of process noise with long time constants are more appro-
priate to absorb unmodeled accelerations that are due to
gas leaks and solar radiation pressure. Covariance analyses
to study orbit determination performance for high-Earth
elliptical orbiters using GPS will be reported in a future
article; however, preliminary analyses indicate that orbit
accuracies at the several-decimeter level should be possible
even at altitudes of 20,000 km or higher. 2
IV. Weighting the Dynamic Model
For applications such as TOPEX where geometry and
dynamics are more balanced, a procedure is needed to es-
timate the weight for the dynamic model, specified by
a with any adopted r, that minimizes the rms orbit er-
ror. This may be difficult to do precisely, since the quality
of dynamic models is not always well understood; often,
in fact, unsuspected modeling errors are present. Fortu-
nately, the sensitivity to a departure from optimal weight-
ing appears to be low. This is illustrated in Fig. 9,
in which the TOPEX altitude error with the reduced-
dynamic technique is shown as a function of the level of
gravity error for three different weightings. Dynamic and
kinematic results are shown for comparison. The weight
a = 0.5 /Jm/sec 2 is nearly optimal for a gravity error of
50 percent of GEM-10 - GEM-L2. The two other curves
are for values of a a factor of 4 larger (a = 2 #m/sec 2) and
smaller (o" = 0.125/_m/sec2). This wide range of subopti-
mal weights increases the TOPEX altitude error by only
0.3 cm at one end and 1.5 cm at the other. In other words,
the performance is fairly insensitive to suboptimal _r.
In practice, an approximate weight can be estimated in
advance through a covariance analysis. This is done by
a series of filter runs, each using a different weight, sim-
ulating the actual measurement and estimation scenario.
Realistic data noise and models for all significant (includ-
ing dynamic) error sources must be considered and their
effects on the orbit determination evaluated. The weight
resulting in the lowest estimated rms orbit error is tile best
estimate of the optimal weight for actual data processing.
A misjudgment of the dynamic-model error will, of
course, result in selection of a suboptimal weight; how-
ever, one can take care to minimize the effect of such a
misjudgment with the following strategy: Tile assumed
dynamic error model is used first to predict the perfor-
mance of both the dynamic and kinematic solutions. If
either of these appears far superior to the other, say, by
a factor of 3 or more, the slight improvement that would
2 S. M. Lichten, "Orbit Determination for High-Earth Elliptical Or-
biters Using GPS I. Initial Results for VSOP," JPL Section 335
IOM 335.4-89-123 (internal document), Jet Propulsion Laboratory,
Pasadena, California, November 15, 1989.
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result by combining the two approaches with the reduced-
dynamic technique may not justify the extra effort, and the
simpler form can be adopted. If neither technique is far
superior, a weight departing from the predicted optimum
in a direction favoring the kinematic (i.e., larger o') will be
prudent. Such a bias in the weighting can reduce the more
damaging effect of dynamic error if the error is larger than
expected. This point is illustrated in Table 2, which sum-
marizes the effect of weight misjudgment by a factor of 4
on TOPEX altitude determination for two different levels
of gravity error. These results suggest that a weight biased
in favor of the kinematic approach is preferable when the
level of dynamic error cannot be well determined.
V. Other Considerations
In the analysis of the reduced-dynamic solution, a fic-
titious 3-D force on TOPEX was treated as process noise
and adjusted together with TOPEX and GPS states. In-
troduction of the force is merely for the purpose of chang-
ing the filter model to reduce that model's reliance on the
dynamic model. Since, in the real world, this force does
not exist, its presence in the formulation adds an error
source in the estimation process, causing the formal error
to be overestimated. To remove this effect, an "evaluation"
run 3 of the filter is needed. In an evaluation run, the fil-
ter model would be specified as before, including the ficti-
tious force, but the contribution of this force in the "truth"
model would be ignored. Such an algorithm is fairly com-
plicated when a smoothing process is required, because of
the dynamic process-noise parameters involved. For a fair
estimate of this effect, evaluation runs with the process-
noise force replaced by correlated piecewise-constant (in
time) forces have been made, thus avoiding the need of
smoothing. These runs show that the spurious increase in
the formal error due to the fictitious force is only a few
millimeters; the corresponding increase in the total error
is even smaller, typically 1 to 2 mm.
VI. Conclusions
A reduced-dynamic technique for determining the or-
bits of Earth satellites is made possible with observa-
tions of the Global Positioning System. In this technique,
satellite-state-transition information obtained from both a
dynamic model and continuous GPS carrier phase obser-
vations is optimally combined to improve orbit determi-
nation accuracy. Analysis indicates that a significant im-
3 C. L. Thornton, "Triangular Covariance Factorizations for Kalrnan
Filtering," TM 33-798 (internal document), Jet Propulsion Labo-
ratory, Pasadena, California, October 1976.
provement can be expected when neither of the two types
of state transition information is far superior to the other.
Performance is not highly sensitive to the relative weight-
ing between dynamic and kinematic information. When
the actual level of dynamic model error is uncertain, an
additional deweighting of the dynamic model is recom-
mended; this would prevent an inordinately large error
resulting from larger-than-expected dynamic model error.
Although a tracking arc of 2 hours was used for most
of the reduced-dynamic analysis, a 4-hour span was exam-
ined to illustrate the improved performance with increased
data. Further improvement can be expected with longer
data spans due to reduction of the effects of data noise
and random error in tropospheric delay modeling. The ef-
fects of increasing dynamic-model error will be automati-
cally controlled in the reduced-dynamic solution by further
deweighting and will thus remain at a low level. Because
the weight on the dynamic model is lowered with grow-
ing data strength, a reduced-dynamic solution will grad-
ually approach the kinematic solution as the data span
increases, provided that a fixed dynamic model is used.
Reduced-dynamic tracking can be used with any Earth
satellite that can adequately observe GPS. The altitude
range over which reduced-dynamic tracking provides useful
improvement over dynamic and kinematic tracking will de-
pend on the actual level of the dynamic-model uncertainty.
It is expected that satellites at altitudes between 400 and
2,000 km will receive the greatest benefit. Above this
range, GPS observability diminishes while dynamic-model
errors decrease markedly, so greater reliance on dynamic
tracking will be favored. Below this range, uncertainties
in gravity and atmospheric drag become so great that a
kinematic solution may be favored for simplicity. For some
exceptional vehicles, other considerations apply. The ac-
tively maneuvering space shuttle may receive no benefit
from dynamics at any altitude, while drag-compensated
satellites may exploit dynamics at even the lowest orbit
altitudes.
In designing a GPS-based precise tracking system for an
Earth orbiter, there is a simple trade-off between modeling
accuracy and geometric strength to consider. Where the
models are strong, the geometry can be relaxed and the
flight and ground systems kept relatively simple. Where
the models are weak, as will be the case with a number of
dynamically complex missions in the future, the geometry
must be strengthened. In any case, the global coverage and
unique mix of data types offered by GPS ensure that there
will be a practical system design and solution strategy that
can deliver orbit accuracies well under a decimeter for any
low-Earth satellite.
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Table 1. Error model and other assumptions used in
covarlance analysis
Model component Assumption
User satellite
Number of stations
Number of GPS satellites
Cut-off elevation
Data type
Data span
Data interval
Data noise
Carrier phase bias
Clock bias
TOPEX epoch state
GPS epoch states
Station location
Zenith troposphere
Earth's GM
Gravity
Solar pressure
TOPEX (1,334 krn in altitude)
6 (cf. Fig. 2)
18
10 deg at stations
0 deg at TOPEX
P-code pseudorange
Can'ier phase
2 hours
5 minutes
5 cm (pseudorange)
0.5 cm (carrier phase)
10 km (adjusted)
3 t,see (oAjusted as white
process noise)
2 km; 2 m/see (adjusted)
2 m; 0.2 nml/sec (adjusted)
5 tin each component
1 cin
1 part in l0 s
Scaled GEM-10-GEM-L2
(see text)
10 percent
Table 2. Effects of weight misjudgment on TOPEX altitude
determination accuracy
Gravity error ¼ x optimal a optimal <7 4 x optimal a
50 percent 10.4 cm 8.9 cm 9.2 cm
100 percent 12.3 cm 9.7 cm 10.1 cm
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Fig. 1. Qualitative ¢omparleofl of dynamic, klflematlc, and
reduced-dynamic tracking performances.
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Information Content of a Single Pass of Phase-Delay
Data From a Short Baseline Connected
Element Interferometer
S. W. Thurman
Navigation Systems Section
This article presents an analytic development of the information array obtained
with a single tracking pass of phase-delay measurements made from a short baseline
interferometer. Phase-delay observations can be made with great precision from two
antennas using a single, common distributed frequency standard, hence the name
"connected element." With the information array, closed-form expressions are de-
veloped for the error covariance in declination and right ascension. These equations
serve as useful tools for analyzing the relative merits of candidate station locations
for connected element interferometry (CEI). The navigation performance of a short
baseline interferometer located at the Deep Space Network's (DSN's) Goldstone
complex is compared with that which is presently achievable using Very Long Base-
line Interferometry (VLBI) over intercontinental baselines. The performance of an
intracomplex pair of short baselines formed by three stations is also investigated,
along with the use of a single baseline in conjunction with conventional two-way
Doppler data. The phase-delay measurement accuracy and data rate used in the
analysis are based on the expected performance of an experimental connected ele-
ment system presently under construction at Goldstone. Tile results indicate that
the VLBI system that will be used during the Galileo mission can determine the
declination and right ascension of a distant spacecraft to an accuracy of 20-25 nrad,
while the CEI "triad" system and the combination CEI-Doppler system are both
capable of 30-70 nrad performance.
I. Introduction
At the present time, wideband delta Very Long Base-
line Interferometry (AVLBI) is the most accurate angu-
lar measurement tool of all the radio metric data types
used in deep space navigation. The wideband AVLBI sys-
tem designed for the Galileo mission is capable of angular
measurement accuracy in the 20-30 nrad range, which
corresponds to a position uncertainty of about 3.0-4.5 km
per astronomical unit (AU). 1 Connected element interfer-
ometry (CEI) is a new radio interferometric technique in
which a common frequency standard, distributed through
1 Galileo Navigation Plan, Galileo Project Document 625-566,
Rev. A (internal document), Jet Propulsion Laboratory, Pasadena,
California, October 1989.
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a fiber-optic communications link to two stations
10-100 km apart, is used to make very precise measure-
ments of the time delay of an incoming signal between the
two stations [1,2]. The proximity of the stations makes
it possible to observe a spacecraft for 9 to 14 hours, as
opposed to the typical 0-to-4-hour view period obtainable
with an intercontinental baseline.
In order to compare the relative capabilities of CEI
and wideband AVLBI, a simple model of the differenced
one-way range (DOR) observable, which is theoretically
equivalent to both CEI phase-delay and wideband AVLBI
measurements, was developed and used to form the in-
formation array for each data type. The two information
arrays were then inverted to obtain closed-form expres-
sions for the error covariance of spacecraft declination and
right ascension associated with each tracking model. The
use of CEI augmented with two-way Doppler is also in-
vestigated, using a simple analytic model for the informa-
tion contained in a Doppler tracking pass in combination
with the CEI information equations. These information
models provide a common framework for a comparison of
the capabilities of these data types, as a function of some
of the key parameters that have an impact on navigation
performance.
II. Analysis
Both wideband AVLBI and CEI measure the differ-
enced one-way range from a spacecraft to two separate
stations, which can be expressed simply as
DOrt = B. s (1)
where
B = baseline vector = r 1 - £2
r 1 = position vector of station 1
r 2 = position vector of station 2
S = unit vector in spacecraft direction
The station locations and baseline components are ex-
pressed in cylindrical coordinates in an Earth-fixed frame:
B = (rB COSAB, rBsinAB, ZB)
where
rB = baseline component perpendicular
to Earth's spin axis
ZB = baseline component parallel to Earth's spin axis
An = baseline longitude
The baseline coordinates as a function of the station coor-
dinates are as follows:
,-. = [,q + ,-_ - 2,',,'_ cos(;,, - _,_)]'/_
zB = zl - z2 (2)
AB = Atan [(rx sinai- r2sinA2)/(rt cosA1- r2 cos A2)]
t
where
rl, r2 = station location components
perpendicular to Earth's spin axis
zl, z2 = station location components parallel
to Earth's spin axis
A1, A2 = station longitudes
Using Eq. (2), the DOR observable, Eq. (1), and its partial
derivatives can be expressed as a function of the baseline
components and the spacecraft coordinates:
DOR = rB COS5 COSHB + ZB sin 6 (3)
where
5 = spacecraft declination
HB = OrB -- ot (baseline hour angle)
_B = baseline right ascension
= spacecraft right ascension
ODOR/06 = --rB sin 5 cos HB + zB COS6
0DOR/0_ = rB cos 6 sin HB
(4)
A. Information Array for DOR Observables
Due to the manner of its implementation, wideband
AVLBI is typically used to form a single measurement
during the time period in which the spacecraft is in view
at both stations. Since the baseline is only sensitive to an-
gular displacement in one direction, wideband AVLBI ob-
servations are made in pairs using two baselines that are as
near orthogonal as possible. This is the approach employed
for Galileo navigation, with a pair of wideband AVLBI
measurements being made every three days on average
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using the Goldstone-Madrid and Goldstone-Canberra
DSN baselines.
The development given below establishes an approxi-
mate analytic representation of the error covariance for a
pair of wideband AVLBI measurements, using the DOR
observable model. Since AVLBI observations are very sen-
sitive to the effects of the troposphere on the received ra-
dio signal, it is desirable to make the measurements at the
highest elevation possible for both antennas. To account
for this in some respect, the baseline hour angle H is as-
sumed to be 90 deg for both DOR measurements. This
assumption simplifies the error covariance equations and
has no significant effect on the results obtained from them.
The information content for each DOR measurement is
formed using the partial derivatives given in Eq. (4); the
two are then summed together to form the complete infor-
mation array for the two observations. The information
content of a single DOR measurement is as follows:
/DOR =
ODOR 05) 2
(2/_?_oR) (Sa)
Assuming that no a priori information exists, the error
covariance matrix associated with the estimates of 5 and
o_ obtained from the DOR observation pair is simply the
inverse of the information array:
•}
(5b)
where
X w = (6, c_) (true values)
^T
X = (5, (_) (estimated values)
Substituting Eq. (4) for Eq. (5a) in each measurement,
then adding the two and inverting the resulting DOR in-
formation array yields the desired expressions for the ele-
ments of the error covariance matrix:
0"2= [(r21 _{_ r_2 ) (z_i ..[_ Z2B2)__(rBlZB1 + rB2ZB2)2] COS2(_ (Z_OR/2)
(6)
{[ 2 2 ] }= (zB1+ zB2)_° (_L+ _L) (z_.l+ zL) -(_.12.1+ _.2z._)_ cos_6 (_o_/2) (7)
- (rB,ZB, + rB2ZB2) }
-L= [(41+ 4_)(z_.,+ zL)-(_.lz., +,.._z._)_]cos_ (4o_/2) (s)
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where
rm, zm = radial and z-height components
for baseline 1
rus, = zus = radial and z-height components
for baseline 2
_oa = variance of DOR observations
B. Information Array for CEI Tracking Pass
Tile CEI phase-delay observable, like the wideband
AVLBI observable, is a measurement of differenced one-
way range, so the information array for a single measure-
ment is given by Eq. (5a). The information array and
associated error covariance matrix for a pass containing
N measurements, assuming a constant measurement vari-
ance of Cr2CE[, is then
ICEI = N/aCE,) (ODORi/OX) (ODORi/OX) T
i=1
(9a)
PeEl = (IcEI) -1 (9b)
where, once again
X__T = (6,
Equation (9b) is analogous to Eq. (5b) for the DOR ob-
servation pair, and it also is based on the assumption that
no a priori information exists. The summation in Eq. (9a)
can be replaced with integration, assuming continuous ob-
servations. The resulting integrals can then be adjusted
by a constant to account for the fact that the observa-
tions are discrete. For example, the information element
for declination becomes
ICE[ i, = (1/W=CE[ At) 0DOR/06 dH (10)
where
w = Earth rotation rate
At = time interval between measurements
The variable At forces the integrated information ele-
ment to be equivalent to the corresponding sunamed
element. Since the variable of integration is the baseline
hour angle HB, careful consideration nmst be given to the
choice of the limits A and B. The baseline hour angle can
be defined in terms of the hour angle of one end of the
baseline, chosen to be station 2 here, as follows:
lib = II+¢ (11)
where
HB = baseline hour angle
H = station 2 hour angle
¢ = baseline longitude relative to station 2
¢ = An - As
= Atan [rl sin(A1 - As)/(rl COS(At- AS)- r2)]
(12)
Equation (12) was obtained by setting As to zero in Eq. (2)
and replacing Aa with (A1 -3,2). Using Eqs. (11) and (12),
the limits of integration for the elements of the informa-
tion array can be expressed in terms of the hour angle of
station 2. If it is further assumed that the two stations
comprising the connected element are near enough to each
other such that the hour angle for both stations is roughly
the same, then the limits can be expressed in terms of a
single station hour angle and the baseline angle ¢:
A=-H+¢
B = tI + ¢ (13)
where
H = tracking pass half-width
The information array for a single, symmetric (in H) CEI
tracking pass is then
/CEI 11 ICE! lS]ICEI : ICE[ 12 I [ 22
/CEI 11 : (J1 r2 sin2 6 + JsZB c°s2 6 -- 2JarBZB sin 6
cos 6) / (w(r_EiAt) (14)
/CEI 12 = (J4PBZB COS2_- J5r_ sin 6 cos6)/(w'o'_w+iAt )
ICEI.. (J6r_ cos2 _5) 2+., = /(_acE[AI)
where
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J1 = H + (1/2) sin 2H cos 2¢
J2= 2H
J3 = 2cosCsinH
J4 = 2 sin ¢ sin H
J5 = sin 2¢ sin 2H
J6 = H - (1/2) sin 2H cos 2¢
(15)
It must be noted that Eqs. (14) and (15) were developed
assuming that the declination 6 and the right ascension
of the spacecraft are constant during the tracking period.
While this is a reasonable assumption for a single pass,
which takes place during the course of several hours, it is
not applicable when it is desired to accumulate a sequence
of CEI tracking passes taking place over a period of several
days. To do so requires a more sophisticated model for
the spacecraft state variables which includes the rates of
change of a and/5.
The error covariance of the spacecraft angular coordi-
nates can now be obtained by inverting the CEI informa-
tion array, Eq. (14):
H - (1/2) sin 2H cos 2¢ (Wa_E, At )
Dlr 2 sin 2 8 + D2Z_B cos 2 6 + D3rBZB sin 6 cos8
(16)
[H + (1/ 2 ) sin 2 H cos 2¢ ] r2B sin 2 8 + 2 H z2Bcos2 6 -- 4 cos C sin H r B zB sin 6 cos 6
Dlr_ sin 26 cos 26 + D2r_z_B cos 46 + D3r3zB sin 6 cos 36
2sinCsinHzBcosS--sin2¢sin2HrBsin6 (_oa_EiAt)
D1 r_ sin 2 6 cos 6 + D2rBZ=B cos a 6 + Dar2BZB sin 6 cos 2 6
(17)
(18)
where
Da = H 2 - sin2 2H [sin = 2¢ + (1/4) cos 2 2¢]
D2 = 2It [H - (1/2) sin 2H cos 2¢] - 4sin 2 ¢sin = H
Da = sin H sin 2H (2 sin ¢ sin 2¢ + cos ¢ cos 2¢)
- 2H cos Csin H (19)
C. Information Array for Doppler Tracking Pass
The Doppler information model given below was de-
veloped by IIamilton and Melbourne in their classic 1966
paper [3]. Over tile course of a single tracking period, the
range-rate to a distant spacecraft observed at a station can
be closely approximated by the following expression:
fi = 1;+ wr, cos 8 sin H (20)
where
,b = station-spacecraft range-rate
÷ = spacecraft geocentric range-rate
r, = station component perpendicular to
Earth's spin axis
In Eq. (20), H and 8 are the spacecraft hour angle and dec-
lination, respectively, just as in the DOR and CEI tracking
models. The Doppler signal is seen to be a function of the
three spacecraft coordinates i', 6, and a. The information
array for a single, symmetric pass (-H to +H) of data is
IDOP = N/a_) Z (Opi/OX) (Op,/OX.) T
i=1
= ATjA
(21)
where
X T = (7",6, O:)
[i 0 0]A = -wr, sin 6 0 (22)
0 -wr, cos 6
3O
J __
2H 0 2sin H ]
0 H - (1/2) sin 2H 0
2 sin H 0 H + (1/2) sin 2H
(23)
Inversion of Eq. (21) yields expressions for the variance
of the declination and right ascension estimates obtained
from the tracking pass. In the equations given below, the
effects of timing and station location errors on the esti-
mates are included.
= (1/sin26)
+ cos 26 _(a2rs./r2_,/} (24)
2 2 2
_,_ = (_r.At/_,', cos26)
x {H/[H 2+(1/2)Hsin2H-2sin2H]}
+ ,o 4 + d
o'_ = 0
where
(25)
(26)
ab2 = range-rate measurement variance
At = time interval between data points
2
a 7 = variance of timing error
o2 = variance of station longitude error
D. Tracking Pass Width as a Function of
Declination
Before comparing CEI and VLBI navigation perfor-
mance, tile selection of an appropriate value for the track-
ing pass half-width, H, must be addressed. Edwards [2]
has shown that random fluctuations in the troposphere are
probably the dominant error source in determining CEI
phase-delay measurement accuracy, and that the statisti-
cal uncertainty of this effect is inversely proportional to the
elevation angle at which the spacecraft is being observed.
ttis analysis indicates that the troposphere-induced mea-
surement uncertainty drops off exponentially with increas-
ing elevation, with most occurring within the elevation an-
gle at which the spacecraft is being observed. His analy-
sis indicates that the troposphere-induced measurement
uncertainty drops off exponentially with increasing eleva-
tion, with most occurring within the elevation range 0-
30 deg. To account for this variation, the tracking pass
half-width H can be made to vary with declination such
that the spacecraft is only observed when its elevation an-
gle is above some minimum. An elevation cutoff of 30 deg
was chosen for use here, based on the above discussion.
At this elevation, the phase-delay uncertainty due to tro-
pospheric fluctuations is about 5 mm. Admittedly this is
a somewhat arbitrary selection; nevertheless, the use of
this value should yield some reasonable indication of how
the navigation performance obtained from CEI varies with
declination.
To some degree this same argument also applies to
Doppler data since they are also affected adversely by
random tropospheric fluctuations. An elevation cutoff
of 15 deg has been commonly used during past flight
projects--and was used below for all scenarios involving
Doppler. Since Doppler data can be readily acquired by
all of the stations within the Deep Space Network (DSN),
which are located in both the northern and southern hemi-
spheres, the declination of the spacecraft being tracked is
of little importance in terms of its effect on tracking pass
width.
Elevation can be expressed directly as a function of dec-
lination, hour angle, and station location as
h= Asin[(r,/()/cos6cosH +(z/()sin6] (27)
where
h = elevation angle
r_ = station location spin radius, as in Eq. (2)
z = station location z-height, Eq. (2)
= (r_ + z _)'"
Figure 1 shows the variation in tracking pass half-width
with declination for minimum elevations of 10-30 deg. As
seen in Fig. 1, the reduction in pass width becomes espe-
cially pronounced as declination drops below zero. These
curves, or curves corresponding to other stations when ap-
propriate, were used to determine the value of H to use
in all of the results involving CEI and Doppler data which
follow.
III. Results
A reference VLBI tracking scenario was created using
the DOR error covariance equations, Eqs. (6) through (8),
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to obtain the uncertainty for a pair of observations taken
from the baselines formed by DSN Goldstone-Madrid
(DSS 14-63) stations and Goldstone-Canberra (DSS 14-
43) stations. These two baselines are the most nearly
orthogonal set possible within the Deep Space Network.
The measurement accuracy assumed for both DOR obser-
vations was 14 cm (lo), which is the performance expected
for the wideband AVLBI system carried by the Galileo
spacecraft. 2 The baseline coordinates and results for this
case are given in Table 1. In this scenario it was assumed
that 6 = 0, making this a best-case result.
Actual wideband AVLBI measurements are con-
structed by differencing a spacecraft DOR observation
with a second DOP_ observation of an extragalactic radio
source (EGRS), which is normally a quasar. This results
ill the cancellation, or near-cancellation, of the effects of
certain error sources that are common to both stations.
The locations of quasars used for 5VLBI are usually very
well known, but not exactly known, and so this uncer-
tainty must be considered in determining the overall ac-
curacy of AVLBI measurements. Current quasar catalogs
are known to be accurate to 5-15 nrad [4]. To account for
this uncertainty in some sense, the results in Table 1 con-
sist of the root-sum-square uncertainty of the right ascen-
sion (RA) and declination (DEC) uncertainties obtained
from the AVLBI measurements plus a 15-nrad quasar lo-
cation uncertainty.
A CEI tracking scenario, also for 6 = 0, was con-
structed for comparison, using a fictitious north-south
baseline (¢_ = 0) 20.5 km in length, with one end being
DSS 15 at Goldstone. The baseline coordinates and re-
sults for this scenario are given in Table 2. A scale map
of the Goldstone Deep Space Comnmnications Complex
(DSCC) appears in Fig. 2, showing DSS 15 at the north
end. 3 Admittedly, the construction of a 20.5-km north-
south baseline would require a station located outside of
the present boundaries of the Goldstone DSCC, shown in
the lower left-hand corner of Fig. 2. This fictitious station
would not be far outside the current boundary, though,
and since the construction of any operational CEI system
would probably depend upon the construction of new sta-
tions in any event, this assumed station location is reason-
able for the purposes of this analysis.
Actual CEI measurements will consist of a spacecraft
phase-delay measurement differenced with a quasar phase-
delay measurement, similar to AVLBI observations, and
2 Ibid.
abased on Directory o] Goldntone Buildings and Facilities, JPL
Project Document 890-165, Ray. A (internal document), Jet
Propulsion Laboratory, Pasadena, California, October 1, 1989.
for essentially the same reasons--to obtain cancellation
of common error sources. As with the VLBI results in
Table 1, the CEI accuracy figures in Table 2 also contain a
15-nrad quasar location uncertainty in both RA and DEC,
combined in a root-sum-square sense with the uncertain-
ties obtained from the measurements themselves. It should
be noted here that quasar location uncertainty was not a
significant contributor to navigation error uncertainty in
any of the VLBI or CEI cases considered herein.
Table 2 illustrates an important point: a single north-
south CEI baseline can determine both declination and
right ascension. Figures 3 and 4 show the effects of ro-
tating the baseline away from a north_south orientation
as a function of spacecraft declination. By the conven-
tions chosen in defining _b, Eq. (12), a negative value of 4_
implies a rotation of the baseline to the west from north,
while a positive value of _b implies a rotation to the east
from north. Only curves for positive values of _ are shown,
since a negative ¢_ yields a covariance of the same magni-
tude as the corresponding 4_of opposite sign. From these
two figures, it can be seen that rotating the baseline away
from a north-south orientation causes some degradation
in both Cr_ and c%, but it is not significant except for
low (less than -10 °) declination and for baseline angles
greater than roughly +20 °. Figure 4 shows that the capa-
bility of a north-south baseline to determine RA decreases
rapidly with decreasing declination. Finger and Edwards, 4
in their numerical investigation of CEI tracking perfor-
mance from Goldstone baselines, obtained similar results,
but their analysis was restricted to declinations of-230 ,
0 °, and +23 °.
If a third station were added to the single baseline two-
station CEI system envisioned thus far, two separate base-
lines could be formed into a connected element "triad."
Figure 5 is a diagram showing such a hypothetical system
at Goldstone, with the third station situated just outside
the southeast corner of the complex. This system incorpo-
rates an east-west baseline with the original north-south
baseline. Table 3 contains the baseline coordinates of the
system and the tracking results which would be obtained
for a spacecraft at 0 ° declination. In these scenarios, the
error covariance for the combined tracking solution from
the two baselines is computed by adding the information
arrays obtained for each individual baseline, then invert-
ing the result. The combined information from the two
baselines reduces the RA uncertainty obtained with just
the north-south baseline from 107 nrad to about 42 nrad,
4 M. H. Finger and C. D. Edwards, "Relative CEI Navigation Perfor-
mance of Goldstone Intracomplex Baselines," Interoffice Memoran-
dum 335.3-88-116 (internal document), Jet Propulsion Laboratory,
Pasadena, California, October 20, 1988.
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a factorof 2.5 improvement.Thissuggeststhat a CEI
triadsystemcoulddeterminebothRAandDECto better
than50nrad,usingdatatakenonlybystationsat asingle
complex--inthiscase,Goldstone.
Whenusedin conjunctionwithotherdatatypes,asin-
glenorth-southCEIbaselinemayyetbeavaluablenavi-
gationtool.Theuseof X-band(8.4GHz)frequenciesfor
both theuplinkanddownlinkcommunicationslegswith
the Magellanspacecraft,andlaterfor GalileoandMars
Observer,shouldyieldDopplermeasurementsof range-
rateaccurateto 0.1ram/seeor better,exceptin cases
wheretheSun-Earth-probeangleislessthan15°.5Current
DoppleraccuracyforS-band(2.3GHz)spacecraftcommu-
nicationsis in the0.5-1.0ram/seerange.Table4describes
thenavigationaccuracywhichwouldbeobtainedwitha
combinationof X-bandDopplerpassesfromstationsat
theDSNsitesin Madrid,Spain,andCanberra,Australia,
withCEI datafromGoldstone,againfor aspacecraftat
0° declination.Thevaluesusedin Table4 fortiminger-
ror (aT)andstationspinradius(at,) andlongituderrors
(_r_)aresomewhatoptimisticby currentstandards,but
theyshouldbeattainedwithin thenextfewyears.Asin
theCEItriadscenario,theerrorcovariancefor thecom-
binedCEI-Dopplersolutionis simplythe inverseof the
summedinformationobtainedfromeachdatatype.The
additionoftheDopplerdatain thiscaseresultsin afactor
of 2improvementin RAuncertaintyovertheperformance
of thenorth-southCEI baselinealone,from107nradto
53nrad.
systemdescribedin Table4, whichusesdatafromasin-
glenorth-southGoldstone CEI baseline in combination
with Doppler data from Madrid and Canberra. Remem-
ber that in all of these cases, the tracking pass half-width
is also changing with declination, so the variations seen in
Table 4 are actually a function of two parameters, H and
6, not just 6.
IV. Conclusions
This study used simple, approximate mathematical
models to investigate the relative tracking performance ob-
tainable with two interferometric methods--a hypothetical
CEI triad system at Goldstone and the wideband AVLBI
system which will be used by the Galileo spacecraft--and
a third hybrid system that uses a single CEI baseline in
conjunction with conventional Doppler. The analysis per-
formed indicates that the Galileo AVLBI system is capable
of determining both RA and DEC to 20-25 nrad through-
out the ecliptic plane. The hypothetical Goldstone in-
tracomplex CEI system, which comprises three stations,
is capable of producing sub-50-nrad estimates of DEC
throughout the ecliptic plane, and RA estimates of 50 nrad
accuracy or better down to a declination of about -10 °.
Data from even a single Goldstone connected element in-
terferometer, when combined with X-band Doppler data
from two other DSN stations, are capable of determining
DEC to better than 50-nrad throughout the ecliptic plane
and RA to 50-70 nrad.
Figure 6 is a comparison of the error uncertainty
ellipses for the tracking scenarios given in Tables 1-4. The
orientations of the VLBI ellipse reflects the orientations
of the baselines that comprise the system, while it is ap-
parent that the CEI systems and the CEI-Doppler com-
bination both produce uncorrelated error covariances for
and a. Table 5 provides a comparison of the navigation
performance obtained from each of the three tracking sys-
tems discussed here, AVLBI, CEI triad and CEI-Doppler,
as declination varies from -20 ° to +20 °. Figures 7 and
8 present the information in Table 5 graphically. In
these tables and figures, "CEI+Dop" refers to the tracking
5p. W. Kinman and J. G. Meeker, "Two-Way Coherent Doppler
Measurement Accuracy for Venus Radar Mapper," Interoffice
Memorandum 3392-84-94 (internal document), Jet Propulsion Lab-
oratory, Pasadena, California, July 6, 1984.
The results of this study show that intracomplex CEI
is a viable alternative to AVLBI for missions requiring
spacecraft angular coordinate determination to an accu-
racy of 30-50 nrad. While the navigation accuracy achiev-
able with intracomplex CEI from the Goldstone DSCC suf-
fers somewhat at very low declinations, it has been shown
that even a single 20.5-km baseline at Goldstone can po-
tentially deliver better than 70-nrad accuracy when used in
conjunction with X-band (8.4 Gth) Doppler. If a CEI sys-
tem were also built at the DSN Canberra complex, this low
declination problem would be eliminated. Considering the
speed and reliability with which phase-delay data can be
generated and processed for navigation, CEI can provide
the DSN with a tremendous capability, in terms of both
the number of missions that can be supported simultane-
ously and the navigation accuracy that can be achieved.
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Table 1. VLBI tracking scenario results (6 = 0)
TB_ ZB,
Baseline km km
Goldstone-Madrid 8378.986 -341.545
Goldstone-CaJlberra 7620.841 7351.800
Measurement accuracy aDO R = 14 cm (approx. 20 nrad)
Quasar direction uncertainty (la) = 15 nrad (in both
declination and right ascension)
a6 = 24.2 nrad
aa = 19.4 nrad
Table 3. CEI triad system performance (5 = 0)
rB, ZB, ¢, Length,
Baseline kin km deg km
1: North-south 11.647 17.000 0.0 20.61
2: East-west 12.000 0.9 90.0 12.00
For all baselines:
H = 52.3 ° (elevation cutoff = 30°), At = 360 sec, aCgI = 5 nun
w = 7.292 X 10 -5 rad/sec
Quasar direction uncertainty (la) = 15 nrad
cr6 = 31.6 nrad
as = 42.4 nrad
Table 2. CEI tracking scenario results (5 = 0)
Baseline: r B = 11.467 km, z/3 = 17.000 km, ¢ = 0,
length = 20.61 kan
(Station 1 is DSS 15, Goldstone, California)
Tracking pass half-width H = 52.30
(elevation cutoff = 30 °)
Time interval between measurements At = 360 sec
Eaa'th rotation rate tv = 7.292 x 10 -5 raxt/sec
Measurement accuracy aCEI = 5 mm (approx. 250 nrad)
Quasar direction uncertainty (la) = 15 nrad
a6 = 38.4 nraxt
as = 107 m'ad
Table 4. Combined X-band Doppler-CEI performance (5 = 0)
Doppler data:
Station rB, km z, km A, deg tl, deg
DSS 42, Canberra 5205.352 -3674.582 148.9813 71.5
DSS 62, Madrid 4860.817 4116.906 355.6322 70.2
CEI baseline:
r B = 11.467 km, ZB = 17.000 kin, ¢ = 0 °
H = 52.3 ° (elevation cutoff = 30°), At = 360 sec, aCEI = 5 nun
At = 60 sec, a_, = 0.1 ram/see, elevation cutoff = 150
War = 20 nrad, a,X = 60 nrad, at, = 30 cm
a6 = 35.3 nrad
am = 52.9 nrad
5(° )
Table 5. Relative performance comparison between systems
DEC uncertainty, nrad RA uncertainty, nrad
VLBI CEI triad CEI+Dop VLBI CEI triad CEI+Dop
--20 25.2 40.7 46.6 19.9 68.3 67.5
-- 15 24.8 35.2 39.7 19.7 55.1 62.7
-- 10 24.4 32.9 37.4 19.5 48.7 58.5
--5 24.3 31.9 36.1 19.5 44.9 55.3
0 24.2 31.6 35.3 19.4 42.4 52.9
5 24.3 31.7 34.8 19.5 40.9 51.2
10 24.4 32.3 34.7 19.5 40.0 50.0
15 24.8 33.2 34.6 19.7 39.6 49.3
20 25.2 34.5 3,1.7 19.9 39.6 48.9
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Applications of Different Design Methodologies in
Navigation Systems and Development at JPL
S. W. Thurman
Navigation Systems Section
The NASA/JPL deep space navigation system consists of a complex array of
measurement systems, data processing systems, and support facilities, with compo-
nents located both on the ground and on board interplanetary spacecraft. From its
beginnings nearly 30 years ago, this system has steadily evolved and grown to meet
the demands for ever-increasing navigation accuracy placed on it by a succession of
unmanned planetary missions. Principal characteristics of this system are its unique
capabilities and great complexity. In this article, three examples in the design and
development of interplanetary space navigation systems are examined in order to
make a brief assessment of the usefulness of three basic design theories, known as
normative, rational, and heuristic. Evaluation of the examples indicates that a
heuristic approach, coupled with rational-based mathematical and computational
analysis methods, is used most often in problems such as orbit determination strat-
egy development and mission navigation system design, while normative methods
have seen only limited use in such applications as the development of large software
systems and in the design of certain operational navigation subsystems.
I. Introduction
The ability to accurately navigate a spacecraft often
plays a significant role in the success or failure of un-
manned interplanetary space missions. In the context
of the NASA planetary exploration program, navigation
is defined as the process of determining the current and
predicted flight path of a space probe, and controlling
that flight path to meet stated mission objectives [1,2].
The navigation system to be used for each mission is de-
veloped and configured during pre-flight mission design
and planning, based on the trajectory design developed
as part of the same process. The result is a mission-specific
system which is composed of several basic "building
blocks" common to all missions and elements unique to
the mission at hand.
Figure 1 shows a simplified diagram of the "generic"
deep space navigation system. 1 As is evident from Fig. 1,
1c. E. Kolflhase, "Navigation Systems Overview," Presentation
Viewgraphs, Navigation Systems Section, Jet Propulsion Labora-
tory, Pasadcna, California, March 16, 1973.
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the principal traits of the system are its great complex-
ity and unique capabilities (it is a special purpose system
and essentially the only one of its kind). Each planetary
mission has its own special capabilities, flight path, and
science objectives, which make it necessary to develop a
custom navigation system for every mission flown, even
though these systems share many elements in common
such as the tracking facilities of the Deep Space Network
(DSN). Some examples of the building blocks used in deep
space navigation are orbit determination and maneuver
analysis software, spacecraft propulsion and imaging sys-
tems, and radio tracking networks (primarily the DSN).
What follows is a brief evaluation of three examples
that show how different system design methodologies--
normative, rational, and heuristic--are used in the design
and development of navigation system software, orbit de-
termination strategy and methods, and the design of nav-
igation systems for specific missions. Before beginning,
a brief description of each of the three design theories is
in order. The descriptions given here are those put forth
by Rechtin [3]. A normative theory is one in which system
design is accomplished by following a set of rules and prin-
ciples that are rooted in the values of the creator(s) of the
theory. The definitions of what constitutes "good" and
"bad" designs are largely judgmental pronouncements. A
rational design theory is based on the idea that some gen-
eralized set of procedures for design and problem solving
can be used to develop any system design, regardless of the
system's purpose or functions. Rational theories typically
make extensive use of mathematical analysis-based tools,
such as the calculus of variations and probability theory.
The heuristic approach to design shares some commonal-
ity with both the normative and rational approaches, but
it is based more on insights and guidelines derived from
experience rather than on rules and pronouncements or
mathematical methods. Studying past and present appli-
cations of these design methodologies may provide some
insight into their use for architecting the navigation sys-
tems of future planetary missions.
II. Example 1: Development of the
JPL Orbit Determination Program
Tile Orbit Determination Program (ODP) is actually a
large set of programs used to process radio tracking data
and spacecraft onboard optical data, then construct a
flight path which fits all of tile observational data included
in the solution. The design and evolution of this system
provide an opportunity to evaluate the usefulness of some
of the software engineering disciplines in developing very
large, computationally intensive software.
Although it is difficult to rigidly classify many software
engineering methods as being solely normative, rational, or
heuristic, certain ones can be identified fairly closely with a
single design methodology. One of the better known tech-
niques in software engineering is "top-down" development,
which consists of a set of guidelines, based on experience,
for recursively partitioning a large problem into smaller
ones in a hierarchical manner. Top-down development is
primarily heuristic in nature [4]. Structured coding, on the
other hand, is a programming technique that is somewhat
heuristic, but has many traits that match the description
of a normative theory given above; that is, it consists of
a set of rules and principles that are heavily experience-
based and largely judgmental.
The basic idea behind structured programming is that
code written with only a specific, well-defined set of control
constructs and principles will result in the best possible
program--best being defined primarily in terms of read-
ability and ease of maintenance, which were considered
by the creators of the discipline to be of overriding im-
portance [5]. If several different programmers were given
a program design and using structured coding asked to
write code to implement it, the end product arrived at by
each programmer should be nearly the same. Other im-
portant criteria deemed good in structured programming
are small, single-purpose program modules, each having
only one entry point and one exit point.
The single most outstanding trait of the ODP through-
out its 27-year history is its tremendous complexity. Even
in its original form in 1962, the ODP contained programs
capable of calculating spacecraft trajectories throughout a
sizeable portion of the solar system and solving for up to
63 parameters using 13 different tracking data types [6,7].
While the description which follows is of the original first-
generation ODP, the basic structure and organization of
the system is preserved in the current ODP, even though
the system is run differently on today's computers.
The basic design of the system can be seen in Fig. 2,
which shows a high-level view of the organization of ten
programs, known as links, comprising the first-generation
ODP [7]. Figure 2 shows that the ODP was organized in
a top-down, hierarchical fashion even in the early 1960's
when software engineering was still in its infancy. The
system was broken down in such a way that each major
function in the orbit determination process was performed
by a stand-alone program. Each program used output files
generated by the previous programs as inputs. A single
set of user-supplied instructions was used to execute all
of the programs, which were run sequentially. This de-
sign espouses such heuristics as the matching of form to
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function and the use of system elements with high inter-
nal complexity and low external complexity [3], resulting
in a system that performed many complicated functions
but was relatively simple to use.
Of primary importance for programs of such size and
complexity is the efficient use of computer memory (this
was especially true in the first ODP, which was run on an
IBM 7090 computer with limited memory) and the mini-
mization of communications between subprograms. Mini-
mizing communications also minimizes the amount of time
required to run the various links, as the individual pro-
grams which make up the ODP are known. Even when
using modern computers with virtual memory capabilities
(the ability to run a program of unlimited size), in order to
minimize run time, it is important to keep to a minimum
the memory required to run a given program so that the
computer spends as little time as possible swapping inac-
tive program segments and active segments in and out of
its memory.
The modern ODP system, now in its third generation at
JPL, was designed and written using top-down design and
structured coding principles. It has been used successfully
in all planetary missions dating back to the Mariner 6 and
7 missions to Mars in 1969: Mariner-Mars '69, Mariner-
Mars '71, Mariner-Venus-Mercury '73, Pioneers 10 and
11, Viking, Voyager, Pioneer-Venus Orbiter, and currently
the Magellan and Galileo missions, tlowever, there are
two goals of the ODP that have continually been in con-
flict with the rules of structured coding--minimizing run
time and storage use. The ODP source code was writ-
ten in FORTRAN, and extensive experience in the use of
FORTRAN for computationally intensive applications has
led to the development of heuristic guidelines for the opti-
mization of FORTRAN programs in terms of run time and
storage use [8]. Examples of guidelines for storage and run
time optimization are the use of COMMON storage blocks
for sharing data among multiple subprograms, minimizing
memory usage and subprogram communication, and the
use of a minimum number of subprograms to accomplish
necessary tasks, since communication among subprograms
is very slow relative to most operations performed by
FORTRAN.
Some ODP links make extensive use of COMMON,
have many subprograms that are quite large (thousands
of lines), and have many subprograms with multiple entry
points. While the actual code sometimes differs from what
is considered to be good code according to structured pro-
gramming rules, it was implemented in this way so that
the links could be run quickly (run times in minutes), and
so the software could be accommodated on computers with
limited memory capacity. In the early history of the ODP,
the concern with regards to memory usage was caused by
the limited capability of the mainframe computers in use
at the time (the IBM 7090). More recently, the motivation
for minimizing storage usage was the desire to use the ODP
on smaller minicomputers for dedicated use by designated
groups of users. The rigorous use of structured code, with
its small, self-contained single-purpose modules, may have
yielded an ODP system that would be more readable and
maintainable than it is now; but this probably would be
of little comfort to the users of the software when faced
with run times measured in hours and the need for large,
expensive mainframe computers to run the ODP system.
The implementation of the ODP is a balance between
the good qualities (readability, maintainability) of struc-
tured coding and the special considerations of memory and
processing time requirements. It can be seen that while
structured programming did play a role in the develop-
ment of the ODP, the architects of this system tempered
the rules of structured coding with previous experience, a
more heuristic approach to programming. _ In summary,
the ODP is a result of compromises made by its architects,
who had to reconcile the requirements of their system with
the rules and guidelines of their software engineering tools.
The modern ODP has evolved into a multi-mission
orbit determination tool. It has also been adapted for use
on a variety of computers, from mainframes to desk-top
workstations. For example, the DSN Multi-Mission Navi-
gation Team runs the ODP system on a VAX 8530 mini-
computer, supporting missions for NASA and several in-
ternational space agencies. The Galileo Navigation Team
is running the ODP in its traditional "home" environment,
a UNIVAC 1108 mainframe. The Magellan Navigation
Team, on the other hand, is presently running the ODP
on its own dedicated computer system, centered around
a Sun 3/150 workstation. Although each of these user
groups is running the same set of programs, each group
uses the ODP in a different manner, that is, with different
input and output data to meet its own special needs.
III. Example 2: The Orbit Determination
Strategy Design Process
This example provides a brief illustration of the process
through which orbit determination strategy is conceived
and developed. The development of an orbit determina-
tion strategy basically consists of choosing such things as
2 Interview with John E. Ekelund, ODP cognizant engineer, Naviga-
tion Systems Section, Jet Propulsion Laboratory, Pasadena, Cali-
fornia, November 2, 1989.
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the quantity and types of measurements to be used (Earth-
based ranging, Doppler, spacecraft onboard optical, etc.),
the type of estimation algorithm employed (batch, sequen-
tial, reduced-order, etc.), and the mathematical model to
be used by the estimation algorithm. This activity usually
takes place as part of a feasibility study, when a new mis-
sion is being considered. At this early stage, there is usu-
ally little consideration given to any constraints that may
be imposed by a specific spacecraft, since a firm space-
craft design is usually not in existence yet. The result of
this process is usually a set of preliminary navigation ac-
curacy requirements and an orbit determination strategy
(or set of strategies) capable of meeting them. As might
be expected, these requirements are often a compromise
between what is desired and what is really possible.
Because of its complicated nature, the design and de-
velopment of orbit determination strategy is primarily a
heuristic process, but one that also makes extensive use
of rational-based analysis tools to serve as a guide. The
description that follows delineates why this is so and gives
a brief history of this field as practiced at J PL, using a few
specific examples for illustration. Orbit determination is
a classic example of the limitations of mathematical tools:
There are none that can tell tile analyst what the best
navigation system will be for a given spacecraft flying a
given trajectory. The navigation analyst can choose from
a number of different kinds of measurements, each with
its own strengths and weaknesses, which can be combined
into an orbit determination strategy in a great variety of
ways. The number of possibilities quickly destroys any
hopes of constructing a mathematical search procedure to
seek out and find the "best" system.
The mathematical tools used to exercise and evaluate
candidate strategies normally come from optimal estima-
tion theory, a body of knowledge describing how to obtain
the best possible estimate of a system given a mathemat-
ical description of that system [9,10]. Estimation theory
is rational in nature; subject to certain assumptions, it
theoretically specifies the estimation algorithm that will
yield the best estimate, in a statistical sense, of any sys-
tem which can be described using a basic mathematical
framework. The user only needs a mathematical model for
the system in question and some knowledge of pertinent
mathematical methods (matrix algebra, linear systems of
differential equations) to define the optimal estimator. In
orbit determination, the system consists of a set of param-
eters describing the spacecraft trajectory, tracking station
locations, and numerous error sources.
Although it is very powerful, optimal estimation the-
ory has two fundamental limitations in orbit determina-
tion applications (and many other fields for that matter).
The first is that it gives its user only one accuracy estimate
at a time for a single measurement strategy; for example,
it does not indicate how much performance improvement
would be obtained by the addition of more data and/or
different types of measurements in the solution. The sec-
ond limitation is that the optimal estimates computed are
only correct if the mathematical model of the system is
correct, which in practice it never really is.
The sensitivity of the results obtained from the estima-
tion techniques used by JPL to unmodeled or poorly mod-
eled parameters were discovered early on in the planetary
exploration program. Spacecraft such as Mariner-Mars
'65 (Mariner 4) experienced unexpected deviations from
the estimated flight path, which were later determined
to be caused by small gas leaks in the valves of the at-
titude control thrusters [11]. Gas leaks and small thruster
misalignments--as well as many other effects which are
known to exist but are extremely difficult to model--are
now known to be present on all interplanetary spacecraft.
Another example is the effect of small variations in the
Earth's rotation rate on the timing of tracking measure-
ments. A mathematical method, known as consider state
analysis, was developed to estimate the effects on orbit
determination accuracy of parameters that were known or
suspected to influence the problem but were too poorly
known to be estimated themselves [7]. 3
While consider state analysis is capable of estimating
the effects of parameters not present in the system model,
it provides no guide to the navigation analyst about how
to change the orbit determination strategy to minimize the
influence of these parameters. The general rules given by
optimal estimation theory which apply to the behavior of
changes in solution accuracy no longer apply when con-
sider states are taken into account; for example, according
to optimal estimation theory, if more data are added to
a trajectory solution, then the accuracy of that solution
must increase (it does not say how much, just that it must
increase). Also, if the data used in determining a tra-
jectory are made to be more accurate, then the accuracy
of the resulting estimate must improve. The author has
personally experienced the contradictions to these well-
established rules which commonly arise in consider state
analysis.
As discussed above, there are no well-defined rules that
tell the analyst which direction to follow when searching
3 N. D. Panagiotacopulos, A n Introduction to JPL's Orbit Determi-
nation Program, JPL Document 1846-37 (internal document), Jet
Propulsion Laboratory, Pasadena, California, pp. 28-32, May 21,
1974.
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for a goodorbit determinationstrategy.Overtheyears,
asmallbodyof knowledgehasbeencollectedon theef-
fectsofcertainpoorlymodeledparameters,uchasspace-
craft gasleaks,stationlocationerrorsandclockerrors
ondeepspacenavigationmeasurements.Thisknowledge,
in theformof heuristicsdevelopedfromflightexperience
andanalysisofsimpleanalyticapproximationsoftracking
measurements,isusedbynavigationanalystswhendesign-
inganddevelopingorbit determinationstrategies.These
heuristicsareoccasionallywrittendown,usuallyasguide-
linesgleanedfromtheanalysisof simplemodels([12,13]
aretwoexamples),but theyexistmostlyin themindsof
theindividualswholearnedthroughagreatdealofexpe-
riencehowto usethem.
IV. Example 3: Navigation System Design
for Mission Operations
This final example describes an activity that begins
roughly at the point where preliminary orbit determina-
tion strategy design, described in Example 2, leaves off.
At this point in mission planning, a set of navigation
requirements and a tentative orbit determination strategy,
or set of strategies, has been developed as a part of prelim-
inary mission design activities. Both the requirements and
the orbit determination strategy chosen to meet them may
be modified somewhat during the process of designing the
operational navigation system. The end product of this
design phase is a detailed navigation plan, specifying the
number and type of measurements needed throughout the
mission, the model to be used operationally in the orbit
determination software (the ODP), and an exhaustive set
of computer simulations demonstrating compliance with
the requirements over the entire mission (see Mohan and
Kirhofer for examples). 4'5
As in so many other aspects of space navigation, the
essence of operational navigation system design is to bring
order to a very complex situation. Although there may
be similarities among different planetary missions, no two
are ever the same; consequently the navigation system de-
signed for each spacecraft must be a special purpose sys-
tem that is tailored to meet the specific requirements of
a particular mission. This implies that mission navigation
system design is heuristic in nature, requiring knowledge-
able system architects who use their previous experience
S. N. Mohan, Magellan Navigation Plan, Magellan Project Docu-
ment 630-51 (internal document), Revision B, Jet Propulsion Lab-
oratory, Pasadena, California, March 23, 1988.
5 Galileo Navigation Plan, Galileo Project Document 625-566 (inter-
nal document), Revision A, Jet Propulsion Laboratory, Pasadena,
California, October 1989.
to provide guidelines which make sense in the context of
the problem at hand [3], but who do much more than just
follow a set of rules based on previous experience (a nor-
mative approach) or use a formula which yields a good
system (a rational approach).
Figure 3 shows the functional organization of the nav-
igation system used in the Viking mission to Mars [14],
known as the Flight Path Analysis Group (FPAG). This
system consisted of people, hardware, and software. The
navigation team, which was responsible for carrying out
all of these functions, was organized in the same manner
as seen in Fig. 3. Each functional block was implemented
as a group of people and equipment whose job it was to
perform all of the functions in that block. Just as in the
architecture of the ODP, form matched function. Notice
that the architecture of the navigation system in Fig. 3 has
some elements that are common to all deep space missions,
such as the tracking data conditioning team, while other
elcments present are designed to fulfill the specific needs
of the Viking mission, such as the lander flight path anal-
ysis team. Obviously, one would not expect to find such
a group in the Voyager navigation team, whose mission
consists solely of planetary flybys. This brief example sug-
gests that operational navigation systems have some com-
ponents which are unique to a specific mission and others
which are very nearly the same across different missions.
While the navigation system for a given mission will not
be exactly the same as that of another, there are certain
subsystems within the overall navigation system which
change very Little from mission to mission, as pointed out
above. Subsystems that have become formalized struc-
tures can be used in virtually all missions with very few
changes required. Continuing with tile previous example,
a subset of the navigation system used for the Viking mis-
sio:a is shown in Fig. 4 (also see [14]). This diagram shows
the "flow" of tile orbit determination process as envisioned
and ilnplemented by the Viking navigation team. This de-
sign is the result of many years of flight experience. The
majority of Fig. 4 depicts functions performed with the or-
bit determination software. Since the orbit determination
process requires infrequent changes (which may be brought
about with the introduction of a new tracking data type,
for example), the design of the orbit determination subsys-
tem for a new mission is more of a normative process; it
consists of merely arranging the required functions, shown
in Fig. 4, in the proper sequence and station in the oper-
ations flow.
A good example of the applicability of the orbit de-
termination process (Fig. 4) to a variety of different ntis-
sions can be found in the DSN Multi-Mission Naviga-
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tion Team's activities. As mentioned earlier, this group
supports a large number of both domestic and interna-
tional missions. The orbit determination operations ar-
chitecture implemented by the DSN Multi-Mission Navi-
gation Team consists of a basic set of tasks or functions
comprising a "generic" mission operations scenario, which
looks almost exactly like the diagram in Fig. 4. Although
this "generic" architecture is modified slightly to meet the
needs of each mission, it is the foundation upon which all
mission-specific orbit determination systems used opera-
tionally are built.
V. Summary and Conclusions
Three examples of system design and development used
in the field of deep space navigation have been briefly ex-
amined to make some assessment of the role of the nor-
mative, rational, and heuristic design theories in this area.
The examples studied were the design of the JPL orbit de-
termination software system, the design and evaluation of
orbit determination strategies, and the design of the oper-
ational navigation system and orbit determination subsys-
tem for the Viking mission to Mars. The examples show
that all three of the design theories studied are used in
some capacity in this field.
One of the primary characteristics of heuristic design
theory is that the architect using it must possess a body
of expertise that is relevant to the specific context of the
system to be designed. By this standard, the examples
considered indicate that while the design of certain sub-
systems can be done using a normative approach to design,
not requiring a great deal of expertise from the architect,
the design of deep space navigation systems at JPL has
been accomplished using a primarily heuristic approach
due to the complexity of the problems and the specialized
nature of the functions to be performed. There are some
rational theories, such as optimal estimation theory, which
play an important but supporting role in the design pro-
cess. The ultimate test of a design theory's effectiveness is
the success or failure of the resulting systems; the success
of a great number of unmanned planetary missions, from
Mariner to Voyager, appears to indicate that the heuristic
approach to design has produced deep space navigation
systems which have worked very well.
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1. DETERMINE AND PREDICT ACTUAL S/C TRAJECTORIES
2. ASSIST THE DSN IN ANALYSIS OF TRACKING DATA QUALITY
3. GENERATE TRAJECTORY DATA AS REQUIRED
4. DEVELOP MANEUVER STRATEGIES AND CALCULATE COMMANDABLE
QUANTITIES FOR VO AND VL MANEUVERS
5. EVALUATE ACTUAL VO AND VL MANEUVER PERFORMANCE
6. PERFORM VL TRAJECTORY DESIGN
7. DETERMINE VL POSITION ON PLANET SURFACE
8. RECONSTRUCT THE VL ENTRY TRAJECTORY AND DERIVE AN ENGINEERING
MODEL OF MARS' ATMOSPHERE AND WINDS BASED ON ENTRY DATA
9. PERFORM VONL RELAY-LINK GEOMETRY AND MARGIN CALCULATIONS
10. DESIGN PRECISION VO SCIENCE SEQUENCES
11. DETERMINE ACTUAL VO SCIENCE VIEWING COVERAGE
12. SUPPORT RADIO ENTRY SCIENCE REQUIREMENTS
13. SUPPORT LSS SITE CERTIFICATION ACTIVITIES
TRACKING DATA CONDITIONING TEAM
1. ESTABLISH METRIC TRACKING DATA REQUIREMENTS
2. MONITOR METRIC TRACKING DATA QUANTITY AND QUALITY
3. PREPARE METRIC TRACKING DATA QUANTITY AND QUALITY REPORT
4. EDIT METRIC TRACKING DATA AND PREPARE CLEAN TRACKING
DATA FILES
5. PROVIDE POLE MOTION AND TIMING DATA
6. PROVIDE TROPOSPHERIC MODEL CORRECTION PARAMETERS
7. PROVIDE IONOSPHERIC AND INTERPLANETARY CHARGED PARTICLE
CALIBRATION DATA
8. GENERATE FREQUENCY INDEPENDENT DSN OBSERVABLE
PREDICTIONS FOR THE DSN AND VMCCC
INTERPLANETARY ORBIT DETERMINATION TEAM
1. ESTABLISH NAVIGATION METRIC TRACKING DATA REQUIREMENTS
2. PROCESS S/C RADIOMETRIC TRACKING DATA TO DETERMINE
CURRENT BEST ESTIMATE OF THE INTERPLANETARY TRAJECTORY
3. ESTABLISH REQUIREMENTS FOR MONITORING AND PROCESSING
APPROACH OPTICAL METRIC DATA
4. PROCESS APPROACH OPTICAL METRIC DATA TO PROVIDE OPTICAL-
BASED APPROACH TRAJECTORY ESTIMATE
5. PROCESS RADIOMETRIC TRACKING DATA AND APPROACH OPTICAL
METRIC DATA TO PROVIDE IMPROVED APPROACH TRAJECTORY
ESTIMATE AND TO IMPROVE DYNAMIC AND OBSERVATIONAL
MODELS
SATELLITE ORBIT DETERMINATION TEAM
1. ESTABLISH NAVIGATION METRIC TRACKING DATA REQUIREMENTS 1.
2. PROCESS S/C OR VO RADIOMETRIC TRACKING DATA TO DETERMINE
CURRENT BEST ESTIMATE OF SATELLITE ORBIT 2.
3. PROCESS S/C OR VO RADIOMETRIC TRACKING DATA TO IMPROVE
ORBITAL PHASE DYNAMIC AND OBSERVATIONAL MODELS 3.
4. PROCESS VL RADIOMETRIC TRACKING DATA TO DETERMINE VL
POSITION 4.
5. GENERATE PROBE EPHEMERIDES 5.
6.
7.
8
ORBITER MANEUVER AND TRAJECTORY TEAM
1. DEVELOP CANDIDATE MANEUVER STRATEGIES IN SUPPORT
OF MISSION PLANNING
2. ANALYZE PLANETARY QUARANTINE REQUIREMENTS
3. DESIGN VO PROPULSIVE MANEUVERS
4. DESIGN VO ATTITUDE MANEUVERS
5. DETERMINE VO COMMANDABLE MANEUVER PARAMETERS
6. PERFORM POST-EXECUTIONVO MANEUVER ANALYSIS
7. DETERMINE ORBIT LIFETIME
8. GENERATE PROBE EPHEMERIS
9. GENERATE VO TRAJECTORY DATA TAPE
10. GENERATE VO TRAJECTORY INFORMATION
ORBIT SCIENCE SEQUENCE TEAM
1. DESIGN AND DEVELOP FINAL, PRECISION VO SCIENCE SCAN
SEQUENCES
2. PREPARE VO SCIENCE SCAN SEQUENCE FORECAST
3. PREPARE VO SCIENCE SCAN SEQUENCE DATA PACKAGE
SUMMARIZIN(_ OBSERVATION CONDITIONS AND PREDICTED
COVERAGE
4. DETERMINE ACTUAL VO SCIENCE SCAN SEQUENCE VIEWING
COVERAGE
LANDER FLIGHT PATH ANALYSIS TEAM
DEVELOP AND EVALUATE CANDIDATE DEORB IT MANEUVER
STRATEGIES
DESIGN VL DESCENT TRAJECTORY INCLUDING DEORBIT MANEUVER
AND ASSOCIATED TRAJECTORY RELATED PARAMETERS
COMPUTE FULL SIX DEGREE-OF-FREEDOM DIGITAL SIMULATION OF
PREDICTED VL DESCENT TRAJECTORY
SUPPORT ORBIT TRIM MANEUVER SELECTION FOR LANDING
SUPPORT LANDING SITE SELECTION RELATIVE TO VL TRAJ ECTORY
DESIGN CONSIDERATIONS
PERFORM VL TRAJECTORY, ATMOSPHERE. AND WIND
RECONSTRUCTION AND PROVIDE RESULTING ESTIMATE OF LANDED
POSITION
PREDICT RELAY LINK PERFORMANCE DURING DESCENT AND
POST-L._DING
MONITOR ALL ESTIMATES OF LANDED POSITION AND RECOMMEND
CURRENT BEST ESTIMATE
Fig. 3. Navigation system design for the Viking Mission.
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This article presents the exact potential corresponding to confining fields inside
a linear rf quadrupole particle trap of finite length. Tile analytic expression for
the trapping potential is derived by introducing a linear trap employing a relatively
simple cylindrical geometry and solving Laplace's equation for the trap electrodes.
The finite length of linear traps results in field distortion near the trap ends. An
exact analytic determination of the fields is useful because the profile of the trapped
ion cloud is highly dependent on the fields confining it. It is shown that near the
ends of the trap, the effective potential arising from the rf fields acts to propel
particles out of the trap, and further, that the addition of a dc bias generates an
inhomogeneous field in the trap that influences the particles both perpendicularly
to and along the trap's long axis.
I. Introduction
Trapped a99IIg+ ion standards are presently the most
stable frequency standard developed for averaging times
> 10 4 seconds. Trapped ions can be stored for long pe-
riods, essentially isolated from the outside environment.
This arrangement serves to reduce the perturbation to the
ions' atomic-energy levels and hence minimize frequency
fluctuation.
Currently, the Time and Frequency Systems Research
Group is developing a prototype linear ion trap consisting
of four parallel cylindrical rod electrodes enclosed between
two end electrodes (Pig. 1). This trap is preferable over the
conventional spherical trap in fl'equency-standard applica-
tions because of its 20-times-larger ion storage capacity.
The number of ions determines an important trade-off pa-
rameter between the signal-to-noise ratio and the second-
order Doppler shift arising from the motion of the ions
caused by the trapping field. The geometry of the linear
trap improves clock peformance by allowing an increase
of the number of trapped ions without degradation of the
frequency stability [1].
Particle motion is directly affected by the electric fields
generated within the trap. A time-varying quadrupole
electric field is produced in the linear rf trap by an ac volt-
age applied to the four rods such that any rod's nearest
neighbor has the opposite polarity. The rf field provides
the trapping force necessary to confine particles in the ra-
dial direction (see Fig. 1). In order to prevent trapped par-
ticles from escaping out the ends of the trap, a de voltage is
applied to the two "endcaps," producing an exponentially
PRECEDING PAGE BLAh'K NOT FILMED
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decaying field directed inward along tile tile axis of cylin-
drical symmetry of the trap (i.e, along the z axis). The
linear trap is also capable of containing larger macropar-
ticles (such as alumina or other substances) [2]. In this
case, however, static electric fields must be incorporated
in addition to the rf and endcap fields to offset gravita-
tional forces on the macroparticles, which are comparable
to the trapping forces. If the trap is oriented such that
the trap axis is horizontal with the rods at the corners of
a square when viewed down the trap axis, a dc voltage
can be applied to tile top two rods of the quadrupole to
provide this offset.
RF fields in the radial direction of a linear trap have
been analyzed extensively by assuming the trap to be in-
finitely long [3]. In actuality, however, tile traps are of
finite length, and thus both static and time-varying fields
emanating from the rod electrodes will be directed lon-
gitudinally along the axis of the trap, as well as radially.
Near the ends of the trap, field distortion occurs. In all ion
trap, this can subsequently affect the shape of the trapped
ion cloud and thus ion motion. To optimize clock per-
formance, an exact determination of the fields generated
within the trap, including the "end effects," is necessary.
This then allows for the calculation of the surface shape of
the ion plasma contained within the trap. In this article,
an analytic model is developed for one implementation of
a linear trap to determine static fields produced by the
end electrodes and time-varying electric fields everywhere
inside a finite-length linear trap with cylindrical geome-
try. The model consists of a hollow cylinder, partitioned
lengthwise into four sections (analogous to the four rods)
and two endcaps. Tile simple geometry of the cylinder
allows the calculation of the fields within tile cylinder ac-
curately (Fig. 2).
Although consideration of adc offset to counterbalance
gravitational forces is unnecessary when modeling a linear
trap designed for the storage of ions, it cannot be neglected
when discussing a trap that contains macroparticles. The
primary purpose of applying the dc offset is to counter-
balance gravitational forces on macroparticles, tIowever,
if the bias is added to the rod electrodes, electric fields
will be additionally generated along the axis of the trap in
a manner that acts to longitudinally localize the particles
in the trap center or to propel them out the ends of the
trap, depending on the polarity of the dc offset. A second
model is presented in this article to determine the effects of
the fields generated by a dc voltage applied to two rods ill
the linear trap. Because the focus of this model is solely
to demonstrate the effects of applying a dc offset to the
trap, the contribution from the rf trapping fields and the
fields generated by the end electrodes are neglected, al-
though the complete determination of the potential inside
a cylindrical macroparticle trap is possible by combining
the potentials derived from the two models.
First presented is the conventional trapping theory
for rf quadrupoles previously developed in tile literature.
Then, the potential everywhere inside a linear ion trap
with cylindrical geometry is derived by modeling the trap
after a four-sectioned hollow cylinder of finite length en-
closed by two endcaps. In Section IV, the potential is
determined inside a second model that consists of a hol-
low cylinder split along its length into two halves. The
top half is at a voltage Vo and the bottom half and end-
caps are grounded. This model accounts for the effect of
a de-offset potential applied to the rod electrodes in a lin-
ear macroparticle trap. The conclusion summarizes the
results of the two models.
II. Trapping Theory
Tile linear trap typically employs two dc-biased "end-
cap" electrodes to confine the particles longitudinally, and
four rods that produce a time-varying electric field to con-
tain them in the transverse or radial direction. The volt-
age applied to the rods is such that at a given instant, any
pair of adjacent rods always has opposite polarity (Fig. 3).
The potential inside the trap near the central axis (i.e.,
x, y << R) is given by
[vo(__ - v2) cos(a0] (1)
V(x, y) = 2R 2
where x and y denote tile particle's position in the radial
direction, R represents the distance between the central
axis and the surface of the rods, and f_ is the driving fre-
quency. The resultant time-varying electric fields produce
a trapping force that increases linearly in the radial direc-
tion. A single charged particle within the trapping region
will be subjected to a time-averaged force towards the cen-
tral axis of the trap (r = _ = 0) where the field
intensity is a minimum. A nonzero time-averaged restoring
force for a single particle is derivable from a pseudopoten-
tiM, the effective potential existing in an inhomogeneous
electric rf field [4]
q[Z°(x'Y)2] (2)
tb(x, y) - 4mr22
In the case of all infinitely long linear trap, Eq. (2) modifies
to
qVo
¢(x, y) - 4,nQ2R 4 (x 2 + y2) (3)
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where q is tile charge oil the particle and x and Y are the
particle's position in tile radial direction averaged over one
period T = (27r/f_). Tile force generated from this pseu-
dopotential produces particle dynamics that superimpose
a slower oscillating motion characterized by frequency w,
upon a faster micromotion due to tile driving frequency ['1.
Stable confinement of the particles occurs when w << fL
Tile frequency w for radial particle oscillation can be de-
rived from Eq. (3) as
2 q2Vo2
= (4)
2m_2i_ 4
Although the particle is in dynanlic equilibrium along the
radial direction, it is still fi'ee to traverse tile longitudinal
(z) axis. If there is no constraining force along tills axis
and the trap contains more than one particle, the coulomb
repulsion between the particles tends to propel them out
the ends of the trap. To counterbalance these forces, de-
biased electrodes are incorporated at either end of tile trap
in both ion and macroparticle systems.
III. Analytical Model for the Potential Inside
a Linear Trap
The complete electric field inside tile linear ion trap
consists of a static field arising from applied voltage on
tile endcaps and the time-varyiug fields resulting from a
voltage arrangement oil the trap rods. Unfortunately, the
analytic determination of the net electric field for a finite-
length four-rod linear trap is formidable and, as yet, only
an approximation of the field exists by considering the trap
to be infinitely long. This approxinlation neglects the ef-
fect trap ends have on the generated rf fields that influence
the dynamics of trapped ions. Rather than neglecting the
end effects, in the model described here the fields generated
by the four-rod geometry are approximated by employing a
hollow cylinder partitioned into four sections with endcaps
at either end (Fig. 2). While providiug a rough approxima-
tion to the four-rod trap, the inodel primarily represents a
new linear-trap geometry that can be accurately modeled
to determine tile exact confining field, including any signif-
icant end effects. An exact analytic determination of the
fields is highly useful siuce the shape of the trapped ion
cloud depends strongly on tile fields surrounding it. Be-
cause tile ions contribute significantly to the electric field
within tile trap, only certain density profiles are accept-
able. With a complete picture of the fields generated by
the cylindrical shell and endcaps, Poisson's equation can
be solved numerically to investigate the shape of the ion
plasma. By virtue of its design, the cylindrical geometry
also conveniently provides shielding against charge buildup
that might occur in regions external to the trap such as
lenses or mirrors. Tim pseudopotential arising from the
rf fields and the potential generated from tile endcaps are
solved separately. Superimposing these two solutions pro-
duces the net potential everywhere inside the cylindrical
trap.
The pseudopotential is determined by employing tile
four-sectored cylindrical model in Fig. 2 with grounded
endcaps and a surface voltage Vo applied such that Vo(0) =
-Vo(O + 7r/2). This voltage arrangement represents the
applied voltage on tile four-rod quadrupole at a given in-
stant. Starting with Laplace's equation in cylindrical coor-
dinates, a general solution of tile product form is assumed:
_,(,,,0, :) = le(,,)Q(O)Z(:) (5)
It can be shown that for this type of geometry [5]
,(_, 0, z) = [Acos(,,,0)+ B sin(,,,0)][Ct,,,(k,')
+ DICm(ler)][Eshl(k'z)+ Fcos(kz)] (6)
where Im and Km are the modified Bessel functions. Tile
remaining coefficients are constants to be determined.
With the requirements that F, D = 0 and
k,, = -- (7)L
the equation for • takes oil the lnodified general form
.(_,0,_)= _ (A.....cos(.,e)
m=O n:O
+ m.....sin(,no))(t_,,,_("_")L)
. (n:rz,_ ]
Tile asymmetric voltage is applied to tile four cylinder
sections oil the cylindrical surface (r = R) such that:
Vo,
- Vo,
V(0, z) =
Vo,
- !/0,
-,'v < 0 < -5-
--Tr
,-5-<0<0
7r
0<0< 7
_ <0< ,'r
(9)
The potential on the surface is thus given as
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v(oz,=k k[(Am cos(o,o,
m=O n=O
(10)
with the coefficients
Amn _- 0
B,,_-mnTr_a2v° //n,rR\'_\\ /]{Ira {T}] -1 (11)
Substituting these constants back into Eq. (8), and mul-
tiplying _ by cos(fit) to take into account that it varies
with a frequency _, the time-varying potential due to the
surface voltage is determined:
cos( ox sin(m0) sill T (12)
where m = 2, 6,10,... and n = 1,3,5,.... Providing the
secular frequency is much less than the frequency of mi-
cromotion (w << _), the macromotion of the particle can
be described by the time-independent pseudopotential dis-
cussed in Section II
0- q (v.) 2 (13)
4m_ 2
and incorporating Eq. (12),
•) q _-)q (A-(,.,O,:)+W(,.,O,:)+C-(r,O,z)) (14)
- 4mi22
where
A(r, 0, Z)
--g/- m . ,7_r,,, (--c-)"_R
× sin(toO) cos k L /
-- rrr2 m n lm ('-z--)n_R
x cos(m0) sin nTrz(7-)]
tti 7_
X
[m-1 (._f_r) + I,,,+, (.v__)
{ n 7r R "_im \ "-Z-I
(15)
The inhomogeneous electric field arising from this effective
potential produces a net force on a single particle that,
averaged over one period of the micromotion (T = f2/27r),
is directed towards r = 0 in the radial direction and out the
ends of the trap in the z direction. Tile z dependence of the
pseudopotential is demonstrated by Figs. 4(a) and 4(b),
which represent examples of ¢(z) at two different positions
of 0. In both of the examples, r = R/8 with V_ = 200 V,
f2/2rr =60 tlz, R= 0.008 m, and L = 0.06m. A 5/1m-
diameter alumina particle with an approximate positive
charge-to-mass ratio of 0.0053 C/kg is used to evaluate
Eq. (14).
The magnitude of _,(0) for fixed values of r and z is
sinusoidal and oscillates from a maximum in regions near
the boundaries of each of the four sections of the cylinder
(0 = 0, 7r/2, rr, 27r) to a minimum along the centers of the
cylinder sections (0 = 7r/4, aTr/4, 57r/4, 7,r/4) (Fig. 5). It is
interesting to note that the pseudopotential in the cylin-
drical model indicates an electric field in 0 that is actually
45 deg out of phase with the electric field generated in the
linear four-rod trap. In the latter case, the pseudopoten-
tial is a maximum in the vicinity of the rods (located at
0 = _r/4, 37r/4, 5rr/4, 7_r/4) and a minimum between them.
This discrepancy arises because the spatial separation of
the rods results in weaker fields between any two rods in
contrast t.o the fields between the cylinder sections whose
boundaries meet and give rise to large electric fields. Tile
fact that the pseudopotential is a minimum at the section
centers in the cylindrical linear trap suggests that small
viewing holes may be added in this vicinity without sig-
nificant disturbance of the fields within.
In order to obtain the total potential inside the cylin-
der, the potential arising from the endcaps must be deter-
mined and superimposed on the pseudopotential. This is
accomplished by solving Laplace's equation for a cylinder
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with agroundedsurfaceandendcapsheldat aconstant
voltageV_. The resulting potential inside the cylinder for
this configuration is
m=l   ,Jl(Pm) cosh
(16)
where J0 and dl are the zeroth and first Bessel time-
lions, respectively, and P,n is the ruth root of J0- Adding
Eqs. (ld) and (16) determines the net potential inside a
finite cylinder of length L and radius R
%_t(r,O,z) = ¢+_ (17)
Tile net potential can be interpreted geometrically by
observing that it is composed of the pseudopoteutial whose
curve, as demonstrated in Figs. 4(a) and 4(b), rises for
fixed values of r and 0 from a minimum at z = 0 and
z = L to a maximum ill the center of the trap, and an
"endcap" potential that varies fi'om a constant tq on the
ends to a minimum in the center of the trap (Fig. 6). By
controlling the amount of voltage applied to the endcaps,
q,_,t can be adjusted. The model suggests that there is an
optimum endcap voltage that maximizes the continuity of
the net potential in tile z direction. Figure 7 demonstrates
the z dependence of _,_,t when ¢ is greater than ¢.
IV. Analytical Model for a DC Field
Perpendicular to the Cylindrical Axis
In a horizontal configuration, the introduction of a
de voltage on the top two rods of the linear quadrupole
trap generally serves to counter the forces of gravity on
macroparticles. Because the rods are of finite length, how-
ever, the electric field is not directed exclusively in the ra-
dial direction as in the case of infinite rod length. Instead,
a distortion of the field lines occurs at the ends of the rods,
giving rise to a field component in the longitudinal direc-
tion. The effects on particle dynamics of an asymmetric
dc bias may be understood by again considering the four-
rod quadrupole to he a hollow cylindrical trap split into
two sections; the z axis is coincident with the axis of the
linear quadrupole trap. Figure 8 depicts the cylindrical
model with radius R and length L. To model the effects
of the offset in the trap, a de voltage is applied on the top
half of the cylinder and the bottom half and endcaps are
grounded. This potential can be added to q,_a developed
in the previous section to provide a full solution of the po-
tential inside a linear trap when adc bias is added. The
potential due to the dc offset is solved ill a similar manner
as the problem in Section II, and the results are
¢(r,O,z) 2Vo sin t0 C"_)
= -- - (, ,ri_ "_
_, L !
n odd
m odd 771_ I m \----_---/
Figure 9 represents a computer evaluation for this func-
tion of tile first 22 values of m and n, respectively. Near
the central axis of the trap (r = 0), the function varies
smoothly, falling off to zero at z = 0 and z = L. The
resultant electric field at r = 0 is
0¢(r, 0, z)
Oz
- E_
-2Vo-- COS [oL \ L /
n odd
(19)
The surface voltage Vo is inherently positive in Eq. (19).
By referring to Figs. 10(a) and (b), it is evident that if a
single negatively charged particle is subjected to this field,
the force on that particle will be directed inward towards
the center of the trap (z = L/2), growing abruptly from
zero to a maximum as it approaches either end. Tile poten-
tial inside the trap could have been determined similarly
by solving Laplace's equation for a voltage Vo applied to
the bottom half of the cylinder instead of the top. In this
case, if the particle had been taken to be positive, the net
effect would still support the particle against gravity, but
would accelerate the particle out one of the ends of tile
cylinder.
The analogy to the linear cylindrical trap is apparent.
In order to counterbalance the gravitational effects on the
particle, the de voltage applied to the top rods must be of
the opposite sign to that of the particle. But as demon-
strated above, this conditiou inherently gives rise to an
inhomogeneous force on the particle that is directed longi-
tudinally inward, towards the center of the trap. Likewise,
a gravitational offset can also be accomplished by apply-
ing a voltage to the bottom two trap rods that is the same
polarity as the particle. This, however, additionally pro-
duces an electric field that acts to force the particle out
the ends of the trap.
Farther out along the radial direction, the potential in-
creases ill magnitude and the functiou assumes a more
rectangular shape. Ill the limit at r = R, Vo spans the
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rectangular shape. Ill the limit at r = R, Vo spans the
length of the cylinder and the function discontinuously
jumps to 0 at either end. The electric field evaluated on
the surface is
0+(0, :)
-- /_2 --
Oz L cos\ L /
n odd
x 1+-- --sin (20)
771
m odd
where 0 is again taken to be a constant at ,-r/2. The model
indicates that tile electric field in tile z direction towards
the center of the trap depends on the radial position of the
particle. This dependence is demonstrated by comparing
Figs. 10(a) and (b).
Tile cylindrical model approximates the field accurately
and yields insight into the influences on the particle in the
longitudiual direction from the gravitational offset. For
the case of many trapped particles, the model suggests
that in some instances a bias on the end electrodes is not
really necessary to counterbalance coulomb repulsion be-
tween particles, if a de offset on the top rods is added. In
this case, the particles will distribute themselves in such
a manner as to create an equilibrium situation, balancing
the coulomb forces and the force arising from the applied
voltage.
V. Conclusion
This article has presented a model for the rf fields in a
linear trap by considering a four-sector cylindrical geome-
try. This geometry approximates a finite linear trap with
rod electrodes. It also represents a new configuration for
an ion trap that is amenable to analytic determination of
tile confining fields. Using the model for the finite-length
linear cylindrical trap, it was shown that confining fields
have a longitudinal component as well as a radial compo-
nent. The z component of the rf electric field produces
an extra term in the pseudopotential not present in the
ideal, infinitely long trap. The details of the end effects
are important in ion confinement. The analytic model in-
dicates that the pseudopotential arising from the rf fields
gives rise to a time-averaged force towards the center of
the trap in the radial direction and away from the center
in the z direction. This latter effect, combined with the
ions' own coulomb interaction, will accelerate the parti-
cles out of the trap if biased endcaps are not present. The
density of the ion cloud can be determined numerically by
solving Poisson's equation for the fields generated by the
trap electrodes encompassing the ion plasma. Future re-
search is planned for the evaluation of the plasma shape
in a linear cylindrical trap.
When a dc bias potential is applied to the trap elec-
trodes (for example, in the case of a macroparticle trap
where the gravitational force is counterbalanced with a de
offset), an electric field is generated in both the radial and
longitudinal directions. An analytic model has been de-
veloped that utilizes a cylindrical geometry to determine
these fields. According to the model, a particle of the op-
posite sign to an applied de voltage on the upper electrodes
will feel an inwardly directed force along the z axis in addi-
tion to the transverse force. On the other hand, a particle
with the same polarity as an applied de voltage on the
lower electrodes will be forced upwards in the transverse
direction and towards the trap ends in the longitudinal
direction.
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Fig. 1. Linear four-rod quadrupole trap.
(a)
(b)
= 4
0=0 Fig. 3. Four-rod quadrupole. The voltage on each rod's nearest
neighbor has opposite polarity.
Fig. 2. Linear four-sectored quadrupole trap: (a) three-dimen.
sional view of the trap with endcaps; and (b) orientation of the
cylinder sections as viewed down the z axis. Section boundaries
meet at 0 = O, _'/2, _T, and 3;1"/2.
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Fig. 4. The pseudopotentlal _(z) at two positions of 0: (a) z de-
pendence of _(r,_,z) evaluated at r---- R/8 and 0 ---- 0 for a single
alumina particle with e/m ---- 0.0053 C/kg and trapping parameters
Vac = 200 V and _/27r ---- 60 Hz; and (b) t_(r,_,z) evaluated st r ----
R/8 and 0 ---- _/4.
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Fig. 6. The longitudinal (z) dependence of _e (r,z) evaluated at
r---- 0 with end electrode voltage V1---- 20 V.
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Fig. 7. The longitudinal (z) dependence of _net (r,_,z) evaluated
at r _ RI8 and 0 ---- 7r/4 for a single alumina particle with elm =
0.0053 C/kg and trapping parameters Vac: 200 V, V1 = 2 V, and
_/27r = 60 Hz.
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Fig. 8. Cylindrical model for a linear particle trap with a dc bias
added to the top two rods of the trap.
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Fig. 9. The potential _(r,O,z) due to a dc offset inside the cylin-
drical model evaluated at 0 _- ;,r/2 with an applied voltage Vo ----
20 V.
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Fig. 10. The electric field E(z) within the cylindrical model: (a) at
a fixed r---- 0, 0 = _/2, and Vo-- 20 V; and (b) at a fixed r---- 3R/4,
0 -= 7r/2, and Vo = 20 V.
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A Study of the Influence of Hg(6 3P 2) Population in a
Low-Pressure Discharge on Mercury
Ion Emission at 194.2 nm
L. Maleki, B. J. Blasenheim, and G. R. Janik
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A low-pressure mercury-argon discharge, similar to tile type existing in the mer-
cury lamp for the trapped-ion standard, is probed with a new technique of laser
spectroscopy to determine the influence of the llg(6 ap2) population on discharge
emission. Tile discharge is excited with inductively coupled rf power. Variations in
the intensity of emission lines in the discharge were examined as ,_ = 5t6. l-nm light
from a continuous-wave (CW) laser excited the Hg(6 3P2) to (7 3S1) transition. The
spectrum of the discharge viewed in the region of laser irradiation showed increased
emission in A = 546.1,435.8, 404.7, 253.7, and 194.2 nm lines. Other lines in Ilg I
exhibited a decrease in emission. When the discharge was viewed outside tile region
of laser irradiation, all lines exhibited an increased emission. Based on these results,
it is concluded that the dominant n]echanisrn for the excitation of higher lying levels
of mercury is the electron-impact excitation via the 3p2 level. Tile depopulation
of this metastable level is also responsible for the observed increase in the electron
temperature when tile laser irradiates the discharge. It is also concluded that tile
3P 2 metastable level of mercury does not play a significant role in the excitation of
the 2p1/2 level of mercury ion.
I. Introduction
Mercury-argon discharges produce the light emission at
194.2 nm required for optical pumping in the trapped-
mercury-ion frequency standard currently under develop-
ment at the Jet Propulsion Laboratory (JPL). These dis-
charges are one of the most widely studied examples of
low-temperature plasmas. During the past 70 years or so,
numerous investigators have studied the emission and ab-
sorption properties of mercury-rare gas discharges. The
significance of these discharges to the lighting industry
in particular has been responsible for extensive investi-
gations, spanning practically all aspects of radiative, col-
lisional, and plasma processes of this type of discharge.
Tile advent of laser spectroscopy has produced yet an-
other tool for the investigation of mercury-rare gas dis-
charges. In the authors' laboratory, for instance, lasers
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have been used to study saturated absorption, optogal-
vanic, and phase-conjugate spectra in the mercury-argon
discharge Ill. Other investigators have also examined
laser-induced fluorescence (LIF) and laser-induced stim-
ulated emission (LISE) in this type of discharge [2].
Despite the wealth of data on various parameters of
mercury-argon discharges, a number of questions regard-
ing this system have remained poorly answered. In par-
ticular, the significance of a metastable population in the
discharge, while qualitatively understood in a general way,
has been difficult to determine specifically. Various mea-
surements have been made to determine the concentration
and the influence of the population of the 3p levels of mer-
cury in the line emission and ionization of the discharge [3-
6]. Yet definitive conclusions regarding the specifics of the
effect of the metastable state population on the rate of ion-
ization and excitation of atoms, molecules, excimers, and
ions that may be present in mercury-rare gas discharges
have been difficult to model because of a lack of data or
understanding of all intervening processes.
Laser spectroscopic studies have provided further un-
derstanding of this problem, but have generated other
questions. This is because modification of one of the dis-
charge parameters by the laser can influence other param-
eters, sometimes in a nonlinear manner. Thus tile details
of the interaction of the laser light with discharges is not
always well understood.
can be studied, including possible effects on the excitation
of mercury atoms, ions, and the buffer gas.
Since results of investigations with discharges depend
on the specific parameters, including the concentration of
mercury and the rare gas, as well as the discharge exci-
tation mode, they are often limited in their applicability.
For this study, a low-pressure if-excited discharge and the
technique of laser spectroscopy were chosen to make re-
sults applicable to a general class of discharges that are
deemed to be well behaved and relatively well understood.
The rf discharge in the glow regime, with argon at less
than one torr of pressure and mercury at about 30 degrees
centigrade, is readily amenable to modeling. The induc-
tive coupling of the rf power further simplifies the system
through elimination of electrodes. The choice of low-power
continuous-wave (CW) laser radiation permits additional
simplification of the system under study through elimina-
tion of higher order light-induced processes, and provides
a well-defined interaction channel for the laser and a dis-
charge constituent. It is hoped that the study will assist in
understanding of the significance of the metastable popu-
lations in the modeling of mercury-argon glows.
In the following section, the details of the experiment
are outlined; the results are presented in Section III. The
interpretation of the experimental results and the discus-
sion are in Section IV. Finally, Section V provides a sum-
mary, conclusion, and an outline of plans for further study.
One of the most significant areas of data deficiency has
been information delineating the role of metastables in tile
excitation process of the mercury ion. In fact, most models
devised to provide a theoretical account of mercury-argon
discharges [7-9] do not include excitation rates of the ion
in determining plasma parameters. Yet tlle ion emission
at 194.2 nm is the process of greatest interest in connec-
tion with the development of an efficient and reliable opti-
cal pumping light source for tile trapped-mercury-ion fre-
quency standard [10].
Thus, another study has been undertaken to examine
tile influence of a metastable population on the excitation
processes in the mercury-rare gas discharges. In this study,
laser spectroscopy of the discharge is utilized in a new
way. Whereas LIF and LISE rely on the observation of
light emitted from an upper energy level which is optically
connected by tile laser from a lower level, this laser-induced
emission (LIE) spectroscopy examines the response of all
lines in the spectrum of the discharge to the population
changes in a metastable state that are created by the laser
optical field. The major feature of this technique is that all
excitation processes affected by tile metastable population
II. The Experiment
The experimental apparatus in this study is schemat-
ically depicted in Figs. 1 and 2. Light generated at
,_ = 546.1 nm by a CW dye laser was introduced into a
quartz discharge cell. The cylindrical cell had a diameter
of 2.5 cm and a length of 10 cm. The cell contained a few
milligrams of mercury, and argon at 800 mtorr of pressure.
A similar cell containing neon at 500 retort instead of argon
was also used. The discharge cell was inductively coupled
to an rf oscillator, which also provided for the monitoring
of the optoga]vanic signal. The laser beam passed through
a rectangular aperture to produce a ribbon of light which
was then directed to the discharge cell along the axis.
Discharge emission was monitored by a 0.25-m mono-
chromator with rectangular slits parallel to both the axis
of the cell and laser light ribbon. The monochromator
was blazed for 550 urn, and thus could not be effectively
used for wavelengths below 190 nm or above 850 nm.
The monochromator was mounted on a micrometer-driven
translation stage for measuring discharge emission at var-
ious positions relative to the center of the laser light rib-
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bon. A photomultiplier tube at the output port of the
monochromator produced the detected signal that was fed
to the input of a lock-in amplifier. The lock-in reference
was provided by a chopper which chopped the laser beam
on the way to the discharge cell. The output of the lock-in
was fed to a chart recorder which recorded the spectral
signals.
III. Results
Results of tile experiment are summarized in Table 1
and Figs. 3 and 4. The figures show the spectrum of the
tIg-Ar discharge outside and inside the laser beam, respec-
tively. Intensities given in the table were obtained directly
from the spectra, and were not corrected for the spectral
efficiency of the photomultiplier detector or the monochro-
mator. Under the conditions of the experiment described
in the previous section, a density of 1.7 x 1017/m 3 for the
3P 2 population in the discharge was measured using the
absorption technique [14].
Because a discharge of the type under study does not
satisfy the condition of local thermal equilibrium (LTE),
calculation of the electron temperature using emission data
of the discharge is not expected to give accurate results
[14]. Nevertheless, an attempt was made to obtain an
approximate electron temperature by using the emission
data. The approximation was Te = 9600 K in the dis-
charge without the laser optical field.
When the monochromator monitored light emission of
the discharge in a field of view within the region illumi-
nated by the laser, tile following lines exhibited an increase
in their emission: 546.1,435.8,404.7,253.7, and 194.2 nm.
All other transitions from Hg I exhibited a reduction in
light emission. When the monochromator viewed a region
outside the ribbon of laser light, all lines in the emission
exhibited an increase in intensity.
When the monochromator moved away from the axis
of the cell where the laser illuminates the discharge, and
towards the edge of the plasma, the intensity of the light
emission due to the interaction of the laser with the plasma
changed in a continuous manner. In fact, the change,
which starts with a decrease and proceeds to a gradual in-
crease in the light emission, is a very sensitive function of
the position of the monochromator. Figure 5 exhibits such
data for the 313.2- and 312.6-nm lines. Other lines in the
tlg I spectrum (with the exception of those that increased
in intensity and are listed above) behaved similarly. For
different lines, however, the position of tile point where
ttle transition was made from an increase to a decrease in
the emission varied along the translation axis.
IV. Discussion
This section examines the ramifications of the exper-
imental results for the role of the metastable levels of
mercury in a discharge of the type described above. The
discussion is specifically aimed at the mercury-argon dis-
charge. But since the results with the mercury-neon dis-
charge are qualitatively the same as the Hg-Ar discharge,
all discussions apply to the case of Hg-Ne discharge as well.
Three specific points are addressed:
(1) the process responsible for changes in the electron
temperature in the discharge,
(2) the role of the 3p2 level in the excitation of the higher
lying levels of tlg I, and
(3) the role of the 3p metastables in the ionization pro-
cess in the discharge.
When the discharge is irradiated with ,_ = 546.1-nm
light, the 3p2 to 3S1 transition is excited (see Fig. 6). Since
the lifetime of the upper level is short (8 ns), excited 3S1
levels quickly decay to all levels of the 6 3p manifold. In
this way the population of the 31°2 level is cycled to the
3P 1 and 3p0 levels. Some of the population is cycled to
the ground state through the 3P1 level. Thus, the emission
from the 3S1 level at 404.7,435.8, and 546.1 nm is expected
to increase, and is observed to do so. The emission of the
253.7-nm line from the 3p1 level is also expected, and is
observed, to behave similarly.
It is known that one effect of the laser on the discharge
is to increase the electron temperature Te. This is readily
verifiable from tile observed sign of the optogalvauic signal
in previous work done by the authors and in other studies
[1,2]. The effect of the laser on the electron temperature,
determined in the same manner as described above to ob-
tain Te, was to increase 71, by less than 5 percent.
While there is no disagreement on the sign of the change
in the electron temperature with laser irradiation, there is
no universal agreement as to its origin. The general view
is that T, increases in the discharge since ionization rate
/?,i is directly dependent on the population of the 3P2 level
[8]. Since the laser irradiation depopulates this level, its
effect on the discharge is to reduce Ri. The electric field
subsequently increases to raise Te, thus increasing ion pro-
duction and maintaining plasma neutrality. The increase
in the electron temperature then compensates for the loss
of ion production created by the laser, and the ion density
remains a constant. This explanation is generally given for
dc discharges where the current through the discharge is
held fixed. Its applicability to an rf glow discharge, where
the assumption of the constancy of the current is not nec-
essarily held, can be questioned.
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The results of the study discussed here, however, do not
support this reasoning. It was observed that there was an
increase of 14.0 percent in the emission of the excited state
ions at 194.2 nm with tile tIg-Ar discharge in the region
irradiated with the laser, an increase of 9.5 percent outside
the region, and an increase of 7.5 percent both inside and
outside the region with the IIg-Ne discharge. The 194.2-
nm line corresponds to the 6p 2 2p1/2 _ 6s 2Sl12 transition
in ttle ion. If the excitation of the ion is assumed to be
the result of electron-impact excitation from the ground
6s 2 2S1/2 state, then the excitation rate can be written
as I{ i = neniI( , where ne and ni are the electron and ion
densities, respectively, and K is tile rate coefficient and is
related to T_. An increase in Ri means that one or more
of the parameters will have to increase.
It is believed that the major influence of the laser on
tile electron parameters in the discharge is the increase
in T_, and not in the density n_. This belief is based
on the observed variation of the light intensity of differ-
ent transitions while the laser illuminates the discharge.
Since the intensity of transitions excited by electron col-
lisions is directly proportional to n_, one would expect a
constant change in the intensity of all transitions when n_
increases. It was observed, however, that there were vari-
ations in the intensity ranging from 4 to 18 percent for
different transitions. On the other hand, such a variation
in the intensity is expected if the electron temperature
change is the primary result. This is because various tran-
sitions have different excitation cross sections for the same
electron energy.
It could be argued that the decrease in the metastable
population and the accompanying rise in Te does in fact
leave the ground-state ion production a constant, but that
the increase in electron temperature has a larger propor-
tionate effect in the excitation of the ion. This could be
true if the cross section of the excitation of the ion has a
very rapid rise in slope with energy. Unfortunately, the
shape of the cross-section curve for this transition is not
accurately known at energies corresponding to the high-
energy tail of the electron energy distribution of the dis-
charge. A comparison with data on electron-impact exci-
tation of the 21)3/2 level [11] hints that such a dependence
is conceivable only at threshold energies.
An increase in the number of electrons in the high-
energy tail of the electron energy distribution could, how-
ever, account for the observed increase in the 194.2-nm
emission. Using an equilibrium value of T_ = 9600 K and
an increase of 3 percent in T_ due to laser irradiation,
it was calculated that there was an increase of approxi-
mately 14 percent in the number of electrons with energy
above the first excitation threshold of mercury, assuming a
Maxwellian electron energy distribution. Thus it is possi-
ble to attribute, at least partially, the observed increase in
the ion emission at 194.2 nm to tile increase in the number
of high-energy electrons that could produce excited ions by'
collision with ground-state ions.
Nonetheless, the increase in the electron temperature
with laser irradiation is evidently related to the metastable
population depletion. Ilence, two questions still remain:
(1) What mechanism produces the elevation in the elec-
tron temperature?
(2) What other processes may contribute to (lie ob-
served increase in the 194.2-nm emission of the ion
when the laser optical field is applied to the dis-
charge?
It is proposed that the principal mechanism responsi-
ble for the increase in electron temperature is tile process
of two-step electron-impact excitation of the higher lying
states: the first excitation occurs from the ground level
to the metastable aP e level, and a second electron im-
pact excites the atom from the metastable to the higher
lying level. The observed decrease in the intensity of
the light emission from virtually all higher lying transi-
tions with laser radiation is evidence for the importance
of this channel for electron-impact excitation in the dis-
charge. Since inelastic collisions of electrons with discharge
particles siphon the electron energy, the diminishing of
the electron-impact excitation channel caused by the laser
through depopulation of tile ZP 2 level results in the in-
crease of the average energy of the electrons.
A corollary to the above argument is that the size of the
cross section for the excitation of the higher lying states
from this metastable level is significantly larger than that
for the direct excitation from the ground state, or excita-
tion out of the other levels in the 6 3p manifold, whose
population is also increased with the applied laser field.
The particular finding regarding the role of metastable
levels in the excitation of higher lying levels in mercury
is well known. The results of this study, however, provide
a direct observation of this effect., and also point to the
relative significance of the 3P 2 level in comparison to the
other metastables in the manifold. A quantitative measure
of the relative strength of the direct versus the two-step
excitation of the levels via the metastables may also be
possible with the LIE technique.
The observation that the ion transition is apparently
independent of the 3P 2 population is somewhat surpris-
ing. This is because there have been suggestions in the
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past[8,11]that a significantmechanismfor theproduc-
tionofmercuryionsisviatheautoionizationofhigh-lying
levelsthat convergeto the6 _Dmanifoldofthe ion.The
autoionizinglevelsthemselvesareexpectedto beprimar-
ily populatedby electroncollisionwith the metastable
3P2levelof theatom,sincetheirdirectexcitationwould
requirehigherelectronenergiesnot availablein a low-
temperaturedischarge.
Theobservationoftheincreasein theionemissionwith
thedecreasein themetastablepopulationalsoapparently
weakensthecasefor a suggested[8]associativeioniza-
tionprocessinvolvingthe3P2levelincollisionwithother
metastables:
tIg(6aP2)+ IIg(63P2)---,Hg++ Hg(61S0)+ e (1)
If this were an important mechanism for ion production in
discharges of the type in this study, the laser depopulation
of the aP2 would produce a decrease in the intensity of the
194 transition, rather than tile observed increase.
Tile observation of an increase in the 194.2-nm ion emis-
sion in parallel with the decrease in the 3/'2 population in
the laser-irradiated discharge leads to the conclusion that
the ap0 and the 3Pa levels, whose populations increase
with the applied laser field, may have a more significant
role in the ionization process than the 3P2 level. This con-
clusion is ill contrast to previous works [7,12] where the
3P 2 level is regarded to be at least as important as the
other metastables in ion production. The 3Px level, on the
other hand, could be the major contributor to the ioniza-
tion process in the discharge through processes such as
rate than the first process, which was excluded as an ex-
planation for the results. If this first process does in fact
have a higher rate than the second process, then other pro-
cesses involving the 3P 1 and 3p0 level must be examined
to explain the observed behavior of the discharge emission.
Candidate processes include electron-impact excitation of
highly excited states, which are in turn produced by col-
lision of atoms in the 3p1,0 states [4]. Collisions involving
these states have also been found to be responsible for the
formation of molecular ions [13], which could subsequently
result in 194.2-nm emission by electron-impact dissocia-
tion.
The results relating to the change of tile intensity with
the position of the monochromator (depicted in Fig. 5)
are readily explained. When the monochromator views
the region illuminated by tlle laser, only the portion of
the observed light intensity affected by the depletion of
the metastable population is observed. Note here that
the decreased light intensity is the sum of the decrease
due to the depletion of the metastable and increxsed light
intensity due to the increase in tile electron temperature.
As the monochromator is moved away from the axis of
the discharge, it sinmltaneously views the region that is
illuminated by the laser and regions outside of the illu-
minated area. Depending on the size of the two regions
within the field of view of the monochromator, and de-
pending on the ratio of the rate of direct excitation over
excitation involving the 3p2 level, the intensity of each
transition will change. Obviously, there will also be a re-
gion where the two processes exactly balance each other
out, and no change in intensity will be observed, ms seen
in Fig. 5.
tIg(6 aP1) + tIg(6 3p1) ---. Hg(6pt lpo) + Hg(6 1S0)
tlg(6pt 1po) + e ---, tIg + + 2e (2)
The population of the 6 3p1 level may also increase outside
of the laser beam in the discharge, thus providing an expla-
nation for the observed increase in the 194.2-nm emission
away from the discharge axis. This is possible through
the absorption of the excess 254-nm light created by the
laser. As mentioned above, 254-nm line emission was ob-
served to increase both inside and outside the region of
laser illumination. Thus, radiation transport increases the
population of the 3Pl level outside the region illuminated
by the laser.
It should be emphasized that the second process above
is believed by Vriens et al. [8] to have a significantly smaller
V. Summary and Conclusion
This study examined the role of the 3P 2 metastable of
mercury in a low-pressure discharge. The study used a
simple discharge at low mercury and buffer gas pressure,
together with the inductively coupled rf excitation mode,
in order to make the results of the study more generally
applicable. Tile discharge was then probed with a new
technique of laser spectroscopy to study the effect of the
metastable population on all discharge emissions.
The results have led to essentially three conclusions:
(1) The 3/92 level plays a significant role in electron-
impact excitation of high-lying levels of mercury.
(2) The observed increase in electron temperature with
the applied optical field is due to the diminishing of
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the electron-excitation channel in collision with the
3P 2 metastables, which increases the average energy
of the electron distribution in the discharge.
(3) The 3p2 level appears to play a smaller role in the
ionization rate than the 3p1 and 3p0 levels.
The second conclusion implies that a quenching of the
3P2 population may increase the electron energy and the
emission of the 194.2-nm ion line and 253.7-nm line of the
neutral mercury. This implies that more efficient lamps
for the mercury-ion standard may be designed through ap-
proaches that result in quenching the population of the 3P2
level. This may be accomplished, for example, by adding
a small amount of a molecular gas such as nitrogen that
could quench the metastable level by collision. The last
conclusion is in contrast to the general view regarding the
role of metastables in the ionization processes in mercury-
rare gas discharges. The article pointed out candidate pro-
cesses involving 3p1, 0 levels that could lead to the observed
194.2-nm emission of the mercury ion. Further studies are
required to ascertain the role of metastable levels in the
ionization process in mercury-argon discharges.
Laser-induced emission spectroscopy may be useful in
making quantitative measurements of the relative rates
and cross sections for the direct and two-step collisional
processes involving the 3P 2 level. This could be accom-
plished if the magnitude of metastable population in the
field of view of the monochromator could be determined.
Future studies to employ the technique described here, to-
gether with studies employing other buffer gases, are cur-
rently being planned. Processes involving 3P1,2 collisions
that were identified as possible mechanisms for the ob-
served increase in 194.2-nm emission require further inves-
tigations to develop a better understanding of their role in
low-pressure glow discharges.
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Table 1. Experimental results
Wavelength,
nm
Transition
Percent Percent Percent Percent
change change change change
Ar Ar Ne Ne
on-axis off-axis on-axis off-axis
690.7
579.0
577.0
546.1
435.8
407.8
404.7
390.6
366.3
365.4
365.0
334.1
313.2
312.6
302.3
296.7
292.5
289.4
280.5
276.0
275,3
269.9
265.4
257.6
253.7
248.3
239.9
237.8
235.2
230.2
194.2
83p2 - 73S -43 24 -20
6 ] D2 - 61P -6.3 6.0 -7.8
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73S --63p2 175 18 363
73S - 63p1 137 50 213
71S - 63p1 --7 13 --4
73S- 63po 311 32 152
81D - 6]P -18 10 -7
61D - 63p2 -13 6.2 -3.9
63D1 -- 63p2
63D2 - 63p2 -21 6 --11
63D3 -- 63p2 --7 3.5 -8.6
835 . - 63p2 -17 11 -6.7
61D - 63p1 -11 5.4 -4.7
63 D1 - 63 P]
63D2 - 63P1 -18 4.7 -9.5
73D1 - 63p2 -8.2 8.6 -4.5
73D2 -- 63p2
73 03 -- 63 P2
61D - 63po -12 6 -9
63D1 -- 63p0
93S - 63p2 -13 9 -6
83S - 63p] -13 8 -7
8]D - 63p2 -li 10 -6
83D] - 63p2
83 D2 - 63 P2
83D3 - 63p2
103S - 63p2 -14 7 -5
83S - 63P0 -15 9 -8
93D3 - 63p2 -6 13 -4
71D - 63p1 -14 7 -7
73D1 -- 63p1
73D2 - 63p1
93S -- 63P1 --16 8 -7
63p] - 61S 12,3 3.0 4.6
81D2 --63p1 --13 7 --7
83D1 - 63p]
83D2 --63p1
93D2 - 63p1 -10 8 -7
83D1 - 63.1°o -11 7 --1
103D2 - 63/°1 --I0 10 -5
93D1 - 63po -14 10 -7
62p1/2 -- 62SI/2 14 10 7
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4
4
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5
36
5
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5
4
5.2
5.8
4.4
7.8
4
6
5
7
5
5
7
7
5
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6
7
6
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8
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Application of Inertial Instruments for DSN Antenna
Pointing and Tracking
D. B. Eldred, N. M. Nerheim, and K. G. Holmes
Guidance and Control Section
The feasibility of using inertial instruments to determine the pointing attitude
of NASA 's Deep Space Network antennas is examined. The objective is to obtain
1-mdeg pointing knowledge in both blind pointing and tracking modes to facilitate
operation of the Deep Space Network 70-m antennas at 32 Gttz. A measurement
system employing accelerometers, an inclinometer, and optical gyroscopes is pro-
posed. The initial pointing attitude is established by determining the direction
of the local gravity vector using the accelerometers and the inclinometer, and the
Earth's spin axis using the gyroscopes. Pointing during long-term tracking is main-
rained by integrating the gyroscope rates and augmenting these measurements with
knowledge of the local gravity vector. A minimum-variance estimator is used to
combine measurements to obtain the antenna pointing attitude. A key feature of
the algorithm is its ability to recalibrate accelerometer parameters during operation.
A survey of available inertial instrument technologies is also given.
I. Introduction
Currently, the Deep Space Network (DSN) antennas
are pointed using either precision angle encoders mounted
at the reflector azimuth and elevation axes, or a Master
Equatorial (ME), which optically determines the angu-
lar difference between the antenna and a mirror, which
is normal to the boresight and attached to an intermedi-
ate reference structure (ILLS) on the back side of the pri-
mary reflector. The ME is more accurate than the angle
encoders; thus tile 70-m antennas, which have tile most
stringent pointing requirements, use MEs. The smaller
26- and 34-m antennas, which have less stringent pointing
requirements than the 70-m antennas, rely solely on the
angle encoders. Even if the encoders or ME were error-
free, there would still be pointing errors arising from un-
certainty in the modeling of the IRS, caused by gravity,
wind, and thermal effects, as well as by parameter errors,
nonlinearities, and model truncation. For example, wind
and gravity distort the antenna dish-bearing structures as
well as the ME tower itself, which causes errors in the vir-
tual reference plane on the dish relative to the ME mirror
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plane and thereby alters the antenna boresight. A strat-
egy has been proposed and analyzed [1] which uses the
Spatial High Accuracy Position Encoding Sensor
(SHAPES) developed at the Jet Propulsion Laboratory
(JPL) to measure distortion in the antenna dish. When
combined with a maximum-likelihood estimator, the
method can be used to determine the best-fit antenna
boresight. However, this sensor still has to be referenced
to a known and stable reference plane. There are approx-
imately 25 ft of structure between the ME and the front
surface of the 70-m antenna, and translation of a pointing
attitude at the ME to a pointing attitude at the reflec-
tor surface requires an accurate model of this connecting
structure, which does not exist. Presently, gravity-induced
sag, systematic component errors, and misalignments are
largely removed while other structural effects are treated
as random errors and are left uncompensated.
The current study was undertaken to investigate the
feasibility of using an inerti£1 pointing system to achieve
pointing and tracking performance consistent with opera-
tion of the 70-m antennas at 32 GHz. The system would
ideally function as a "black box" that outputs pointing at-
titude upon request. It would be mounted unobtrusively
close to the front surface of the main antenna reflector
(Fig. 1). This location would eliminate the error intro-
duced by uncertainty in the model of the structure between
the ME and the antenna surface, and would provide an an-
tenna pointing reference that can be used to steer the an-
tenna or from which SHAPES or another surface-sensing
sensor could measure. The system would be required to
operate in real time and provide capabilities for both blind
pointing and precision tracking. A pointing-vector sensing
accuracy of 1 mdeg root mean square (rms) or better over
a 10-hr tracking period is used as a performance target in
the study and serves as the basis for sorting out the po-
tential inertial instrument candidates. This performance
requirement is driven by the narrow radio-frequency beam
resulting from 32-GHz operation of the 70-m antennas.
Additional factors that were considered include reliability,
maintenance requirements, and instrument cost.
Tile investigation includes both the development and
analysis of concepts for determining pointing attitude and
an assessment of state-of-the-art instruments. Critical is-
sues include attitude initialization and on-line compensa-
tion for pointing system errors throughout antenna track-
ing periods. It was recognized at the onset of the study
that the requirements could not be met easily with the
available instruments. However, by using multiple in-
strument arrays, common-mode rejection, and parameter-
estimation processing algorithms in real time, the instru-
ment deficiencies are largely overcome, particularly in the
determination of the elevation attitude. Simulation results
using representative instrument parameters are analyzed
to illustrate the type of performance one might expect us-
ing currently available instruments operating in a DSN
antenna environment.
II. Concept Overview
The proposed instrument to effect the pointing func-
tions combines three single-axis gyroscopes in a three-axis
configuration (Fig. 2), four accelerometers (Fig. 3), and an
inclinometer. The gyroscopes are arranged with their sen-
sitive axes aligned along three mutually orthogonal axes,
with one gyroscope nominally along the antenna boresight
axis and the other two perpendicular to this. The ac-
celerometers are configured as a plane array perpendicular
to the antenna elevation axis and with their sensitive axes
oriented at right angles to one another. The inclinome-
ter is mounted such that it is sensitive to any tilt from
horizontal of the antenna elevation axis.
The gyroscopes constitute the most important part of
the inertial instrument. Gyroscopes measure either angu-
lar rate in an inertial frame of reference or the integral
of this rate; thus their outputs can be integrated to track
any change in antenna attitude due to movement from an
initial position. However, due to instrument errors, the ac-
curacy of the computed attitude degrades with time, and
the gyroscopes must occasionally be recalibrated against
a known reference. This can be done, for example, imme-
diately before a tracking sequence.
The proposed scenario for determining the absolute an-
tenna attitude for gyroscope initialization involves deter-
mination of the direction of the local gravity vector and
the Earth's spin axis in the antenna local coordinate frame.
The gravity vector is determined using the accelerometers
and the inclinometer. The accelerometers measure the
component of gravitational acceleration along their sen-
sitive axes, which varies according to the elevation angle
of the antenna. The inclinometer directly measures the tilt
of the elevation axis. The direction of the Earth's spin vec-
tor is determined by clamping the antenna's elevation and
azimuth axes. With the antenna fixed in the Earth local
reference frame, the only remaining angular rate is that of
the Earth, which is observed in the gyroscope outputs.
The instrument is configured as a strapdown system
in a single assembly, i.e., the individual components are
rigidly attached to a holding fixture, which in turn is se-
curely attached to the antenna dish and moves with it. The
alternative to a strapdown system is one that is mounted
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on an inertially stabilized platform. This alternative con-
figuration can offer added accuracy but was not seriously
considered because of its far greater expense, complexity,
and maintenance requirements.
Y2 = a2 + (1 + f_2)g cos(0) + v2 (4)
Yz = a3 - (1 + fl3)g sin(9) + v3 (5)
Y4 = a4 - (1 + _34)g cos(0) + u4 (6)
III. Theory
A. Elevation Determination
The following describes the principle of operation for
determining the elevation using the accelerometers. An ac-
celerometer measures the component of acceleration along
its sensitive axis and is insensitive to cross-axis acceler-
ations (within limits). This principle can be applied to
determine its orientation relative to a local gravity vec-
tor, from which an inertial geocentric vertical can be ob-
tained. For example, the ideal accelerometer in a gravita-
tional field shown in Fig. 4 would have as its output
y=gsin(9) (1)
which can be inverted to yield the elevation angle
9= sin-'(;) (2)
Here, y is the accelerometer output, g is the local ac-
celeration of gravity, and 9 is the angle between the ac-
celerometer and local horizontal. An advantage of us-
ing accelerometers for elevation measurement is that they
have a wide range of motion; since many high-quality ac-
celerometers are capable of measuring greater than 4-1 g,
the effective range for angle measurement is q-90deg. A
second advantage is that they can be relatively inexpen-
sive, so that several may be used in an inertial measure-
ment system to provide maximum sensitivity and measure-
ment redundancy, with little impact on total cost.
The inclinometer is used to determine how far the ac-
celerometer array deviates from vertical. An inclinometer
is a device that directly measures an angle with high ac-
curacy but may have a limited range. This prevents them
from being used as alternatives to the accelerometers. In
the following analysis, the inclinometer is ignored and the
elevation axis is assumed to lie within the horizontal plane.
To include the effect of the tilt of the elevation axis would
obscure the analysis while not fundamentally changing the
algorithms.
The outputs from the four accelerometers shown in
Fig. 3 can be written as
ul = + (1 +  l)g sin(0)+ (3)
Here, 0 is the antenna elevation angle, yi is the output
signal, ai is the bias, fli is the gain factor, and vi is the
error associated with the ith accelerometer. For the mo-
ment, it is assumed that the biases and gains are known
quantities, obtained from calibration of the individual ac-
celerometers.
Equations (3) through (6) can be conveniently repre-
sented as the single symbolic vector equation
y=h(O)-+-v (7)
where y, h, and v are 4× 1 vectors with obvious connections
to the terms in Eqs. (3) through (6).
Since there are four equations but only one unknown,
the system is overdetermined. Accordingly, a minimum-
variance estimator is used to determine the elevation angle.
It may be assumed, for lack of better knowledge of the
error distribution, that the errors vi are zero mean and
uncorrelated, and have variances given by 0"i2. Then the
covariance R of the measurement error vector v is given
by
i 0001
i a_ _ 0 0
R - E(vv T) = (8)
0 aa 2 0
0 0 a4 2
The minimum-variance estimate _ of the elevation angle
/9 minimizes the cost functional
j = 2(y_ h(o))TR -1 (y- h(0))
(9)
which amounts to weighting each of Eqs. (3) through (6)
according to its expected error variance. Calculus of vari-
ations yields the necessary condition
(cgh Tn-l(y- h(0)) = 0 at 0 (10)
Unfortunately, Eq. (10) is nonlinear and cannot easily be
solved directly. To make the problem tractable, the equa-
tion is linearized about a close solution 9o as
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Oh(Oo) (0 - 0o) (11)h(e) _ h(eo) + 0----7
Substituting for the four-vector, given by
H(Oo) - ah(Oo)O0 (12)
the minimum-variance estimate is obtained, after some al-
gebra:
_0o + (H(Oo)TR-1H(Oo))-IHT(Oo)I_ -l(y_h(Oo))
(13)
Owing to the linear approximation used in the estima-
tor, accuracy is assured only in a small neighborhood of
the true elevation angle 0, and so the initial guess 00 must
be "close" to the true angle, or at least close to the esti-
mate _i, since 0 is unknown. One way to insure this is to
apply the algorithm iteratively. Starting with an initial es-
timate 00 for the elevation angle (obtained from encoders
or prior knowledge about what 0 should be), h(O) is lin-
earized according to EQ. (12) to obtain H(Oo). Using this
quantity, Eq. (13) is used to obtain a better estimate for
the elevation angle. This in turn is used as the new start-
ing estimate for the algorithm, and the process is repeated
until no further improvement is observed. In practice, the
algorithm has been observed to converge after several it-
erations, reflecting the slow rate of change of H(O) as a
function of angle 0.
It is possible to obtain an expression for the covariance
of the estimate if the measurement errors can be charac-
terized [3]. It is assumed that the error vector u is gaussian
distributed random and zero mean, which is reasonable for
independent analog transducers subject to external noise
such as the accelerometers. Then the covariance is given
by
Po = E(O - O)_ (14)
'= (HT(O)R-1H(O)) -1 (15)
If for the moment it is assumed that all the accelerometers
have zero bias (ai = 0), unit gain (/3/ = 0), and equal error
variances (ai = cry), then it can be shown after some alge-
bra that the expected standard deviation of the estimate
is given by
0"0 _-- V_O- O'a (16)v' g
where again, as is the standard deviation of a single ac-
celerometer, g is the acceleration of gravity, and _r0 is tile
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predicted standard deviation of the resulting angle mea-
surement.
At this point it is appropriate to discuss some of the
advantages of the four-aecelerometer configuration. First,
the expected angle error given by Eq. (16) is independent
of elevation angle 0. In other words, the instrument is
uniformly sensitive at all attitudes. This is a consequence
of having the instruments mounted along orthogonal axes;
although it is possible to determine elevation angle with
a single accelerometer, the resulting error in the estimate
varies with angle and even diverges when the accelerome-
ter is oriented parallel to gravity. Second, the configura-
tion provides for conmaon-mode rejection. In the estima-
tor, the outputs from two accelerometers in a back-to-back
pair are essentially subtracted from one another. Thus,
any unintended response common to both accelerometers
is effectively negated. The advantage of back-to-back in-
struments goes even one step further by eliminating some
nonlinear terms. In general, the most significant nonlinear
term in an accelerometer is the quadratic term, commonly
referred to as rectification. This term could arise, for ex-
ample, in a dynamic environment where seismic vibrations
were present. Again, since the outputs from the back-to-
back accelerometers are essentially differenced in the al-
gorithm, the rectification term nominally disappears and
disappears completely if the accelerometers have identical
characteristics.
The description of the minimum-variance estimator
used to determine elevation angle from the accelerome-
ter outputs is complete except for the corrections required
to accommodate deviations of the gravity vector from the
true geocentric vertical. However, parameter estimation
using an extended Kahnan filter is proposed that pro-
vides dramatic improvement of the performance. Because
of the common-mode rejection, the largest remaining er-
rors in the accelerometer outputs are caused by errors in
the biases ai and the gains fli. These errors tend to vary
from day to day; thus they cannot be removed consistently
by means of a one-time calibration. Itowever, as will be
shown, it is possible to obtain estimates of them using
the accelerometer outputs. The following description il-
lustrates the underlying principle.
For a given antenna elevation, there are four outputs
from the accelerometers. The number of unknowns is nine,
which includes the elevation angle, four biases, and four
gains. The four measurements arc linear combinations of
the nine unknowns, in a linearized version of the system.
The number of unknowns exceeds the number of measure-
ments, so the system is underdetermined.
Now,considertheantennaat a second,differentele-
vationangle. A secondunknownis added--thesecond
elevationangle.Fourmoreoutputsfromtheaccelerome-
tersareavailable.Theseadditionaloutputsaredifferent
linearcombinationsof theunknownsthanthefirst setof
measurementssincethesystemequationsarelinearized
aboutadifferentangle0. Thus, at this point the num-
ber of unknowns is 10 and the number of measurements
is 8. With the addition of measurements at a third eleva-
tion, the number of equations will exceed the number of
unknowns, and all unknown parameters can be estimated.
In practice, the parameter estimation is implemented
using an extended Kalman filter [3]. The components of
the state vector at time ti are defined as the elevation
angle, the four biases, and the four gains:
xi =- (0 0`1 o_2 o,a 0,4 151 /3, 153 154)iT (17)
In the extended Kalman filter formulation, it is assumed
that the state update and measurement equations can be
written as a single-stage transition with zero-mean gaus-
sian distributed random noise inputs:
Xi+ 1 :- Xi -_-t-di; E(;dia"i T) ---- O (18)
Yi = h(xi) + vi; E(viv T) = R (19)
IIere, wi is the process noise and vi is the measurement
noise. An extended Kahnan filter for estimating the state
in this system is given by
_7i+1- : 3:i +
H- Oh(xi-) (20)
Ox
31_ = Pi + Q
Pi =Ali -- -_1iHiT(HiAliHi r + 12) -1 HiAli
Ki = Pi fli T R- 1
xi+ = x_- + I;_(w - h(x_-))
Ilere, x_- is the state estimate before the Kalman filter
update, and x + is the estimate after update; 0 denotes
the minimum-variance estimate derived earlier, Ki is the
Kalman filter gain, Mi is the 9 x 9 state error covariance
matrix estimate before update, and Pi is the covariance
matrix after update. Of course, all dimensions are com-
patible with the nine-element state vector and the four-
e]ement measurement vector.
The validity of the extended Kalman filter hinges on
whether or not the linearization is performed about the
correct trajectory. For this reason, the minimum-variance
estimate of the elevation angle 0 is used in the filter so
that the best possible parameter estimates are used before
linearization. In the simulation, the benefit of this modi-
fication was observed in the sense that angle estimation is
more accurate using the minimum-variance estimate than
not using it.
Tile covariance propagation equations as given in
Eq. (20) are well known to be sensitive to small errors
introduced from computational errors, and it is a common
problem that positive definiteness in the covariance matri-
ces can be lost, which can cause divergence of the filter.
To insure against this sort of problem, a square-root algo-
rithm was used to propagate the covariances [2].
The parameter estimation works best when the antenna
is rotated through as wide a range of elevation as possi-
ble. This suggests an initial calibration to initialize the
accelerometers, which is best accomplished prior to the
start of a tracking period. The calibration sequence would
require the antenna to be elevated from horizontal to ver-
tical. Even during tracking, the changes in elevation which
occur are sufficient to allow the filter to significantly ina-
prove the accuracy of the elevation estimate.
B. Gyroscope Initialization
In order to obtain the antenna attitude angle using the
gyroscopes, the measured angular rates are integrated over
time. Errors in the gyroscope outputs, which may include
both systematic and random errors, are simultaneously in-
tegrated, resulting in corresponding errors in the computed
attitude. Thus it is necessary to reinitialize the gyroscopes
occasionally to determine their integration constants. To
initialize the gyroscopes, the antenna's attitude in inertial
space must be known at some instant in time, at which
point the offset between the computed attitude and actual
attitude can be computed. The offset is then subtracted
from all subsequent computed attitudes to provide a more
accurate attitude estimate. It is not critical where the an-
tenna is pointed to obtain this initial attitude, since it can
be slewed to a desired target afterwards using the gyro-
scopes and the accelerometers to guide the antenna along
its desired trajectory.
Determining the antenna's attitude is equivalent to de-
termining the coordinate transformation between the an-
tenna's local coordinate system and some known reference
system, e.g., inertial or Earth-based. The most commonly
used transformation is a 3 × 3 rotation matrix, which is
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composed of nine elements that consist of the direction
cosines between the coordinate axes in the local system
and the corresponding axes in the reference system. An al-
ternative formulation using quaternions has computational
advantages for real-time computations [2] and will likely be
used in an implementation of the proposed concept; how-
ever, quaternions are not used in the analysis presented
here and therefore are not discussed further in this article.
Of the nine parameters that constitute a rotation matrix,
only three are independent. Thus to evaluate the rota-
tion matrix, or equivalently, the antenna attitude, at least
three parameters must be determined.
Two of the three required parameters can be deter-
mined by establishing the direction, in the antenna ref-
erence system, of a vector whose direction is known in the
absolute reference frame a priori. For example, the di-
rection of any vector originating from the center of the
Earth is specified by the two parameters of latitude and
longitude. Once the direction of a second, different vector
is known, the coordinate transformation is overspecified
and can be estimated by combining the measurements in
a minimum-variance estimator. One example of a vector
that could be used to determine absolute antenna attitude
is the local gravity vector. Its direction can be estimated
using the algorithms described in the previous section. A
second candidate vector is the Earth's spin vector. This
can be determined using the gyroscopes, which fundamen-
tally measure angular rate about their sensitive axes. How-
ever, one must be careful to accommodate any rate caused
by motion of the antenna relative to the Earth. A third
candidate vector is a ground-based optical beacon. The
antenna could be pointed towards a beacon whose posi-
tion is known from a prior survey, using a star tracker in a
closed-loop system. This technique has the disadvantage
that a star tracker is required and is also subject to errors
caused by refraction in the atmosphere. Yet another can-
didate vector for initialization is a celestial object such as
a star or radio source. The primary disadvantage of deter-
mining the direction of such a vector is that the antenna
must actively track the object to determine its direction;
additional disadvantages include errors caused by atmo-
spheric refraction and the necessity for a star tracker (for
an optical source).
Tile proposed scenario for initializing the gyroscopes
uses determination of the local gravity vector and tile
Earth's spin vector to determine the required coordinate
transformation. The scenario requires temporarily lock-
ing the antenna in its elevation and azimuth axes to hold
the antenna rate relative to Earth to zero, at least in a
mean sense if seismic vibrations are present, so that the
accelerometers and gyroscopes can be averaged over ape-
riod of time to obtain the best possible accuracy. It was
recognized from the beginning that the requirements on
the gyroscopes would be severe to determine the Earth's
spin vector with sufficient accuracy for 1-mdeg pointing.
It is estimated from the statistical properties of available
gyroscopes that the antenna will have to be kept station-
ary for approximately 15 minutes in order to achieve this
level of pointing knowledge. This is a burden on antenna
operations which must ultimately be weighed against the
disadvantages of alternative initialization strategies such
as those utilizing star trackers.
A minimum-variance estimator is used to determine the
direction of the Earth's spin axis using the outputs from
the three gyroscopes. Figure 5 shows the relative orienta-
tions of the antenna local reference frame, the gyroscopes,
and the Earth's spin axis. The corresponding measure-
ment equations are
Y2 = f22 + v2
Y3 f23 _3
(21)
Here, f2i is the component of the Earth's spin vector along
the ith coordinate axis, Yi is the rate output associated
with the ith gyroscope, and vi is the corresponding rate-
error term. The gyroscope errors vi consist of both random
errors such as might be caused by electronic noise, and
deterministic components such as those caused by imper-
fect calibration, drift in gyroscope parameters, uncompen-
sated temperature effects, etc. It is reasonable to assume
that since the gyroscopes are identical within manufactur-
ing tolerances, the expected variances of the error terms
should be approximately equal, at least on the average:
E(vl _) = E(v2 _) = E(v32) = R (22)
Tile corresponding minimum-variance estimate of the Earth
spin vector, _, is found by minimizing the cost functional
3
j 1
= (y' - (23)
i=1
from which the components of the spin vector estimate can
be obtained
¢/i = Yi (24)
Because the measurements are taken along independent
axes, the error in the estimate _ is given, where I is the
3 x 3 identity matrix, by
E(fi - f2)(fi - f2)T= RI (25)
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Within one standard deviation, the estimate lies within a
sphere of radius v/R of the true spin vector, as illustrated
in Fig. 6. It can be seen that the angular error in the
estimate of the Earth's spin vector is bounded by
-< (26)
tlere, as is the standard deviation of the angular error in
the estimated spin vector.
With knowledge of the Earth's spin vector and the local
gravity vector and estimates of their respective errors, it is
possible to construct an estimator that combines the local
gravity vector with the Earth spin vector to determine the
rotation matrix Q which relates the antenna local reference
frame to the Earth local frame, i.e.,
e, = Qei' (27)
Here, ei is the ith unit vector in the Earth or "unprimed"
frame and ei' is the corresponding unit vector in the an-
tenna or "primed" frame. The rotation matrix Q can be
written as the product of two rotations as
Q = Q1 * Q0 (28)
where Q0 is the known a priori estimate and Q1 is a rota-
tion matrix involving small angles that needs to be deter-
mined. An intermediate "double-primed" reference frame
is defined by
ei" = Qoei' (29)
where components ei '1 consist of a priori estimates of the
Earth-based unit vectors ei. Thus, it is possible to write
ei = Qlei" (30)
If Q0 is a close approximation to Q, then Q1 can be written
using a small-angle approximation. Figure 7 shows the
"unprimed" and "double-primed" frames, and it can be
seen that for small rotations, Q1 has the form
1 -a3 a2 )
Q1 _ a3 1 -al (31)
-a2 al 1
Here, ai is the rotation angle about the ith coordinate
axis in the "unprimed" frame. The rotation angles cq,
and hence Q1, can be estimated using a minimum-variance
estimator that combines the estimate of the Earth spin
vector with the estimate for the local vertical. After some
algebra, a state-measurement equation can be developed
that has the familiar form
y = Ha + v (32)
Here, y is a 6 x 1 vector whose elements consist of the
components of the normalized estimated gravity and spin
vectors, H is a 6 × 3 matrix whose elements are functions
of the known rotation matrix Q0, a is a 3 x 1 vector whose
elements consist of the rotation angles ai, and v is a 6 x 1
error vector. Using Eq. (32), the minimum-variance esti-
mator is developed in the usual manner and has the same
form as Eq. (13), the minimum-variance estimator for the
antenna elevation angle.
The estimator obtained from Eq. (32) remains valid
only as long as the linear approximation given by Eq. (31)
for Ql remains accurate. This will be true only if the initial
approximation to the transformation matrix Q0 is close to
the actual transformation Q. A related problem is that the
matrix Q computed using Eq. (28) tends to lose orthogo-
nality because of the small-angle approximation made in
Eq. (31). The approach used to address these problems is
to use an iterative strategy to determine Q, as follows. An
initial approximation Q0 to the rotation matrix Q is made
using angle encoder readouts, which provide a very good
initial value. The minimum-variance estimator is used to
determine the correction term Q1. From this, the rota-
tion matrix Q is obtained according to Eq. (28). At this
point, Q is reorthogonalized. The process is repeated sev-
eral times, using the most recently calculated Q as the new
Q0.
The covariance of the estimate can be derived analyti-
cally, and is given by
P = E(aa r)
Rltan(¢)
(33)
Here, ¢ is the latitude angle of the antenna, R1 is the
variance of the normalized Earth spin vector (in rad 2) and
R2 is the variance of the normalized local gravity vector
(again, in rad2). From Eq. (33), one can determine the
accuracy of the estimate as a function of the accuracy with
which the spin and gravity vectors are estimated. This can
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be used in reverse to determine the requirements on the
gyroscopes and the accelerometers, as will be shown below.
C. Slewing and Tracking
Once the gyroscopes have been initialized, the antenna
must be slewed into a position that will intersect the de-
sired tracking trajectory. The speed and accuracy with
which the antenna can be slewed is governed by a number
of factors, including the rate at which the antenna can be
moved, the time that can be tolerated to perform a slew,
and the buildup of errors caused by gyroscope errors and
sampling rate. Tracking a target is virtually identical con-
ceptually to slewing, except that the slew rate is nearly
zero because celestial targets remain essentially stationary
in an inertial frame.
Since the baseline configuration uses a ring-laser gy-
roscope (see below), it is considered in the following dis-
cussions of slewing and tracking. An optical gyroscope
outputs an integrated angle; thus, to obtain the rate used
for the Earth spin axis determination, successive outputs
must be differenced. A simplified model for the output of
a single-axis optical gyroscope at time ti can be written as
Yi = Bi +eati + G(1 + eg)Oi + Yi (34)
Tile quantities are defined as: Yi is the gyroscope out-
put at time t = ti, Bi is the bias drift, ed is the error in the
drift rate, ti is the time elapsed since gyroscope initializa-
tion, G is the gyroscope gain, e9 is the error in the gain, 0i
is the total angle through which the gyroscope has rotated
about its sensitive axis, and r/i is the measurement noise,
which may be taken to be random. In addition, the gy-
roscope bias Bi is subject to a random-walk phenomenon
caused by quantum-mechanical effects or shot noise:
B_+I = Bi + 7_ (35)
Here, 7i is a random process noise. Equations (34)
and (35) govern the growth of errors in a single optical
gyroscope. By inspection, the growth of the error terms
with time is as follows. Error caused by drift in the bias
is a random-walk process and is proportional to vq. Er-
ror caused by rate drift is proportional to t. That due to
gain error is proportional to the change in angle between
sampling periods, which is proportional to the antenna
slew rate and inversely proportional to the sampling rate.
That due to measurement error is proportional to 1/vq.
Figure 8 shows the growth of the error terms with time for
a representative optical gyroscope whose parameters are
based on conversations with and specifications provided
by several gyroscope manufacturers, and are given in Ta-
ble 1. In this example, the error contribution from tile
measurement noise dominates for elapsed times less than
about 1 second, while the gain error and bias random-walk
terms dominate at larger elapsed times. Note that the con-
tribution from gain error at the longer elapsed times can,
in general, be reduced by slowing the slew rate until the
bias random walk dominates the error.
An additional source of error during slewing and track-
ing arises from the fact that rotations are not commu-
tative, except in the limit of infinitesimal rotations [4].
Because of this, the trajectory of the antenna must be
known in order to correctly interpret the gyroscope out-
puts; individually integrating the rate outputs from the
three gyroscopes will produce an incorrect result. Since
the gyroscopes are sampled at discrete times, the antenna
trajectory is only approximated. For example, suppose
an antenna undergoes an attitude change resulting from
successive rotations about two different axes
R = RI(01) * R2(02) (36)
If these rotation angles 01 and 02 are small, then it is
possible to make the approximation
Ri(Oi)_I+Ai(Oi) (37)
where Ai(Oi) is linear in Oi and IAil _ clO_l,where c is some
constant that is close to 1. A second, different rotation
that gives the identical gyroscope outputs is given by
R' = R2(02) * RI(01) (38)
and differs from R by
R' - R _,_ A2A 1 - A1A 2 (39)
Substituting the above bound on Ai into Eq. (39), one ob-
tains an expression for a bound on the error in the rotation
I R'- R I <_2c 10102 I (40)
The accumulated error from n rotations, each of magni-
tude 0, is thus bounded by approximately
I i_ - R I <_ 2cnO 2 (41)
This relation cannot be used directly to determine the er-
ror caused by noncommutation of rotations because the
constant c depends on the trajectory followed, which de-
pends on the vibration environment of the antenna. The
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determination of the antenna vibration environment is be-
yond the scope of this article, as it requires a simula-
tion that includes the antenna dynamics. Nevertheless,
Eq. (41) does illustrate the growth of this type of error; the
error is quadratic with rotation angle and linear with the
number of rotations. Furthermore, once c is determined,
Eq. (31) can be used to specify the maximum allowable
angular excursion 0 that can be tolerated between gyro-
scope sampling periods, and consequently, the maximum
allowable slew rate and the required sampling rate. For
example, using Eq. (41) with c = 1, it can be shown that
the number of samples n required to perform a 20-deg slew
at a rate of 0.1 deg/sec is about 250,000 over the period
of the slew, which is 200 seconds. Thus the sample rate is
bounded by about 1250 ttz. Since Eq. (31) represents an
upper bound, this sample rate is probably faster than it
needs to be.
Since the direction of the local gravity vector can be de-
termined and is available, it is reasonable to incorporate
this information into yet another minimum-variance esti-
mator that combines it with the attitude estimate obtained
from integrating the gyroscope rates. This estimator has
essentially the same structure and derivation as that de-
scribed in Eqs. (27) through (31), but with two differences:
first, the estimated boresight of the antenna which is ob-
tained from integrating the gyroscopes is used in place
of the estimate of the Earth's spin vector; and second,
the gyroscope integration provides additional information
consisting of the antenna rotation about its boresight, for
use by the estimator. In this case, the covariance of the
minimum-variance estimate is given by
p
R1 R2 0 0 )
R1 + R2
0 ' Rt+R2 R,+Ra
0 RI+R_ R1+R2 '
(42)
Again, this expression for the attitude covariance call be
used to determine instrument requirements. In Eq. (42),
the angle ¢ does not refer to tile antenna latitude but
instead refers to the angle between the antenna boresight
and the local gravity vector.
D. Instrument Requirements
In this section, the expressions for the error covariances
are used to obtain error bounds for the accelerometers and
gyroscopes. These bounds are obtained by requiring that
the norm of the attitude covariance matrix P given in
Eqs. (33) and (42) be smaller than the required pointing
variance.
First the requirements for initialization are consid-
ered. The relevant instrument parameters are absolute
accelerometer accuracy in/re, and the gyroscope rate ac-
curacy in deg/hr (for example). It can be shown from
Eq. (33) that the following inequality holds true:
I P I < nl (1 + tan2(¢)) + R2
cos2(¢) (43)
Specifying that IPI _< 1 mdeg 2, and substituting 1 mdeg =
17.5 x 10 -6 rad, requires both that
nl (1 + tan2(¢)) < (17.5 x 10-6) 2 (44)
and
R2
¢os2(¢) < (17.5 x 10-s) 2 (45)
Recall that R1 is the angle variance of the normalized local
gravity vector; thus, applying Eq. (16) one obtains
aa < v/2g cos (¢) x 17.5 x 10 -6 (46)
as a requirement for the accelerometer accuracy aa. Sub-
stituting for the latitude of the Goldstone complex, ¢ =
35 deg, the accelerometer requirement becomes
gra _ 20 #g (47)
In other words, the accelerometers must be accurate in an
absolute sense to better than 20 pg rms. This accuracy
applies to the accelerometers after the extended Kalman
filter algorithm has been applied to remove gain and bias
errors, so the devices actually used may have relaxed spec-
ifications compared to Eq. (47).
The required gyroscope accuracy is given by
cos2(¢)--< (17.5 x 10-6) 2 (48)
2 is the vari-From Eq. (26), R_ = R/i22, where R = a_
ance of the gyroscope rate and f_ is the magnitude of the
Earth's spin rate. Thus, the accuracy requirement on the
gyroscope rate is given by
ar _ _ cos (¢) x 17.5 x 10 -6 (49)
_r_ < 2.1 x 10 -4 deg/hr (50)
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It must be recognized that the requirements specified
above for the accelerometers and gyroscopes represent up-
per bounds; when errors from both terms occur simul-
taneously, each individual term must be correspondingly
reduced.
Next, the requirements for tracking at the 1-mdeg level
are given. It can be shown, after considerable algebra,
that the norm of the covariance matrix for tracking given
by Eq. (42) is bounded by
IPl< R2 (51)
or, imposing the condition that IP] < 1 mdeg 2, one
obtains the necessary condition for the gyroscope drift
a0 _< 1 mdeg (52)
This bound o'0 is the maximum angular error that can be
tolerated from the integration of a single gyroscope at a low
slew rate. From Eq. (52), the maximum error in tracking is
completely determined by the accuracy in the gyroscopes,
and the accelerometers play no role in fixing this bound.
This reflects the fact that rotation of the antenna about the
local gravity vector can only be sensed by the gyroscopes.
This does not indicate, however, that the accelerometers
do not benefit tracking performance; on the contrary, they
help significantly to determine antenna attitude within the
elevation plane.
While the requirements presented above are represen-
tative of the performance levels needed to satisfy 1-mdeg
attitude knowledge, the system is sufficiently complex that
these requirements are overly simplistic. In fact, the true
performance of the system for a given set of instruments
must be determined via simulation, because of the com-
plex interactions among the various estimation algorithms
and the mix of stochastic and systematic error sources.
IV. Component Selection
A. Introduction
A large part of the effort in tile feasibility study has
been focused on collecting data from the various manufac-
turers on the performance of available and projected state-
of-the-art instruments, including gyroscopes, accelerome-
ters, and inclinometers. This information was needed in
order to conduct simulations using representative instru-
ment parameters, and also can be used to make prelimi-
nary recommendations for component selection. The in-
struments suitable for the present application were devel-
oped primarily to meet the need for precision inertial guid-
ance for missile systems and other military applications,
with some development traceable to spaceflight require-
ments. The inertial instruments are typically integrated
into a single package, either as an inertial platform that
retains its attitude in inertial space or as a strapdown sys-
tem that is rigidly secured to the vehicle. Inertial plat-
forms can be more accurate than strapdown systems and
are generally used for long-range navigational systems that
must maintain precision for long periods of time. Because
of the high cost of inertial platforms, however, strapdown
systems are favored for the present application.
The primary sources of information concerning the in-
strument characteristics were the instrument vendors. For
the most part, classified sources were not used in the study.
An excellent summary of modern inertial instruments is
contained in [5].
B. Gyroscopes
1. Overview. Gyroscopes can be classified as either
optical or mechanical. In addition to the familiar spinning-
wheel gyroscopes, mechanical gyroscopes include devices
such as the hemispherical-resonator gyroscope [6] and the
experimental magnetic-resonance gyroscope [5], which do
not have any moving parts. Because of their more mature
status, the only mechanical devices considered here are
the spinning-mass gyroscopes. In spite of the notable lack
of a rotating component in the optical devices, the term
"gyroscope" has been retained for the optical devices.
Descriptions of the spinning-wheel gyroscopes can be
found in standard textbooks such as [7]. There are two
major classifications of spinning-wheel gyroscopes. Those
constrained to precess only about one axis (the "output"
axis) are called single-degree-of-freedom (SDOF) or single-
axis gyroscopes, while those that can precess about two
axes are referred to as two-axis or two-degree-of-freedom
devices. This precession is sensed by the instrument and a
torque is generated to counter the rotation about the out-
put axis. Extensive research and development has been
devoted to all aspects of precision gyroscopes. As a result,
the spinning-wheel gyroscope is much more mature than
other types, and consequently shows little potential for
radical improvements over the current performance lev-
els. The mechanical gyroscopes considered include the
SDOF floated gyroscopes, dynamically tuned gyroscopes,
and electrostatically suspended gyroscopes.
Optical gyroscopes are less mature than mechanical gy-
roscopes and at present are characterized by somewhat
larger errors. However, the lack of moving parts in the
optical gyroscope provides the basis for a number of po-
tential advantages that include lower initial cost, reduced
maintenance and cost of ownership, shorter warmup times,
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large dynamic range, greater long-term stability, and in-
sensitivity to acceleration, shock, and vibration. The op-
tical gyroscopes include various versions of the ring-laser
gyroscope (RLG) [8] and the interferometric fiber-optic gy-
roscope (IFOG) [9]. Both types are currently undergoing
intense development and show the potential for continued
improvement in performance. Of the two, the ring-laser
gyroscope represents the more mature technology and is
widely used on commercial aircraft as well as for mili-
tary applications. On the other hand, the fiber-optic gy-
roscopes are theoretically capable of better performance.
An IFOG has been chosen for the guidance system of the
upcoming CRAF/Cassini Mariner Mark II space mission.
2. Mechanical gyroscopes.
a. The single-degree-of-freedom-floated gyroscope. The
single-degree-of-freedom floated gyroscope (SDOFF) con-
sists of a spinning wheel mounted in a sealed cylindrical
float with its spin axis perpendicular to the axis of the
cylinder. The cylinder is mounted within a case with bear-
ings that constrain its motion to rotation about the cylin-
der axis. This axis is also the output axis of the gyroscope.
The space between the float and the case is filled with a
viscous fluid. To minimize acceleration effects, the fluid is
selected to provide neutral buoyancy for the float. The gy-
roscope input axis is mutually perpendicular to the wheel
spin axis and the float axis.
In operation, rotation about the gyroscope input axis
produces a torque about the output axis. If the gyroscope
is configured as rate-integrating, the float angular rate is
such that the viscous drag on the float just balances the
gyroscopic torque. Thus, the float rotation rate is propor-
tional to the angular rate about the input axis and the
angular deflection of the float is proportional to the time
integral of this rate. It is common practice to detect float
rotation and apply a countertorque to return the float to
its null position. The applied torque is proportional to the
rotation rate about the input axis and the angular position
of the case is found as the integral of this rate.
Development of the SDOFF gyroscopes during the past
40 years has been mainly in response to the inertial guid-
ance needs for aircraft and ship navigational systems and
more recently for missile guidance and control. Examples
of the results of this effort for the most precise applica-
tions include the use of hydrodynamic gas bearings for
wheel support and magnetic suspensions of the float out-
put axis. Also, considerable effort has been devoted to the
development of a single-species flotation fluid to avoid er-
rors caused by stratification of mixed-polymer fluids. The
need for precision pointing and tracking of directed-energy
weapons has placed an emphasis on low noise.
Both Charles Stark Draper Laboratories (CSDL), pre-
viously the MIT Instrumentation Laboratory [10], and
Northrop Corporation [11] have developed SDOFF gyro-
scopes that appear adequate for the antenna pointing re-
quirements. Typical performance of the fourth-generation
gyroscopes are drift stability of 0.0001 deg/hr over a 24-hr
period, and rate uncertainty, which is primarily due to the
gyroscope electronics, of 1.6 × 10 -s deg/hr. A simplified
cutaway drawing of the CSDL Fourth Generation Tech-
nology Demonstration Device is shown in Fig. 9.
b. The dynamically tuned gyroscope. The dynamically
tuned gyroscope (DTG) is a spinning-wheel gyroscope that
avoids the use of temperature-sensitive flotation fluids that
is characteristic of the SDOFF. The DTG was developed
in the early 1960s for applications that required medium
accuracy in moderately severe environments. Successful
applications include use for the inertial reference units of
the Voyager spacecraft (DRIRU I) and the Magellan space-
craft (SKIRU) [12]. Another DTG is DRIRU II [13] de-
veloped by Teledyne for NASA as the NASA "standard"
inertial reference unit.
Although development of the DTG is continuing, high-
grade DTGs do not match the accuracy of precision
SDOFF gyroscopes and probably would not satisfy the an-
tenna pointing requirements. A cross section of the Tele-
dyne DTG is shown in Fig. 10.
c. The electrostatically suspended gyroscope. Develop-
ment of the eleetrostatically suspended gyroscope (ESG)
[14] began during the late 1950s, and 0.001-deg/hr gyro-
scope system performance was demonstrated by 1971. Tile
ESG has undergone continued improvement since then. A
major attribute of this system, which has found applica-
tion as an accurate submarine navigational system, is its
long-term stability and high precision.
The ESG is a free-rotor system consisting of a metallic
sphere that is spun up to about 3600 rev/sec and electri-
cally suspended in a hard vacuum. The operating period is
measured in years. The spin axis remains fixed in inertial
space and its position relative to the case is determined
by pickoffs. The ESG is produced by both Itoneywell
and Rockwell International. The IIoneywell instrument is
made with a hollow sphere and the spin axis is measured
optically by observation through a window. The Rockwell
device is made with a solid sphere whose center of mass
is slightly offset from the geometric center, which causes a
slight wobble that can be detected optically, thereby facil-
itating determination of the spin axis.
Tile ESG is generally regarded as tile most accurate gy-
roscope available for shipboard navigational systems when
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used on a stabilized platform. Unfortunately, the perfor-
mance figures are classified. It is also a very expensive sys-
tem and for this reason was not considered for the present
application.
3. Optical gyroscopes. Optical gyroscopes are based
on the Sagnac effect, which predicts that two optical waves
traveling in opposite directions around identical closed
paths will experience pathlength differences that are pro-
portional to the rotation rate of the closed loop [15]. The
process is shown schematically in Fig. 11, in which optical
waves are introduced into a circular loop at point A and
traverse a common path in opposite directions. If the loop
(and point A) rotate in the clockwise direction, the clock-
wise wave requires a longer time to arrive back at point A
than does the counterpropagating counterclockwise wave.
It can be shown that the time difference _t for the ar-
rival times of the two waves at point A and the associated
pathlength difference _L are given by
and
where D is the loop diameter, L = 7rD is the optical path-
length, fl is the loop rotation rate, and c is the speed of
light. A more general derivation that includes noncircular
paths shows that LD may be replaced by 4A, where A is
the area enclosed by the optical loop.
The different types of optical gyroscopes use different
techniques to measure the rotation-induced pathlength dif-
ference. The optical gyroscopes considered here are the
ring-laser gyroscope and the interferometric fiber-optic gy-
roscope, as represented by the JPL fiber-optic rotation sen-
sor (FORS) [16]. The ring-laser gyroscope takes advantage
of the lazing characteristics of an optical cavity between
two cavity resonance frequencies. For a fiber-optic gyro-
scope, L is the total length of optical fiber comprising the
optical path. The rotation-induced pathlength difference
is sensed as an optical phase difference of the two waves.
The phase difference 6¢ is given by
(55)
where A is the optical wavelength.
It is expected that continued development will continue
to reduce errors; however, a fundamental limit to perfor-
mance of optical gyroscopes associated with photon statis-
tics results in irreducible random-walk errors. This limit
does not exist for mechanical gyroscopes, whose errors are
caused mainly by the electronic processing.
a. The ring-laser gyroscope. A block diagram of a ring-
laser gyroscope is shown in Fig. 12. As the ring laser ro-
tates, the Sagnac effect results in an effective pathlength
difference, given by Eq. (54), for waves that propagate in
opposite directions. The pathlength changes can be quite
small. For the present application, which requires sens-
ing a rotation rate as small as 10 -4 deg/hr to determine
the spin axis to within 1 mdeg, Eq. (54) implies a path-
length difference of about 10 -19 m for a typical RLG with
optical loop area A = 0.01 m 2. This indicates the very ex-
treme gyroscope sensitivity required and indicates a need
to integrate the gyroscope output for a period of time to
accomplish initialization.
The wavelength and frequency of the clockwise and
counterclockwise waves in RLGs adjust to satisfy the laser
resonance condition that requires an integer number (m)
of optical wavelengths A within the optical cavity. Thus,
Am = L, or using c = Av, one obtains the frequency dif-
ference of the two laser modes with path length difference
8L as
(56)
The frequency difference is detected as interference
fringes as portions of the counterpropagating waves com-
bine on an optical detector. One fringe passes a point on
the detector during a time interval of (dfu) -1. The output
from the RLG is the fringe count and is traditionally rep-
resented as the angular motion expressed as arcseconds. A
ring-laser gyroscope scale factor (AL/4A) of about 1.5 arc-
sec/count is typical.
The fundamental limit to performance of any RLG
is associated with statistical fluctuations of spontaneous
emissions from the laser. This error mechanism results
in "angle random walk," a quantity characterized by the
random-walk coefficient. At the present time, RLG per-
formance is nearly at the quantum limit imposed by the
photon statistics.
The key error mechanisms that can be suppressed or
compensated are bias and scale factor nonlinearity. Bias
is the measured rate when gyroscope rotation rate in iner-
tial space is zero. Scale factor, as indicated above, is the
ratioofthegyroscoperotationrateandtheindicatedout-
put. At lowrotationrates,thecounterpropagatingwaves
coupletogetherbecauseof lightscatteredfromeachwave
to producea deadzoneoverwhichtheeffectiveoutputis
zero.This phenomenon is known as "lock-in" and repre-
sents the major source of scale factor nonlinearity. Various
ways to reduce the scattered light and to compensate for
lock-in have been developed.
Ring-laser gyroscopes are classified as either two-wave
or four-wave devices. The light waves are linearly polar-
ized in two-wave RLGs and circularly polarized in the four-
wave types. Various types of two-wave devices have been
developed to compensate for lock-in. The most common
techniques to overcome lock-in of two-wave RLGs are body
dithering and optical-pathlength dithering. In each, an
oscillating bias is applied to produce a sensed rate that
is larger than the lock-in for most of the dither period.
Dither noise, which used to dominate RLG performance,
has been reduced to very low levels. Dithered RLGs are
produced by IIoneywell, Rockwell International, and Kear-
fott, among others.
The four-wave RLG, which is produced by Litton and
marketed as a ZLG (zero lock-in laser gyroscope)[17], uses
an optical method to avoid lock-in. The technique that is
used to bias the four-wave gyroscope provides for common-
mode rejection of the drift and noise caused by the dc
optical bias element.
The RLG output is the count of interference fringes
that cross the detector. If the readout is not interpolated
to indicate a small fraction of a fringe, a "quantization
error" results. The dithered instruments generally use a
technique that fixes the quantization error at 1/4 fringe.
The resolution of the Litton ZLG is about 10 -3 fringes.
Typical values of tile best performance of present day
ring-laser gyroscopes are a random-walk coefficient of
2 x 10 -4 deg/_/_ and bias instability of 3 x 10 -4 deg/hr.
Tile projected performance is very near the fundamental
limit with a random walk of 5 x 10 -s deg/_.
If the bias instability can be reduced to less than
10 -4 deg/hr, the tracking requirements for a 10-hr pe-
riod can be met by an RLG. The initialization procedure
entails holding the antenna at a fixed position for a pe-
riod of time. If the jitter of tile stationary antenna is
zero-mean, the projected random walk would permit tile
required rate accuracy of 10 -4 deg/hr with an integration
time of 15 minutes. During this period, approximately
one-tenth of a fringe will cross the detector.
b. The fiber-optic gyroscope. Fiber-optic gyroscopes are
classified as passive devices because the light source is not
an integral part of the optical path. Unlike the ring-laser
gyroscope, the fiber-optic gyroscope is not subject to the
lock-in phenomenon. There are two types of fiber-optic gy-
roscopes, the interferometric fiber-optic gyroscope (IFOG)
[18] and the resonant fiber-optic gyroscope (RFOG). The
RFOG is presently under development at CSDL and will
not be discussed here. The IFOG is under development
at a number of universities and industrial houses. The
IFOG discussed below is being developed at J PL as the
fiber-optic rotation sensor (FORS).
The motivation for developing fiber-optic gyroscopes is
that the all solid-state construction has potential for highly
reliable devices characterized by low weight, low power
and long life. Once developed, fiber-optic gyroscopes are
expected to have a distinct cost advantage over other gy-
roscopes. The FORS, which is the present baseline iner-
tial reference unit for the CRAF/Cassini Mariner Mark II
(MMII) space mission, consists of an integrated optic chip
to which the fiber coil, edge-emitting laser diode source,
and detector are connected. Figure 13 shows a diagram of
the JPL FORS.
In contrast to tile ring-laser gyroscope, which mea-
sures the Sagnac effect due to a single passage around
a closed optical patil, the interferometric fiber-optic gy-
roscope measures the Sagnac effect in a fiber coil having
many turns. Because the source is not part of the loop, the
frequency of both waves remains constant and the Sagnac
effect is measured as a phase difference of the two coun-
terpropagating waves. The phase difference is related to
the pathlength as shown in Eq. (55). For an N-turn coil,
Eq. (55) may be written as
(4NA_
zx¢ = 2_ \ _c } _ (57)
where A is the area enclosed by a single loop of fiber.
IFOGs may be operated open-loop or closed-loop by
compensating the Sagnac phaseshift through the intro-
duction of a nonreciprocal phaseshift of opposite polarity
within the fiber loop. A common method to accomplish
the phase-nulling effect is to apply the shift at one end
of the loop using a technique known as serrodyne phase
modulation. In FORS, the effect of phase nulling is read
by sampling a part of the counterpropagating beams using
a method called optical beat detection. This results in a
scale factor differing from that of the RLG, Eq. (56), by
only a factor of n, the refractive index of the fiber.
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Detectorshotnoiseprovidesthefundamentallimit to
theIFOGperformanceandresultsin a random-walker-
rorcharacterizedbya random-walkcoefficient,asforthe
RLG.Shotnoiseisreducedbyincreasingtheopticalpower
on thedetector;however,thereis anupperlimit to the
laserpowerbecauseof errorsdueto nonlinearopticalef-
fectsin thefiber.
Rayleighbazkscatteringresultsin short-termrandom
noisethat is correctedby the useof broadbandopti-
calsources,uchasthesuperluminescentdiodesor edge-
emittingdiodesasusedin FORS.Errorsourcesassociated
with long-termbiasstabilityhavebeenidentifiedandare
presentlyundergoingintensestudy.
Thedemonstratedrandom-walkcoefficient(RWC)of
FORSiscloseto thequantumlimit fortheconfiguration
used.With )_ = 1.3 pm, L = 1 km, and D = 0.1 m,
the measured RWC is 7 x 10 -4 deg/root hr. The bias
instability goal for the MMII application is 10 -3 deg/hr.
Additional development is required for antenna-pointing
applications. The probable approach would be to increase
the fiber length and the LD product to provide a RWC
comparable to that of the projected value of the RLG. To
be useful for the present application, the bias instability
must be decreased by at least an order of magnitude.
C. Accelerometers
1. Overview. Accelerometers are needed to determine
the local vertical during the initialization step, and are
also used to determine antenna elevation. Accelerometers
may also be used to measure the tilt of the elevation axis;
however, an inclinometer can perform that function more
cheaply and accurately.
Tile heart of an accelerometer is a proof mass that is
constrained to move along a single sensitive axis. A va-
riety of ingenious methods have been used to sense the
force on the proof mass and to provide an output signal
that is proportional to the input acceleration. Nearly all
accelerometers operate in a closed-loop configuration, in
which movement of the proof mass is sensed and a signal
is generated to restore the proof mass to its null posi-
tion. An exception is the vibrating beam accelerometer,
which operates open-loop and senses the acceleration as
the change in frequency of force-sensitive vibrating quartz
beams.
Accelerometers are commercially available with a wide
range of performance and cost. Reported resolution val-
ues vary from a fraction of a pg for high-grade navigational
instruments to over a hundred #g for more commonplace
applications such as construction work. Some of the ac-
celerometers with capabilities sufficient for the proposed
antenna pointing application are discussed below.
2. Tl_e gyroscope-based accelerometer. The pen-
dulous integrating gyroscope accelerometer (PIGA) has
a pendulous proof mass attached to the spin axis of a
single-degree-of-freedom mechanical gyroscope. Accelera-
tion along the sensitive axis results in a force on the proof
mass and produces a torque on the gyroscope output axis.
The gyroscope is mounted on a member that is rotated in
response to the gyroscope output signal to produce a gyro-
scopic torque that balances the torque caused by the input
acceleration. The PIGA output signal is proportional to
the time integral of the input acceleration.
The PIGA is probably the highest performance ac-
celerometer available. It has undergone continuous de-
velopment since World War II by CSDL and the MIT In-
strumentation Laboratory. It is presently used in high-
performance strategic missiles and can serve as a high-
resolution gravimeter. The performance of existing PIGAs
includes a resolution of better than 10 -6 g with prospects
of a resolution better than 10 -s g projected for future
instruments. This performance significantly exceeds the
proposed DSN antenna application; however, because of
its cost, the PIGA is not considered a candidate for the
present application.
3. Force-rebalance accelerometers. The general
class of force-rebalance accelerometers contains a proof
mass supported by a flexure and constrained to move along
a single axis. The position of the proof mass is detected
and the mass is restored to its null position by a rebalance
force generated by a control loop. The current in the con-
trol loop, which is proportional to the input acceleration,
provides the output signal. Performance characteristics
include the instrument resolution as well as long-term and
short-term errors in the bias and gain parameters. As dis-
cussed above, the values of the gain and bias parameters
may be estimated prior to and during normal operation
by using the minimum-variance estimators and extended
Kalman filtering algorithms. When this is done, the un-
compensated random variations of the bias and gain de-
termine the accuracy of the instrument.
Manufacturers of force-rebalance accelerometers include
Bell Aerospace, Textron, Incosym, Kearfott, Litton,
Northrop, Rockwell International, Sundstrand, and Schae-
vitz. Many instruments in this category, which feature a
resolution that varies from 1 /_g to about 10 pg, meet the
requirements for the present pointing application.
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4. Vibrating-beam accelerometers. The ba-
sic sensing element of the vibrating-beam accelerometer
(VBA) is a force-sensitive, vibrating quartz crystal beam
that changes its resonant frequency in response to axial
tension and compression. Forces are derived from accel-
erations applied to a pendulously supported proof mass.
The proof mass is restrained along the sensitive axis by
two quartz beams so that one beam is placed in tension
and the other in compression as a result of acceleration.
The VBA output signal is proportional to the frequency
difference of the two beams. The "push-pull" arrangement
of the quartz beams results in common-mode rejection of
most of the error sources. A schematic of the VBA [19],
which operates open-loop, is shown in Fig. 14.
Acceleration on the VBA's flexure-mounted proof mass
places one of the vibrating quartz beams in tension and
another in compression. The VBA output is the difference
in frequency of the two beams. Thus, the crystal beams
and oscillator circuits replace the torquer coils, magnets,
and capture electronics of the conventional force-rebalance
accelerometer.
The VBA has been under development at the Kearfott
Division of the Singer Company (now the Astronautics
Corp. of America). Short-term bias stabilities of 1 pg and
scale factor stabilities of 1 part per million (ppm) have
been demonstrated with the VBA. Tiffs performance is
well within the requirements of the present application;
however, the instrument is not yct available commercially.
D. Inclinometers
Tile purpose of an inclinometer in the present applica-
tion is to measure the level of the elevation axis. Common
inclinometers make use of force-rebalance accelerometers
or the level assumed by a liquid in a suitable enclosure.
One simple concept for an inclinometer is based on the
carpenter's bubble level. Spectron Glass and Electron-
ics markets a precision version of the bubble concept as
an "Electrolytic Tilt Sensor." These units are one-piece
glass enclosures partially filled with an electrolyte and con-
structed with platinum terminals and contacts that form
two arms of an electrical circuit. Part of each arm includes
the electrolyte as a resistive element. As the sensor is tilted
and electrolyte flows from one side to another, the resis-
tance of one arm increases while the other decreases. This
change is sensed as a voltage change. The most precise
model covers the range of 4-1/2 deg with resolution of less
than 1 mdeg. A disadvantage for the present application
is that the high precision of the sensor is only available
when the inclinometer is mounted precisely "on top" of
the elevation axis. As the antenna is elevated, the sensor
rolls away from its preferred position, and the accuracy
decreases. It would be necessary to use tile inclinometer
on a gimbal to achieve maximum resolution.
Inclinometers that use dielectric liquids as an integral
part of the device are also offered by Schaevitz. A change
in angle is measured as a change in capacitance between
two plates as the liquid flows to a new position between
the plates. The resolution is about 1 mdeg and null re-
peatability is 5 mdeg. The total angular range is +60 deg.
Inclinometers that use closed-loop force-rebalance lin-
ear accelerometers are available from a number of vendors.
For example, inclinometers with a resolution of 0.1 arc-
sec and a total range of 4-90 deg are offered by Schaevitz
and Sundstrand. The output offset at zero tilt can reach
50 mdeg for the 90 deg range and 2 mdeg when the range
is decreased to -4-1deg.
E. Recommendations
Currently, tile best mechanical gyroscopes outperform
the best optical gyroscopes. The single-degree-of-freedom
floated gyroscope and the electrostatically suspended gyro-
scope are both mechanical devices that appear capable of
satisfying the requirements for inertial pointing. However,
optical gyroscopes enjoy continued improvement through
intense development, and are expected to surpass the me-
chanical gyroscopes in performance in the near future. In
contrast, the mechanical devices represent a mature tech-
nology, and dramatic improvements in performance are
unlikely to occur. In anticipation of these future develop-
ments, ring-laser gyroscopes have been chosen in the base-
line for the inertial instrument. Optical gyroscopes poten-
tially have additional advantages over mechanical gyro-
scopes, including lower initial cost, greater reliability, and
immunity to vibration and gravity loading.
A number of force-rebalance accelerometers appear to
be capable of inertial pointing. These devices are rela-
tively inexpensive, off-the-shelf items. Stability of the ac-
celerometer parameters remains a concern since the ex-
tended Kalman filter is limited in its ability to estimate
rapidly changing instrument parameters. Another con-
cern is the level of hysteresis that might be encountered
during the course of antenna tracking. Vibration levels
on the antenna and electronic noise also have to be ad-
dressed. Even if some unforeseen difficulties rule out the
use of available force-rebalance accelerometers, the emerg-
ing vibrating-beam accelerometer, when it becomes avail-
able, should be a viable option.
Small-angle inclinometers of various types are available,
so no specific recommendation is made. There is a problem
that the inclinometers lose accuracy when rotated about
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their insensitive axes. This would occur, for example,
when the antenna elevation was changed. A solution to
this problem has been developed which involves mount-
ing the inclinometer on a simple single-axis pendulum-
stabilized platform.
V. Simulation Results
Simulations were conducted to illustrate the behavior
of the algorithms presented in the article and to predict
the performance of inertial instruments, given a set of rep-
resentative instrument parameters. The simulations were
written in Pro-Matlab by The Mathworks, a well-known
commercial software product that uses matrices as its fun-
damental data type, and were run on a Sun 3/60 desktop
workstation.
The gyroscope parameters used in the simulations were
previously given in Table 1, and the accelerometer param-
eters are summarized in Table 2. These instrument pa-
rameters are fictitious in the sense that they do not corre-
spond to any specific devices, but instead reflect "typical"
parameters for current or projected near-term state-of-the-
art devices, based on conversations with and data sheets
provided by the manufacturers. The purpose of the simu-
lations is to illustrate the feasibility of an inertial pointing
system, not to evaluate specific instruments.
The first two simulations, shown in Figs. 15 and 16, il-
lustrate the behavior of the extended Kalman filter which
is used to estimate the aceelerometer parameters. For this
example, the antenna is rotated in elevation from horizon-
tal to vertical. The initial bias and gain errors were initial-
ized with a random-number generator which assigned them
values with standard deviations of 100 ,ug and 100 ppm
rms. The two figures show that even with this level of ini-
tial error, the bias and gain parameters for this example
can be estimated with an accuracy much smaller than 1 pg
following the antenna rotation.
Figure 17 illustrates the performance of the elevation-
estimation algorithm that can be expected when the an-
tenna is tracking a target. It is assumed that the antenna
is located at the same latitude as the antenna complex
at Goldstone, and that the tracked object is inertially sta-
tionary and elevated 45 deg from the Earth's equator. The
tracking period is set at 10 hr. At the beginning of the
tracking period, the accelerometer bias and gain errors are
set to zero, reflecting the fact that these parameters are
initially known from the previous calibration using the ex-
tended Kalman filter. However, the accelerometer model
that was chosen allows random walk in the bias and gain
parameters. The extended Kalman filter successfully esti-
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mates these parameters during target tracking, resulting
in elevation error smaller than about 2 prad (0.1 mdeg).
The results are impressive but it must be recognized that
several factors which would degrade the accuracy have
not been accounted for, including seismic vibrations, ac-
celerometer misalignments, nonlinearities, and electronic
noise.
The final two simulations shown in Figs. 18 and 19 il-
lustrate tile tracking performance of the entire inertial in-
strument. Again the antenna is assumed to be located
at Goldstone, and the target is inertially stationary and
elevated 45 deg from the Earth's equator. Fig. 18 shows
the tracking performance in terms of boresight error when
only the gyroscopes are used to integrate attitude. Tile
nearly linear growth of error with time indicates that the
predominant source of error in this case is the rate-bias
error, which is typical of gyroscopes. In Fig. 19, the ac-
celerometer and inclinometer measurements were incorpo-
rated into the attitude determination using a minimum-
variance estimator to combine the outputs with those of
tile gyroscopes and the extended Kalman filter to deter-
mine antenna elevation. The results demonstrate reduced
antenna boresight error, particularly during the middle of
the 10-hr tracking period when the antenna is closest to
vertical, and thus the elevation determination is nearly re-
dundant with the gyroscope output.
Vh Summary
A system using inertial instruments for pointing of the
Deep Space Network antennas has been described. The
proposed configuration includes a three-axis gyroscope,
four accelerometers, and an inclinometer in a strapdown
system. The system can be used both to initialize the
antenna pointing attitude and to track an object for pro-
longed periods of time.
The concept for initializing the gyroscopes requires de-
termination of the local gravity vector and the Earth's
spin axis in the antenna local coordinate frame. The grav-
ity vector is determined using the accelerometers to mea-
sure elevation angle and the inclinometer to measure cross-
axis elevation. An advanced algorithm employing both
a minimum-variance estimator and an extended Kalman
filter is used to combine the measurements to determine
elevation angle, and also to estimate instrument parame-
ters, including biases and gains, while the instrument is in
operation. The Earth's spin axis is determined using the
gyroscopes, with the antenna held stationary.
Once the antenna attitude is known, it can be slewed to
a desired target and held there by using the gyroscopes to
integrateangularateto obtainattitudeandusingknowl-
edgeof thelocalverticalto augmentthisestimate,again
combiningthemeasurementsina minimum-varianceesti-
mator.
Thearticlecontinueswithasurveyofavailablestate-of-
theart technology,andmakesrecommendationstowards
componentselection.In particular,thering-lasergyro-
scopeappearsattractiveastile candidategyroscope,and
relativelyinexpensiveaccelerometersappearto fulfill the
elevation-determinationrequirements.The articlecon-
cludeswithasamplingofthesimulationresultsillustrating
thefunctionsandperformanceof anidealizedinstrument
onaDSNantenna.Theresultshowpointingperformance
closeto 1mdeg,indicatingthat this levelof performance
maybepossible,thoughnot necessarilyeasyto achieve,
withall inertialinstrument.
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Table 1. Paramelers used to simulate gyroscope behavior
Quantity Value Comment
Angle random walk
Drift uncertainty
(0.1) 2 mdega/hr
0.1 mdeg/hr O-p
Scale factor uncertainty 5 ppm
Resolution/noise 0.1 mdeg 0-p
Gaussian distributed error
Systematic error may be reduced
via parameter estimation
Systematic error may be reduced
via parameter estimation, but
error is small except during slew
Measurement error effect is reduced
by averaging data over time
Table 2. Accelerometer parameters used for simulating
elevation determination
Quantity Value
Accelerometer noise
Angle process noise
Bias process noise
Gain process noise
Time step used for simulation
(1.5 ug)2
(20 mdeg) 2/sec
(100 /_g)2/10 hr
(lOO_g)2/lo hr
10 hr/450
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Fig. 3. Orientation of accelerometers on antenna.
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Fig. 11. The Sagnac effect. Optical waves launched In the same
direction as the loop rotation require s longer time to complete a
revolution than do the counterpropagating waves.
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Design and Performance Analysis of the DSS-13
Beam Waveguide Antenna
T. Veruttipong, W. Imbriale, and D. Bathker
Ground Antenna and Facilities Engineering Section
A new 34-m research and development antenna is currently being constructed
prior to introducing beam waveguide (BWG) antennas and Ka-band (32 Gttz) fre-
quencies into the NASA/JPL Deep Space Network. The new 34-m antenna, fed
with either a center or bypass B_'VG, will lose less than 0.2 dB (excluding surface
root mean square and mirror misalignment losses), as compared with a standard-fed
Cassegrain antenna at X- (8.4 GHz) and Ka-bands. The antenna is currently under
construction and is scheduled to be completed in July 1990. Phase 1 of the project
is for independent X- and Ka-band receive-only tests. Phase 2 of the project is
for simultaneous S- (2.3 GIIz) and X-band or X- and Ka-band operation, and the
design is currently under way.
I. Introduction
Feeding a large low-noise, ground-based antenna via a
beam waveguide (BWG) system has several advantages
over placing the feed directly at the focal point of a
dual-reflector antenna. For example, significant simplifi-
cations are possible in the design of high-power, water-
cooled transmitters and low-noise cryogenic amplifiers,
since these systems do not have to rotate, as in a normally
fed dual reflector. Furthermore, these systems and other
components can be placed in a more accessible location,
which leads to improved service and availability. Also, the
losses and noise degradation associated with rain on the
feedhorn radome are eliminated because the feedhorn can
be sheltered from the weather.
The design of the new 34-m BWG antenna at DSS 13
is based upon geometrical optics (GO) criteria introduced
by Mizusawa and Kitsuregawa in 1973 [1], which guaran-
tee a perfect image from a reflector pair. Since it may
be desirable to retrofit existing antennas with a BWG, as
well as construct new antennas, there are two independent
BWG designs built into the research and development an-
tenna. The first, termed a bypass design, places the BWG
outside one of the elevation bearings on the rotating az-
imuth platform, thereby retaining the existing elevation
wheel and counterweight subassembly, suitable for retrofit
applications. The second, a center design, places the BWG
through the center of the main reflector, inside the eleva-
tion bearings, and through the azimuth axis into a pedestal
room located below the antenna. The centerline design
is preferred, given new construction. The bypass design
uses a pair of paraboloidal sections and two flat mirrors,
whereas the center design uses the same four-mirror design
(although not physically the same four mirrors) above the
azimuth bearing with a flat plate and an ellipsoidal section
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that functions as a beam magnifier in the pedestal room.
A beam magnifier is required since the pair of paraboloids
requires a 29-dBi gain horn to feed, whereas at the lower
frequencies a 29-dBi gain horn would be too large to fit in
the pedestal room. The ellipsoid design allows the use of
smaller 22-dBi gain horns in the pedestal room.
Although the upper four reflectors in either the bypass
or centerline BWG satisfy the Mizusawa criteria, the sin-
gle (curved) ellipsoidal mirror in the pedestal does not.
Hence, use of the overall six-mirror, three of which are
curved, centerline system introduces a small beam distor-
tion (imperfect imaging). It would require a second el-
lipsoidal mirror in the pedestal to obtain perfect imaging
(in the GO limit). The second ellipsoidal mirror, to be
fully compensating for the first, would defeat the (here)
necessary beam magnifier function, and is therefore not
used.
The microwave antenna gain performance was ana-
lyzed using an appropriate combination of physical optics
(PO)/spherical wave expansion (SWE) and geometrical
theory of diffraction (GTD) software. The initial opera-
tion (Phase 1) of the DSS-13 project is for independent X-
and Ka-band receive modes, and performance predictions
for these frequencies will be given below.
A. Dual-Shaped Reflector Design
The DSN presently operates three 34-m high-efficiency
(HEF) dual-shaped reflector antennas with a dual band
feed (2.3/8.4-GHz), which has a far-field gain of 22.4 dBi
that is conventionally located at the Cassegrain focal point
(see Fig. 1). The structures were designed prior to BWG
requirements and feature a continuous elevation axle and a
carefully designed elevation-wheel substructure. The ele-
vation wheel is supported by an alidade that rotates on
a circular azimuth track. To minimize the cost of de-
veloping a new 34-m BWG antenna, as much as possi-
ble of the existing structure design was to be used (see
Fig. 2). Through the use of a clever mechanical design,
the elevation-tipping structure was modified to accommo-
date a central BWG inside the elevation bearings. To pro-
vide clear access for an 8-ft (2.44-m) diameter, center-fed
BWG, the main reflector backup trusses are connected to
a revised elevation wheel via the integral ring girder, or
IRG. The IRG is a toroidal structure, an octagonal space
truss with a square cross section, approximately 290 in.
(_7.4 m) in maximum radius and 80 in. (,,-2.0 m) high.
It is interwoven with, but separate from, the conventional
rib-and-ring backup structure. In order to minimize the
distortion of the main reflector surface under gravity load-
ing, the reflector connections to the elevation-wheel struc-
ture were selected to provide equal stiffness supports. This
is achieved by grouping eight equally spaced reflector ra-
dial ribs into four pairs and connecting each pair to the
IRG top plane at alternate vertices of the octagon. The
vertices lying on the elevation axis, however, are reserved
for supporting the IRG at the two elevation-bearing points.
The counterweight and single elevation bullgear lie on a
plane orthogonal to the elevation axis. The entire tipping
structure (including the main reflector, elevation wheel,
subreflector, and its support) is weight-balanced about the
elevation axis.
Selection of the previously designed HEF-reflector
structure fixes the focal length/diameter (f/D) of the main
reflector surface. The reflector shape is free to be different
from the HEF design, but had to be within an adjustable
tolerance (,_1 in.) of the existing surface to allow use of
the existing design drawings.
B. Feed Selection
GO was used to design the upper portion of the center-
line BWG system (mirrors M1 to M4). As shown in Fig. 3,
the first mirror, M1, has azimuth and elevation rotations
together with the main reflector and subreflector. A plane
surface is used for M1 to ensure an imaged feed pattern
that is independent of the elevation angle of the antenna.
Mirrors M2 and M3 are sections of paraboloids, and the
system is designed so that a feed placed at F2 (in the GO
limit) is perfectly imaged at F1.
An imaged feed pattern at F1 is used to illuminate the
subreflector with a narrow-angle high-gain (---29-dBi) pat-
tern. This configuration is used because of the large dis-
tance between the subreflector and the first BWG mirror
(M1), and also because the size of M1 (as well as M2) is
smaller than the subreflector. The position of the focal
point F1 in Fig. 3 must be close to M1 to achieve ac-
ceptable spillover losses at the subreflector, as well as M1
and M2. Normally F1 is in the neighborhood of the main
reflector vertex with an 8-9 deg half-cone angle of illumi-
nation at the subreflector, as compared with 17 deg for the
normal Cassegrain feed of the 34-m IIEF antenna.
The diameter of the subreflector Ds is determined by
the size of the main refector. According to [2], a sub-
reflector diameter not exceeding 1/10 of a main reflector
is normally selected for good radiation efficiency of the
antenna. For a 34-m antenna, a subreflector diameter of
3.43 m (135 in.) was chosen. The illumination angle 0s
is determined next. For the same f/D ratio as the HEF
and Ds = 135 in., the distance L1 = 593.1 in. (,-,15 m) is
obtained. Iterations are needed for a calculation of _s and
the location of F1. Known parameters are Ds = 135 in.,
100
L1 = 593.1 in., and D2 = 94 in. (,--2.4 m). Vari-
able parameters are 8.0 deg < 0s _< 9.0 deg, 105 in. <
L_ < 110 in. (-_2.7 m), and 9.5 deg < 0m < 11.0 deg.
The angle 0m is the illumination angle at M2 with an
edge taper of about -23 dB. The results of iterations of
GO ray geometry between Ds and D2 are Os = 8.7 deg,
0m = 10.4 deg, L0= 441.11 in. (--,11.2 m) and L2 =
108.01 in. (,,_2.7 m). The GO focal length of M2 is selected
as 260 in. (6604 mm). The exact dimensions are somewhat
arbitrary, but are constrained by the M2 mirror-projected
diameter (96-in. limit). The BWG shroud, or tube diam-
eter, was chosen because the tube effects at S-band would
be small. It is now necessary to design a horn that has
an approximately -18 to -20-dB taper at 8.7 deg (the il-
lumination of the subreflector) and minimal spillover past
10.4 deg (the illumination of the BWG mirror).
An important design parameter is the horn's flare angle.
Figure 4 shows the patterns and efficiencies (spillover times
phase efficiency) for several different horn-flare angles and,
as can be seen, the patterns are not very sensitive to the
flare angle. For that reason and because the JPL standard
feedhorn has a flare angle of 6.25417 deg, it was decided to
examine the standard flare angle, since existing feedhorns
or feedhorn designs could be utilized.
Various horn sizes with the JPL standard angle of
6.25417 deg and frequency = 8.45 Gltz were investigated.
The goal was to find a horn with a -18-dB taper at
0 = 8.7 deg (near-field distance of 425 in., ,--10.8 m) and
a -23-dB taper at /9 = 10.4 deg (near-field distance of
260 in., ,_6.6 m). The distances 260 in. and 425 in. are for
a high-gain horn illuminating the BWG mirror M2 and
the subreflector, respectively. The combined phase and
spillover efficiencies (r/ph_e X r/spill) should be optimally
between 8.7 and 10.4 deg. The results from various tri-
als show that a 19-in. (_ 483-mm) aperture diameter at
X-band, with dimensions shown in Fig. 5, gives a radiation
pattern that meets these goals. Figures 6(a) and 6(b) show
amplitude, phase, and efficiency plots of the 19-in. X-band
aperture diameter at r = 425 ill. and 260 in., respectively.
From Fig. 6(a), the edge taper at the rim of the subreflec-
tor (0 = 8.7 deg, r = 425 in.) is equal to -18.7 dB, which
is within the desirable range of -18 dB to -20 dB. The
combined phase and spiliover efficiency is about 96.4 per-
cent, where the maximum efficiency is about 97.8 percent,
at/9 =_11.5 deg. This is a typical design point for a dual-
shaped system, since the use of the maximum efficiency
point results in a larger subreflector. It should be noted
that the results for a 21-in. (-v533-mm) aperture were very
similar to those of the 19-in. aperture, but the 21-in. aper-
ture results in a horn that is 11 in. (_280 ram) longer at
X-band; hence, the smaller design was chosen.
From Fig. 6(b), the GO edge taper at the rim of any
BWG mirror (at r = 260 in.) is ,_ -23.6 dB at 0 =
10.4 deg, with 96.5 percent efficiency. The maximum effi-
ciency is equal to 96.7 percent at 0 = 9.8 deg, which falls
between the desired values of 8.7 and 10.4 deg. Because
the 19-in. X-band horn has radio frequency (RF) radiation
characteristics that meet the requirements, it is therefore
used in the design of BWG mirrors and synthesis of dual-
shaped reflectors.
In similar analyses, the +22-dbi horn required for the
Fa pedestal room focus was examined at a range of 165 in.,
as discussed in section I.D.
C. Dual-Shaped Reflector Design
An essential requirement of the 34-m main reflector is
to maintain the newly designed BWG antenna surface con-
tour within 5=0.5 in. (13 mm) of the previously designed
HEF antenna. This makes it possible to retain the exist-
ing backup structure and adjust the individual reflecting
panels with existing standoffs to fit the newly designed
contour.
The X-band feedhorn pattern at r = 425 in. (the mean
distance to the subreflector) is used as an input pattern to
a high-resolution synthesis program developed by Galindo-
Israel. 1 The input parameters were similar to the tIFF an-
tenna design and are shown in Figs. 7(a), 7(b), and 7(c).
The maximum difference between the main reflector sur-
faces of DSS 13 and the IIEF antenna is 0.43 in. (11 ram),
allowing IIEF antenna panel forming tooling and standoff
hardware to be reused.
D. Center-Fed BWG
This section provides technical details for the design of
the centerline BWG feed system (Fig. 3). GO was used to
design the centerline system of the first four mirrors (M1
to M4), while PO was applied to the design of the curved
mirror (M5) in the pedestal room. As shown in Fig. 3,
the first mirror, M1, has azimuth and elevation rotations
together with the main reflector and subreflector. A plane
surface is used for M1 to ensure an imaged feed pattern
that is independent of the elevation angle of the antenna.
Mirrors M2, M3, and M4 are attached to that part of
the structure with azimuth rotation only. The last two
mirrors, M5 and M6, are stationary on the ground in the
pedestal room.
1 V. Galindo-Israel, "Circulaa'ly Syzmnetric Dual-Shaped Reflector
Antenna Synthesis With Interpolation Software-User Manual" (in-
ternaJ docuanent), Jet Propulsion Laboratory, Pasadena, Califor-
nia, Jaamary 1988.
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For a long RF ray path, curved mirrors are needed to
refocus and guide energy from F1 to F2 (and later on to
F3) with acceptable spillover loss. It is preferable to have
two curved mirrors arranged so that Mizusawa's conditions
[1] are met, thus achieving minimum cross-polarization at
high frequency. Oversize fiat plates are used merely to di-
rect the RF beam into desired directions without changing
any other characteristic of the RF beam.
The choice of two identical paraboloidal sections for M2
and M3 has the following advantages:
(1) In the GO limit, a circularly symmetric input pat-
tern still retains the original symmetrical shape after
reflection through both (or all four) surfaces.
(2) Since there is no focal point between the two curved
mirrors, as there would be with ellipsoids, RF per-
formance is not sensitive to the spacing (L3) between
the two mirrors, provided that the spillover loss re-
mains small.
(3) A high-pass (filter) RF performance is obtained with
very good X-band performance for 8-ft mirrors
(<0.1 dB for this path).
(4) It is possible to have four identical mirrors (two for
center-fed and two for bypass) when paraboloidal
surfaces are used in the design.
(5) Identical mirrors are obviously more economical.
The centerline BWG paraboloidal mirrors are posi-
tioned so that feedhorns and instrumentation packages can
be either in an alidade location (not presently planned for
implementation) or the pedestal room. Spacing between
the two paraboloids, L3 = 360 in. (_9144 mm), is cho-
sen to allow enough headroom for vertical orientation of
S-, X-, and Ka-band/amplifier subassemblies. Also, the
S-band spillover loss at this distance is acceptably small.
A fiat plate, M4, reflects the RF beam downward along
the antenna azimuth axis to the pedestal room, with focal
point F_ about 85 in. (,,_2 m) above the azimuth floor and
about 195 in. (_5 m) above the pedestal room ceiling.
A significant decision was whether to locate the feeds
on the alidade at focal point F2 (requiring 29-dBi gain
feeds) or in the pedestal room under the antenna, using
focal point F3. Despite an additional RF loss going from
F2 to F3, the clear advantages of using the pedestal room
(more available space, no cable wrap across the azimuth
axis, smaller feeds required, etc.) led to its selection. The
stable environment of the pedestal room was a major de-
terminant.
Only X- and Ka-bands are planned for Phase I oper-
ation of DSS 13. However, the design must have capa-
bilities for future S/X-, X/Ka-, C-, and Ku-band opera-
tions (S-band is 2 GHz, C-band is 4-6 GHz, and Ku-band
is 13-15 GHz). Low-gain horns (,-_22 dBi) are desirable
for all frequency bands. A basic layout for the RF de-
sign in the pedestal room is given in Fig. 2. Mirror M5
is an ellipsoidal surface used for magnifying gain (reduc-
ing beamwidth) from 22 to 29 dBi and switching among
various horns by rotating M5 about the antenna aximuth.
Mirror M6 is a flat plate used to reflect the RF beam from
a vertically positioned feedhorn to Mb, with an angle 0 =
60 deg. The 60-deg angle is preferred because the existing
JPL dichroic plate is designed with a 30-deg incident an-
gle (equivalent to 0 = 60 deg). Therefore, the 0 = 00 deg
angle will be convenient for simultaneous operation (S/X-
and X/Ka-band) while reusing the existing JPL dichroic
technology. Even though a smaller angle of 0 would yield a
more symmetric beam pattern, angles smaller than 50 deg
will have shadowing problems among Mb, M6, and the
feedhorn. The curvature of M5 is determined by placing
the near-field phase center of the 22-dBi X-band horn at a
focal point of M5 (F3) and calculating the field at M3 by
using PO. Iteration continues by changing the surface cur-
vature of M5 until the scattered field has an average edge
taper at M3 of about -23 dB. The mirror M5 is adjusted
vertically until the best-fit phase center of the scattered
field of M5 overlays F2. The curvature and position of M5
are designed at X-band, and there is no vertical adjust-
ment of the mirror for other bands. The Ka-band horn
(or other high-frequency horns) must be defocussed and
the gain increased slightly (from 22 to 23 dBi) to approx-
imate the same edge taper and best-fit phase center as at
X-band. The detailed RF design layouts in the pedestal
room for X- and Ka-bands are shown in Figs. 8 and 9.
There are small lateral translations of the feedhorns to
compensate for radiation pattern asymmetry due to the
surface curvature of mirror M5.
The theoretical performance of the BWG system is de-
termined by using various combinations of analytical soft-
ware, as described in [3] and [4]. Figure 10 shows the mea-
sured pattern of the input of the 22-dBi horn fed at F3, the
calculated output of the ellipsoid at F2, and demonstrates
the X-band gain-magnifying (beamwidth-reducing) prop-
erty of the ellipsoid. Figure 11 shows the X-band output
of the BWG at F1 compared with both the calculated in-
put at F2 and the measured 29-dBi horn. Figure 12 shows
a comparison of the E- and H-planes of the BWG out-
put. The system is designed to image the 29-dBi horn of
Fig. 5 at the input to the dual-reflector system. Figure
13 shows the input and output of the BWG at Ka-band
and illustrates the nearly perfect imaging properties of the
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paraboloid pair. Figure 14 is a comparison of the 29-dBi
horn and the BWG feed for the dual-reflector system at
X-band.
E. Bypass BWG Design
A general layout of the bypass BWG is shown in
Fig. 15(a). All mirrors rotate in the elevation plane except
M10. To allow enough clearance between mirror M10 and
the elevation bearing, a bypass BWG vertical tube must
be positioned at Hoop 6, which is about 403 in. (-_10.2 m)
from the antenna center line. A retractable flat plate, M7,
is out when the center-fed BWG mode is used. Mirrors
M8 and M9 are paraboloidal surfaces positioned to sat-
isfy Mizusawa's conditions. The mirrors M7, M8, and M9
are attached to and move together with the main reflector
structure. A flat mirror, M10, is attached to an eleva-
tion bearing; it is not rotated with elevation rotation (but
moves with azimuth rotation) in order to have a focal point
F4 always pointing straight downward to the alidade plat-
form. By carefully adjusting Ls and L6 so that the distance
from F1 to the mirror M8 is equal to 260 in. (6604 mm),
the paraboloidal mirrors M8 and M9 are identical to the
mirrors M2 and M3 in the center-fed BWG design. Thus,
there are four identical curved mirrors in this double BWG
feed system.
The value of Ls used in this design is 290.645 in.
(7382 ram), which is the same as the spacing between mir-
rors M8 and M9. There is also enough clearance between
an incident ray at the lower rim of M8 and the rim of the
opening hole on the surface of the main reflector. Fig-
ure 15(b) shows detailed dimensions of the bypass BWG
design. Observe that the bypass performs slightly better
than the center BWG, due to the absence of the ellipsoidal
magnifier mirror and the shorter main path (290 versus
360 in.).
F. Microwave Performance Summary
Table 1 lists the BWG losses at X- and Ka-band for
both BWG systems and shows the reference HEF perfor-
mance. The loss due to spillover was calculated with the
assumption that the mirrors are in free space and that the
energy not impinging on the mirrors is lost.
II. Conclusions
The new 34-m antenna fed with either a center or by-
pass BWG will lose 0.2 dB or less, as compared with a
standard-fed Cassegrain antenna at X- and Ka-bands. The
antenna is currently under construction and is scheduled
to be completed in July 1990. Phase 1 of the project will
provide independent X- and Ka-band receive-only opera-
tion. Phase 2 of the project will provide for simultaneous
S- and X-band or X- and Ka-band operation, and the de-
sign is currently under way.
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Table 1. Beam wavegulde performance*
Gain, dBi
Frequency, (100 percent
GHz efficient)
HEF DSS-13 DSS-13
Cassegrain Bypass BWG Center-fed BWG
Portion Paxaboloid Ellipsoid
Gain, dBi Gain, dBi due to Gain, dBi spill spill
spiUover portion portion
8.45 69.57 69.21 69.13 -0,06 69.06 --0.05 -0.06
X-band
31.4 80.98 80.62 80.55 -0.06 80.42 -0.03 -0.03
Ka-band
*Losses due to surface rms, BWG mirror misalignments, subreflector support blockage, and feed system I2R are
not included.
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A two-telescope system for a deep space optical communication receiver is pro-
posed. To substantially improve the overall receiver efficiency, the design reserves
the large telescope for signal-detection purposes only. A small diffraction-limited
telescope is introduced to accomplish the task of navigational tracking.
I. Introduction
A 10-m hexagonally segmented Cassegrain optical tele-
scope has been proposed for use as an Earth-vicinity
receiver for laser communications from planetary space-
craft [1-3]. Such a reception station on the ground may
provide, for example, a channel capacity of 5 Mbits/sec for
a 0.3-m-diameter transmitter at Mars. Even though the
first reception station will be ground based, the goal is to
develop and demonstrate technology which can be used to
put a telescope into Earth orbit to avoid the deleterious
effects of the atmosphere on optical communications. The
technology has to be economical enough to allow replica-
tion for either a ground- or a space-based network.
The present design requires a demonstration of direct
detection of optical signals for typical data rates from plan-
etary spacecraft in the presence of considerable solar back-
ground interference, and also the ability to acquire and
track spacecraft signals relative to the stellar background
by means of a single 10-m telescope. Since the two func-
tions have somewhat different requirements, the necessary
compromises are likely to make the system less efficient.
This difficulty can be avoided by including a well-corrected
second telescope that is roughly one meter in diameter at
a relatively small cost to the system, to accomplish the
acquisition and navigational tracking of spacecraft, which
leaves the larger telescope for signal-detection purposes
only. The following sections discuss the motivation for
and the design aspects of a two-telescope optical reception
station.
Note that the introduction of a small, well-corrected
telescope cannot contend or compete with the signal-
detection capabilities of the large telescope. For short sig-
nal pulses, the small telescope will become photon starved
for most ranges of interest. It is only when the integration
times can be long, as in the case of navigational tracking,
that the small telescope becomes a useful tool by provid-
ing a good signal-to-noise-ratio (SNR) for daytime obser-
vations. The introduction of a small telescope also pro-
vides an opportunity to optimize the design of the large
telescope for communications. The following discussion fo-
cuses only on the navigational tracking of the spacecraft
and describes derivative benefits for the receiver system if
a two-telescope approach is adopted.
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II. System Design with Two Telescopes
A. Motivation
The cost of a telescope depends heavily on the size and
the surface accuracy of the primary mirror. A large col-
lector area (primary) is needed to ensure that there are
enough photons per signal pulse for the detector. The im-
age quality, however, can be sacrificed by accepting a high-
surface-tolerance primary. The present design and cost
analysis permit a primary with a root-mean-square toler-
ance of about four wavelengths in the visible range. Also,
the design envisions a fast primary (f/0.5), and no active
or adaptive figure-control mechanism for the correction of
gravity sag and other tilt errors. Such decisions consider-
ably reduce the cost of a complete system; however, the
expected spot size at the focus becomes quite large. Cal-
culations show that the contribution to the blur circle by
the mirror surface roughness alone will have a half-width,
half-maximum (tlWttM) angle of about 50 grad for a point
source. A further deterioration of similar magnitude is ex-
pected due to the gravity sag, atmospheric seeing, and
other errors, making the eventual system IIWttM angle
for the blur circle about 100 grad.
Radiant intensity (watt/steradian) at the focus is pro-
portional to Ac/¢ 2, where Ac is the area of collection for
tile mirror and ¢ is the blur circle HWItM angle for a
point source. Tile HWHM blur angle for a diffraction-
limited 1-m telescope is largely determined by atmospheric
conditions. Hence, everything else being the same, the ra-
diant intensity for a diffraction-limited 1-m telescope with
a nominal ¢ _- 3 grad will be about 10 times higher than
that for a 10-m telescope with ¢ _ 100 grad. Under ad-
verse atmospheric conditions (seeing ¢ -_ 10 grad), which
may occur less than 10 percent of the time during the
midmornings and the late afternoons at well-chosen sites,
the smaller telescope can do no worse than the larger tele-
scope. Such extreme conditions, however, can be avoided
by scheduling the acquisition and tracking events at other
times.
For the large, one-telescope system, when the task of
navigational tracking of the spacecraft coordinates at the
tracking detector is to be performed simultaneously with
the gathering of signal photons at the communications de-
tector, only a small fraction of the collected light can be
directed to the tracking detector without jeopardizing the
prime function of the telescope. Assuming l0 percent of
the light for the one-telescope system going to tile track-
ing detector, tile radiant intensity for the small telescope,
which is dedicated to navigational tracking only, can be
100 times higher than that of the large telescope, ttow-
ever, calculations in Section B of this article ignore this
fact and assume that all the light collected by the large
telescope is available for navigational tracking.
Use of a two-telescope arrangement provides a num-
ber of opportunities to optimize the design of each of the
telescopes for its designated function. Some of these re-
finements, which may substantially improve the system
sensitivity, are discussed in the following paragraphs.
The less efficient broadband optical coating required to
image starfields for acquisition and tracking for the 10-m
telescope can be discarded in favor of a highly efficient nar-
rowband optical coating specific to the signal wavelength.
Tile reflectance per surface can go up from about 0.75 to
0.98, resulting in (1) an increase of more than 1 dB per
surface in the available radiant intensity at the signal de-
tector, and (2) a substantial decrease in out-of-band back-
ground noise, which may help simplify the post-tertiary
optical design.
Tile stray-light rejection capabilities for the system can
be much higher. Since the small telescope, with its broad
field of view (FOV), is now used for blind pointing, acqui-
sition, and tracking, the FOV of the large telescope can
be decreased to limit stray light, albeit at. the expense of
introducing some complexity by requiring a mechanism to
transfer accurate position coordinates from the small to
the large telescope.
Indeed, some form of restriction on the telescope pass-
band or on the FOV, or both, may be necessary to protect
the post-tertiary optics for a one-telescope receiver. Un-
der certain conditions, tile collected energy for the 10-m
telescope for daytime observations can be several watts.
Special schemes n-my have to be devised to protect the
detectors and to dissipate the heat generated.
Post-tertiary optics are further simplified as there is
no need for a removable beam deflector with its random
mechanical placement errors to direct the beam to the
tracking detector, when intermittent acquisition and track-
ing updates are required. The case of a permanent beam
splitter for continuous tracking has already been discussed
above.
B. Telescope Performance for Navigational Tracking
The baseline parameter values for deep space opti-
cal communications envisioned for Moon-Earth, Mars-
Earth, Saturn-Earth, and the Thousand Ast.ronomical
Units (TAU) missions are given respectively in columns A,
B, C, and D of Table 1. Using the parameter values given
in Table 1, the received signal flux and the correspond-
ing number of photoelectrons per second generated at. the
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detector (as well as a number of other relevant quantities)
can be calculated by the computer program [4]. Data from
this program are obtained for the typical link profiles de-
scribed in Table 1, which are then used in the SNR formula
developed below to calculate expected SNR for the tele-
scopes in question in the presence of typical daytime and
nighttime background noise.
1. SNR calculation. If ns is the total number of
signal photoelectrons per pixel at the detector, and rib,
nth, rid, and nr represent sky background, thermal, dark-
current, and readout noise photoelectrons per image spot
size of a point source respectively, then the SNR is defined
as
SNR = n,
[ns + nb+ nth +nd + nr] 1/_ (1)
For observations in the visible spectral range, the noise
contribution from the thermal and the dark-current noise
is very small compared to the readout and the sky back-
ground noise, and will be ignored. Define the following
variables:
A = signal wavelength, nm
t = integration time, sec
r/d ---
Fir _-
6A =
AA =
Earth-atmosphere transmission efficiency
detector quantum efficiency
receiver optics efficiency
source-laser bandwidth, nm
filter bandwidth centered about A and
6A C AA, nm
A s
Fs =
g
signal-laser spectral flux, W/(m 2. nm)
noise-equivalent sky area, sr
sky-background spectral flux per solid angle,
W/(m 2. nm. st)
average number of photons/joule about
wavelength A
Neglecting nth and rid, and expressing the signal and the
noise photocounts in terms of the variables defined above,
Eq. (1) can be rewritten as
SNR = KfL6A
[K(fLSA + AsFsAA) + n,.] 1/_ (2a)
where Ac is the primary collector area as defined earlier,
and K = NrldrbrlaA ft.
Photoelectron counts per second per pixel due to the
readout noise are about seven counts for a typical charge-
coupled device detector. Allowing for a 50-msec integra-
tion time and a 4-pixel image size for a point source, the ex-
pected number of photoelectrons from the readout noise is
found to be about 1.5 photoelectrons per integration time.
Using nighttime sky background radiance given in Table 1,
the corresponding number of photoelectrons for the small
telescope is found to be 0.2 per 50-msec. The number of
photoelectrons due to the sky background collected by the
small telescope during the daytime and by the large tele-
scope during the daytime as well as the nighttime is very
large compared to all other noise sources discussed above.
Therefore, for the large telescope at all times and for the
small telescope during the daytime, the above equation
can be further reduced to
SNR = Kll2fL6A
[fLSA + AsF, AA] 1/2 (2b)
Determination of the effective noise area, As, that con-
tributes to sky background noise is a difficult problem. It
has been shown that Aa = 2.28r¢ 2 is a good approxima-
tion as long as the pixel size is less than the blur radius (¢
in radians), and a two-dimensional Gaussian point-spread
function is assumed [5-7]. This expression for the noise-
equivalent area will be used to calculate specific results
below.
The resonant frequency of the telescope structure, in
the absence of active controls and involved post-processing
of signals, determines the longest integration time. The
maximum resonant frequency for the 10-m telescope struc-
ture, which may also house the tracking telescope, is ex-
pected to be about 5 ttz. Using a factor of four for safety,
an integration time of 50 msec (20 Hz) can be used. Fur-
ther improvement in the SNR is possible if some shuttering
scheme is devised to prevent background light from reach-
ing the detector when the signal pulse is not expected.
The length of time which the detector can remain shut-
tered can be a large fraction of 50 msec, as the pulsewidth
is likely to be much smaller (--, 10 ns) than the dead time
between pulses (-,, 100 psee). However, no such shuttering
scheme is assumed in the following examples.
An optical communications link program in [4] is used
to calculate the expected signal power and the corre-
sponding photoelectrons generated at the detector for the
link profiles given in Table 1 for both the 1-m and the
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10-m telescopes. These results are then used in con-
junction with Eqs. (2a) and (2b) above to obtain SNR
estimates for both the daytime and the nighttime sky-
background radiances. In the case of nighttime calcula-
tions for the Moon-Earth, Mars-Earth, and the Saturn-
Earth links, the presence of the Moon, Mars, and Saturn,
respectively, in the background is assumed. A number
of additional calculations using the TAU link profile for
ranges between 50 and 1000 AU was also made.
The results for the nighttime and the daytime perfor-
mance of the two telescopes are summarized in Figs. 1 and
2. In these figures, links A, B, and C assume the presence
of the Moon, Mars, and Saturn, respectively, in the re-
ceiver field of view. Links D1, D2, D3, and D4 represent
link-profile D in Table 1 with 50, 100, 500, and 1000 AU
range, respectively. The SNR for the 1-m telescope for link
profiles A through C for both the daytime and the night-
time observations remains higher than unity. Calculations
with tile TAU profile for the 1-m telescope were made only
up to a range of 500 AU, where the signal photoelectrons
begin to be comparable to the threshold of detection. In
all cases except the daytime result at 500 AU, the SNR
is found to be better than unity for the 1-m telescope.
For tile 10-m telescope, the nighttime SNR is higher than
with tile 1-m telescope for all link profiles considered. The
daytime SNR for the Earth-Saturn and the TAU links,
however, falls short of unity. Note that use of the same
expression for As and the assumption that the entire sig-
nal power is focused on the tracking detector for the 10-m
telescope may not be accurate, thereby overestimating the
SNR for the larger telescope.
2. Navigational tracking and star magnitudes.
To gain a sense of the magnitude of a star that may be
visible to the telescope for navigation, Eq. (2b) may be
expressed, in terms of star magnitudes, as follows:
[(SNR)2( (4IfNF_A')II_}]
rn=-2.5log [ 2F, n 1+ 1+ (SNR)2
(z)
where m is the visual magnitude of a star and n = 108 pho-
tons/(sec.m s •nm) is the canonical value at the top of the
atmosphere for a zero-magnitude A0 star at 550 nm. Note
that the passband for both the navigational star and the
background noise is limited by A), = 200 nm. This pass-
band essentially represents the width of a V-filter, which is
designed to cover the visible spectral range, and is widely
used for star-tracking purposes. For SNR = 1, the above
equation can be simplified to give
m=-2.5log _ I+(I+4KNF, A,) t/2 (4)
For the typical parameter values pertaining to the
tracking telescope and the communication channels given
in Table 1, a star brighter than magnitude 13 will be visible
to the 1-m tracking telescope with an SNR of unity before
the threshold of detection is reached for nighttime observa-
tion. The corresponding number for the 10-m telescope is
found to be magnitude 18. During the daytime, the small
telescope can see a star of magnitude 10 or brighter with
an SNR of unity, which is better than the performance of
the large telescope with a large blur radius by one visual
magnitude.
C. Other Design Aspects
The size of tile proposed secondary for the 10-m tele-
scope is 1.1 m. The 1-m acquisition and tracking telescope
can fit nicely on top of the secondary, but well inside tile
proposed sunshade for the large telescope to use it as pro-
tection against direct sunlight. This will make for a com-
pact system. The two telescopes can be mounted rigidly
with respect to each other and aligned, making tile prob-
lem of angle transfer relatively simple.
It may also be possible to use the 1-m telescope as the
uplink transmitter by including an uplink laser with steer-
ing mirrors for the point-ahead.
III. Conclusion
In a two-telescope design for a deep space optical com-
rnunication reception station, each of the two telescopes
can be optimized for its appointed function. This config-
uration provides a better daytime SNR and an adequate
nighttime SNR for most missions within the solar system.
Ilowever, it fails to perform well for the TAU link because
the photon-collection capabilities of the small navigational
telescope are limited. With a two-telescope system, how-
ever, a detection-sensitivity gain of several decibels can be
achieved by specific tailoring of the large telescope for com-
munications. It is concluded that for most planetary ntis-
sions, adopting a two-telescope system, which may raise
the system cost by about two percent, can substantially
improve system performance.
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Table 1. Optical communication link parameters
Parameter name
Value a
A B C D
Transmitter characteristics:
Aperture diameter, m 0.05 0.3 0.3 1.0
Central obscuration diameter, m 0 0.06 0.06 0.2
Optics efficiency 0.65 0.65 0.65 0.65
Beam width, ttrad 15 3 3 0.55
Root-mean-square pointing bias error, _rad 1.5 0.3 0.3 0.05
Root-mean-square pointing jitter, ttrad 1.5 0.3 0.3 0.05
Average laser output power, W 0.1 2 2 10
Laser wavelength, nm 850 532 532 532
Laser pulse-width, us 10 10 10 10
Channel characteristics:
Earth atmosphere transmission 0.5 0.5 0.5 0.5
Range, astronomical units 0.0026 1.5 10.5 <_1000
Daytime typical sky background radiance,
W/(m 2. sr. nm) 0.2 0.2 0.2 0.2
Nighttime typical sky background radiance, b
10-8W/(m 2. sr •nm) 0.476 0.476 0.476 0.476
1-meter telescope characteristics:
Aperture diameter, m 1 1 1 1
Central obscuration diameter, m 0.3 0.3 0.3 0.3
Nominal HWHM image radius for a point source, ktrad 3 3 3 3
Optics efficiency 0.4 0.4 0.4 0.4
Detector quantum efficiency 0.5 0.5 0.5 0.5
Filter bandwidth for spacecraft tracking, nm 0.1 0.1 0.1 0.1
Filter bandwidth for navigational startracking, nm 200 200 200 200
10-meter telescope characteristics:
Aperture diameter, m 10 10 10 10
Equivalent obscuration diameter, m 4.3 4.3 4.3 4.3
Nominal HWHM image radius for a point source,/Jrad 100 100 100 100
Optics efficiency 0.4 0.4 0.4 0.4
Detector quantum efficiency 0.5 0.5 0.5 0.5
Filter bandwidth for spacecraft tracking, nm 0.1 0.1 0.1 0.1
Filter bandwidth for navigational star tracking, nm 200 200 200 200
The letters A, B, C, and D represent Moon-Earth, Mars-Earth, Saturn-Earth, and the Thousand Astronomical
Unit (TAU) communication link, respectively.
bThe nighttime sky background radiance given here corresponds to a star of visual magnitude 21.25 per arcsec 2
area in the sky.
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System: Range, Range Rate, and Differenced
Range Observables
W. M. Folkner and M. H. Finger
Tracking Systems and Applications Section
Future missions to the outer solar system or human exploration of Mars may
use telemetry systems based on optical rather than radio transmitters. Pulsed laser
transmission can be used to deliver telemetry rates of about 100 kbits//sec with an
emciency of several bits for each detected photon. This article discusses navigational
observables that can be derived from timing pulsed laser signals. Error budgets are
presented based on nominal ground station and spacecraft-transceiver designs. As-
suming a pulsed optical uplink signal, two-way range accuracy may approach the
few-centimeter level imposed by the troposphere uncertainty. Angular information
can be achieved from differenced one-way range using two ground stations with the
accuracy limited by the length of the available baseline and by clock synchroniza-
tion and troposphere errors. A method of synchronizing the ground station clocks
using optical ranging measurements is presented. This could allow differenced range
accuracy to reach the few-centimeter troposphere limit.
I. Introduction
Advanced spacecraft require increasingly higher teleme-
try rates to cope with the needs of more sophisticated sci-
entific instruments. Increasing the frequency of tile teleme-
try carrier generally increases the data rate by providing
more power at the detector due to reduced diffraction-
limited beam divergence. Changing the carrier from the
radio to the optical band can improve the received-to-
transmitted power ratio due to the much higher frequency.
Coupled with conversion efficiency approaching 50 per-
cent for solid-state lasers, there is a potential for reduced
spacecraft weight and power requirements for a given data
rate [1]. New modulation techniques can be employed with
an optical telemetry system. Pulse-position modulation
(PPM), in which characters are encoded in the arrival
times of narrow laser pulses, is being considered for use
in the outer solar system.
Spacecraft navigation is based largely on observables
derived from the telemetry system. Several observables
are available fi'om an optical PPM system. In this ar-
ticle, the potential accuracy of tracking observables de-
rived from the timing information available fi'om PPM
signals is examined. These observables include two-way
range and differenced one-way range (DOR). The range
rate can be derived from the range measurements. These
observables correspond to existing radio metric data types.
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While optical telemetry systems are under development,
there may be a number of "hybrid" missions where normal
radio metric data are available. The optical tracking tech-
niques should be explored during these missions since they
may provide greater accuracy and may eventually provide
stand-alone capability. A new tracking data type is an
astrometric angular measurement between the spacecraft
and a target solar-system body. 1 Since most solar-system
bodies are not bright in the radio band, this data type has
not previously been available. Astrometric tracking is not
considered in this article.
Optical systems suffer much more than radio systems
from weather and daytime degradation. Sufficient reduc-
tion of daytime skylight may be attained through use of
sun shades and narrow bandpass filters [2,3]. The use of a
number of sites a few hundred kilometers apart may pro-
vide adequate freedom from cloud cover. Investigations
into cloud statistics at candidate sites are proceeding [4].
The alternative to acceptable ground stations is the use of
an orbiting communications facility. This alternative will
be more expensive and more difficult to maintain and up-
grade. For the purposes of this article, it is assumed that
ground stations will provide adequate communications ca-
pability. The optical tracking observables will be available
under standard telemetry conditions, including clear day-
time conditions.
The accuracy of optical observables will depend on the
parameters of the telemetry system, ttowever, there is as
yet no well defined design of a complete optical teleme-
try system. A nominal system providing a data rate of
100 kbits/sec from Saturn has been the basis of studies for
an optical spacecraft transceiver and ground receiving sta-
tions [2,3,5]. Tile parameters from these previous studies
have been adopted here, with extensions where necessary,
to examine the tracking observable accuracies. Some spe-
cific areas where additional assumptions were made are the
definition and performance of the detectors for the space-
craft and ground station aud the effect of the troposphere
on the uplink signals. Given signal-to-noise ratio and de-
tector performance sufficient for telemetry operation, the
DOR accuracy is likely to be limited by troposphere and
clock synchronization uncertainties, while two-way range
accuracy should be limited by troposphere and spacecraft
transceiver uncertainties. Designing the transceiver with
attention to minimization of the range error may allow
two-way range accuracy of _< 10 cm to be achieved.
The following section briefly describes the PPM teleme-
try system and the method proposed for deriving two-way
1G. Null, "Unique Earth-based Optical-Navlgation Data Types,"
JPL IOM 314.5-1292 (internal document), Jet Propulsion Labora-
tory, Pasadena, California, September 2, 1988.
range and DOR. The parameters of the telemetry system
assumed for this study are presented in Section lII. The
errors in the optical tracking observables include the uncer-
tainty in pulse arrival time (at the spacecraft and at the
ground station), instrumental delay uncertainties, media
delay uncertainty, and clock error. Station location and
Earth orientation uncertainties are not included, since for
spacecraft navigation these errors are counted separately.
The uncertainty in the pulse arrival time is due to photon
statistics and instrumental effects. The photon statistical
errors are discussed in Section IV. The success of satellite
laser ranging (SLR) suggests that the instrumental errors
can reach the subcentimeter level. In Sections V, VI, and
VII, preliminary error budgets for the optical tracking ob-
servables are presented. Synchronization of ground sta-
tion clocks is an important error source for DOR. In Sec-
tion VIII, a method to synchronize ground station clocks
through a combination of two-way and three-way range
measurements is presented.
II. Range Measurements from the PPM
Telemetry System
Figure 1 is a simplified diagram of the components of
the optical telemetry system. The spacecraft laser trans-
mits pulses at a wavelength of 532 nm through the dichroic
splitter and main objective towards the Earth. The beam
diameter at the Earth is comparable to the diameter of the
Earth (for the nominal spacecraft system at Saturn). This
requires the spacecraft to transmit to the predicted posi-
tion of the Earth. The spacecraft main objective is used
to collect incoming light from the Earth, most of which
is reflected by the two dichroic splitters into the track-
ing detector. The position of the Earth's image on the
tracking detector is used to determine the location of the
Earth and compute the correct pointing angle for transmis-
sion. Steering optics (not shown) are used to deflect the
outgoing laser beam by the correct amount. The track-
ing detector uses the visible portion of the incoming light.
The infrared portion is transmitted by the second dichroic
splitter for use by the uplink detector.
The ground receiver derives the telemetry from tim-
ing pulse arrivals. Since no imaging is necessary, the re-
ceiver can consist of a number of objectives added incoher-
ently. The Strawman receiver design consists of segments
of about 1-m diameter with a total collecting area equiv-
alent to a 10-m-diameter collector. A narrow band filter
(not shown) is inserted prior to the downlink detector to
subtract most of the light from the sky.
The uplink transmitter sends narrow pulses of infrared
light at 1060 nm for the uplink telemetry. The
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uplink transmitter need not be larger than 10 cm in di-
ameter since the troposphere smears the uplink beam by
an amount corresponding to the diffraction limit of an
objective diameter of 10 cm or smaller, depending on
weather conditions. For this article, an uplink data rate
of 0.5 kbits/sec with 10-ns-pulse widths and a PPM de-
coder on the spacecraft has been assumed. However, for
ranging purposes, no telemetry is required; only the abil-
ity to detect uplink pulses and trigger the downlink laser
is necessary. Even if no optical uplink telemetry capability
is needed, the addition of an uplink detector for ranging
purposes could be included.
PPM encoding/decoding is illustrated in Fig. 2. A
clock is used to define slots (time intervals) of equal width.
Tile transmitting laser is triggered in the middle of slot n,
where n ranges from 1 to the alphabet size 2 N. The receiv-
ing station clock is synchronized to the transmitter clock
to determine the time corresponding to the beginning of
slot 1. The detection of the pulse determines which PPM
symbol (out of 2N possible symbols) has been received.
The difference between the center of the received pulse
and the center of the slot is measured and used to keep
the receiver clock synchronized with the telemetry stream.
The detection of each pulse determines N bits of infor-
mation. In principle, N bits can be received for a single de-
tected photon. The desired telemetry rate and slot width
determine the number of pulses per second required. The
telemetry also includes error correction bits to achieve a
given error tolerance. The nominal downlink requirements
are a 100 kbits/sec data rate and a bit error rate of 10 -3.
Employing 7/8 Reed-Soloman encoding with these require-
ments results in a raw telemetry rate of 114.35 kbits/sec. 2
With 8 bits per PPM symbol, 14,294 pulses/sec are needed
to send 114.35 kbits/sec.
Figure 3 is a functional block diagram of the teleme-
try and ranging system. It is proposed that for ranging
purposes the spacecraft can be put into a mode in which
a single downlink pulse is sent for each detected uplink
pulse. This will interrupt the telemetry for the period of
the measurement, which may be on the order of a few sec-
onds. In this mode, the downlink pulse rate will be reduced
to the uplink rate. To avoid delay errors associated with
the PPM decoding and encoding steps, a bypass switch
can be used in ranging operation. DOR measurements
can be done by sampling the regular downlink telemetry.
A two-way range measurement is derived from the time
interval between the transmission of an uplink pulse and
2w. K. Marshall, "Using the Link Analysis Program with R-S En-
coded Links," JPL IOM 331-86.6-202 (internal document), Jet
Propulsion Laboratory, Pasadena, California, August 1,1986.
the reception of the corresponding downlink pulse. The
time of the uplink pulse is determined by deflecting part
of the uplink signal into a separate detector and time tag-
ging the output following an amplifier and shaping circuit.
This method avoids the uncertainty in the laser response
that might be a problem for a high-power uplink laser. The
spacecraft receives the uplink pulse at the uplink detector.
The shaping amplifier produces a signal that, fed through
the range switch, can be used to trigger the laser. The
signal adder allows the spacecraft laser to be triggered by
uplink ranging pulses or downlink telemetry signals. The
returned ranging pulse is detected by the downlink detec-
tor, followed by an amplifier, and time tagged. A two-way
range measurement is derived from tile difference between
the time tags for each uplink pulse and its corresponding
downlink pulse. Range ambiguities can be easily resolved
by imposing a pattern (ranging code) on tile times of the
uplink pulses.
Many error terms will be reduced by the square root of
the number of measurements, so that in a short time the
range error will be dominated by systematic effects such
as the error in the troposphere model and instrumental
biases. The number of measurements per second will be
set by the uplink laser pulse rate. In the example included
here, the uplink pulse rate of 63 Hz supplies a telemetry
rate of 0.5 kbits/sec given a PPM alphabet size of 256
(8 bits/pulse).
DOR would be derived by time tagging downlink pulses
from the downlink telemetry stream at two ground sta-
tions. The DOR error is likely to be dominated by the
uncertainty in clock synchronization between the two sta-
tions. The angular accuracy depends on the separation of
the ground stations. For the diffraction-limited spacecraft
objective of 30-cm diameter, the beam diameter at the
Earth is 650 km when the spacecraft is 1 AU from Earth.
The beam diameter increases to 6500 km at 10 AU. tlow-
ever, a focal length adjustment may be included on the
spacecraft to optimize power delivered to the ground sta-
tion. This possibly could be used to deliberately spread
the beam for DOR measurements to increase the available
baseline at some cost in signal-to-noise ratio.
III. Nominal System Parameters
The parameters listed in Table 1 for tile PPM down-
link from Saturn are taken from the McDonnell Douglas
transceiver study [5] and Kerr's ground station design
[2,3]. The Communications Systems Research Section op-
tical link analysis program [6] was employed to design a
nominal uplink at 0.5 kbits/sec. The uplink parameters as-
sumed for this telemetry system are given in Table 2. The
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uplink power received will be affected by beam steering
and spreading due to the troposphere. These effects were
estimated by using a small uplink transmitter objective
(corresponding to 2-arcsec seeing) along with 0.5-arcsec
steering bias and 1-arcsec steering jitter.
The parameters listed in Tables 1 and 2 have been cho-
sen to provide a sufficient signal-to-noise ratio to meet
telemetry rate requirements in the absence of detector lim-
itations. The important parameters from the ranging per-
spective are the slot width, the number of signal photons
received per pulse, and the number of background pho-
tons per slot. The downlink background rate is due to the
daytime sky irradiance, ttere a value of 100 W/(pm m 2
steradian) at 532 nm was used for the sky spectral irradi-
ance [7]. Including the radiance of Saturn as a background
source would increase the background rate by less than
5 percent [8]. The uplink background rate is due to Earth-
shine. The spacecraft objective, which is assumed to be
diffraction limited, resolves the Earth out to 9.9 AU. That
is, the Earth fills the field of view of the spacecraft tele-
scope out to that distance. Thus, the background power
received by the spacecraft is independent of the distance
from the Earth up to that point. Therefore, the Earth
has been treated as an extended background source with
spectral radiance 6.5 W/(pm m 2 steradian) at 1060 nm
[9]. The background due to scattered sunlight, which will
depend on the sun shield design and objective quality for
the spacecraft transceiver, has been ignored.
The proper detectors for use at the ground station and
on the spacecraft have yet to be determined. Photomul-
tiplier tubes (PMTs) are used in satellite and lunar laser
ranging with timing accuracy better than the media error
[10]. Daytime SLR has been performed with PMTs with
good accuracy, although the gain of the PMT was reduced
due to the high background rate [11]. The quantum effi-
ciency of some PMTs at the downlink wavelength (532 nm)
is about 0.1 and may be high enough for telemetry op-
eration; if not, the quantum efficiency may be increased
through internal reflection techniques [12]. At the uplink
wavelength (1060 nm), the quantum efficiency of PMTs
is too low for use on the spacecraft. Instead, over-biased
avalanche photodiodes (APDs) are being investigated as
candidate detectors. These devices can have large quan-
tum efficiency at the uplink wavelength [13], very fast re-
sponse time [14], and low dark-count rate [15]. The dead
time of these APDs will probably make them unsuitable
for use on the ground station, but, since the uplink back-
ground rate is lower, the APD dead time may be tolerable
on the uplink.
For the rest of this article, the ground station detec-
tor is assumed to be a PMT with no dead time, linear
response, and an impulse response time much less than
10 nsec. The uplink detector is assumed to be an APD
with fast response time and dead time that is long com-
pared to the PPM symbol length (2.56 psec). The APD is
activated shortly before the expected time of arrival of the
PPM symbol and detects the arrival of the next incident
photon.
IV. Photon Statistics of Pulse Arrival
The error in determining the time of pulse arrival de-
pends on the detection strategy and the instrumental pa-
rameters. This section presents the errors due to pho-
ton statistics for particular uplink and downlink pulse-
detection algorithms. These algorithms are shown to be
adequate to derive precise range observables; they may not
suffice to derive the needed telemetry accuracy.
Statistical variations in the time of arrival of the first
photon in an uplink pulse result in jitter in the time of
transmission of the corresponding downlink pulse, while
background photons at the spacecraft can result in pre-
mature downlink pulses. Since the background rate at the
spacecraft is relatively low, the detector can trigger on the
first detected photon. The transmitted pulse shape is ex-
pected to have a flat top centered in the slot with some
rise and fall time. A particular example of a normalized
pulse shape is shown in Fig. 4, which is given by
1
f(T) - 7 nsec
0 r < 0
r/2 nsec 0 < r < 2 nsee
x 1 2 nsec< r < 7 nsec
(9nsec-r)/2nsec 7nsec<r<9nsec
0 9 nsec < r
(1)
which defines a 9-nsec-wide pulse to fit inside the 10-nsec
slot. Detecting the first photon instead of estimating the
center of the pulse introduces a bias that can be calibrated
out.
To determine the photon statistical error in triggering
on the first detected photon, the probability distribution
of the time of detection of the first photon is derived. The
detector is activated at time l_gat e before to, the time of
arrival of the pulse. Let PI(t) be the probability that the
first photon arrives at time t, where tgate < t. The mean
number of detected photons expected in the interval from
tgate to a later time ti is
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ft tlN(t,) = [U,, + S_,/(t - to)]dr (2)
ga.te
where Bu is the background rate as seen by the uplink
detector and Su is the average number of detected signal
photons per pulse. According to Poisson statistics, the
probability of no photons being detected ill the interval
tgat e to t 1 is e -N(tl) [16]. Then the integral of Pl(t) is
given by
r, Pl(t)dt = 1 - e -N(t') (3)
gate
since the probability that tire first photon arrived by tl is
1 minus the probability of no photons arriving before time
tl. Thus, Px(t) is given by
0 (1--e-N(q)) tl= tPl(t) = _aa (4)
The distribution Pl(t) for the pulse shape given above
and the uplink source and background rates given in Sec-
tion II are shown in Fig. 5. The value of 1.2 /tsec for
/0--/gate has been used as an example. Nine-tenths percent
of the distribution is due to the detection of a background
photon before the pulse's arrival, while less than one-tenth
percent is due to background photons being detected after
no signal photons were detected. Tile remaining portion
of tire distribution is contained in a narrow peak with a
mean of 2.1 nsec after the pulse arrival and a variance of
(1.3 nsec) 2. This error will decrease as 1 over the square
root of tire number of measurements.
An important consequence of the first-photon detection
algorithm is that the mean of the distribution depends
on the power level of the received signal. If the number
of detected photons per pulse changes by 10 percent, the
distribution mean changes by 0.19 nsec. An estimate of
the detected nplink power level can be made by analyzing
the shape of the range distribution. Alternatives to doing
this include shortening the uplink pulses, increasing the
uplink laser power (which lowers the first photon shift with
respect to power level change), or using a detector that can
respond to more than one photon per uplink pulse.
At the ground station, the background rate is too high
to simply detect the arrival of the first photon in the pulse.
If the arrival of each photon could be time tagged, the
maximum likelihood estimator could be used to estimate
the pulse arrival time [17]. This procedure consists of
maximizing the likelihood function L where
In(L) = In 1 + f(tk -- i )-_d + constant
k=l
(5)
where L is the a posteriori probability that a set of photon
detection times tk would result from a pulse arriving at
time i given the background rate Bd, the expected number
of photons in the pulse Sa, and the number n of photons
detected in the gating window.
Although time tagging the arrival of each photon might
be prohibitively difficult, Eq. (5) can be viewed as speci-
fying an optimal pulse-shaping filter that has an impulse
response proportional to In(1 + f(t)Sa/Bd). Detection of
the peak time of a signal resulting from the detector fil-
tered in this manner results in the maximum likelihood
estimate of the pulse arrival time.
The statistical error in this estimation of the pulse ar-
rival time is given by [17]
1 2
ai"'7 = f Bd + Snf(t) dt (6)
For the pulse shape given by Eq. (1) and tire downlink
signal and background rates given in Section If, this results
in a single measurement tinting error of 0.38 nsec.
V. Two-Way Range Error Budget
An analysis of detected minus predicted downlink pulse
arrival times will reflect the combined effects of error in
the time tagging of the uplink pulse, pulse detection jitter
at the spacecraft, the downlink pulse arrival time error,
and media delay errors. A small percentage of the dif-
ferences will be spread out in a flat distribution due to
background photons at the spacecraft, but 99 percent will
be contained in a central peak. Differences outside this
region of the distribution will be rejected in the analysis
algorithm. Estimation of the center of this peak gives tire
spacecraft range and range error.
The components of tire range error are listed in 'Fable 3.
Most of the error terms are random and will be reduced
by the square root of the number of independent measure-
ments. A separate measurement can be made for each
uplink pulse occurring at the rate of 63 tlz. The largest
random errors are due to photon statistics, so each mea-
surement should be independent for those errors. The ran-
dora instrumental errors may decrease more slowly since
there may be correlation times longer than the interval
between pulses. A bias error is introduced by the uncer-
tainty in the troposphere delay derived from a model of tire
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troposphere and meteorological measurements. Other sys-
tematic errors include the ground station and transceiver
instrumental biases. Instrumental errors are often given
in time units. Since each time error contributes to the
round-trip light time error, the range error is given by 1/2
the time error times the speed of light.
The start time error is associated with the time tag-
ging of a sample of the uplink pulse. Relying on the ex-
perience of SLR measurements, it is supposed that the
ground station systematic errors can be calibrated, by us-
ing a fixed reference or a well-known Earth-orbiting target,
to a level below the troposphere bias error. The random
detection errors come from the photon statistics, the PMT
jitter, and the electronics jitter. The photon statistical er-
ror for tile downlink reception derived in Section IV was
0.38 nsec, corresponding to 5.7 cm. For simplicity, the
same value is used for the statistical component of the
start time, although a stronger signal could be available.
The PMT jitter for a 27 photoelectron event of 3.3 cm is
taken from SLR measurements [10]. SLR systems may
use a constant-fraction discriminator (CFD) following the
PMT, with 0.2 cm error [10]. IIere a value of 100 ps or
1.5 cm is included, representing 1/10 of the rise time of
a shaping amplifier with 1 GIIz bandwidth. The Itewlett
Packard 5370A time interval unit has 100 ps accuracy [10],
which is included here as the time-tag error.
The troposphere bias error is 1 cm at zenith for the
SLR troposphere model [18]. The error will be different
on the uplink and the downlink since several hours may
separate them. Two-color measurements, possibly to an
Earth-orbiting satellite, could be used to reduce the tro-
posphere bias error if required. The fluctuating component
of the troposphere is not very important for the two-way
range measurements [19].
The photon statistical error at the spacecraft was dis-
cussed in Section IV. The 1.3-nsec error corresponds to a
range error of 19 cm. The dark-count rate of the detector
is ignored here since for some APDs the dark count can
be made as low as 100/sec [15], which is lower than the
uplink background rate. For the APD jitter, a value of
2.3 cm is used, which is the upper limit reported by Cova
[14]. The output from an over-biased APD is assumed to
be input to a CFD with a jitter of 0.2 cm. For ranging
purposes, the discriminator output could be input directly
to tile laser modulator driver. The path time from tile
APD to the modulator driver can be quite short, perhaps
10-20 nsee. With proper temperature control and testing,
the systematic delay error may be about 1 percent of the
delay, corresponding to 3 cm. This value is entered as the
electronics bias in Table 3. The error between triggering
the laser modulator and the output light pulse depends
on the laser design. Table 3 includes 23 cm (1.5 nsec) for
the random error that is reported for a particular cavity-
switched laser used for SLR [10]. The systematic error in
the modulator driver can be calibrated out in SLR sys-
tems. For the spacecraft laser, an appropriate error will
have to be derived from tests on candidate lasers. A value
of 0.2 nsec (10 percent of the rise time) is included in
Table 3 for the systematic laser error.
The downlink troposphere error is the same as the up-
link error used above. The reception error is identical to
the start-time error. The final error term in Table 3 is the
clock error in keeping track of time between range trans-
mission and reception. If the clock accuracy is 1 part in
1014 for the round-trip light time to Saturn, the range error
is 10 -14 times the Earth-Saturn distance (10 AU), which
is 1.5 cm. Current hydrogen maser stabilities are better
than this over the round-trip light time. 3
Examination of the terms in Table 3 shows that the
random errors drop below the few-centimeter level after a
few seconds, assuming 63 independent measurements per
second. Due to correlations between measurements, the
instrumental errors may drop more slowly, but SLR re-
sults suggest that the random instrumental errors drop
below the few-centimeter level in a reasonable time pe-
riod (a few minutes). The systematic errors listed are at
the few-centimeter level, indicating that an overall range
error of less than 10 cm may be possible. This is compara-
ble to the radio metric accuracy range one might achieve
with a dual-frequency digitized system [20]. The most
important unknown systematic effects are the detection
algorithm and the laser modulator response. Tests of can-
didate spacecraft detectors and lasers will have to be per-
formed to substantiate these numbers.
VI. Range-Rate Error Budget
The two-way range algorithm used above returns
63 range points/sec. During 1 sec, the spacecraft
moves on the order of 1 kin, so a model for the spacecraft
motion is needed to fit expected versus predicted range
points. The difference in the range points can be fit to the
model to produce a measurement of range rate. At present,
radio metric Doppler data are the simplest and most re-
liable data type used in spacecraft navigation. IIowever,
the orbit analysis utilizes a Doppler measurement by inte-
3 B. Gutierrez-Lucas, Deep Space Network/Flight Project Interface
Design Handbook, Volume 1"."Existing Capabilities, JPL Publi-
cation 810-5, Rev. D, Section FTS-10 (internal document), Jet
Propulsion Laboratory, Pasadena, Califorttia, 1988.
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grating the measured velocity over a time interval to pro-
duce a difference in range at the times of the interval end
points. 4 If the optical telemetry system provides accurate
range reliably, there may be no need to derive a range-rate
measurement.
A least-squares fit to a sequence of (independent) range
points equally spaced in time (at 63 ]tz) can be used to
find the error in range rate. The error components of each
range point are given in Table 3. IIowever, most of the
range bias terms do not contribute to the range-rate error.
The troposphere bias enters only due to a change in eleva-
tion of the spacecraft; the resulting error is small compared
to the fluctuating troposphere. The systematic instrumen-
tal errors contribute depending on their time dependence.
Itere they are ignored, and only the random range errors
are considered as contributing to the range-rate error. The
range-rate error cr, is given by [16]
2 12cr_
av -- -At2 N 3 (7)
2 is the root-sum-square (RSS) of the randomwhere a"r
range point errors, At is the time interval between range
points, and N >> 1 is the number of range points. The
value of ar from Table 3 is 35 cm. With a rate of 63 ttz,
the range-rate error is
(T) -15av = 1.5 cm/sec s_c (8)
The error derived from Eq. (8) is less than 1 mm/sec after
a 30-see integration time.
VII. Don Error Budget
For a Don measurement, two stations time tag the
reception of downlink pulses. Differences in arrival times
between the two stations are calculated on a pulse-by-pulse
basis, and the distribution of these differences is analyzed
to determine the geometric delay. The photon statistical
error on this delay results purely from the downlink time-
of-arrival error at both stations. Since synchronization
with the uplink is not required, the measurement can be
made directly on the telemetry signal.
The errors for the Don measurement are listed in
Table 4. Since the downlink pulse rate is 14,000/see, the
4T. Moyer, Mathematical Formulation oJ the Double-Precision Or-
bit Determination Program (DPODP), 3PL Technical Report
32-1527 (internal document), Jet Proptflsion Laboratory, Pasa-
dena, California, May 1971.
statistical terms are insignificant after a 1-see integration
time. The dominant errors are the clock offset error and
the troposphere bias at each station. The global position-
ing system (GPS) is expected to be able to provide time
calibration to 1 nsec between stations [21], which corre-
sponds to the 30 cm in Table 4. The GPS is also expected
to establish the geocentric station coordinates to a few
centimeters [22]. One alternative to GPS clock synchro-
nization is fiber-optic connections between stations. Ex-
tending the fibers to several-hundred-kilometer baselines
with the necessary stability is not currently possible, but
may be in the future. Another alternative means of clock
synchronization is to use a combination of two-way and
three-way range measurements, as discussed in the next
section. This method may be able to establish intercom-
plex timing to the few-centimeter level.
Assuming that the clock synchronization problem can
be solved, optical Don measurements with few-centimeter
accuracy should be possible. The angular accuracy will
then be limited by the length of the available baseline.
A 3-cm Don measurement over a 300-km baseline corre-
sponds to a 100-nrad angular measurement, which is not
as accurate as present very-long baseline interferometry
measurements. Better angular resolution requires either
lower troposphere errors (assuming the clock error can be
reduced to the troposphere level) or longer baselines. A
3000-km baseline could fit in the continental U.S. and po-
tentially could provide measurements of about 10 nrad.
Mutual station visibility would be a concern since opti-
cal measurements are more susceptible to poor weather
conditions.
VIII. Clock Synchronization Using Range
Measurements
This section describes a method for clock synchroniza-
tion that is much like a differenced two-way range measure-
ment. In fact, a differenced two-way range measurement
can be derived from the same information. This particular
set of measurements avoids the problem of short station
overlap interval that occurs for a more straightforward dif-
ferenced two-way range measurement [23]. This synchro-
nization method is not unique to optical systems and may
have been considered for radio metric systems. There are
advantages to using this technique for the optical system:
using the same instrumentation avoids local time-transfer
stability problems, and this method could allow contin-
ual pointing at the spacecraft. The method is only out-
lined below. An error analysis would have to take into
account the uncertainties in the motions of the Earth and
the spacecraft, which are neglected here.
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The sequence of measurements is shown in Fig. 6.
Station A keeps time t, and station B keeps time t_. The
difference in the clocks Ar = t -t t is to be determined.
Initially, the spacecraft sends a pulse that is detected by
ground stations A and B. Each ground station records the
time of pulse arrival (Fig. 6a). Station A records the time
as tl, while station B records the time as t]. After re-
ception of the spacecraft pulse, each station sends up a
pulse to the spacecraft, recording the times as t2 and t_
(Fig. 6b). The time between downlink pulse reception and
uplink transmission is taken to be short enough that the
troposphere path delays at each station (Pa and pn) are
the same for the uplink and the downlink. The spacecraft
returns each uplink pulse after an instrumental path de-
lay s. The times of reception of these two returned pulses
are recorded at station A as tZA and t3B (Fig. 6c). In the
meantime, station B could have set.
For the present, the rotation of the Earth and the mo-
tion of the spacecraft are ignored. Then two time-tag dif-
ferences, D1 and D2, are formed as
D 1 -_- 1_3A -- t 2 : 2rA/c + Pa + P3 + s (9)
D2 = 13B -- t_ = rA/c + rB/C -k-PB + 193+ S + Ar (10)
where ra is the distance from station A to the spacecraft,
rn is the distance from station B to the spacecraft, c is the
speed of light, and p3 is the media delay occurring on the
final downlink from the spacecraft to station A (assumed
to be the same for both downlinks). Taking the difference
between these two values gives
Da = Dx - D2 = tale - rB/C + PA -- PB -- Ar (11)
The regular DOR measurement gives
D:tl-t t =ra/c--rB/c+pA--pB+Ar (12)
Summing D and D3 gives a result equivalent to a dif-
ferenced two-way range measurement. Subtracting D3
from D gives twice the clock offset At. Note that the
tropospheric and geometric delays cancel out in the deter-
mination of the clock offset.
For this discussion of clock synchronization, instrumen-
tal delays were ignored along with Earth and spacecraft
motions, ttowever, since the method involves the same in-
strumentation as range measurements, the clock synchro-
nization should approach the level of the range error. In
fact, the error may be less since some of the error terms
cancel out in the differences. Further analysis will have to
be performed to make a better assessment of the clock syn-
chronization accuracy. In practice, a method that involves
three one-way light times to Saturn may not be desirable.
It may be preferable to use a nearer spacecraft for clock
synchronization and to perform DOR based on this clock
synchronization on the deep-space probe.
IX. Discussion
This article has attempted to consider in some detail
the potential accuracy of optical two-way range, range
rate, and DOR. The ranging system assumed for this anal-
ysis relies almost entirely on telemetry system hardware
and can be implemented with little impact on telemetry
system design. This analysis shows that, given a reason-
able telemetry system, the photon statistical errors on the
resulting range and DOR observations fall below the few-
centimeter level within a few seconds of observation time.
Other sources of random error exist, but can be reduced to
the centimeter level within a few minutes of observation.
For two-way range measurements, the most important
error sources are the troposphere delay uncertainty and the
error in the spacecraft delay calibration. Since the space-
craft transceiver is in an early stage of development, the
bias errors cannot be properly characterized here. How-
ever, there is reason to believe that careful design and
calibration of the transceiver will allow two-way range ac-
curacy to be 10 cm or less. For DOR measurements, the
major errors are due to the troposphere and the calibration
of the offset between station clocks. A method of measur-
ing this clock offset has been proposed. Further work is
needed to determine if it is feasible. If this or some other
method of clock synchronization allows station clocks to
be calibrated to the 30-ps level, then angular accuracy us-
ing DOR will be linfited by the few-centimeter troposphere
error and the length of the available baseline.
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Table 1. Downlink telemetry system parameters
Parameter Value
Wavelength, #m
Average laser output power, W
Diameter of XMTR aperture, m
Obscuration diameter of XMTR, m
Transmitter optics efficiency
XMTR pointing bias error, _rad
XMTR rms pointing jitter,/_rad
Diameter of RCVR aperture, m
Obscuration diameter of RCVR, m
Receiver optics efficiency
Naxrowband filter transmission factor
Filter spectral bandwidth, ._
Detector quantum efficiency
Detector field-of-view angle, _rad
Background, W//_m m 2 str
Number of slots per PPM symbol
Data rate, kbits/sec
Pulse rate, number of symbols/sec
Slot width, nsec
Distance between XMTR and RCVR, AU
Atmospheric transmission factor
Detected signal photons/pulse
Detected background photons/slot
0.532
2.000
0.300
0.060
0.650
0.300
0.300
I 0.000
4.300
0.380
0.400
0.300
0.350
100.000
100.000
256.000
114.350
14294.000
10.000
10.000
0.500
27.600
2.150
Table 2. Uplink telemetry system parameters
Parameter Value
Wavelength, _m
Average laser output power, W
Diameter of XMTR aperture, m
Obscuration diameter of XMTR, m
Transmitter optics efficiency
XMTR pointing bias error, _rad
XMTR rms pointing jitter, _rad
Diameter of RCVR aperture, m
Obscuration diameter of RCVR, m
Receiver optics efficiency
Naxrowband filter transmission factor
Filter spectral bandwidth, ._.
Detector quantum efficiency
Detector field-of-view angle, /zrad
Background, W/#m m 2 str
Number of slots/PPM symbol
Data rate, kbits/sec
Pulse rate, number of symbols/sec
Slot width, nsec
Distance between XMTR and RCVR, AU
Atmospheric transmission factor
Detected signal photons/pulse
Detected background photons/slot
1.06
110.00
0.05
0.00
0.65
2.50
5.00
0.30
0.06
0.65
0.80
10.00
0.10
8.62
6.50
256.00
0.50
63.00
I0.00
I0.00
0.50
5.47
7.14×10 -s
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Table3.Two-wayrangerrorbudgeta
Error source Value
Start time error
Instrumental biases <3.0 cm
Detection statistics 5.7 cm/_/N
PMT jitter 3.3 cm/_/N
Amplifier jitter 1.5 cmA/N
Time-tag error 1.5 cm/x/N
Upllnk troposphere error
Bias component 1.0 cm/sin E
Fluctuating component 0.1 cm/,/(N sin E)
Spacecraft turnaround error
Detection statistics 19.0 cm/_/N
APD jitter 2.3 cm/x/N
Discriminator jitter 1.5 cm/._N
Electronics bias 3.0 cm
Modulator random error 23.0 cm/x/N
Modulator bias error 7.5 cm
Downlink troposphere error
Bias component 1.0 cm/sin E
Fluctuating component 0.1 cm/x/(N sin E)
Reception time error
Instrumental biases <3.0 cm
Detection statistics 5.7 cm/x/N
Detector jitter 3.3 cm/x/N
Amplifier jitter 1.5 cm/x/N
Time-tag error 1.5 cm/x/N
Clock rate error <1.5 cm
a N is the number of independent measurements, which may be
different for instrumental and troposphere errors (which may
have correlated noise) and detection errors (which are purely
statistical). The elevation angle is E.
Table 4. DOR error budget a
Error source Value
Station 1 detection error
Instrumental bias <3.0 cm
Detection statistics 5.7 cm/-_N
Detector jitter 3.3 cm/_/N
Amplifier jitter 1.5 cm/_/N
Time-tag error 1.5 cm/x/N
Troposphere bias 1.0 cm/sin E
Troposphere fluctuation 0.1 cm/_/(N sin E)
Station 2 detection error
Instrumental bias <3.0 cm
Detection statistics 5.7 cm/_/N
Detector jitter 3.3 cm/_N
Amplifier jitter 1.5 cm/_/N
Time-tag error 1.5 cm/x/N
Troposphere bias 1.0 cm/sin E
Troposphere fluctuation 0.1 cm/x/(N sin E)
Clock offset error 30.0 cm
a N is the number of independent measurements, and E is the
elevation angle.
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Fig. 1. Simplilied optical diagram lor PPM telemetry system: (a) spacecraft transceiver; (b) ground receiver; and (c) uplink transmitter.
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This article describes initial results obtained from an investigation of using pat-
tern recognition techniques for identifying fault modes in the Deep Space Network
(DSN) 70-m antenna control assembly. It describes the overall background to the
problem, outlining the motivation and potential benefits of this approach. In par-
ticular, it describes an experiment in which fault modes were introduced into a
state-space simulation of the antenna control loops. By training a multilayer feed-
forward neural network on the simulated sensor output, classification rates of over
95 percent were achieved with a false alarm rate of zero on unseen test data. It
concludes that although the neural classifier has certain practical limitations at
present, it also has considerable potential for problems of this nature.
I. Background and Motivation
Very accurate and precise pointing is a characteristic
of the Deep Space Network (DSN) antennas. Some recent
pointing problems have led to an interest in investigating
automated methods of fault detection and identification
within the antenna control assembly (ACA). The ACA for
the 70-m antenna is a two-axis (azimuth and elevation)
digital control system. In its simplest configuration, each
axis controller consists of several servo-valve-controlled hy-
draulic motors, countertorque motors, gears, analog elec-
tronics (power amplifiers, analog compensation, filters),
tachometers, an encoder, a digital computer, and various
digital interfaces. It gets more complicated if the antenna
is operated in precision mode, in which the 70-m antenna
position is slaved to that of a precision pointing mecha-
nism called the master equatorial. Clearly, there are many
hydraulic, electrical, mechanical, hydromechanical, and
electromechanical components that may be subject to
wear, degradation, and aging. Identifying the source
of pointing degradation within the ACA is not a trivial
problem.
Purthermore, although excellent performance of the
ACA is critical for good antenna pointing, it is only a
part of the complex interaction of people, procedures, and
equipment that affects pointing. To track down a pointing
problem through all this can sometimes be a very diffi-
cult task. As a result, component degradation often goes
unnoticed, resulting in suboptimal system performance.
No fault identification action is taken until the X-band
pointing requirements are no longer met or catastrophic
failure occurs. It was recently reported that the antenna
subsystem functional requirements for test or diagnostic
capabilities have not been fully met [1].
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According to the Deep Space Network System Func-
tional Requirements, network equipment shall be designed
to have a service life of at least 10 years. 1 However, the
Deep Space Network Long Range Plan indicates that ex-
isting antennas will be operating well into the 21st cen-
tury with greater availability (99 percent), lower crew sizes
(35 percent of 1992 levels), and at much higher frequen-
cies (Ka-band). u The implications of these goals are that
(1) the equipment related to antenna pointing must always
operate at near optimal performance levels, (2) scheduled
maintenance times must be reduced, (3) equipment fail-
ures must be eliminated, and (4) these must be accom-
plished with a reduction in the personnel available for
monitoring, diagnostics, repair, and maintenance. Rec-
ognizing this, it was identified in the Deep Space Network
Long Range Plan that over the next 20-30 years the DSN
must develop computer-aided maintenance and expert sys-
terns capability.
The objective of maintenance is to keep equipment
operating in a nominal condition. Historically, mainte-
nance has meant the periodic inspection, replacement, and
rebuilding of equipment that is critical to system perfor-
mance. However, this strategy is expensive because it
results in downtime to replace equipment that may be op-
erating nominally, and it still does not guarantee against
catastrophic failure. A more effective strategy is to sched-
ule repairs based on the operating condition of the system.
An automatic monitoring system that can detect devia-
tions from the nominal system state and identify the source
of the deviation is a more desirable method of schedul-
ing maintenance, maintaining optimal performance, and
avoiding catastrophic failure.
As indicated above, a suitable system for an investiga-
tion of automated fault detection and identification is the
ACA of the 70-m antenna mechanical subsystem (ANT).
More fully automated fault detection and identification
clearly would assist current DSN operations and is abso-
lutely necessary for future operations.
II. ACA System Model and Fault Simulation
For this investigation, the 70-m antenna azimuth drive
was simulated operating in nominal condition and four
x Deep Space Network System Functional Requirements General Re-
quirements and Policies Through 1988, JPL Document 820-20,
vol. 1, Rev. A (internal document), Jet Propulsion Laboratory,
Pasadena, California, Mnrch 1, 1988.
Deep Space Network Long Range Plan, JPL Document 801-1 (in-
ternal document), Jet Propulsion Laboratory, Pasadena, Califor-
nia, March 15, 1989.
fault conditions. These simulations were repeated at three
different angular velocities: 0.0, 4.0, and 40.0 mdeg/sec.
The rates were chosen to emulate the range of rates en-
countered in the azimuth drive during a spacecraft track.
At low elevation angles, the azimuth rate is very small.
As elevation angle increases, azimuth rate also increases.
The azimuth drive of the 70-m antenna was simulated on
MatrixX simulation software. MatrixX is a commercial
engineering analysis and control design software package.
It incorporates most of the matrix analysis functions in
EISPACK and LINPACK. It also has a graphical environ-
ment for simulation of discrete and continuous models.
The model described in this article is similar to that
reported in [2] and is very briefly described here. For de-
tailed information, readers are referred to the original pa-
per. A block diagram of the model is shown in Fig. 1.
The model was a hybrid continuous and discrete time
model. The antenna servo controller (ASC) in this sim-
ulation consisted of a discrete-time-state feedback control
algorithm and a steady-state Kaiman filter. Its inputs were
the commanded position and position feedback (measured
and quantized by a 20-bit encoder). The ASC outputs
were the position estimate, rate command, and quantized
rate command, a 12-bit digital-to-analog (D/A) conver-
sion labelled DAC Out. The rate loop amplifier repre-
sented all the analog electronics, with inputs of rate com-
mand and tachometer voltage feedback, and valve current
as output. The tachometer voltage feedback represented
four tachometers, one for each drive motor. The valve
converted an electrical signal to hydraulic flow. Its in-
puts and outputs were valve (coil) current and valve (hy-
draulic) flow, respectively. The motor model represented
four hydraulic motors. The inputs were valve flow and
load torque. The outputs were motor rate, tachometer
rate, and differential hydraulic pressure. The structure
model was a seventh-order model incorporating the dom-
inant modes of the structure and gearboxes. Its inputs
were motor rate and wind disturbance torque. Its outputs
were structure position referenced at the encoder and load
torque on the axis.
The model incorporates the nonlinearities of static and
coulomb friction in the motors, deadband and hysteresis in
the valve, position quantization (encoder), and control ef-
fort quantization (D/A conversion). At low antenna angu-
lar velocities, these nonlinearities are significant and make
system analysis very difficult. Since the nonlinearities are
discontinuous, it is not possible to get a linear approxima-
tion that is valid at low angular velocities. Unfortunately,
almost all operation of DSN antennas is at angular veloc-
ities from 0.0 to 5.0 mdeg/sec.
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The faults simulated for this investigation were faults
that have actually occurred at one or more of the 70-m
antennas. When these faults have occured at the antenna,
they have been severe enough to affect antenna pointing,
yet subtle enough to be very difficult to diagnose. Part
of the difficulty is due to the effect of nonlinearities at
operational velocities. Signals obtained at the antenna
have such a complex structure in the time domain that it is
often very difficult for operations personnel or an engineer
to diagnose the fault.
The faults chosen for this investigation, how they were
simulated, and their relationships to the actual antenna
are described below:
(1) Tachometer failure: This corresponds to a break in a
tachometer winding or another electrical connection.
There are tachometers associated with each drive
motor. Voltage ripple, inherent in any tachometer
and/or caused by torque ripple of the motor, is re-
duced and some failure robustness is achieved by av-
eraging the tachometers. The loss of one tachome-
ter reduces the gain and bandwidth of the rate loop.
As a result, the servo will not follow a command
as quickly, and disturbances will not be rejected as
well. This was simulated by reducing the tachometer
voltage by one-fourth.
(2) Increased valve deadband: This corresponds to wear
of the surfaces in the hydraulic valve. Very pre-
cise machining is required to manufacture a low-
deadband valve. Flow of the hydraulic fluid wears
these surfaces, especially if the fluid is carrying par-
ticulates. Greater deadband increases the limit cycle
behavior of the servo. A limit cycle may be unavoid-
able even in the nominal case, but it reduces pointing
performance and increases drive mechanical wear.
This was simulated by increasing the deadband in
the valve by a factor of 2.
(3) Increased static friction: The significant sources of
static friction in the ACA are the valve, the motor,
and the gear reducers. It is also caused by wear. The
result of increased friction is increased limit cycling.
For this investigation, static friction was simulated
in the motor. The fault condition corresponded to
increasing the static friction by a factor of 2.
(4) Tachometer noise: Tachometer noise corresponds
to brush wear and/or bearing wear. It was simu-
lated as additive Gaussian noise with zero mean and
standard deviation that increased with velocity.
III. Classification Experiment
As described above, the data for the classification ex-
periment were generated by introducing fault modes into
the control-loop simulation model. In addition, data were
obtained for normal operation in the absence of any of the
four fault modes. Hence, there are in effect five classes.
For each class, the system was simulated at three angular
velocities, namely, 0, 4, and 40 mdeg/sec over a time span
of 20 seconds for each rate, with a sampling resolution of
200 Hz. This yielded 4000 x 3 × 5 = 60,000 data vectors
in total. Each data vector has eight components, corre-
sponding to eight system outputs or observable sensors in
the simulator. These outputs are antenna rate, differen-
tial pressure, valve flow, encoder, rate command, position
estimate, valve current, and tachometer voltage. Figure 2
shows a plot of these outputs over 20 seconds at a rate of
4 mdeg/sec under normal operation (no faults). As men-
tioned above, this corresponds to 4000 data points for each
component of the output vector (for a particular class at a
given rate). Figures 3, 4, 5, and 6 show output plots at the
same rate for the four different faults, namely, tachome-
ter failure, increased deadband, increased static friction,
and tachometer noise, in that order. Clearly, the problem
of discriminating the individual fault conditions from nor-
mal behavior is nontrivial, based on visual inspection of
the waveforms. The problem is as follows: given part of
the data, say the first 2000 points, derive a classification
algorithm that can classify as accurately as possible the
remainder of the data.
IV. Feature Generation
Although in principle it would be possible to use the
60,000 input vectors directly as input to a classifier, it is
generally considered in the statistical pattern-recognition
literature to be a better idea to generate "features" by pre-
processing the data. Essentially, the aim is to transform
the data into a feature domain, where the features possess
greater discriminatory power than the values of the raw
data do. Heuristic motivation for this technique comes
from the observation that biological systems such as the
human visual system use this approach. In addition, there
are rigorous statistical arguments that show it is important
to make as efficient use of the available data as possible,
and transformation to a good feature domain promotes
such efficiency. As an example, it might be desirable to
transform the data to the frequency domain for a more
efficient representation.
Although automated feature discovery systems exist
(based on expansions such as the Karhunen-Loeve trans-
form), by and large the technique that works best in prac-
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tice is manual feature generation. In effect, by defining
features thought to possess useful discriminatory power,
the classifier is helped up the learning curve; in a statisti-
cal sense, this is equivalent to a prior bias on the hypothesis
space.
For this particular problem, the initial study chose to
define simple time-domain features such as the mean and
the range. The motivation for this choice was to inves-
tigate how well one could classify the data by only using
these very simple statistical indicators; as shall be seen,
one can do surprisingly well. An arbitrary choice was made
of a window size of 128 over which these features were es-
timated, which resulted in a reduction of the number of
input data vectors from 60,000 to 465. Another advan-
tage of the simple estimators over more sophisticated tech-
niques was their robustness over small sample sizes; i.e.,
the variance of these estimators could be expected to be
lower than Fourier-based estimators for the same amount
of data. In turn, more robust estimators would lead to
better generalization performance on unseen data.
For each of the differential pressure, valve current, and
tachometer voltage outputs, the range, mean, and variance
in each window were estimated, giving nine features. The
slope of the encoder and position estimate and the mean of
the rate command were also estimated, giving a total of 12
features in all. The data from the antenna rate and valve
flow outputs were not used in this experiment, as they
are not directly measurable in the actual physical control
assembly in the stations.
It is instructive to view the discriminatory power of
some of these features. In Fig. 7(a), the normalized values
of the tachometer-voltage-mean feature as a function of
the class values are plotted. The class numbers correspond
to the four fault conditions described earlier, with class 5
being the absence of any fault, or normal conditions. It
can be seen that this feature contains some discriminatory
power for classes 1 and 3, but otherwise not much class
information can be distinguished. Figure 7(b) shows a
similar plot of the valve-current variance where class 4
(increased tachometer noise) is the only distinguishable
class; naturally, the variance-based features possess the
capability of discriminating such a class. In general, most
of the other features possess even less discriminatory power
on their own. Hence, whatever discriminatory power these
features possess as a group will only be discovered by a
classifier that can effectively combine these features into
composite functions; i.e., it would be expected that, say, a
simple linear discriminant classifier would not do very well
on this problem.
V. Choosing a Classifier
In pattern recognition, there is a wide variety of differ-
ent algorithms available for generating classification mod-
els from data. Among the most widely used methods are
nearest-neighbor classifiers, Bayesian models, and, more
recently, multilayer feed-forward perceptrons (neural net-
works). What is perhaps not so well known is that many of
these schemes perform equally well across a broad range of
problems if evaluated in terms of classification-error per-
formance alone. In other words, the difference between
these various schemes in terms of classification accuracy
has been empirically shown to be often minimal [3,4].
What often matters then in choosing a classifier tech-
nique are other considerations, such as the efficiency of
the learning algorithm, ease of implementation, amount of
prior knowledge required, etc. For example, the nearest-
neighbor classifier is easy to use, but can be very ineffi-
cient in terms of memory requirements to implement. The
Bayesian approach, for problems involving nondiscrete or
continuous-valued data in particular, often requires sig-
nificant prior knowledge regarding the distribution of the
data; for the antenna problem, since the plant under ob-
servation is essentially nonlinear, little can be said a priori
regarding the distribution of parameters such as the range
and variance of the outputs.
Hence, for the initial study at least, a neural network
classifier was chosen. The classification of relatively "low-
level" time varying waveforms, where there was little prior
knowledge about the underlying form of the probability
density functions, was considered a suitable problem for
the neural approach [5]. Problems that appear to be sim-
ilar in nature to human perceptual tasks intuitively seem
to be typically well matched to connectionist models. In
addition, a public-domain algorithm coded in C for exactly
this purpose was available (and will be described in more
detail in the next section), making it very easy to experi-
ment with the neural approach; i.e., no coding effort was
required. It is also worth noting at this point that in this
small-scale initial study, the primary interest was in get-
ting an idea of the scale of the problem; e.g., is it possible
to classify these waveforms using very simple features?
Vh Conjugate-Gradient Neural Learning
Algorithms
The well-known backpropagation algorithm [6] for train-
ing multilayer feed-forward neural networks is somewhat
wasteful of computational resources, and it is relatively
well known that practitioners resort to various unpub-
lished "tricks" to speed up the algorithm in practice.
Hence, until recently, although impressive results had been
reported in the literature from using this algorithm, it was
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not practical to experiment with it without a significant
investment in initial effort. However, recent results have
taken a broader view of the algorithm, and by utilizing
prior work in conventional optimization theory and prac-
tice, more standard and conventional approaches to back-
propagation have developed. In particular, the algorithm
used in this experiment is described by Barnard and Cole
[7], which in turn is an application of a conjugate-gradient
optimization algorithm of Powell [8]. The algorithm will
not be described in detail here except to note a few practi-
cal points; the interested reader is referred to the original
papers. As described by Barnard and Cole, the conjugate-
gradient algorithm is usually able to locate the minimum of
a multivariate function much faster than a pure gradient-
descent technique. In practice, it was found that the al-
gorithm performs consistently well on a variety of classi-
fication problems. Of course, with these techniques there
is no guarantee of convergence to the global optimum, but
again, in practice the algorithm has consistently generated
near-optimal solutions.
A factor that is often glossed over in the literature is
the choice of neural architecture. This prior choice of a
network model is suboptimal in general, and one would
prefer to have the algorithm automatically select the ap-
propriate size architecture from the data. A number of
research groups are pursuing this goal, but as yet there are
no widely accepted robust algorithms available. Hence, in
practice, one must choose a network architecture for the
problem at hand, i.e., the number of "hidden" layers and
number of "hidden units" at each layer. For this exper-
iment, attention is restricted to three-layer models (i.e.,
one hidden layer). The Appendix describes in more detail
the exact nature of the three-layer networks under con-
sideration. Note that there are many other variations of
neural network architectures, such as recurrent networks
and Boltzmann machines. The three-layer network is the
simplest of these models with universal approximation ca-
pabilities; i.e., in principle, it can approximate any func-
tion, given enough hidden units.
VII. Results of the Classification
Experiment
As described earlier, the original simulator output data
were preprocessed into 465 feature vectors, with 12 fea-
ture components in each vector. This gave 93 data vectors
per class. On closer inspection of the data, it was decided
that the transient portions of the waveforms could safely
be eliminated from consideration. In practice, one would
in effect implement a hierarchical classifier, where the data
were initially classified as either transient or nontransient.
In addition, it was decided that the low-rate case of
rate = 0 was a special case, and since large portions of
the waveform at this rate contained no information at all,
including them in the experiment would not yield mean-
ingful results. Hence, only the nontransient, nonzero-rate
data were looked at. This resulted in further data reduc-
tion to 260 data vectors.
The experiment consisted of generating two disjoint
(roughly equally sized) subsets of the original data, calling
one the training set, the other the test set. The conjugate-
gradient algorithm was run on the training set, and the
resulting three-layer network was used to classify the data
in the "unseen" test set. After eight runs of this nature
on randomly chosen training and testing disjoint subsets
of roughly equal size, the resulting mean classification ac-
curacy was 95.1 percent with almost no variance. Figure 8
shows a so-called "confusion matrix" for one of the net-
works. The left-hand column denotes the true value of the
class; the top row denotes the network's estimate. Hence,
a perfect network would have all of its entries in the diag-
onal; an entry in location i,j indicates the number of test
points of class i that were classified as j. Remembering
that class 5 is normal behavior, it can be seen that the
false alarm rate is zero; i.e., no normal windows are incor-
rectly classified as a fault condition. In addition, it can
be seen that the network has trouble classifying only one
class, namely, tachometer failure. The network tends to
confuse it with either increased static friction (class 3) or
normal mode (class 5). Apart from this class, it performs
perfectly.
The results of this simple classification experiment are
surprisingly good in the context of pattern recognition.
In general, for a given set of features and a class variable,
there is a theoretical upper bound (the Bayes optimal rate)
on the classification accuracy that is attainable. For exam-
pie, if the features are completely independent of the class
variable, then the optimal strategy is always to choose the
most likely class and, hence, the optimal rate is the prior
probability of this class. Since in practice the upper bound
on performance is often considerably less than 100 percent,
a figure of 95 percent is quite respectable for an initial ex-
periment.
VIII. Conclusions
The result of the neural network classification exper-
iment is promising. Even though the faults were only
single-mode failures of a simple nature, and only on a sim-
ulator, one has reason to believe that the real problem
may be amenable to these techniques when one takes into
account that the classifier as implemented did not use any
of a wide variety of additional information that was avail-
able. For example, by treating the data vectors (windows)
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as random samples, all sequential information in the wave-
form was ignored; i.e., in practice one would use memory
in the classifier to weight the current classification decision
based on previous decisions (effectively using a "smooth-
ness" assumption on the occurrence of faults over time).
Of course, the neural network approach has inherent
drawbacks also. It may be difficult to ascertain which fea-
tures, or combinations of features, are contributing most
to the classification accuracy, although for three-layer net-
works there exist visual analysis techniques for this pur-
pose. In addition, training the network on a Sun-3/260
typically consumed about 1.5 hours of computation (with
no other processes running except for Unix overhead),
while the training data correspond to only 10 seconds of
actual elapsed (simulated) time. ttence, it is difficult to
see the implementation of actual, practical neural network
algorithms, which learn in real time in the field, until very
large scale integrated (VLSI) neural hardware becomes
available.
IX. Future Work
In general, the problem of real-time predictive and diag-
nostic monitoring of the antenna control assembly is quite
a challenging one. It would be naive to expect that a sim-
ple "static" classifier, such as that presented in this paper,
would be robust enough to work in the field. In particular,
the assumption that there are clearly defined fault classes
will probably not hold up in practice, so that approaches
such as unsupervised classification techniques (in which
the training data have no class labels) will need to be con-
sidered. In addition, there are a number of problems, both
at the theoretical and implementation levels, with develop-
ing an autonomous monitoring system. These include, for
example, issues of memory (when should the system dis-
card old data?), validation (how can one verify or quantify
the operation of such a system in a nonintrusive manner?),
etc. Once these algorithmic issues are dealt with, it may be
possible to develop dedicated VLSI hardware specifically
for antenna-control-assembly monitoring.
It is proposed that these problems be addressed by us-
ing a phased approach, applying existing technologies to
prototype systems in-lab, and experimenting with DSS 13
facilities. In this manner, the feasibility of these techniques
can be proven without incurring significant risk, and the
prototype can be gradually transferred to the DSN opera-
tions environment in a relatively low-cost manner.
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Appendix
Three-Layer Networks
Figure A-1 shows an example of a network. The input
nodes are labeled ni, the hidden nodes are labelled hi,
and the output layers are labelled oi. In general, there are
K + 1 input units, where K is the number of features (12
in this case). The extra node is always in the "on" state,
providing a threshold capability. Similarly, there are m
output nodes, where m = 5 is the number of classes.
The number of hidden units was chosen arbitrarily in
these experiments, but an empirically found rule of thumb
to have between 1.5 and 2 times the number of input units
typically worked well. The size of this hidden layer can
influence the classifier performance critically: too many
hidden units, and the network overfits the data (i.e., the
estimation error will be large), whereas too few hidden
units leaves the network with insufficient representational
power (i.e., the approximation error term is large). With
the weight from input unit ni to hidden unit hj as wij,
each hidden unit calculates a weighted sum and passes the
result through a nonlinear sigmoid function F0, i.e.,
a(h3) : \ i=1 wija(ni)
where a(ni) is the activation of input unit/--typically, tile
actual value of feature i normalized to the range +1,-1.
The function F(z) is defined as
1
F(x) - 1 + e -x
Output unit k, 1 < k _< 5 calculates a similar weighted
sum using the weights wj_ between the jth hidden unit
and the kth output unit, i.e.,
a(ok) = E wika(hj)
J
A classification decision is made by choosing the output
unit with the largest activation for a given set of inputs
(feature values); i.e., choose class k such that
k = arg max{a(oi)}
Hence, the optimization problem is to find the best set of
weights such that the mean-square prediction error on the
training data is as small as possible. Note that strictly
speaking, from a statistical point of view, this is not the
appropriate criterion, as the error on the training data
may be an overly optimistic estimator of the true error
of the classifier on unseen samples. Nonetheless, provided
the number of free parameters in the network is at least
an order of magnitude less than the number of training
data points available, this minimization of training error
is a reasonably robust procedure in practice.
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DSS 15, 45, and 65 34-Meter High-Efficiency Antenna
Radio Frequency Performance Enhancement by
Tilt Added to the Subreflector During
Elevation Angle Changes
M. S. Katow 1
Ground Antenna and Facilities Engineering Section
The focusing adjustments of the subreflector of an az-el Cassegrainian antenna
that use only linear motions have always ended in lateral offsets of the phase cen:
ters at the subreflector's focus points at focused positions, which have resulted in
small gain losses. This article describes how lateral offsets at the two focus points
were eliminated by tilting the subreflector, resulting in higher radio frequency (RF)
efliciencies at all elevation angles rotated from the rigging angle.
I. Introduction
At the 45-deg elevation angle, the subreflector of the
shaped Cassegralnian geometry radio frequency (RF) sys-
tem of the 34-m high-efficiency antenna is focused for max-
imum RF gain. Any change in the elevation angle results
in gravity loading displacements to the refective RF sur-
faces and subsequent RF-gain loss due to the defocused
condition of the Cassegrainian system.
An analysis method for determining the lateral and ax-
ial translations of the subreflector required to maintain its
optimum focused position throughout the elevation angle
range, without the ability to tilt the axis of the subre-
1M. S. Katow, who is assigned on contract to the Ground Antenna
and Facilities Engineering Section, is an employee of Planning Re-
search Corporation, McLean, Virginia.
flector, was described in [1]. Lateral offsets of the phase
centers existed at the optimum focused positions, which
resulted in some RF-galn loss. This article describes how
the addition of the tilting adjustment of the subreflector
minimized the lateral offsets at the phase centers of the sec-
ondary reflector. This correction resulted in smaller RF-
gain losses with elevation angle motions from the 45-deg
rigging elevation angle.
II. Shaped Cassegrainian RF Geometry
The 34-m shaped Cassegrainian RF geometry, set at
the 45-deg elevation angle, is illustrated in Fig. 1. Like
a paraboloid, the inner rays reflected from the subreflec-
tot are moved outward, resulting in more uniform RF-
amplitude distribution across the main reflector for in-
creased RF efficiency. Also, the equivalent focal length,
as defined in a paraboloid, increases from about 11.02 m
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(434 in.) at the center to about 11.81 m (465 in.) at the
outer edge of the reflector.
Assuming a single phase center, the movement of the
primary phase center of the main reflector during the el-
evation angle change was determined by best fitting a
paraboloid to the gravity-loaded displacements of the re-
flector. This was done by using both the longer focal length
to represent the major part of the reflector surface and the
root mean square (rms) program [2] to best fit a paraboloid
to the reflector distortions for the gravity loading changes
from a 45-deg to a 90-deg elevation angle. The change is
defined in Fig. 2. The gravity distortions of the reflector
were computed using the IDEAS program [3] along with
the displacement of the nodes supporting the subreflector
on the quadrupod. The field-measured displacementQ be-
tween the subreflector and its quadrupod supporting nodes
with dial indicators were then added to the computed dis-
placements to determine the deflected position of the sub-
reflector for the same elevation angle change as for the
reflector. The deflected position, as calculated by proce-
dures described in the following paragraphs, is also shown
in Fig. 2.
with no displacements assumed in the subreflector's sup-
porting and controlling mechanism. To account for the
deflections in the subreflector's supporting and controlling
mechanism, the dial indicator readings of Figs. 4 and 5
resolved into displacements are shown in Fig. 7 for a 90-
deg elevation with the subreflector set on axis at a 45-deg
elevation. The summed or total displacement of the sub-
reflector is also shown in Fig. 2 for a 90-deg elevation with
a 0 setting at a 45-deg elevation.
IV. Subreflector Supporting and Controlling
Mechanism
The subreflector is supported by an assembly of three
parallel plates in which the top plate is supported by three
vertical jacks attached to the quadrupod. The top view of
the vertical jacks' positions are shown in Fig. 8. The three
plates are interconnected by slides and horizontal jacks to
provide relative motion in the X- and Y-axes. Position
indicating transducers parallel to the jacks provide a servo
system where tables inserted in a microprocessor control
the position of the jacks according to the elevation angle
of the antenna.
IIh Subreflector Gravity Displacements
To measure the deflections of the subreflector's sup-
porting and controlling mechanism, dial indicators were
installed, using special fixtures, between the apex of the
quadrupod and the top of the subreflector as shown in
Fig. 3. 2 These dial indicators were set to 12.7 mm (0.5 in.)
at 90-deg elevation, and the deflection figures were read
as the antenna was rotated in elevation angle down from
a 90-deg elevation angle to a 6-deg elevation angle. The
readings are plotted in Fig. 4 for dial indicator No. 5. 3 The
No. 1, No. 2, and No. 3 dial-indicator readings are shown
in Fig. 5, where dial readings were also set at 12.7 mm
(0.5 in.) at 90-deg elevation, and the displacements were
read as the elevation angle was reduced to 6 deg from
90 deg. 3
The computed displacements of the structural nodes of
the quadrupod's apex for the gravity loading change from
a 45-deg to a 90-deg elevation angle are given in Table 1.
The computed displacements portion of the subreflector is
shown in Fig. 6, where the deflections of the quadrupod's
supporting nodes are resolved into the displaced position
of the top surface of the subreflector and its central axis,
B. Parvin, "DSS-15 S/R Position Test," JPL IOM 3324-86-31 (in-
ternal document), Jet Propulsion Laboratory, Pasadena, Califor-
nia, April 21, 1986.
3 Data by Ben Parvin.
V. Axial (Z)-Focus Curve Table
With the availability of field-measured Z-focus curve
from the DSS 15 antenna, the focus-curves data from
A. Freiley were used (Fig. 9). 4 The initially computed fo-
cus curve, designated as autofocus, was used in the DSS 15
servo controlling system. The measured focus curve in-
dicated more deflection than was computed in the sub-
reflector/reflector system and also showed an error in Z-
positioning at a 45-deg elevation of -1.02 mm (-0.04 in.).
A "measured" focus line is drawn through the experimen-
tal data. In order to develop an operating table for the
microprocessor, it follows that:
Z = I£ (sin (elevation angle) -sin (rigging el angle))
+ offset
The fit of this curve with K = 9.65 mm (0.380 in.), with an
offset of -1.0 mm (-0.039 in.), is shown by "X" points in
Fig. 9. Reduced to table form, this curve when no tilting
of the subreflector is done is shown in Table 2. Table 2
also delineates the curve with no offset, to be used when
the zero-C focused position of the subreflector corresponds
with the dial indicators.
4A. Freiley, "Preliminary Results of the 34M H.E. Antenna X-Band
Performance Measurements at DSS-15," JPL IOM 333,t-0885-023
(internal document), Jet Propulsion Laboratory, Pasadena, Cafi-
fornia, May 31, 1985.
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VI. Subreflector Tilt and Y-Lateral
Adjustments
Although the complex quadrupod assembly is modeled
closely in the computing process, the deflections usually
are larger than computed, as illustrated by Fig. 9. To ad-
dress this problem, a 10-percent addition will be made to
the computed and measured displacements of the subre-
flector. Also, to simplify the calculations, the assumption
is made that the lateral adjusting jackscrews and the Z-
axial jackscrews act on a plane on the same level as the
top plate of the controlling mechanism. In other words, no
interaction is assumed. This was thought to be consistent
with the accuracy requirements.
Figure 10 delineates the total tilt and the Y-lateral ad-
justments required at a 90-deg elevation angle, starting
from el = 45 deg, to focus the subreflector to the phase
center of the primary RF feed horn and the primary focus
of the best-fit paraboloid:
For el = 45 deg to el = 90 deg,
tilt change - 3.101 - 2.298 _ 0.001164 tad
689.643
For el = 45 deg to el = 90 deg,
Y-travel = -3.1001 + (31.75 x 0.001164) = -3.064 cm
When tilting the subreflector from el = 45 deg to 90 deg,
the jackscrew length changes. Jackscrew No. 1 must be
raised as follows:
0.001164 x 1.194 m = 1.390 mm (0.055 in.)
Jackscrews No. 2 and No. 3 must be lowered as follows:
0.001164 x -0.597 m = -0.695 mm (-0.0275 in.)
It turns out that the cosine function of the elevation
angle accurately describes the tilting of the subreflector [1]
from 0 deg to 90 deg. For jackscrew No. 1,
Z, = K2 (cos (el) - cos (rigging angle))
+ Z-axial focus
For jackscrews No. 2 and No. 3,
Z23 _
-K'2 (cos (el) - cos (rigging angle))
+ Z-axial focus
K2 = total jack travel constant
for 0-deg to 90-deg elevation
angle change
= 1.390/cos 45 deg = 1.966
The summed jackscrew positions for tilt and axial focus
corrections computed from the above equations are delin-
eated in Tables 3 and 4. These table values can be incorpo-
rated in the microprocessor for controlling the subreflector
jackscrews for axial and tilting adjustments during the el-
evation angle changes.
For the -3.064 cm (-1.206 in.) Y-lateral adjustment
of the subreflector (Fig. 10) required to maintain focus
at el = 90 deg after the elevation angle change from
el = 45 deg, the total Y-lateral travel equals -3.064 cm
(-1.206 in.) divided by cosine 45 deg or -4.333 cm
(-1.706 in.), which equals Ky. It follows that the equation
controlling the Y-lateral adjustment equals
Y = Ky (cos (El) - cos (45 deg))
Finally, the Y-lateral positions shown in Table 5, com-
puted from the above equation, can be incorporated in the
microprocessor to control the Y-lateral motion of the sub-
reflector.
VII. Conclusions
The described tables were installed first in the DSS 45
subreflector control system, and the measured efficiency
data 5 are shown in Fig. 11, where the RF efficiencies
ranged from about 67 to 70 percent at X-band. 6
Although the measured RF efficiency change from a 45-
deg elevation angle to a 10-deg elevation angle indicates
only about a 3 percent drop, some field-checking focusing
at the low angles should be done for possible improved RF-
efficiency values. These field readings could then be used
to upgrade the focusing tables in the subreflector's con-
troller to enhance future operations required when higher
RF frequencies are used.
5 D. Bathker, "Data with Graham Baines, DSS-45," JPL IOM
3331-88-061 (internal document), Jet Propulsion Laboratory,
Pasadena, California, June 30, 1988.
6 Figure 11 reports measured efficiency according to existing stan-
dards (DSN Radio Source List for Antenna Calibration, JPL
D-3801, Rev. B (internal document), Jet Propulsion Laboratory,
Pasadena, California, September 25, 1987) and includes slight at-
mospheric extinction. The source flux and size standards within
JPL I)-3801, Rev. B are currently being revised such that the
true peak antenna efficiency, sans atmosphere, is slightly over
75 percent. A revised DSN Radio Source List is being produced.
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Table 1. Displacements of structural nodes of the quadrupod's apex
Node no.
Displacements
X, mm/in. Y, ram/in. Z, mm/in.
16131 0.23/0.009 17.70/0.697 -1.96/-0.077
16141 0.23/0.009 17.80/0.701 -1.96/--0.077
15130 -0.25/-0.010 17.70/0.697 --0.30/--0.012
15140 --0.25/--0.010 17.80/0.701 --0.30/--0.012
Table 2. Z-axial focus curve
Seq
Elevation
angle,
deg
sin, el -
sin, el sin, 45 deg
Z with
K = 9,65 K = 0,38
Z with
1.02(-0.4) offset
nun in. nun in.
1 0 0.0 -0.7071 -6.82 -0.269 -7.85 -0.309
2 10 0.1736 -0.5335 -5.16 -0.203 -6.17 -0.243
3 20 0.3420 -0.3651 --3.53 --0.139 --4.55 --0.179
4 30 0.5000 -0.2071 --2.01 -0.079 -3.02 -0.119
5 40 0.6428 --0.0643 --0.61 -0.024 -1.63 -0.064
6 45 0.7071 0.0 0.0 0.0 -1.02 -0.040
7 50 0.7660 0.0589 0.56 0,022 --0.46 --0.018
8 60 0.8660 0.1589 1.52 0.060 0.51 0.020
9 70 0.9397 0.2326 2.24 0.088 1.22 0.48
10 80 0.9848 0.2777 2.69 0.106 1.68 0.066
II 90 1.000 0.2929 2.82 0.III 1.80 0.71
Table 3. Jack I tilt corrections Z-axial focus
Seq
Elevation
angle,
deg
(1) (2)
Tilt correction Z-axial focus
cos, el -
cos, el cos, 45 deg for jack no. 1 for no tilt
mm in. mm in.
1 0 1.0 0.2929 -0.58 -0.023 -6.83 -0.269
2 10 0.9848 0.2777 -0.53 -0.021 -5.16 -0.203
3 20 0.9397 0.2326 -0.46 -0.018 -3.53 -0.139
4 30 0.8660 0.1589 -0.30 -0.012 -2.01 -0.079
5 40 0.7660 0.0589 -0.13 -0.005 -0.61 -0.024
6 45 0.7071 0.0 0.0 0.0 0.0 0.0
7 50 0.6428 0.0643 0.13 0.005 0.56 0.022
8 60 0.5000 -0.2071 0.41 0.016 1.52 0.060
9 70 0.3420 -0.3651 0.71 0.028 2.24 0.088
10 80 0,1736 -0,5335 1,07 0.042 2.69 0.106
11 90 0.0 - 0.7071 1.40 0.055 2.82 0.111
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Seq
1
2
3
4
5
6
7
8
9
10
11
Column
b Colunm
Table 4. Focused Jack positions
Elevation
angle,
deg
(3) a
Jack no. 1
Z-posltion
(4) b
Jacks no. 2 and no. 3
Z-position
mm in. mm in.
0 -7.41 -0.292
10 --5.69 -0.224
20 -3.99 -0.157
30 -2.31 -0.091
40 -0.74 -0.029
45 0.0 0.0
50 0.69 0.027
60 1.93 0.076
70 2.95 0.116
80 3.76 0.148
90 4.22 0.166
-6.55 --0.258
-4.90 -0.193
--3.30 -0.130
--0.85 -0.073
--0.53 -0.021
0.0 0.0
0.51 0.020
1.32 0.052
1.88 0.074
2.16 0.085
3.52 0.139
(3) = column (1) + column (2).
(4) -- column(l______)+ column (2).
2
Seq
Table 5. Y-lateral adjustments
(a)
Elevation, cos, el cos, el -
deg cos, e145
(a) X 1.706 =
Y-lateral
position
0 1.0 0.2929 0.500
15 0.9659 0.2588 0.442
30 0.8660 0.1589 0.159
45 0.7071 0.0 0.0
60 0.5000 --0.2071 --0.207
75 0.2588 --0.4483 --0.765
90 0.0 --0.7071 --I .206
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4.91460 m
1193.488 in.)
Fig. 1. The 34-m shaped Cassegrainlan RF geometry at 45-deg elevation angle.
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QPSK Loop Lock Detection in the Advanced Receiver
A. Mileant
Telecommunications Systems Section
S. Hinedi
Communications Systems Research Section
The Advanced Receiver (ARX II) currently being developed uses a Costas cross-
over loop to acquire and track the phase of an incoming quadrature phase-shift-
keyed (QPSK) signal. This article describes the performance of the QPSK lock
detector to be implemented, taking into account the phase jitter in the tracking
loop. Simulations are used to verify the results of the analysis.
I. Introduction
The Advanced Receiver II (ARX II) [1] is currently
being developed to demodulate signals from deep space
spacecraft. In addition to processing binary phase-shift-
keyed (BPSK) signals, the ARX II will acquire and track
quadrature phase-shift-keyed (QPSK) signals. The track-
ing as well as the acquisition performance of several QPSK
loops has been investigated [2], and it was determined that
the Costas cross-over loop offered a "good" compromise
between implementational complexity and relative perfor-
mance. The other two candidates were the maximum a
posteriori (MAP) estimation and the generalized Costas
loops. This article describes a lock detector for the QPSK
loops. The analysis is general in that it is applicable to
all three QPSK loops, and the results are validated by
computer simulations. The general QPSK carrier-tracking
loop structure and the lock detector are both shown in
Fig. 1. When this loop is implemented, an extra accu-
mulator is present in front of the loop filter to reduce
the loop update rate and improve the loop signal-to-noise
ratio (SNR). The lock detector structure can be gener-
alized to accommodate any multiple phase-shift-keying
(MPSK) signal as described in [3].
II. Lock Detection Analysis
The received QPSK signal can be modeled by
r(t) = X_Da(t) sin(w0t + O)
+ v/_--_b(t)cos(_0t + 0) + n(t)
where
and
a(t) = _a_p(t - kT,)
k
b(t) = _ b_p(_- kT,)
k
(1)
are the independent in-phase and quadrature data streams
with ak and bk the binary +1 random data and p(t) the
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non-return-to-zero (NRZ), or Manchester, pulse of dura-
tion over Ts seconds. The data power is given by PD and
the incoming phase by 0. The signal is received in the
presence of noise that can be expressed as
n(t) = v/'2nc(t)cos(wot + 0) - v_n_(t)sin(w0t + 0) (2)
where no(t) and ns(t) are random processes with a two-
sided noise spectral density of No 2. The input signal is
mixed with the reference signals
xo(t) - 2_/-P--5cos(_0t + _) (3a)
No
and
x,(t) - 2v/-P-'D sin(w0t + 0") (3b)
No
to produce, after integrating and dumping, the samples
(k+llT,
J kT.
=R(akcos¢--bksin¢ xlk_x2k)-_ COS ¢p -_ sin ¢
(k+l)T.,._ = ,.(t)_:_(t)dt
d kT,
= R(aksin¢+bkcos_) x_Xlk sin¢+ --_x2k cos¢)
(4)
where R _ _ is the symbol SNR, xlk and x2_ areNo
two zero-mean, independent white Gaussian random se-
quences with unity variance, and ¢ _ 0 - 0 is the phase
estimation error. The reference signals of Eq. (3a) and
Eq. (3b) need to be normalized by x/-_/No for only the
MAP estimation loop, which contains the "hyperbolic tan-
gent" nonlinearity. For the other two loops, the amplitude
can be a constant independent of V_D/No. The tracking
performance of the three QPSK tracking loops has been
derived elsewhere [3], and the results are summarized in
Appendix A.
The lock detector algorithm used in the ARX II is sum-
marized in Appendix B for a general MPSK signal. In the
specific case of a QPSK signal, the algorithm reduces to
M
z = E Y_<>* (._a)
k=l
where z is the detector's signal obtained from samples Yk
A 2 2vk = (G - _,_) - (2_,_) _ (5b)
It is shown in Appendix C that the mean and the variance
of the detector signal z can be expressed as
/Jz = -4MR4_¢ (6a)
and
2 [ ]_ = 2M ms + 19m44 - 12m62
+ 4M -£7 E ekdk -- Mm42 - 9m 4 + 6m4,,, 2
k=l
(6b)
where ¢ denotes the carrier phase error; ,hi = E{r_} =
E{r_} the ith moment; mi./ = E{r_r!} the ijth cross-
moment; and ck, dk are constants defined in Appendix C.
(The overbar and E indicate expected values.) Note that
at high-loop SNR (i.e., when _¢ --+ 0), the mean and vari-
ance reduce to
p, =-4MR 4 (7a)
and
2 64MRS + _ + _-5 +/-_(3"z
from wtlich the ideal detector's SNR can be derived. At
lower loop SNRs, the phase jitter might not be negligi-
ble and might result in a degraded detector SNR. All the
derivations have been summarized in Appendix C for ref-
erence.
III. Probability of Detection and of False
Indication
During carrier lock detection, each z sample is com-
pared with a predefined threshold r, and the lock detector
decides that the loop is in-lock when z exceeds r (i.e.,
z > r). It is possible that even when the loop is still not
locked or when no signal is present, z will occasionally be
larger than r. In this case, the lock detector will mistak-
enly declare an in-lock condition. The probability, of this
event (probability of false indication) is
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=7 ] (s)
2
where P_0 and a_0 are the mean and variance of the lock
detector signal in the out-of-lock state and erfc(x) is the
complementary error function (erfc(x) = 1 - eft(x), where
eft(x) is the error function). Equation (8) assumes that z
is a Gaussian random variable since z is the sum of many
samples of equal variance. When the loop is not locked
on the signal, the input can be modeled as pure noise to
produce
#z0 _ 0
2
a_0 = 192MR 4
(9)
On tile other hand, when tile loop is locked on tile signal,
tile probability of detection is given by
1 foo ((z__/_)2)= exp - 7# dz
(10)
where/_z and aft are given by Eq. (6). Alternatively, the
threshold can be eliminated from Eq. (10) and the proba-
bility of detection expressed as
P_ = _ erfc _o erfc-l(2pj) _ (11)
2
where SNR_ = pT./Crz denotes tbe detector SNR. The
phase jitter in the tracking loop degrades the detector's
SNR by a factor D,
SNRz
D - (12)
SN Rz,icleal
where SNRz,ideat is the detector SNR if an infinite-loop
SNR is assumed; i.e., there is no phase jitter (SNRz (i8_)
is computed by using the high-SNR approximations for/_
and a_ given by Eq. (7)). In Appendix A, it is shown that
at high-loop SNR the detector's SNR reduces to
MR
SNn;,idea, : 4(2 + -_ + _- + _-) (13)
For a given M, loop SNR, p, (p = 1/ag where a_ is given
by Eq. (A-13)), and 1)I, tile detector's SNR, has to be
increased roughly by the factor 1/D in order to achieve
the desired probability of detection Pal.
Given Pa and PI, we can solve for the number of re-
quired detector samples M, namely,
q
M = p-_ _ryo erfc-'(2Pl) - a_ erfc-l(2Pd) (14)
The threshold r is obtained by solving Eq. (8) and setting
it equal to
r = 2_2o erfc- 1(2Pj) (15)
where erfc-X(-) is the inverse complementary error func-
tion. When the loop is in lock, it can be argued via the
central-limit theorem that the random variable z is ap-
proximately Gaussian, with mean and variance as obtained
earlier.
IV. Discussion and Numerical Results
Computer simulations were used to validate the various
assumptions made in the analysis. Figure 2 depicts the
detection probability as a function of loop SNR when P! =
10-4. It is clear that the detection probability degrades
significantly at low-loop SNR and tile degradation itself is
a function of tile desired detection probability Pd (which is
computed assuming zero phase jitter). The degradation is
better shown in Fig. 3, which depicts the loss in detector
SNR as a function of the loop SNR. At 20-dB loop SNR,
the degradation is about 1 dB, but it increases to 2.5 dB
as the loop SNR is reduced to 15 dB. In both figures, the
simulations and theory are in agreement for all three loops.
Note that the degradation in detector SNR for BPSK was
about 1 dB for 15-dB loop SNR [5].
When tile detection probability was plotted as a func-
tion of symbol SNR, different performances for the various
loops were expected, as the loop SNRs are different when
both the data rate and the loop bandwidth are fixed. Fig-
ure 4 clearly depicts that effect, as the MAP estimation
loop attains a higher detection probability than the Costas
cross-over loop because of its higher loop SNR. Finally,
Fig. 5 shows both the nominal and the actual (16-dB loop
SNR) detection probabilities as a function of the number
of samples M and the corresponding threshold. This kind
of curve is very useful when one is designing the operating
parameters of the lock detector.
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Figure 6 depicts the probability of detection versus tile
detector's SNR for several values of probability of false
lock. This figure is useful in determining the required de-
tector's SNR for a desired detector's performance. Finally,
Fig. 7 plots the detector's SNR versus E_/No for M = 300.
The detector's SNR for other values of M can be computed
from the following relation:
SNR,,M=SNRz,3oo+lOloglo(33-_O) dB (16)
As a design example, suppose that a QPSK detector
operates at P! = 10-4 and Pd = 0.99, and that the signal
rate is 10,000 symbols per second with E_/No = 1.0 dB.
Using Fig. 6, it can be seen that the detector's SNR should
be about 12 dB. But, Fig. 7 states that at E,/No = 1 dB,
M = 300 and loop SNR = 16 dB (low-loop SNR case),
the detector's SNR will actually be about 5.0 dB. Equa-
tion (16) is used to compute the number of samples, M,
required to achieve 12 dB of the detector's SNR, which
results in M = 300 x 10 (12-5°)/1° = 1504 = 0.15 sec, and
Eq. (15) is used to compute tile threshold 7- needed for
P/ -- 10-4' Alternatively, Fig. (5) can be used to find the
required threshold value, which turns out to be r = 1300,
assuming that the output of the integrate-and-dump de-
vices is scaled by 1.O/(E_/No).
V. Conclusion
This article analyzed the lock detector performance for
the QPSK carrier-tracking loop in the ARX II. The analy-
sis is general and is applicable to other QPSK loops. Both
analysis and simulation were used to show that tile effect
of phase jitter on the detector SNR can be significant (as
much as two decibels), especially at low-loop SNR.
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Appendix A
Tracking Performance of Three QPSK Carrier Loops
Depending on the loop, the samples rc and % of Eq. (4) are processed to produce the error signal that forms the
input to the loop filter. In general, that error signal can be expressed as
c(¢)= rc/cf(rsk)--r,kf(rek) (A-l)
where f(x) is some nonlinear odd function that defines the loop. Three possible functions will be considered:
sgn(x)
f(_) = x3
tanh(x)
(A-2)
In order to predict the performance of the loops, we need to compute the "squaring loss," SL, which is defined by
sL_-(Z{e(O)})_ (A-3)
E{:(O))
where e(0) and e'(0) are the error signal and its slope, respectively, evaluated at ¢ = 0. Note that E{e2(0)} = N 2 equals
the variance of the open-loop phase error process, a_. From this, one obtains the equivalent single-sided noise spectral
density, Ng , using the relation N_ = 2N--"CT,, where T, is the symbol time. The loop responds to the mean of the error
signal, which is given by
c--('('(_= E(R(a, sin¢+ b, cos¢)f [R (a, cos¢-b, sin¢ + (-zi, cos¢- x2, sin¢)l_) ] }
-E(R(a, cos¢-b, sin¢)f [R (a, sin¢+b, cos¢+(-xl, sin¢+x_,cos¢)l_)]}
(A-4)
where the expectation is taken first over the random data and then over the thermal noise. Using Eq. (A-4), the expected
value of the slope of the error signal can be expressed as
d¢ _=o
+ R2E{bkf'[R(aj:-xl.Iv_)](-bk-x2k/vfR)}
(A-5)
- R2E(aJ' [R(b_ + x_k/v/'-R)] (ak-- x,k/viR) 1
Averaging the above equation over the random data, one obtains
e'(O) = 2Rf[R- v/Rx] - 2R2f'[R- vlRx] (A-6)
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where the overbar denotes expectation over the Gaussian random variable x with zero mean and unit variance. After
some algebra, we find the expected value of e2(0), namely,
E{e2(0)} = 2R [(R+ 1)E{f2[R - x/_x]}- (E{xf[R- x/'Rx]} - v/'RE{f[R - v/-Rx]}) 2] (A-7)
In order to proceed further, the non-linearity f(x) needs to be specified. For example, f(x) = sgn(x) (f'(x) = 26(x)) for
the Costas cross-over loop, in which case we obtain
E{sgn(R - v_x)} = erf (k/_) (A-8a)
E{26(R - v_z)} =,/-'2-e -R/2 (A-8b)
V 7rR
E{x sgn(R - x/_x)) = -U_---_e -R/2 (A-Sc)
¥ 7r
which result in
Es_n(R- v/-Rx)} = 1 (A-Sd)
[erf V/_ - _/_-e-R/_] _
SL =
R + 1 _ (v_erf X/_ + _f_f_e_R/2) 2 (A-9)
On the other hand, for the generalized Costas loop, f(x) = x3 (f'(x) = 3x 2) and we have
E{(R - v_x) 3} = R2(R + 3)
E{3(R- x/'-Rz) 2} = 3R(R+ 1)
E{x(R - v/Rx) 3} = -R3/2(R + 1)
E{f2(x)} = R3(R 3 A- ISR 2 -4-45R + 15) (A-10d)
1
e 3 (A-11)
SL= 1+ 2__+ __= + 2___"
In the MAP estimation loop, the nonlinearity is given by f(x) = tanh(x) (f'(x) -- sech2(x)), which prevents a closed-form
expression, i.e.,
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(A-10a)
(A-10b)
(A-10c)
[tanh(R - v_x) - Rsech_(R - v/Rx)] e
SL = (A-12)
(R + 1)tanh_(R - v/-Rx)- Ix tanh(R- v_x)- v/Rtanh(R - x/"Rx)] 2
Thevarianceof thephase rrorprocessinall threeloopscanbeexpressedas
N_ BL 1 BL
= [e(--0)] pcsL  , nsI. (A-13)
where p_. z, PD BL is the loop bandwidth, r, v is the symbol rate, and R = E_/No is the symbol SNR. Note thatNoBL '
for R _ 1 dB, SL << 1. We should comment that the above variance a_ is the variance relative to w0, which is used to
compute the telemetry performance. Tile variance that determines acquisition and the cycle slip process is relative to
4w0, and hence will be 16 times larger.
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Appendix B
Error and Detector Signals for MPSK
Let rc be the "in-phase" and r, the "quadrature" outputs of the integrate-and-dump devices of a MPSK loop: Ref. [4]
proposes the following algorithms for deriving the error signal and the detector's signals for the various MPSK tracking
loops.
Derivation algorithms
M Error signal Detector signal
2 2
2 C2 ----re x r, d2 -- r c -r s
4 e4 = d2 × _2 d4 = d_ - e_
8 _8 = d4 x e 4 d8 = d_4- e2
N (-N = d_ x _ a N = M2N_. -- c 2
2 2
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where
Appendix C
QPSK Lock-Detector Statistics
Tile signal for the lock detector is derived using the following algorithm
M
z=EYkXr
k
A 2 2y_: (,'h - ,',_) - (2,'_",_)_ (c-_)
In order to compute the mean and the variance of z, we need the second through the eighth moments of r_k and rsk.
The odd moments are all zero (since the noise is Gaussian), and hence only the even moments need to be computed.
To simplify the notation, the subscript k will be dropped from the next several equations. Taking the expected value of
Eq. (4), the even moments are given by
where
o .,(1)m2 = ,'_ = r_ = 1 +
( ID)A /_4 cos 4¢
.a R6(_ 15 15 ( 1))m6 = r6 = r,6 = (5 - 3cos 4¢) + g-_(3 - cos 4¢) + _-_ 3+
ms = ,'¢_= r,s = 105 - 5cos4¢ - 8,1cos 4¢'
)+ (5 + 3cos4¢) + 15(1 - cos 45) {_R-g(3 + cos 4¢) + 3(1 - cos 4¢)
1 2 1),=a _+_+_
At high-loop SNR, ¢ ---*0 and m4, m6, mS reduce to
(63)R 4 1 + -_ + _-f
15 45 15 )n _ 1+-_+_+_
( 28 210 420 105")n 8 l+_+-k-r+-_-_+ _]
(c-2)
(c-3)
(c-4)
420  o5] (c-5)
+ "_- + R4j
(c-6)
(C-7)
(c-8)
(c-9)
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respectively. Cross-moments for i = j are also needed and are given by,
m2_,=E{rer,}= 1 +cos40) + _ + (C-10a)
/' E{r_ 4 Rs( _ 18 "1 cos4¢'))m44 = r,}= ,.2+ (l+cosSC)-rcos4O- /-_2( -
a 62 62 R,( R 15 60 15)._ E{_,rc}= -5+ + (25-9cos4¢)+_-_(9- _= E{r¢r, } = 6cos4¢ cos 4O) + +
(C-10b)
(C-10c)
Note that as rr¢ ---, 0, rn22 --* rn_, m44 _ rn42, and m62 ---+ m6rn2. Now, the mean value and the variance of the detector's
signal can be computed. The mean is given by
M
P_ = E E{yk} = M_y (C-11)
k=l
where
6rgG (C-12)
Using the moments just obtained gives
Py = -4R4c---8-_s4¢ (C- 13)
The next step is to find the moment of z 2. Equation (C-1) gives
2 2 4 4 4 4
Z2 4 p4 _ 6 rcirsi Psirsjrci q" si : rcircj q-
- i=1 /=1 i--1 j=l i=1 j=l
M M M M M M M M
12 'rcircjrsirsj +2EErcirsj4 4 ,2.__._ _ ]2EE 4 2 2
-- rci rcj rsj rsi rej rsj
i=1 j=l i=1 j=l i=1 j=l i=1 j=l
(C-14)
Let z 2 = S 1 q- $2, where $1 is the sum of all the terms when i = j and $2 is the sum of all the terms for i ¢ j. Then for
i=j
4 4 4 4
rcircj = : mSrsirsj (C-15a)
4 4 (C-15b)rcirsj = m44
and
6 2 6 2
rcirsj _ rsircj = t/162
$1 = 2M(ms + 19m44 - 12rn62)
(C-15c)
(C-16)
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= 2 2 2 independentFor i # j, let k Ali-j I. Note that rclrcj = m_ because the random data make the second moments ofrci
of r_2j. The double sums can be converted into single sums as follows:
M-I M-I M-I M-I
S2 2E Ckrcircj44 +_ 24 _--_ 42236 _ 2 2 2 2= ckrcirejrsirsj +2 E -4 4 -- ck rci rcj rsjCk rei rsj
k=l k=l k----1 k=l
M-1
= 4 E c_dk + 36(M - 1)Mrn 4 - 24(M - 1)Mm4m22
k----1
(C-17)
where ck = 2(M- k) for k = 1,2,... M- 1. Note that
found from the relation
M-1
ck = M 2 - M (and co = M). The variance of z can now be
k=l
(3"z = -- = -- (c-is)
Using the previous equations, it can be shown that
2M [ms + i9rn44 12m6_(7"z = M_, ]c_4 - Mml- 9.4 + 6_,,,_
k=l
where
dk _ 4 4
X ciX cj
such that
k=li-jl
i
:
= (7,2 -- re-Sa_ + f_/4)
and
A _ cos4¢i cos 4¢1
(C-19)
(c-20)
(o21)
At high-loop SNR, the mean and variance become
pz,ideal = -4MR4 (C-22a)
and
2 = 64MR s + "_ + _ +O'z ,ideal (C-22b)
which result in
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SNRz,iaeal = 4(2 + _ + _- + _s) (C-23)
So far, no assumption has been made regarding the statistics of the phase error process. Assuming that the phase error
is indeed Gaussian with second-order density,
1 (P(¢i, CJ, r) _ 2Try/R2(0) _ n_(v) exp
1 ( _-2c(,)t,o_ +_)27ra_/1 - C2(r) exp _-'_---C'_-r'_ (C-24)
where R(r) is the correlation function and can be expressed in terms of the normalized correlation function C(r) as
R(r) = o'_C(r) where
C(rk) = (1 [BLrk0.91[)exp(--1.25BLr_) (c-25)
B L is the one-sided loop bandwidth and a_ the closed-loop error variance.
A
rk = vii = T, [ i- j I=1 t,-ti I (c-26)
With this Gaussian assumption, the expected value of cos b¢ will be e'---v--. Itence, we can substitute in all the above
equations cos4¢ with e-Sa_ and cos8¢ with e-32a_. Moreover,
cos4¢i cos4Oj : e -a6°_ cosh(16a_C(rk)), i ¢ j (C-27)
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This article suggests a simple model to do long-range planning cost estimates for
Deep Space Network (DSN) support of future space missions. The model estimates
total DSN preparation costs and the annum distribution of these costs for long-
range budgetary planning. Tile cost model is based on actual DSN preparation
costs from four space missions: Galileo, Voyager (Uranus), Voyager (]Veptune), and
Magellan. The model was tested against the four projects and gave cost estimates
that range from 18 percent above the actual total preparation costs of the projects
to 25 percent below.
The model was also compared to two other independent projects: Viking and
Mariner Jupiter/Saturn (MJS later became Voyager). The model gave cost esti-
mates that range from 2 percent (for Viking) to I0 percent (for MJS) below the
actual total preparation costs of these missions.
A rule of thumb based on these six missions is that the average annual DSN
preparation cost is $7.2 million in 1987 dollars.
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I. Introduction
Many times, the Office of Telecommunications and
Data Acquisition (TDA) is required to provide quick,
rough budgetary estimates for potential future projects.
Because of the lack of definition at the very early stages,
it has been very difficult to make meaningful long-range
planning estimates. The purpose of this modeling effort
is to improve the process for these estimates by providing
supportable values in proper context, and thereby gaining
time for developing the carefully thought out and review-
able cost estimates that are required before cost commit-
ments are made.
This section describes the objectives of this article and
gives a brief description of the Deep Space Network (DSN),
its role in supporting the National Aeronautics and Space
Administration (NASA) exploration of space, and its basic
services to space missions. Then, an overview of the article
is presented.
A. Study Objective
The objective of this study is to develop a model that
can be used in the early planning stages to estimate both
the DSN cost to prepare for future space-mission support
and the allocation of these costs over the life of the project.
DSN preparation costs for a mission occur when minimum
requirements for a supported new mission lie outside the
installed DSN capability. This proposed model is useful
for long-range budgetary planning, but does not replace
the need for a detailed cost estimate. Also, the model
provides "ballpark" numbers that can be used to check
detailed "grass roots" estimates. The original approach
to this study was to develop a mathematical model for
tile cost of a DSN project, to be a function of time and
of various cost categories such as a new uplink frequency,
a telemetry upgrade, etc. However, as the data analysis
began to develop, it was noted that a simpler model us-
ing only the length of the project as a parameter could
effectively represent the data.
B. The Deep Space Network
The NASA DSN is a multimission telecommunications
and radio-metric data facility used to support NASA's ex-
ploration of space, research in space science, and advanced
technology investigations. The Network has facilities lo-
cated on three continents (North America, Europe, and
Australia), with tracking complexes at intervals of 120 de-
grees of longitude. The Network's basic services are (1)
reception of telemetry from spacecraft, (2) transmission of
commands to spacecraft, (3) measurement of radio-metric
data for spacecraft navigation, and (4) radio science mea-
surements.
C. Overview of Article
In Section II, the purpose of each of the four space
missions is summarized, and the TDA modifications that
were required to support these four missions are described.
The methodology for collecting the data and the cost his-
tory are summarized in Section III. The cost models de-
veloped using this cost data are presented in Section IV.
In Section V, the results from the models are compared
to the actual data. In Section VI, the use of the model
for future-cost estimates for budgetary planning is de-
scribed. Finally, as an "external" check, in Section VII,
the model is compared to two independent projects, Viking
and Mariner Jupiter/Saturn (MJS).
II. Background of Space Missions
Presented in this section is a brief overview of the
four missions that were analyzed for DSN cost modeling:
Galileo, Voyager (Uranus), Voyager (Neptune), and Ma-
gellan.
A. Galileo Space Mission
The Galileo spacecraft is a Jupiter orbiter that in-
cludes a probe for penetrating the atmosphere of Jupiter.
Galileo's launch was planned for 1986, but due to the Chal-
lenger (STS-51L) loss, the launch date was delayed to 1989.
This delay has resulted in a skewed cost profile for the
DSN preparation for the mission. The primary objectives
of the Galileo space mission are to investigate the chemi-
cal composition and physical state of Jupiter's atmosphere
and satellites and to study the structure and dynamics of
Jupiter's magnetic field. This space mission is the first
outer-planet mission that will (1) perform a detailed ob-
servation of Jupiter's system, (2) send an orbiter, which
has a probe to penetrate the atmosphere of Jupiter and
which will provide 22 months of orbital operations to map
Jupiter's surface, and (3) use a dual-spin spacecraft and a
complex Venus-Earth-Earth-Gravity-Assist (VEEGA) tra-
jectory. The spacecraft carries 19 instruments, 12 by the
orbiter and 7 by the probe. Galileo was launched on Oc-
tober 18, 1989 [1,2,3].
The major improvements to the DSN associated with
the Galileo mission are narrow channel bandwidth (NCB),
very long baseline interferometry (VLBI) equipment at the
70-meter stations, and both NCB and wide channel band-
180
width (WCB) VLBI equipment at the 34-meter stations.
These provide the needed improvement in the navigation
capabilities. Other signifcant upgrades in the radio met-
rics and radio science categories were the Block II Meteo-
rological Monitor Assembly (MMA), improved frequency
standards, and a variable second local oscillator for the
Multimission Receiver (MMR). 1
B. Voyager (Uranus) and Voyager (Neptune)
Voyager 2 was launched on August 20, 1977, on a flight
path that would allow it to become tile first spacecraft
from Earth to observe tile planets Uranus and Neptune.
In this study, the DSN preparation costs for the Voyager
(Uranus) and the Voyager (Neptune) missions have been
considered separately from the costs for the basic MJS mis-
sion. Voyager 2 made its closest approach to Uranus on
January 24, 1986, passing within 110,000 kilometers of the
planet's center. The main objective of Voyager (Uranus)
was to provide a basic characterization of Uranus, its satel-
lites, and its rings, which it did very well [4,5].
On August 24, 1989, Voyager (Neptune) sailed over the
north pole of Neptune, witlfin about 4850 kilometers of the
visible cloud tops. The Neptune encounter was Voyager 2's
closest encounter with any object in its 12-year trip to the
outer solar system. The objectives of this mission were to
provide data on magnetic fields and charged particles at
Neptune, to probe deep into Neptune's atmosphere with
Voyager's radio waves, and to search for new rings and
satellites.
One of the major improvements to the DSN needed
for the Voyager-Uranus encounter was the decrease in
receiver threshold to compensate for the ever-increasing
distance of the spacecraft from Earth. This effort in-
eluded: the 34-m/64-m array, the Parkes Observatory
equipment, and DSN arraying in Australia; and new
34-m antenna/microwave/low-noise amplifier equipment
and baseband-combining equipment. A new 400-kW
transmitter for uplink commanding was also provided for
spacecraft-emergency purposes. New telemetry forlnats
were accommodated with new capabilities in software and
hardware for correlation of received data. Upgrades in
the frequency standards and coherent reference generators
(CRGs) were made. Open-loop receiver hardware was pro-
vided.
The Voyager-Neptune encounter preparations for tile
DSN carried on many of the same tasks as were required
I "Narratives covering FY'82, FY'86, and FY'88," TDA work autho-
rization documents ('_VADs) (internal documents), Jet Propulsion
Laboratory, Pasadena, California, 1983, 1987 and 1989.
for the Uranus encounter. The 64-m antennas were ex-
panded to 70 m, including an improved-precision antenna
reflector surface for both S- and X-band improved per-
formance. Improvements were made to tbe X-band low-
noise maser amplifiers, and antenna-mounted cold backup
X-band masers were installed on the 34-m high-efficiency
(HEF) antennas. The planetary ranging assembly (PRA)
computers were replaced and a precision power moni-
tor (PPM) was implemented at Signal Processing Cen-
ter, SPC-60. A new monitor and control system and
noise-adding radiometer were designed and supplied for
the Parkes antenna in support of the Neptune encounter.
Also, new additions to tile total array were implemented--
one incorporating tile Japanese 64-m antenna at Usuda
and the other the National Radio Astronomy Observatory
(NRAO) radio astronomy Very Large Array (VLA)in New
Mexico. JPL supplied the 27 VLA antennas with new X-
band feed horns and dual-channel X-band solid-state low-
noise amplifiers. The Usuda antenna was supplied with
an ultra-low-noise maser amplifier and backup by the Jet
Propulsion Laboratory (JPL). 1
C. Magellan Space Mission
The Magellan space mission to Venus was originally
conceived as the Venus Orbiting hnaging Radar (VOIR).
As first envisioned in 1980, the VOIR spacecraft was to
carry a high-resolution synthetic aperture radar (SAR)
and six other instruments, most of them for atmospheric
studies. The VOIR was de-scoped to the single-instrument
Venus Radar Mapper (VRM) in 1984 and then renamed
Magellan in 1986. It is managed for NASA by JPL.
The primary objective of this mission is to investigate
the origin and evolution of Venus by obtaining a global
radar image of the planet. The spacecraft will perform two
types of investigations: radar and gravity. The radar in-
vestigations will produce (1) continuous images of at least
70 percent of the planet with no systematic gaps except for
one pole and with a surface resolution of at least 1 kilome-
ter and (2) a global topographic map with a range of res-
olution commensurate with the SAR range of resolution.
The gravity investigation will lneasure the distribution of
gravity potential around Venus [6,7].
The new requirements on the DSN imposed by the
Magellan mission include the modifications (seven sub-
systems) for providing an operational 20-kW X-band up-
link at three 34-m stations, lligh-density recording sys-
tems will be implemented to accommodate the Magellan
data rates. The baseband assemblies are being upgraded.
hnplementation of hardware transfer-level frame synchro-
nization of telemetry data is being done. Magellan-related
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predicts capability is being incorporated in the network
support subsystem (NSS).
Tile Block IV receiver at Compatibility Test Area 21
(CTA 21) was upgraded to accommodate X-band Doppler.
The closed-loop receivers in the 34-m and 70-m subnets
have been provided with rapid acquisition capability to ac-
commodate the multiple Magellan acquisitions during each
scheduled track, due to planetary occultations. Engineer-
ing and equipment are being provided for various VLBI
upgrades, including an improved radio source catalog and
modifications to tile delta VLBI software to accommodate
the low Sun-Earth-Probe (SEP) angles. 2
in a particular category, these historical category data can
be helpful in predicting mission costs.
The total cost data for tile four space missions, Galileo,
Voyager (Uranus), Voyager (Neptune), and Magellan, is
summarized in Table 1. For example, Table 1 shows for
Galileo the annual costs from fiscal year (FY) 1979 to
FY 1988, mission total cost ($47,186K), annual average
cost ($4,719K), the standard deviation of annual costs
($2,673K), the maximum annual cost ($8,275K), the min-
imum annual cost ($1,052K), and the range ($7,223K). A
comparison of the four space missions gives the following
results:
III. Cost Data
The annual cost obligations used in this article are
taken from Teleconmmnications and Data Acquisition
(TDA) Work Authorization Documents (WAD Obliga-
tions Performance Reports), and do not include construc-
tion of facilities cost, spacecraft cost, transportation cost,
and/or other logistics costs, a All costs used in this article
are adjusted for inflation to 1987 dollars using the NASA
inflation index. The DSN costs for each project are col-
lected into the following subsystem upgrade categories:
(1) (M/O) maintenance and operations
(2) (D/L) downlink frequency
(3) (U/L) uplink frequency
(4) (TEL) telemetry upgrade
(5) (G/T) gain over system-noise temperature
(6) (CMR) upgrade command rate
(7) (CMP) upgrade the effective radiated power
(8) (R/M) radiometric accuracy upgrade
(9) (R/S) radio-science stability upgrade
(10) (VLB1) very long b_eline interferometry system
(11) (OTIl) other
Inspection of the 11 category costs revealed that for
each mission, costs are primarily assignable to three or
four categories. This is summarized in graphical form in
Fig. 1. If a future mission calls for a significant upgrade
2 "Narratives coveting FY'82, FY'86, and FY'88," TDA work au-
thorization documents (internal documents).
3 "Obligatiolks Performance Reports, 1972 1988," TDA work autho-
rization documents (WADs) (internal documents), Jet Propulsion
Laboratory, Pasadena, California, 1973-1989.
Mission
Total DSN Average Maximum
preparation ),early yearly
cost, $M cost, $M cost, $M
Galileo 47.2 4.7 8.3
\%yager (U) 35.9 7.2 13.1
"_%yager (N) 36.0 9.0 12.3
Magellan 32.5 8.1 13.8
Average 37.9 7.3 11.8
Standard 6.3 1.8 2.4
deviation
It can be seen that the average yearly cost and also
the maximum yearly cost are fairly close for the last three
projects.
The TDA costs for DSN preparation that are covered
in this article are relatively small as compared to the total
mission costs, as shown below [2,6,8].
Total DSN
mission preparation DSN/total,Mission
costs: costs: %
1987, SM 1987, SM
Galileo 1006 [2] 47.2 4.7
Voyager (U) "1
Voyager (N) } 841.2 [8] 169.4 20.1
Voyager (JS)J
Magellan 413 [6] 32.5 7.8
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IV. Cost Models
A number of models were compared to the cost data.
Tile Rayleigh distribution [9] did a good job of describing
the DSN preparation cost for each of the four space mis-
sions and also for the composite, which is the average cost
of tile four missions.
A. Galileo Space Mission
The total DSN preparation cost for Galileo was fitted
to tile Rayleigh distribution, and the following model was
obtained:
}_ = 1983t exp(-O.0224/"_)
where Yt is tile cost for DSN preparation to support Galileo
ill year t and (t = 1, 2,..., n), t is tile mnnber of the year
in tile life of the DSN preparation for Galileo support, n is
the total years of the DSN preparation, and the total cost
of the DSN preparation is _ Yr. The model shows a co-
efficient of determination (122) of 71 percent (R 2 indicates
the precision of the model, or the amount of variability in
the total cost that can be explained by the model [10]).
The cost data and the costs predicted by the model are
shown in Table 2 and Fig. 2.
B. Voyager (Uranus), Voyager (Neptune), and
Magellan Space Missions
Cost models were developed for DSN preparation for
three other space missions, Voyager (Uranus), Voyager
(Neptune), and Magellan. The Magellan model follows
a different form since its annual costs are still increasing
(see Section IV.C.2). These models and their R2s are
Mission Model R 2, %
mission" format ill Table 3 and averaged by year as shown
in Table 4. Tile resulting composite model is
)_ = 36131 exp(-0.0311t 2) (1)
and tile total cost of a mission is
}"(total) = E Yt (2)
Tile composite model has a goodness of fit (/¢2) of
87 percent, and, therefore, could be used to give cost. esti-
mates for preliminary budgetary planning for future space
missions. Table 3 and Fig. 3 show the actual cost data
of the four missions and costs as predicted by the model.
Table 4 and Fig. 4 show tile actual composite average cost
data of the four missions and costs as predicted by tile
model.
2. Growth period. During the growth period (or
early stages) of DSN preparation for a space mission, the
DSN annual preparation costs are generally increasing---
for example, during the first two years of Voyager (U),
tile first three years of Voyager (N), the first four years of
Magellan, and the first five years of Galileo. To get better
accuracy in predicting the DSN almual preparation costs
during the growth period, the following model is used:
Yt = -4738 + 87861 - 13221" (3)
where Y_ is the cost for DSN to support the space mission
in year t. The growth model shows a coefficient of determi-
nation R _-of 99 percent. A comparison of the DSN actual
average annual preparation costs of tile four missions ver-
sus those same costs as predicted by' the growth model is
as follows:
Galileo
Voyager (U)
Voyager (N)
Magellan
Yt = 1983t exp(-0.022412) 71
Yt = 6583t exp(-0.0861t") 92
Yt = 4879t exp(-0.0308t 2) 75
Yt = -9358 + 10574t - 11931 _" 99
C. Composite Model
1. Total mission period. A general long-range plan-
ning cost model for support of future space missions by
the DSN has also been developed. This model is called
the "composite model," since it uses the average annual
DSN preparation cost data of the above four space mis-
sions. The data from Table 1 are rearranged to a "year of
Average Average Model
Year, annual annual minus Error, %,
}_ cost: cost: actual, A/actual
actual, SK model,$K A inSK
1 2652 2726 + 74 + 3
2 7769 75,16 - 223 - 3
3 9501 9722 + 221 + 2
4 9331 9254 - 77 - 1
Average/ 7313 7312 - 1.25 +0.25
year
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A comparison of tile composite model derived from all
four missions, Eq. (1), the growth model, Eq. (3), and the
actual average annual costs of the four missions for the
first four years gives the following:
Annual Annual Actual
Year, cost: cost: average
Yt composite growth annual
model, SK model, $K cost, $I(
1 3502 2726 2652
2 6381 7546 7769
3 8193 9722 9501
4 8787 9254 9331
Average/ 6716 7312 7313
year
Oil the average, the annual cost for the DSN to support
a mission during tile growth period is about $7 million.
V. Back-Testing the Composite Model
The composite model was checked with four missions:
Galileo, Voyager (U), Voyager (N), and Magellan. The ac-
tual total preparation costs of the missions and those costs
as predicted by the composite model are shown below:
Preparation Total Model Error,
Space cost: cost: minus %,
mission actual, model, actual, A/
SM $M A in SM actual
Galileo 47.2 55.9 + 8.7 + 18.0
Voyager (U) 35.9 35.2 - 0.7 - 1.9
Voyager (N) 36.0 26.9 - 9.1 - 25.0
Magellan 32.5 26.9 - 5.6 - 17.0
Average/ 37.9 36.3 - 1.6
mission
The actual preparation costs for Voyager (U), Voyager
(N), and Magellan were larger than those predicted by the
model. IIowever, Galileo actual preparation costs were
less than the model predicted. This is probably a result
of the Galileo launch slipping from 1986 to 1989 because
of the Challenger loss. Therefore, a larger value for n was
used in the model, due to this slippage. On the average,
the difference between a mission actual total preparation
cost and that predicted by the composite model is about
$1.6 million, or 4 percent of actual total preparation cost.
The difference between the actual average annual cost
and the predicted average annual cost is $730,000, as
shown below.
Average Average Model Error,
Space annual annual minus %,
mission cost: cost: actual, A/
actual, SM model, SM A in SM actual
Galileo 4.72 5.59 + 0.87 + 18.0
Voyager (U) 7.18 7.04 - 0.14 - 1.9
Voyager (N) 9.00 6.72 - 2.27 - 25.0
Magellan 8.12 6.72 - 1.39 - 17.0
Auuual
grand
average
7.25 6.50 - 0.73
VI. How to Use the Model
The long-range planning cost model for support of fu-
ture space missions by the DSN is developed from histor-
ical cost data as a composite cost average of four space
missions: Galileo, Voyager (Uranus), Voyager (Neptune),
and Magellan. Tim model is
Yt = 3613t exp(-0.0311t 2)
where Yt is the cost in year t for DSN preparation to sup-
port a mission (t = 1,2,..., n), and n is the total number
of years for DSN preparation. The total DSN preparation
cost is = _ }i.
For example, to estimate the DSN preparation bud-
get for a future project, sum the annual preparation costs
predicted by the model over the life of the project (n), as
shown below:
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Year,
t
Composite
model
annual
predicted
cost, Yt,
SM
Predicted DSN preparation
total costal Yt, n years
4 5 6 7 8 9 10
1 3.5
2 6.4
3 8.2
4 8.8
5 8.3
6 7.1
7 5.5
8 3.9
9 2.6
10 1.6
26.9
__ 35.2
42.3
47.8
51.7
54.3
55.9
For example, a DSN preparation of four years is pre-
dicted to have a total cost of $26.9 million, and a total cost
of $35.2 million is predicted for a DSN preparation of five
years, and so on. It should be noted that since the histori-
cal data covered DSN tasks from n = 4 to 10 years, extrap-
olating outside that range of years should be avoided. It
should also be cautioned that there are missions differing
considerably in scope and/or complexity from the mission
set analyzed here. 4 In such cases the required DSN equip-
ment might well mean a cost greater (or less) than that
indicated by the model. Obviously, good judgment must
be used.
VII. Results
A. Comparison With Other Independent Missions
The composite model developed fi'om the four missions
was also tested against two other independent missions,
Viking and Mariner Jupiter/Saturn (MJS, later renamed
Voyager).
DSN preparation time for Viking was 7¼ years--from
1971 through 1977, including the fiscal year transition
quarter of 1976-1977. Using the table in Section VI,
$47.8 million is obtained for n = 7 years, and one-fourth
of the difference between n = 7 and n = 8 is added, to
get $1 million. The total predicted cost from the model is
4 j. W. Laylasld, private communication.
therefore $48.8 million, as compared to the actual cost of
$49.7 millionP '6
DSN preparation time for MJS was harder to define.
It was recognized before the Jupiter encounter that the
MJS mission would require a significant enhancement of
the received signal for the Saturn encounter. It appears
reasonable to apportion the DSN preparation costs for the
MJS mission into two phases: (1) 8¼ years' duration (1972
through 1979, including the 1976/1977 fiscal year tran-
sition quarter), ahd (2) 5 years' duration (1977 through
1981). Using this model of MJS, the total predicted cost
is $87.6 million. The actual value was $97.5 million. 5'6
Note that the annual average of these two projects
is $7.15 million, which is essentially the same as the
$7.25 million average for the four projects used to develop
the model. Therefore, a rule-of-thumb is that DSN prepa-
ration for a mission has an annual average preparation cost
of $7.2 million in 1987 dollars. The results are summarized
below.
Total Total Model Error,
Space cost: cost: minus %,
mission actual, model, actual, A/
$M SM A in $M actual
MJS 97.55,6 87.6 - 9.9
Viking 49.75,6 48.8 - 0.9
A comparison between the actual average annual pre-
paration cost and the predicted average annual cost of the
missions is $500,000, as shown below.
Average Average Model
Space annual annual minus
mission cost: cost: actual,
actual, SM model, SM A in SM
MJS 7.4 6.6 - 0.8
Viking 6.9 6.7 - 0.2
Annual
grand
average
7.15 6.65 - 0.50
5 "Narratives covering FY'82, FY'86, and FY'88," TDA work au-
thorization documents (internal documents).
8 j. W. Layland, private communication.
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B. Total DSN Preparation Cost Composite Model
The composite model for total DSN preparation cost
presented here is obviously a simple model that has only
time duration as a parameter. However, the model does
a reasonable job for representing the actual preparation
costs for Galileo, Voyager (U), Voyager (N), and Magel-
lan and also for the two independent projects Mariner
Jupiter/Saturn (MJS) and Viking. This model could be
used for long-range planning cost estimates for budgetary
planning of DSN support of future space missions. The
model can also be used to check "grass roots" detailed
cost estimates. Based on our back-testing the actual four
projects against the model, the results are in the range
of 18 percent above actual costs to 25 percent below ac-
tual costs. This model should only be used for projects
comparable in scope (4 to 10 years, and $25 million to
$55 million).
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Table1.DSNpreparationcostsummaryb fiscalyear(1987$K;FY'79-FY'88)
Mission
Standard
1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 Total Average deviation Max. (Y) Min. (Y) Range
Galileo
Voyager
(Uranus)
Voyager
(Neptune)
Magellan
1,052 3,822 4,352 4,875 7.010 6,833 8,012 8,275 1,278 1,677 47,186 4,719
4,482 13,124 8,339 6,211 3,705 35,861 7,172
4,984 7,308 12,328 11,429 36,049 8,012
88 6,823 11,824 13,788 35,523 8,131
2,673 8,275 ('86) 1,052 ('79) 7,223
3,774 13,124 ('83) 3,705 ('86) 9,419
3,462 12,328 ('87) 4,984 ('85) 7,344
6,111 13,788 ('88) 88 ('85) 13,700
Table 2. Galileo preparation costs versus Galileo model (1987 $K; FY'79-FY'88)
StaJldaa'd
FY'79 FY'80 FY'81 FY'82 FY'83 FY'84 FY'85 FY'86 FY'87 FY'88 Total Average deviation Max. Min. R_mge
Costs (C) 1,052 3,822 4,352 4,875 7,010 6,833 8,012 8,275 1,278 1,677 47,186 4,719 2,673 8,275 1,052 7,223
Model (M) 1,939 3,626 4,863 5,543 5,664 5,312 4,632 3,783 2,908 2,111 40,381 4,038 1,382 5,664 1,939 3,725
A(M-C) 887 -196 511 668 -1,346 -1,521 --3,380 -4,429 1,630 434 --6,805 -681
"4
iTable 3. DSN actual preparation costs and composite model costs (1987 $K)
Actual Yr. 1 Yr. 2 Yr. 3 Yr. 4 Yr. 5 Yr. 6 Yr. 7 Yr. 8 Yr. 9 Yr. 10 Total cost Avg.
cost/yr.
Galileo 1,052 3,822 4,352 4,875 7,010 6,833 8,012 8,275 1,278 1,677 47,186 4,719
Voyager (Uranus) 4,482 13,124 8,339 6,211 3,705 35,861 7,172
Voyager (Neptune) 4,984 7,308 12,328 11,429 36,049 9,012
Magellan 88 6,823 11,824 13,788 32,523 8,131
Model (composite) Yr. 1 Yr. 2 Yr. 3 Yr. 4 Yr. 5 Yr. 6 Yr. 7 Yr. 8 Yr. 9 Yr. 10 Total cost Avg.
cost/yr.
Galileo 3,502 6,381 8,193 8,787 8,302 7,076 5,510 3,949 2,619 1,611 55,930 5,593
Voyager (Uranus) 3,502 6,381 8,193 8,787 8,302 35,165 7,033
Voyager (Neptune) 3,502 6,381 8,193 8,787 26,863 6,716
Magellan 3,502 6,381 8,193 8,787 26,863 6,716
Table 4. Average of four projects' preparation costs versus composite model preparation costs (1987 $K; FY'79--FY'88)
FY'79 FY'80 FY'SI FY'82 FY'83 FY'84 FY'85 FY'86 FY'87 FY'88 Total Average Standard Max. Min. Rangedeviation
Costs (C) 2,652 7,769 9,211 9,076 5,358 6,833 8,012 8,275 1,278 1,677 60,141 6,014 3,081 9,211 1,278 7,933
Model (M) 3,502 6,381 8,193 8,787 8,302 7,076 5,510 3,949 2,619 1,611 55,933 5,593 2,558 8,787 1,611 7,176
A(M-C) 850 -1,388 -1,018 -289 2,944 243 -2,502 -4,326 1,341 -66 -4,208 -421
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Rings of Earth Detected by Orbital Debris Radar
R. Goldstein
Telecommunications Science and Engineering Division
L. Randolph
TDA Engineering Office
Small particles moving at an orbital velocity of 7.6 kilometers per second can
present a considerable hazard to human activity in space. For astronauts outside
of the protective shielding of their space vehicles, such particles can be lethal. Tile
powerful radar at NASA's Goldstone Deep Space Communications Complex has
been used to monitor such orbital debris. This radar can detect metallic objects
a.s small as 1.8 mm in diameter at 600 km altitude. Tile results of the preliminary
survey show a flux (at 600 km altitude) of 6.4 objects per square kilometer per day
of equivalent size of 1.8 mm or larger. Forty percent of the observed particles appear
to be concentrated into two orbits. An orbital ring with the same inclination as
the radar (35.1 degrees) is suggested. However, an orbital band with a much higher
inclination (66 degrees) is also a possibility.
I. Orbital Debris
In support of Space Station Freedom's shielding design,
NASA, through its Office of Space Tracking and Data Sys-
tems, has been obtaining orbital debris information from
various sources. To augment these data, two experiments
have been conducted by JPL to obtain information on de-
bris less than 10 cm in diameter. The first experinaent
was conducted by Tommy Thompson of JPL and Donald
Campbell of Cornell University at the Arecibo Observa-
tory in Puerto Rico, and was able to detect debris down
to 5 mm in diameter. The second experiment, which is
described here, utilized a radar of a shorter wavelength,
which can thereby detect smaller particles.
II. The Radar
The radar used for this survey is at the Goldstone Deep
Space Communications Complex. An X-band (8.5 GHz)
radar transmitter connected to the 70-m dish antenna,
DSS 14, was used t.o illuminate the orbital particles with
3-ms pulses (with an 8-ms repetition period) of otherwise
unmodulated microwave energy. A receiver was connected
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to a smaller 26-m antenna, DSS 13, located 21.6 km from
tile transmitter. The antennas were pointed so that the
beams intersected 600 km above the midpoint between the
two antennas. The radar parameters were:
Transmitter power = 340 kW (average)
Transmitter antenna gain = 2.3 × 107
(over isotropic)
Receiver antenna area = 191 m 2 (effective)
System noise temperature = 24.3 K
Wavelength = 3.5 cm
Figure 1 shows the geometry of the experiment. The
cross-sectional area of the antenna beam intersection was
11.6 km 2. Particles in near circular orbits at 600 km alti-
tude take 51 ms to traverse the beam intersection.
III. Observations
Two- to five-hour observation periods were scheduled
on an irregular basis from March 22 to October 16, 1989.
Altogether, 48 hours of data were collected over 15 sepa-
rate days or nights.
IV. Signal Processing
Received signals were filtered to a bandwidth of 10 kHz
and stored on digital magnetic tape. Subsequently, blocks
of 3-ms duration were Fourier transformed and accumu-
lated over 48 ms. The resulting power spectra were com-
pared to a threshold to decide if there had been a "hit" or
if there were only noise in the data.
The threshold was determined from a chi-squared dis-
tribution of 12 degrees of freedom such that, on average,
there would be one false alarm per 5 hours (375,000 spec-
tra). The resulting signal-to-noise ratio (3.87) corresponds
to a radar cross section of 5.8 x 10 .3 mm 2, which was cho-
sen as the detection limit. At this wavelength, a metallic
sphere of 1.8-ram diameter has this radar cross section.
The number of reported events was reduced by the ex-
pected number of false alarms. Thus, the reported flux
is a lower limit; there must have been undetected small
particles.
V. Data
The spectrograms for a representative event are shown
in Fig. 2. Five spectrograms are plotted in a time sequence
separated by 48 ms (the approximate time within the beam
intersection). Line-of-sight velocity is the abscissa; relative
power density is the ordinate. The line-of-sight velocity
component of-l- 88 m/see corresponds to a frequency range
of -t-5 kHz. The signal-to-noise ratio for this event was
6.5, somewhat over the threshold and corresponding to a
metallic sphere of 1.9-ram diameter.
Figure 3 is a cumulative distribution of all the particles
detected in the survey, plotted according to radar cross
section. Along the upper abscissa is the size of the equiva-
lent metallic sphere of the same radar cross section. Note
that the actual particles can be larger than lhose indicated
(i.e., nonmetallic particles).
VI. Swarms
For most observation days, one or two events per hour
were recorded. During some hours, however, the rate was
as high as 15. What happened on those days to produce
swarms of events?
Figure 4 gives the results of one such day. The time
for each event is plotted against the line-of-sight velocity.
The velocity is measured from the spectrogram and rep-
resents the Doppler shift generated by the (small) radial
velocity of the object when it crossed the antenna beam.
The signal-to-noise ratio of each event is marked on the
figure. Within the accuracy of the velocity estimates, one
straight line goes through most of the points. These sepa-
rate events are, therefore, strongly related; they must have
a common origin. However, during the hour-long lifetime
of such a swarm, the Earth has rotated 15 degrees, tlow
is it possible for this family of objects to remain so long in
an antenna beam of only 315-m width at that altitude?
Figure 5 presents one answer: the objects are in a com-
mon orbit (a ring) that has the same inclination as the
latitude of the radar. Then, the Earth's rotation carries
the radar in a direction that is parallel to the putative
ring. Such an hypothesis should be easy to test. All one
needs to do is to repeat the experiment the next sidereal
day, when the radar has rotated back under the ring. Un-
fortunately, the observation schedule has so far been too
irregular, averaging only two tracks per month.
During the survey, six occasions were found where the
velocity-time plots could be essentially connected by one
straight line. For each of these occasions, the time of the
zero crossing of the straight line is plotted against the day
of the year on which it occurred. The result is given in
Fig. 6.
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A single straight line connects five of the six points.
This indicates that the same orbit was observed five times.
The slope of the line represents the precession of the orbit,
which was 3.0 degrees per day. The orbit is prograde. The
sixth point of Fig. 6 represents a second orbit; one observed
only once. The velocity-time line for that swarm had the
opposite slope from the other five.
The observed precession rate seems too low for an orbit
of 35-degree inclination. It matches, instead, what one
would expect for 66 degrees.
A second possibility is that of a satellite at the higher
inclination that has broken up in orbit. The debris might
then have spread into a band that would be in the Gold-
stone beam for the required hour.
The breakup must have been rather violent, since so
many small particles were produced. Such a process would
tend to randomize the Doppler shifts, which is contrary to
the linear relationship which was found.
The dotted circle on Fig. 6 represents one day when ob-
servations were made at the correct time to see the swarm,
but no swarm was seen. One that day, the receiver's cir-
cular polarization was reversed. Large, irregular objects
and flake or wire shapes can reverse the sense of circular
polarization. The observed swarm was not composed of
these.
VII. Conclusions
Prom the observed average flux of 6.4 events/km_/day,
the expected time for a human-sized object to be hit is
214 years. The danger, however, appears to depend on
location. Within the ring volume, the expected time drops
to 59 years. And at the convergence point (if it exists) of
the orbital band, the expected time is only 1.5 months.
In any case, the situation is continually deteriorating as
more and more debris is deposited into orbit. Furthermore,
there is an undetermined, but apparently larger, flux of
particles smaller than 1.8 mm that could pose a hazard.
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Fig. 1. The Intersection of the two antenna beams. The common
area of 11.6 km2 was cantered at an altitude of 600 km.
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Fig. 2. Spectrograms separated in time by 48 ms. An object o!
equivalent diameter of 1.9 mm appears to have passed through
the intersection of the two antenna beams.
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Fig. 3. Cumulative distribution for the flux of orbital debris. For
each radar cross section, the plot gives the flux of particles of
that cross section or larger.
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Flg. 4. Record of events during one hour on September 4, 1989.
One stralght line fits the data so well that the events must be
related. Numbers Indlcate the slgnal-to-nolse ratio.
Fig. 5. Diagram showing how an antenna fixed to the rotating
Earth can illuminate an orbital ring for an extended period of lime.
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Fig. 6. Day-of-year versus time-of-day plot shows that live ot the
six observed swarms were repeat observations of the same orbital
ring, precessed by 3.0 degrees per day.
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Errata
The following tables were inadvertently left out of W. M. Folkner and
M. H. Finger's article, "Photon Statistical Limitations for Daytime Optical Track-
ing," that appeared in the Telecommunicalions and Data Acquisition Progress
Report 42-99, vol. July-September 1989, November 15, 1989:
Table 1. Characteristics of nominal astrometrlc
tracking system
Receiver characteristics
Aperture diameter dr, m
Filter bandwidth AA, nm
Atmospheric transmission r_a
Obscuration factor _ra
Optics efficiency _ro
Filter transmission rte
Detector efficiency Vd
Transmitter characteristics
Laser power P, W
Laser wavelength A, ran
Transmitter diameter dr, m
Distance from Earth, au
Obscuration factor rha
Pointing efficiency r/t:o
Optics efficiency 7ho
1.0
100.0
0.5
0.9
0.8
0.8
0.5
2.00
532.00
0.30
I0.00
0.71
0.84
0.65
Table 2. Integration limes needed for photon statistical error to reach s specified angular accuracy, considering
a star of magnitude m = 8 and a 2-W laser on the spacecraft. Several different filter bandpasses are considered.
Note that the 0.03-nm filter has a different transmission efficiency.
Source Star Star S/C S/C S/C
rn_ or power 8 8 2 W 2 W 2 W
Bandpass, nm 100 1.0 100 1.0 0.03
Count rate, photons/s 6.8 × 105 6.8 × 103 2.6 × 104 2.6 x 104 2.6 × 104
Background rate, photons/s 2.6 x 109 2.6 x 107 2.6 x 109 2.6 x 107 3.8 x 105
T for 50 nrad, s 0.0099 0.99 0.26 0.26 0.52
(no background)
T for 5 nrad, s 0.99 99 26 26 52
(no background)
T for 50 nrad, s 38 3.8 x 105 2.6 x 104 260 15
(with background)
T for 5 m'ad, s 3.8 x 10 a 3.8 × 107 2.6 x 108 2.6 X 104 1.5 x 103
(with background)
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