Abstract. This paper is concerned with error bounds for asymptotic expansions of the distribution of a multivariate scale mixture variate defined by X ¼ SZ, where
Introduction
Let Z ¼ ðZ 1 ; . . . ; Z p Þ 0 be a random vector, where Z 1 ; . . . ; Z p are i:i:d:
random variables, and G and g be the distribution function and the density function of Z 1 , respectively. Further, let S be a symmetric positive definite random matrix independent of Z. Our interest is to obtain error bounds for asymptotic expansions of the distribution of
which is called a multivariate scale mixture of Z. Here it is tacitly assumed that the scale factor S is close to I p in some sense. Some important applications appear in two cases when Z 1 is distributed as the standard normal distribution Nð0; 1Þ or a gamma distribution. Having in mind statistical applications and a unified treatment of our results we consider a transformation given by
where d ¼ 1 or À1 and r is a positive constant. The notation d is used for two types of asymptotic expansions. In practical applications the positive constant r is chosen as r ¼ 1=2 or 1 according to that Z 1 is distributed as the standard normal distribution or a gamma distribution. It may be noted that a relatively wide class of statistics can be expressed as a mixture of the standard normal or a chi-square distribution and its multivariate versions as in (1.1). On the other hand, a scale mixture appears as a basic statistical distribution. Then one of the important problems in the former case is to study asymptotic expansions of the distributions of such mixture variates and theier error bounds. In the latter case we are interesting in the distance of a mixture from its parent, see, example, Keilson and Steutel (1974) .
In this paper we are interesting in asymptotic expansions of the distribution of X in (1.1) and their error bounds. Asymptotic expansions have been studied for a function of the sum of i:i:d: random vectors, see, for example, Bhattacharya and Ghosh (1978) . Our class of statistics may be not large in the the class of statistics in Bhattacharya and Ghosh (1978) . However, our class is not a subset of the latter class. Furthermore, it may be noted that our error estimate has been done by deriving error bounds in explicit and computable forms.
Asymptotic expansions and their error bounds in the univariate case of (1.1) have been extensively studied. For the results, see, e.g., Hall (1979) , Fujikoshi and Shimizu (1990) , Fujikoshi (1993) , Shimizu and Fujikoshi (1997) , Ulyanov, Fujikoshi and Shimizu (1999) , etc. However, for multivariate scale mixtures, some special cases have been studied. As for results on the distribution function, Fujikoshi and Shimizu (1989a) In this paper, first we obtain uniform error bounds for asymptotic expansions of the distribution function of X when S ¼ diagðS 1 ; . . . ; S p Þ. We note that the results have improved error bounds in the comparison with the ones derived from the L 1 -norm error bounds due to Fujikoshi, Ulyanov and Shimizu (2005) . Next we extend the L 1 -norm error bounds due to Fujikoshi, Ulyanov and Shimizu (2005) to tha case when S is a symmetric positive definite random matrix provided Z 1 is distributed as the standard normal distribution Nð0; 1Þ.
Uniform error bounds
The multivariate scale mixture variate X in (1.1) is written for p ¼ 1 as
where S is a positive random variable, and Z and S are independent. Let F and G be the distribution fuctions of X and Z, respectively. We assume that for a given positive integer k, A1. G is k times continuously di¤erentiable on D, where D ¼ fx A R : gðxÞ > 0g, and g is the density function of Z. 
where the sum P ð jÞ is taken over all p-tupbs of non-negative integers such that
Now we give two types of error bounds for an asymptotic expansion (2.3) of F p ðxÞ, which are given in Theorems 2.1 and 2.2. The results can be proved by arguments similar to ones as in Fujikoshi, Ulyanov and Shimizu (2005) and Shimizu (1995) , respectively. In Section 4 we give an outline of the proofs. Our error bounds are expressed as explicit functions of a d; j , j ¼ 1; . . . ; k. More presicely, one of the error bounds depend on
where the summation P ½ j is taken over all p-tupbs of non-negative integers 0 a j 1 a Á Á Á a j p such that j 1 þ Á Á Á þ j p ¼ j, and the constants m, i 1 ; . . . ; i m are positive integers such that
In particular, we have 
where g d; k; p are defined recursively by the relation
From the relation (2.9) the constants g d; k; p for k ¼ 1; . . . ; 4 are determined recursively as follows. Therefore from (2.3) we can write G 1; k; p in the form 
We define also for j b 0
where for any integrable function hðxÞ,
It is natural ro approximate f p ðxÞ by
One of our error bounds depends on the quantity h d; k; p defined as follows. Put
ð3:4Þ where where E S denotes expectation with respect to S. It means we can construct at first approximation for PðX A AÞ for any given value of S and then taking expectation with respect to S we get result for PðX A AÞ. Under the assumption on S there exists an orthogonal matrix T such that S ¼ TLT 0 , where 
Proof. Di¤erentiating both sides of (2.14) with respect to x, we have
This implies that Þ. Note that
as the standard multivariate normal distribution is invariant with respect to orthogonal transformations. Moreover, if we put v ¼ Tx, then Tq x ¼ q v and therefore we have
Thus, we get for any j ¼ 1; 2; . . . ; k À 1
Combining (3.14) and (3.18)-(3.19) we get (3.16). 
Proof. Note that we show Lemma 2.1 ð1Þ@ð3Þ for d ¼ À1 or þ1 and for any positive r. Therefore the arguments simillar to ones in the proof of Theorem 3.3 imply the parts (i)@(iv). 
provided that E½trðS d=r À I p Þ 2 < y and E½trðS d=r À I p Þ 4 < y, respectively.
The inequlities follow from Hö lder's inequality.
Proofs of Theorems 2.1 and 2.2
Proof of Theorems 2.1. We see that the result can be proved in the same line as in Fujikoshi, Ulyanov and Shimizu (2005) . Note that 
where t is a number on ð0; 1Þ. We construct an expansion for Qðx; YÞ using (4.1) sequentially. Namely, at first we apply (4.1) to Gðx 1 y At first we consider the case when 0 < minð y 1 ; . . . ; y p Þ a j 1 . Assume that y 1 is such that 0 < y 1 a j 1 . We have for any j ð1 a j a kÞ, 
