Abstract. Recently, Bramble and Thomée proposed semidiscrete least-squares methods for the heat equation. In this paper we extend these methods to variable coefficient parabolic operators with nonhomogeneous equations and boundary conditions.
We will denote the corresponding inner product on H°(Ü) = L2(Ü) by ((•, • )). The inner product and norm on L2(dtt) will be denoted by (•, • ) and | -1 respectively.
For the semidiscrete methods which follow we will need to introduce finitedimensional subspaces of H2(ti) having certain approximation theoretic properties depending on a small parameter h. Specifically we will assume throughout this paper that Skr is any finite-dimensional subspace of H2(ti) having the following property:
(*) For any u E H'(Q) with 2ásár there exists a constant C, independent of h and u, such that inf ¿ *'-*||h -¿U, g CA-'IHI..
Examples of such subspaces are contained in [2] , [7] , [9] , and [13] .
3. Implicit Semidiscrete Methods. In this section we give semidiscrete leastsquares schemes for finding approximate solutions of the initial-boundary value problem using the subspaces S/. The schemes proposed here are based on the classical implicit finite-difference approximation for L.
Before making these ideas more precise we will need some notation. Let k = T/M where M is a positive integer and let r" = nk for n = 0, • • • , M. We will use the notation w" = u(-, tn) and A" = A(-, r").
We shall approximate the solution of problem (2.1) by a function of the form
where ¡</>,)J-i is a suitable local basis for Sk' and c, is defined on the mesh: 0 < tx < ■■■ < tM.x < T.
The implicit approximation schemes are defined as follows:
For given Skr having local basis !*,}*,i and given y satisfying 0 ^ y ^ f, find a function v of the form (3.1) such that (i) «wo -v°, >p)) = 0 for all tf> E Si and for n = 0, • ■ • , M -1,
+ k2h~2y(gn+1 -vn+1, <f>) = 0 for all <p E Srk.
We remark that the elements of Sk' are not required to satisfy boundary conditions, and only L2 inner products are involved in the computation of v. The solution of (3.2), for each n, is determined by solving a linear system of algebraic equations whose coefficients depend only on F = (/, g, u0], h, k, and 7. The linear system yields a symmetric matrix which is sparse if we take Skr to be a certain class of splines with a suitable local basis. Note also that we could choose v° = u0 in place of (i) in (3.2) .
For notational simplicity it is convenient to introduce the following definitions. For u E H2(ü) we define the operator Lku = (kAn -l)u.
Let A be the product space H°(Q) X H°(dQ) with inner product
where U = {/, g} and V = \~f, g}. We put ||i/||A = [U, U]1/2. Let Tk be the map \Lku, w|afl} from i/2(fi) into A. Then 117V«||A is a norm on Existence. We assume that u0 E H°(ü), f E H°(ti), and gn E H\dQ) for each n = 1, • ■ -, M. Since the matrix {((*,, *,-))} is positive definite, (i) has a unique solution {c.°, • ■ ■ , c"0}. Now suppose that {cxn, ■ ■ ■ , c"") have been found; then (ii) has a unique solution if and only if the only solution of the system Error Analysis. We will need the following a priori inequality for the operator Lkn which is essentially proved in [6] .
Lemma 3.1. There exists a constant a = 1 such that, for u E H2(ti) and 1 g n g M,
We will also make use of the following lemma which is essentially proved in [6] , Lemma 3.2. Suppose u E H'(Q) with 1 ^ s ^ r and C0 > 0.
wAere C « independent ofh, k, and u.
We will also make use of the following easily proved estimate. We are now in a position to analyze the error in scheme (3.2). Let u be the solution of (2.1), v be the solution of (3.2), and put e = u -v. Theorem 3.1. Iful-, t) E H'(Q)for each t E (0, T] with 1 ^ s £ r and u E C\Q), then, for k è a2/3hiy/3, we have (3.6) max ||e"|| ^ c/a2||«0||2 + *1/2/T2 max ||Mn||, + * max ||D2«(-, Olli-
We remark that a is the constant of Lemma 3.1.
Proof. We have from (3.4) that lkn+1||2 ^ \\Lnt+len+l\\* + akm |en+1|2 so that, for k ^ a2/3hiy/3, f> n\ ii n+l||2 ^-w^r-n+l n+lii2 rrr,n+l n+1 ^n+1 n+l-i rT.n + l n+1 ^.n+1 n+l-i We now use (3.2) and (3.9) in (3.7) to yield (3.10) ||e"+1n2 ú ((en -pn+1, Li+liv+l -y+i))) + [TtV*\ rr+V+1 -*"+l)].
By virtue of (3.10) and the definition of \p"+1 we then have (3.11) i|en+1n2 g «en -pn+1, ¿rv+1 -y+1))) + iiiTV*1 -y+1)\\l.
We now estimate the first term on the right-hand side of (3.11). We subtract (3.8) from (3.2) and use the relation (3.9) to yield
where tp E Sk is arbitrary. Choosing tp = vn+1 -\pn+1 in (3.12) implies that llj-rt+l/n+1 fn+l\i|2 ** MI n n+1 Tn+ls n+1 #n+1\\\ I \\Lk iv -lA )|| á \((e -p , Lk iv -y¡, )))| so that, by the Schwarz inequality, (3.13) ||¿rV+1 -f+1)|| Ú \\en -p"+1||.
Using the Schwarz inequality and (3.13) in (3.11) yields 4. Crank-Nicolson Semidiscrete Methods. The implicit schemes of the previous section have, at best, order of convergence 0(k). In order to improve the order of convergence it is necessary to discretize the time variable with higher order accuracy. The schemes given here are based on a Crank-Nicolson type finite-difference approximation for the operator L. It will be shown that the order of convergence can be improved to 0(k2).
We will use the notation u"+I/2 = \(un + un+1). We shall again approximate the solution of problem (2.1) by a function of the form (3.1); however, we will now take u0 = u0. We will use the notation Lku = (kAn + l)w.
The approximation schemes are defined as follows: For a given Skr having local basis {*,}J.i and given y satisfying 0 g y è §> find a function of the form (3.1), with un = v°, such that, for n = 0, • • • , M -1, for all tp E Skr. Error Analysis. We will again need an a priori inequality for the operator Lk/2 which is essentially proved in [6] .
Lemma 4.1. There is a constant ß ^ 1 such that, for u E H2(Q) and 1 á n í M, We estimate the last term in (4.6) by methods analogous to those used in the proof of Theorem 3.1. We subtract (4.7) from (4.1) and use the relation Hence from the assumption k ^ C0AT and Lemma 4.1 it follows that lk"+,||2 á llütfOli ^ ll«ÄV+1 -Olli For the purely implicit scheme (3.2) suppose we take r = 4 and Sk* to be cubic splines or the Hermite space of piecewise cubic polynomials ( [4] , [5] , [9] ). Then if ||«(. , Oil. is bounded uniformly in t, with 2 ^ s ^ r, we have max ||e" 11 = 0(k1/2h'-2 + k).
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Hence, since k = a2/3A4T/3, we have that the error is of order 0(k) for s = 4 and y = § or for s = 3 and 7 = §.
For the Crank-Nicolson scheme (4.1) we find that the error is 0(k2) if 7 = § and ||«(. , 0114 is bounded uniformly in t.
The Crank-Nicolson methods of [8] yield error estimates of the form max He'll -Otf-1 + k2)
where the solution of (2.1) satisfies «(• , t) E H2' and the space of approximants consists of piecewise polynomials of degree Is -1 (on a mesh of width A). Thus if 5 = 2 (i.e., piecewise cubics) then the error is of order 0(k2) provided k ^ CA3/2. We should remark that the methods of [8] require the approximants to satisfy boundary conditions. The methods of [10] yield error estimates of the form |^r|K ,0H2¿í}1/2 = 0(A2I+A: ') where u E H2''(Q) (cf. [10] ) and the admissible approximants consist of a certain class of splines which are piecewise polynomials of degree 2s -1 in the space variables (on a mesh of width A) and of degree 5 -1 in r (on a mesh of width k). Thus for s -1 and k = CA2 the error is of order 0(k2). We remark that the methods of [10] yield arbitrarily high order of accuracy (for sufficiently regular u) without requiring the admissible approximants to satisfy boundary conditions.
