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Abstract 
This second part of a Tutorial on neural networks focuses on the Kohonen self-organising feature map and the 
Hopfield network. First a theoretical description of each type is given. The practical issues concerning applications 
of the networks are then discussed. For each network, a description is given of the types of problems which can be 
tackled by the specific neural network, followed by a protocol for the development of the neural network system. It is 
seen that different neural networks are suited for different kinds of problems. Guidelines to avoid common 
difficulties in using neural networks are also given. 
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1. Kohonen self-organising feature map 
1.1. Introduction 
The Kohonen network [l] belongs to the class 
of self-organising feature maps (SOFMs) and dif- 
fers substantially from the multi-layer feed-for- 
ward (MLF) networks described in Part I [2]. 
Usually, a Kohonen neural network consists of a 
one- or two-dimensional framework of units, 
hereafter referred to as the Kohonen map. Train- 
ing of the network is performed in an unsuper- 
vised way, i.e., during the learning process the 
input patterns are presented without specifying 
what the output of the network should be. When 
training has been completed, the weight vectors 
of the units tend to approximate the distribution 
of the patterns in the object space. Due to the 
Kohonen learning rule, the individual weight vec- 
tors are arranged in the map and oriented in such 
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a way that the structure of the object space, i.e., 
the topology of that space, is represented as best 
as possible in the resulting map. Therefore, the 
Kohonen neural network is a topology-preserving 
mapping technique. The Kohonen mapping tech- 
nique is primarily used for the examination of 
data sets for which no or only a little a priori 
knowledge concerning the internal structure is 
available. Once the network has been trained, 
each unit in the Kohonen map might be associ- 
ated with an object class and then the map may 
be used for classification purposes. 
1.2. Theory 
1.2.1. Network architecture 
Formally, a Kohonen network (Fig. 1) consists 
of two layers of units: an input layer and an 
output layer. The array of input units operates 
simply as a flow-through layer for the input vec- 
tors and has no further significance. Often this 
layer is left out, as is depicted in Fig. 1. The units 
in the output layer are ordered in a low-dimen- 
sional framework of units, e.g., a one-dimensional 
array or a two-dimensional matrix. Usually, one- 
or two-dimensional networks are used, and 
0 matching c 
input vector 
unlt wlth associated _______________ 
weight vector 
henceforth, only these two types of Kohonen 
networks will be considered. Each unit in the 
network is fed by the input layer and is equipped 
with a single weight vector. The dimension of the 
weight vectors is equal to the number of compo- 
nents of the input vectors. No signals are trans- 
ferred between units in the output layer. 
1.2.2. Data representation 
As in multi-layer feed-forward networks, the 
components of the input vectors or patterns may 
take binary or continuous values. Of course, the 
objects have to be represented in a fashion which 
retains as much information as possible and best 
suits the actual problem. Often the input vectors 
are scaled in some way, e.g., vector normalisation, 
before these are used for training the network. 
Because training is performed in an unsupervised 
way, no network output has to be specified. 
1.2.3. Training the network 
Since the introduction of the Kohonen neural 
network [3], several training strategies have been 
proposed (see, e.g., refs. 4-7) which deal with 
different aspects of use of the Kohonen network. 
In this section, we will restrict ourselves to the 
I’ 
-4 
OO O O O O 
OO o. OO O O 
OO O O O O 
OO O O O O 
.------a 
o. j OO O O OO _  _  _  _
Fig. 1. A two-dimensional Kohonen self-organising neural network. Shown is a 5 x 5 two-dimensional Kohonen network. An input 
vector is fed into the network via the formal input layer (not shown). The dashed box depicts a single unit and its associated weight 
vector. For a full explanation see text. 
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neural network which has been proposed by Ko- 
honen [l]. The Kohonen learning algorithm can 
be subdivided into five clearly distinguishable 
stages which are presented briefly below. In Sec- 
tion 1.3 each stage will be discussed in more 
detail. 
Before the training process is initiated, the 
weight vectors of the units in the output layer 
need some preparation. Therefore, for each unit 
j in the network, random values are assigned to 
the elements of its associated weight vector rvj. 
Then an input vector, x, is drawn randomly from 
the training set. For each unit in the output layer 
a predefined similarity or distance measure, 
D(wj, x), which operates on the unit’s weight 
vector and the input vector, is determined. The 
unit in the Kohonen map possessing the most 
extreme value of D(wj, xl, i.e., its weight vector 
is most similar (the similarity measure D(wj, X) is 
at a maximum) or close (the distance measure 
D(wj, x) is at a minimum) to the input vector, is 
declared as the winner. In addition, all units in 
the close vicinity of the best matching unit are 
selected too. Finally, the weight vectors of the 
winning unit and its neighbours are modi~ed 
according to 
wj(l+ 1) =w’(t) +q(t)fV(t, r)[x-w’(t)l 
(1) 
where t and n(t) denote the iteration number 
and the learning rate, respectively. The N(t, r) is 
a neighbourhood function (see Section 1.3.2.3) in 
which r indicates the distance in the Kohonen 
map between the unit j which has to be updated 
and the winning unit. Note that both the neigh- 
bourhood function and the learning rate explicitly 
depend on the iteration number. This completes 
the processing of one input vector. Next, a new 
input vector is drawn randomly from the training 
set and the learning process continues. When all 
patterns of the training set are presented to the 
network, one full processing cycle or iteration has 
been completed. Finally, the learning process 
stops after a predefined number of processing 
cycles. 
As a result, the weight vectors of the winning 
unit and its neighbours are gradually moved along 
the straight line which connects wi and x towards 
Fig. 2. Adaptation of weight vectors. Depicted is the update 
of the weight vector W’(t) of the winning unit. A fraction, here 
indicated by the learning rate n, of the difference between 
the applied input vector X and W’(t) is added to the weight 
vector in order to construct the new weight W(t +l). The 
weight vectors of the units in the neighbourhood of the 
winning unit are updated in the same way. 
the applied input vector (Fig. 2). By this mecha- 
nism, input vectors which possess imilar features 
will be mapped onto the same region in the 
Kohonen map. However, due to the unsupervised 
character of the learning algorithm, one cannot 
control which unit or cluster of units in the map 
will be associated with a specific input pattern or 
class of input patterns. 
1.2.4. Example 
Suppose that a one-dimensional Kohonen net- 
work consisting of four units has been trained 
with an arbitrary number of seven-dimensional 
continuous valued input vectors. A possible out- 
come of this training session is depicted schemat- 
ically in Fig. 3. Each column (l-4) in this diagram 
represents the weight vector of a single unit. 
Each row (a-g) represents for all units in the 
map the values of the respective weight vector 
components. As can be seen, similar large values 
(filled circles) as well as small values (open cir- 
cles) serve as connecting features between two 
neighbouring units. So, while going from one unit 
to another in the Kohonen map, the weight vec- 
tors of these units are chained together as in the 
game dominoes. By the self-organising topology- 
preserving mechanism, clustering of weight vec- 
tors possessing regions of similarity is established. 
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1 2 3 4 
a 0 O-0 0 
b 0-a O-O 
c o-o-o 0 
d l O-O . 
e 0-O O-O 
f 0 o-.-o 
g o-o o-0 
Fig. 3. Chaining of weight vectors by the Kohonen algorithm. 
See text for a full explanation. 
If large values are set equal to 1 and small 
values to 0, this example demonstrates also that 
information concerning distances between vectors 
in data space might be lost. The real distance, 
measured in the metrics of the object space, 
between two weight vectors cannot be deduced 
from their actual positions in the Kohonen map. 
For instance, using Euclidean metrics, the weight 
vector of unit 1 (w’) is closer in the object space 
to w4 (D(w’, w4) = 61 than to w3 (NW’, w31 
= 61, although unit 3 is positioned closer to unit 
1 in the map than to unit 4. This phenomenon is 
caused by the folding over of a high-dimensional 
space which is forced to fit in a one-dimensional 
map L71. 
Summarising this example, when a high-di- 
mensional object space is mapped onto a one- or 
two-dimensional Kohonen map, the network tries 
to preserve the topology of the object space as 
best as possible. In this circumstance, information 
concerning the real distance between input vec- 
tors which are mapped on two non-adjacent units 
in the Kohonen network might be lost to a great 
extent. 
1.3. Aspects of use 
1.3.1. Types of problems 
1.3.1.1. Topology. While training and analysing 
the Kohonen map, attention can be paid to, for 
instance, the structure or topology of the object 
space. If the end-points of the input vectors form 
a planar circle in a high-dimensional object space, 
then this topology will be reflected by the order- 
ing of the weights in the resulting Kohonen map. 
Another interesting application of the Kohonen 
network is the use of the map to estimate the 
probability density function of the object space. 
However, in that case the original Kohonen 
learning algorithm has to be slightly modified 
[8,5]. This extension will be discussed below. 
1.3.1.2. Data reduction. Each of the input vectors 
can be associated with the map coordinates of the 
corresponding winning unit, or conversely, each 
weight vector in the map may be considered to be 
representative for one or more patterns of the 
training set. In the case where a high-dimensional 
object space is mapped onto a low-dimensional 
Kohonen map, a very efficient and quick way of 
data reduction might be achieved. However, the 
accuracy of this data reduction method depends 
highly on the variance present in each subset of 
input vectors which is mapped onto a single unit 
in the Kohonen map. 
1.3.1.3. Clustering. The map facilitates the exami- 
nation of clustering properties of the input vec- 
tors in the training set. If there are clusters 
present in the data set, the Kohonen map is likely 
to reflect these clusters provided there are enough 
units to make a separation between the clusters 
possible. 
If clustering is observed, the Kohonen map 
may be used as a classifier. For this goal, every 
unit in the map must be labeled, i.e., associated 
with some (average) property of those object vec- 
tors that are mapped onto that particular unit. 
When this is done, units in the Kohonen map 
represent different classes of objects. When a 
new object is provided to the network, one of the 
units in the map will be assigned as the winner 
and the new object is assumed to belong to the 
same class this winning unit was labeled with. Of 
course, there has to be a sufficient degree of 
separability between the clusters. If the clusters 
touch or overlap in the original multi-dimensional 
object space, they are also likely to touch or 
overlap in the Kohonen map. In that case, it is 
more difficult to define the boundaries between 
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the clusters. An advantage of the Kohonen tech- 
nique is that the clusters do not have to be 
separated by linear discriminant lines or (hyper) 
planes. 
In conclusion, the Kohonen neural network is 
an elegant and powerful technique for mapping a 
generally high-dimensional object space onto a 
low-dimensional framework of units. In this way 
the map enables and facilitates a thorough inves- 
tigation of high-dimensional data spaces. Eventu- 
ally, the map may be used for classification pur- 
poses. 
1.3.2. Protocol 
1.3.2.1. Data acquisitionand selection. As opposed 
to MLF networks, the Kohonen neural network is 
not very sensitive to unbalanced training sets. For 
example, if a large fraction of the input vectors is 
nearly identical, i.e., they form a relatively narrow 
and dense cluster in the object space, then these 
vectors are mapped onto a single unit in the 
Kohonen map. After convergence of the network, 
the weight vector of that particular unit will ap- 
proximate the mean vector of this cluster. The 
remaining units in the map represent the less 
frequently appearing objects. It is not necessary 
to pay much attention to balancing of the training 
set. Moreover, the composition of the training set 
often is not known beforehand. In fact, usually 
a o-o-o-o-o-o 
b 
the Kohonen network is applied to gain insight 
into the training set. 
1.3.2.2. Data preprocessing. As was previously 
mentioned, the input vectors are often scaled 
before use, but this might result to some extent in 
a loss of information. If vector normalisation is 
applied to two vectors which point in the same 
direction but which have different lengths, the 
normalised vectors are no longer distinct. How- 
ever, scaling of the input vectors might be neces- 
sary, especially if different vector components 
have different ranges of values. For example, if 
the Euclidean distance is taken as a distance 
measure in the Kohonen learning algorithm, one 
has to pay attention to these different value 
ranges. If the range of a specific variable is large 
compared to the other variables, relatively small 
variations of this variable, i.e., relative to its range, 
may dominate the variations of the other vari- 
ables. This may cause (perhaps important) 
changes in these other variables to be neglected 
by the Kohonen network. If this range effect is 
not desired, then range scaling per variable may 
be a proper strategy. 
If different variables ought to have different 
influences on the similarity measure, each of the 
components of the input vectors should be multi- 
plied by a suitable weighting factor before the 
similarity measure is calculated. Of course, these 
c 9 --o-9-o /v/v\/\ 
o-pl-o--o---pl 
/\/\/\/\/\ 
o-o-o-o-o-o 
/\/\/\/\/\A 
o-o-o-o-o-o-o 
\/\/\/\/\A/ 
o-o-o-o-o-o 
\/\/\/\/\/ 
o-o-o-o-o 
\/\/\/\/ 
o-o-o-o 
Fig. 4. Three possible network structures. (a) One-dimensional network. (b) Two-dimensional rectangular network. (c) Two-dimen- 
sional hexagonal network. Note that the lines drawn between the units do not represent physical connections, but emphasise the 
particular arrangement of the units in the network. 
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remarks concerning the scaling of input vectors 
are not only valid for Kohonen networks but 
apply also to other computational methods which 
are based on vector similarity or distance mea- 
sures. 
1.3.2.3. Network design. After preprocessing of 
the data, the Kohonen network has to be de- 
signed. Decisions have to be made about network 
dimensionality, size, connectedness of the units in 
the map, weight vector initialisation, similarity or 
distance measure, neighbourhood function, and 
learning rate. 
Dimensionality, size, and connectedness of the 
network. Usually, one- or two-dimensional Koho- 
nen networks are used. Higher-dimensional Ko- 
honen networks may be applied as well, but such 
networks require, especially when dealing with 
multi-dimensional input vectors, a tremendous 
number of computations before convergence of 
the weight vectors can be achieved. Moreover, 
the output of such high-dimensional networks is 
difficult to interpret and visualise in a convenient 
manner. Three widely used network configura- 
tions are the one-dimensional network and the 
rectangular and hexagonal two-dimensional net- 
works (Fig. 4). The structure of the network de- 
termines the degree of connectedness of the units. 
Except for the units located at the borders of the 
Kohonen map, each unit in the networks de- 
picted in Fig. 4 has (a> two, (b) four, or (c) six 
neighbours, respectively. 
The choice of the size and dimensionality of 
the network depends on the problem type. If the 
network is intended to be used as a classification 
system, one rule of thumb is to take at least twice 
as much units as the number of classes expected 
in the training set. On one hand, if not enough 
units are chosen, input vectors that differ sub- 
stantially are forced to map onto the same unit 
and hence no good separation is achieved. On the 
other hand, if there are too much units, input 
vectors which are very similar will eventually be- 
come separated in the map. A substantial number 
of units might even be wasted because none of 
the input vectors is mapped onto these units. If 
the number of units is almost equal to the num- 
ber of input vectors in the training set, the net- 
work might operate as a kind of memory and not 
represent in a reliable way (in a statistical sense) 
the general features present in the object space. 
Combining the aforementioned requirements it is 
advised to choose the number of units, NunitS, in 
the map according to 
where Nclasses and NpatternS represent the expected 
number of classes and the number of patterns in 
the training set, respectively. 
Weight vector initialisation. Before training, one 
may initialise the weight vector components with 
small random values. However, usually the input 
training vectors are not distributed randomly. In 
such cases many units might never be assigned as 
the winner and consequently, the corresponding 
weight vectors will not be used at all. This may 
lead to a situation in which there are too few 
weight vectors left to represent properly all dif- 
ferent features present in the training set. 
Obviously, the optimal initial distribution of 
the weight vectors is the one which approximates 
the distribution of the input vectors in the object 
space. However, in most applications this is pre- 
cisely the information the Kohonen network 
should yield. When the network is meant to be 
used as a classifier, the mean vectors of the 
known classes form good starting points for the 
individual weight vectors. Again, this information 
is, in general, not available beforehand. 
One way of dealing with the problem that a lot 
of weight vectors are ‘out of reach’ is to add 
random noise to the input vectors. During train- 
ing the amplitude of the noise is gradually de- 
creased. In this way, units possessing weight vec- 
tors which are very dissimilar to all input vectors 
will have a higher chance of being assigned as a 
winner, but still this might not be sufficient. An- 
other solution is to choose all weight vectors close 
together, preferably nearby the origin, meanwhile 
adapting the set of input vectors in such a way 
that these point to the same region in the object 
space as the weight vectors do. During training, 
the components of the input vectors are slowly 
changed back to their original values and the 
weight vectors are likely to follow these altering 
input vectors. 
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Unfortunately, both methods described above 
are rather time-consuming. The problem of un- 
used or infrequently used weight vectors may be 
circumvented by using a modified Kohonen learn- 
ing algorithm described by Desieno 181. In this 
adapted version, the Kohonen map will produce a 
set of so-called equiprobable weight vectors. 
These are a set of weights such that an input 
vector randomly chosen in accordance with the 
probability density function of the object space 
will have an equal probability of being closest to 
each of the weights in the Kohonen map [51. 
Basically, each unit keeps track of the frequency, 
fj, at which it had been assigned as a winner. If 
fi > l/N, where N denotes the number of units 
in the map, then this unit will have a smaller 
probability that its weight vector will be updated. 
In contrast, units with a lower assignment fre- 
quency, fj < l/N, will have a higher probability 
of being updated. Thus, very ‘busy’ units might 
temporarily be shut down allowing other less 
frequently updated units to be assigned as a 
winner instead. While doing this, the distribution 
of the weight vectors in the Kohonen map be- 
comes statistically equal to the distribution of the 
vectors in the training set, The resulting Kohonen 
map may be used as an estimator for the proba- 
bility density function of the object space. 
The most elegant way to profit from as many 
weight vectors as possible is to use a wide neigh- 
bourhood function. First, the weight vectors are 
set equal to the mean of the training set and then 
random noise is added to each weight vector. In 
the beginning af the training, not only the win- 
ning unit is updated, but also units in the neigh- 
bourhood of this winning unit. If this neighbour- 
hood of units is chosen large enough, the map 
will reflect the rough structure of the object space 
after just a few processing cycles. While process- 
ing continues, the number of neighbouring units 
is decreased. So, in time less and less units are 
updated allowing the network to tune in on spe- 
cific features present in the data set. This mecha- 
nism will be described in more detail under the 
topic ‘Neighbourh~d function’ below, 
~i~ila~~ and distance ~ea~~re~. In the litera- 
ture, many definitions of vector similarity and 
distance measures can be found. Each of these, 
e.g., scalar product, direction cosine and 
Minkowski distance, may be used in the Kohonen 
learning algorithm to determine which unit will 
be assigned as the winner. The scalar or inner 
product, D,(a, 61, obtained from two vectors, a 
and b, may be used as a similari~ measure and is 
defined by 
D,(a, b) = za,b, (2) 
where a, and bi are the ith elements of a and b, 
respectively. If a difference in direction between 
two vectors u and b is considered more impor- 
tant than a difference in magnitude, the direction 
cosine, D&z, b), is a more appropriate similarity 
measure: 
wa7 b) wa, b) = cos(f)) = ,, u ,, ,, b ,, 
where 0 is the angle between a and b, and II a II, 
II b II represent the norm of a, b, respectively. 
Obviously, D,(a, b) = D,(u, b) when vectors are 
normalised to unit length. Another suitable mea- 
sure, in fact a vector distance measure in a metri- 
cal system, is the ~inkows~ distance ~~(u, b) 
which is defined by 
&(a, b) =n C la.--b.1” 
,r- 
(4) 
If n = 1, the Minkowski distance measure is called 
the Manhattan or city block distance and for 
IZ = 2, it corresponds to the well known and com- 
monly applied Euclidean distance measure. Other 
measures like the Tanimoto similarity measure 
and the Mahalanobis distance [l] may serve as 
well. 
Learning rate q, Usually, the learning rate, 17, 
is chosen relatively large in the early stages of the 
training and is decreased linearly as a function of 
the number of processing cycles. A good starting 
value of q might be 0.1-0.5, whereas at the end 
the learning rate should be in the range O.OOOl- 
0.0005. 
~eig~bou~~~d ncti~n. In Kohonen networks 
updating a unit corresponds to changing its weight 
vector. This change is proportions to the differ- 
ence between the input vector and the weight 
KJ. Melssen et al. /Chetnometrics and Intelligent Laboratory Systems 23 (1994) 267-291 275 
vector that is to be updated (Fig. 2). The fraction 
that is actually used to calculate the new weight 
vector depends not only on the learning rate, 
v(t), but also on the neighbourhood function, 
N(t, r) (Eqn. 1). Both the iteration number, t, 
and the variable, r, which refers to the distance 
in the map between the winning unit and the unit 
to be updated, appear in this function. 
Several strategies concerning the choice of the 
shape and the adaptation of the width of the 
neighbourhood function, NO, r), have been pro- 
posed in the literature [1,7]. In the original Koho- 
nen algorithm, the width of the neighbouring 
region is step-wise decreased during the training 
session, causing a diminishing number of units to 
be updated together with the winning one. An 
example of a shrinking square-shaped neighbour- 
hood is depicted schematically in Fig. 5. Initially, 
the neighbourhood function covers almost the 
entire Kohonen map and after a few processing 
cycles the network has copied more or less the 
rough structure which is manifest in the training 
set into the weight vectors. During this phase, the 
formation of the global object space topology has 
been established in the map. Next, after a fixed 
number of processing cycles, the width of the 
neighbourhood function is decreased and the net- 
work will start linking weight vectors bearing sim- 
ilar features in their components together. In the 
last phase of the training, only the weight vector 
of the winning unit is updated and the weight 
vectors in the Kohonen map become more and 
more specialised to specific, perhaps class-char- 
acteristic, features present in the input vectors. 
Regardless of the shape of the function, 
N(t, r), it is recommended that the shrinking of 
the width of the neighbourhood be scheduled in 
such a way that the number of iterations at which 
a certain width is applied is inversely propor- 
tional to the square of that width. Considering 
the 5 x 5 network illustrated in Fig. 5, an appro- 
priate sequence of neighbourhood widths is given 
by the linearly decreasing series 5, 3, and 1, 
implying that maximally 25, 9, and 1 units are 
mstaael 
I fohation of topology Ii 
cl :: ::: :: I;‘::’ :  j linking stage2 of features 
stage 3 
specialisation 
0 unit 
0 winning unit 
0 W 
input vector 
I I 
Fig. 5. Adaptation of neighbourhood during training of a Kohonen network. Shown are three stages during the training of a 
two-dimensional 5 X 5 sized Kohonen network: first a 5 X 5 neighbourhood is applied which covers the entire map because the 
winning unit is located precisely at the center of the map. Next, a shrunk 3 X 3 neighbourhood of units accompanies the winning 
unit, and during the final stage the winning unit is updated exclusively. For full details see text. 
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Fig. 6. Four types of neighbourhood functions. In each of the 
diagrams the winning unit is located at the center of the 
abscissa. Horizontal axes indicate the distance r to the win- 
ning unit, vertical axes indicate the value of the neighbour- 
hood function N(r). Depicted are (a) a block, (b) a triangular, 
(c) a Gaussian bell, and (d) a mexican-hat shaped neighbour- 
hood function, respectively. The height of the function, 
N(t, r), indicates what fraction of the difference Aw’ = x - wi 
is used to update the weight vector wi at iteration t. A 
positive value indicates that the weight vector is slightly moved 
towards the input vector, whereas a negative value (d) means 
that the weight vector is pushed away from this input vector. 
updated simultaneously, respectively. Exclusively 
odd numbers appear in this series because only 
then can a neighbourhood centered symmetrically 
around the winning unit be obtained. Given the 
ratio of the reciprocal squared widths, & : f : 1, 
the recipe above prescribes that the widths - 5, 
3, and 1 - should be applied subsequently at 
AT, &T, and $$$T iterations, where T denotes 
the predefined total number of iterations. 
In Fig. 6 four different neighbourhood func- 
tions are shown. Using a one-dimensional net- 
work, the distance, r, is simply equal to the 
number of units which separate the winner and 
the unit to be updated, incremented by one. For 
higher-dimensional network configurations r may 
be defined in several ways. If the map is two-di- 
mensional, one defines r to be, e.g., the radius of 
a circle or the half-width of a square, both cen- 
tered around the winning unit, respectively. 
Before discussing the implications of the choice 
of a particular neighbourhood function, the fol- 
lowing point must be made. In the original Koho- 
nen algorithm [l] the boundaries of the map are 
considered as ‘hard’ delimiters. When a winning 
unit is located near the edge of the map, part of 
the neighbourhood function vanishes to the exte- 
rior of the map. For some applications it might be 
more appropriate to let the neighbourhood func- 
tion scroll from one edge of the map to the 
opposite one [9]. As a result, if the winning unit is 
located at the upper-left corner of the map, 
‘neighbouring’ units positioned at the lower-left, 
upper-right, and lower-right corners of the map 
will be updated too, provided the width of the 
neighbourhood function is large enough. If a 
two-dimensional Kohonen network is trained in 
this ‘modulo’ fashion, one can imagine that the 
map is ideal in representing the topology of the 
surface of a three-dimensional sphere. 
Since the introduction of the Kohonen net- 
work various neighbourhood functions have been 
proposed [1,10,7,9]. Kohonen used a block neigh- 
bourhood function (Fig. 6a). Especially for those 
applications in which low-dimensional object 
spaces are investigated this function might suf- 
fice. Application of a triangular (Fig. 6b) or 
Gaussian bell-shaped (Fig. 64 neighbourhood 
function might lead to a more smooth formation 
of topology in the map and a faster convergence 
of the weight vectors [lo]. The Mexican-hat func- 
tion (Fig. 6d), which has its origin in biological 
neural networks, may be useful when construct- 
ing a Kohonen map for classification purposes. 
This typical shape, a positive peak at the center 
and a negative valley at surrounding regions, en- 
hances the sharpening of the boundaries between 
two or more adjacent clusters. The clusters might 
even become separated in the map by strings of 
units onto which none of the input vectors is 
mapped. 
1.3.2.4. Stop criteria. Usually, the training of a 
Kohonen network stops after a predefined num- 
ber of processing cycles. Kohonen recommends 
that each input vector of the training set should 
be presented to the network at least 500 times 
the number of units in the map. An alternative is 
to trace during the learning process the variations 
of each of the weight vector components. One 
easy way of doing this is to calculate for each unit 
in the map the sum of the squared differences 
between the respective components of the cur- 
rent weight vector and the previous one. When 
each of these sums becomes (negligibly) small 
after completion of a processing cycle, the net- 
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work has settled into a stable weight configura- 
tion and the training session may be interrupted. 
1.3.2.5. Output analysis. Once the training of the 
Kohonen neural network has been completed, 
the weight vectors are fixed and the map is ready 
to be used. The way in which the weights and the 
map are analysed depends on the type of the 
problem considered. In this section some possible 
analysis methods will be discussed. 
Output activity map. When training has been 
completed, for a given input vector, X, only a 
single unit in the map is assigned as the winner. 
However, the input vector might be similar or 
close to one or more of the other weight vectors, 
r&, too. During training of the Kohonen network 
the selection of the winning unit was based on a 
vector similarity or distance measure, D(wj, x). 
Preferably the same similarity or distance mea- 
sure should be used afterwards to define the 
output, yj of unit j in the map according to 
yj = D( MJ, X) (5) 
The resulting output activity map allows the ex- 
amination of regions of similarity or adjacency of 
the vector, n, and the weights, wj. Keep in mind 
that, in general, every input vector is charac- 
terised by a different output activity map. The 
output activity map may be represented graphi- 
cally by a grey-encoded raster diagram (Fig. 7a) 
or an iso-contour plot in order to facilitate the 
examination of regions of (dis)similarity. 
Cluster analysis. Another method of analysis is 
provided by the so-called counting map [ll]. The 
counting map is obtained by calculating for each 
unit the number of input vectors of the training 
set that is mapped onto this specific unit. Despite 
the unsupervised character of the Kohonen learn- 
ing algorithm, this map might provide evidence 
for the existence of two or more clusters in the 
(high-dimensional) object space. An example of a 
counting map exposing three well-defined clus- 
ters is depicted in Fig. 7b. 
If the separation between clusters is less obvi- 
ous, i.e., there are no strings of units in the map 
which are never or not often assigned as winner, 
it might be an error prone task to define such 
clusters. In this circumstance, examination of the 
a b 
C 
Fig. 7. Analysis of the Kohonen map. Four different ways of 
analysing a two-dimensional Kohonen map. (a) Grey-encoded 
output activity map for a single input vector x. Dark areas in 
the map indicate that the input vector is similar to the 
respective weight vectors, whereas light areas correspond to 
regions of dissimilarity. (b) Graphical representation of the 
counting map. Dark areas indicate that a large number of 
input vectors is mapped onto this (cluster) of units. Units onto 
which none or just a few input vectors are mapped are 
represented by white or light-grey. Three clearly separable 
clusters can be observed in the map suggesting that at least 
three clusters are present in the object space as well. (c) A 
feature map. If a unit is labeled with +, - or X, one or more 
input vectors labeled with +, - or both, respectively, are 
mapped upon this unit. Blank units are never assigned as 
winner. The Kohonen map appears to separate the two fea- 
ture values reasonably well. (d) A superimposed feature map. 
If a unit is labeled with A, B, C or X, one or more input 
vectors labeled with class A, B, C or both B and C, respec- 
tively, are mapped upon this unit. Blank units are never 
assigned as winner. In the upper-left area of the map, a 
cluster of A appears. This area is well separated from regions 
B and C in the map. Note that the cluster of B partially 
merges with C (denoted by X). 
weight vectors may offer a solution. Note that the 
existence of a boundary between two clusters 
might be expected when one observes a relatively 
large difference, as expressed by a similarity or 
distance measure, between the weight vectors of 
two neighbouring units. In order to define the 
boundaries between two or more clusters, first 
calculate for two neighbouring weight vectors a 
similarity or distance measure, D(wj, We), which 
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does not necessarily have to be the same measure 
as the one embedded in the Kohonen learning 
algorithm. Then proceed by defining a minimum 
similarity or maximum distance level, i.e., a 
threshold. If the value of NV’, wk) exceeds this 
threshold, then a boundary is defined to be pres- 
ent between the units j and k. Then a subdivi- 
sion of the Kohonen map into multiple clusters 
may be established. The clustering obtained in 
this way, of course, is highly dete~ined by the 
chosen value of the threshold. 
Labeling of input vectors. The Kohonen algo- 
rithm is unsupervised and therefore it does not 
make use of output vectors to guide the adapta- 
tion of its weight vectors. However, if output 
vectors are known, the Kohonen map may be 
used afterwards for studying the relationship be- 
tween the topology found in the input space and 
the distribution of a specific variable of the out- 
put vectors. 
For every variable (feature) of the output vec- 
tor the following analysis may be performed. Since 
each input vector is associated with an output 
vector, one may label each input vector with the 
value of the specific output vector feature that is 
being studied. If a labeled input vector is now 
presented to the network, it is projected onto the 
map, resulting in the assignment of a winning 
unit. This winning unit gets the same label as the 
input vector. After presentation of all input vec- 
tors, every unit in the map is labeled with zero, 
one, or more (perhaps different) labels. For ex- 
ample, a specific feature has the value + or -. 
The resulting so-called feature map as shown in 
Fig. 7c mimicks the relation between the topology 
of the input space and the value of this feature. 
Such a feature map may be generated for every 
feature of the output vector. If information on 
the number of input vectors that map per unit is 
added, a grey-encoded feature map results [ill. 
If the output vectors represent different 
classes, the analysis described above is more 
straightforward. Again, one could generate a fea- 
ture map for every feature (in this case a class). 
However, since an input vector is defined to 
belong to only one class, one may as well simply 
label all the input vectors only once with a class 
symbol (e.g., class A, B or Cl. Following the same 
procedure as described above, a superimposed 
feature map results (Fig. 7d). 
A multiple assignment (denoted by ‘X’ in Fig. 
7c and d) occurs when input vectors with differ- 
ent labels map onto the same unit. When the 
Kohonen network is intended to be used as a 
classification system, these results might cause 
severe trouble. Retraining the network with more 
units, another network structure or dimensional- 
ity, or a different similarity or distance measure 
then might offer a possible solution to circumvent 
this problem. However, a multiple assignment 
might also suggest that one of the predefined 
features or classes is in fact a sub-class of one of 
the other features. 
When using the Kohonen network as a classi- 
fier, the classification abilities of the network can 
be further optimised by incorporating the learn- 
ing vector quantisation (LVQ) algorithm. By 
means of the LVQ method the Kohonen network 
is (rehrained in a supervised way. For a detailed 
discussion on this topic the reader is referred to 
ref. 1. By inspection of the feature maps, one can 
study whether input vectors representing the same 
features are separable from input vectors associ- 
ated with other features, or whether input vectors 
representing different features tend to cluster 
together in the Kohonen map. 
Weight vector analysis. To reveal more insight 
in the topology of the data set one is exploring, it 
would be worthwhile to pay attention to the 
weight vectors of the Kohonen network. For the 
moment it is assumed that the training set con- 
sists of ho-dimensional input vectors and, thus, 
the weight vectors are also ho-dimensional. The 
components of each weight vector may be re- 
garded as the coordinates of a point in a two-di- 
mensional plane. Each pair of weight vector end- 
points in this plane is connected by a straight line 
if, and only if, the corresponding two units in the 
Kohonen network are direct neighbours (Fig. 4). 
By using this representation, one can visualise in 
an elegant way the structure of the space spanned 
by the weight vectors which, in turn, reflects the 
topology of the object space. 
Moreover, during the training phase, this kind 
of analysis also can be performed each time one 
or more processing cycles have been completed. 
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The resulting Kohonen movie [l] gives an impres- 
sion of the evolution of the weight vectors. An 
example thereof is depicted in Fig. 8, in which a 
two-dimensional object space is mapped onto a 
one-dimensional Kohonen map. The Kohonen 
movie provides visual feedback during the train- 
ing session and may serve as an additional indica- 
tor as to whether the training session should be 
interrupted or not. 
Due to the unsupervised self-organising char- 
acter of the Kohonen learning algorithm, one 
cannot control which unit in the map will be 
assigned to a particular region in the object space. 
Especially when the weight vectors are initialised 
in a random fashion, the final map might be 
rotated, e.g., by 90”, 180”, or 270” with respect to 
the actual orientation of the object space. Con- 
sidering the Olympic ring shaped object space of 
Fig. 8, a 180” rotation corresponds to the situa- 
tion that the ring configuration in the map will 
become turned upside-down. Another problem 
which might occur is that the map becomes 
twisted. For example, a rectangular-shaped object 
space might appear as a butterfly-like structure in 
the Kohonen map [l]. 
When dealing with three-dimensional input 
vectors, the Kohonen movie analysis can be ex- 
tended by replacing the two-dimensional coordi- 
nate system in which the weight vector points are 
graphically represented by a three-dimensional 
one. In the case of high-dimensional input vec- 
tors, this type of analysis might still be of great 
value. However, some a priori knowledge would 
be of great help in selecting the two or three 
components of the weight vectors which are visu- 
alised in the Kohonen movie. 
Fig. 8. Kohonen movie. A one-dimensional Kohonen network 
consisting of 180 units was trained with 1440 two-dimensional 
vectors of which the end-points formed the symbol of the 
Olympic games. While training the network, the Euclidean 
distance measure was used together with the block neighbour- 
hood function N(t, r) depicted in Fig. 6a. The upper diagram 
shows the weight configuration just after the initiahsation 
procedure. In the second and third diagram the weights begin 
to reflect roughly the structure of the training set. After 
convergence of the network (lower diagram) the weight vec- 
tors mimic nicely the topology (the five-ring configuration) of 
the object space. 
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An alternative approach is to represent each 
of the weight vectors by a single graph, thereby 
arranging the graphs according to the ordering of 
the corresponding units in the Kohonen map. 
This kind of representation might be of great 
value if one is examining multi-dimensional ob- 
ject spaces spanned by vectors of which the com- 
ponents represent the values of some ordered 
series of variables, e.g., spectra or time-series. 
Such an analysis may also be performed per 
weight vector component, resulting in a weight 
vector component map 1121. This map is obtained 
by drawing an iso-contour plot of a specific weight 
vector component over the units. Such a map may 
be generated for each weight vector component, 
and it may reveal the distribution of the particu- 
lar input vector variable over the entire map. 
2. Hoptield networks 
2.1. Introduction 
The renewed interest in artificial neural net- 
works was triggered by the introduction of a 
computational neural network developed by Hop- 
field [13]. This network functions as an auto-as- 
sociative memory for storage and recall of objects 
and may be used for noise reduction. In the 
following years, this so-called discrete Hopfield 
network was modified and improved, resulting in 
the continuous Hopfield network [14-171. The 
latter network also operates as an auto-associa- 
tive memory, but, as will be discussed below, it 
may also serve as a computational optimisation 
network. Applied in this way, the Hopfield net- 
work is able to solve a large variety of optimisa- 
tion problems, i.e., those problems for which a 
possible solution can be associated with a cost 
function expressing the quality of that particular 
solution. Applications of Hopfield-like neural 
networks are given in refs. 18 and 19. 
In almost the same time period, Kosko [20,21] 
proposed the adaptive bidirectional associative 
memory (ABAM) which essentially is a slight 
extension of the Hopfield network. In addition to 
auto-association, the ABAM is able to learn in an 
adaptive way, as in multi-layer feed-forward net- 
works, hetero-association too. Because the under- 
lying theoretical concept is roughly the same for 
these two types of neural networks, only the 
discrete and continuous Hopfield networks will 
be discussed. 
2.2. General theory of Hopfield neural networks 
First some basic concepts will be outlined 
which are valid for both the discrete and the 
continuous Hopfield networks. Both types of net- 
works behave like dynamical systems. The output 
state of each unit in the network is updated in 
time (processing) according to some rule until 
convergence has been achieved. In this way, Hop- 
field networks differ from MLF networks in which 
the weights between the units are updated. Both 
types of Hopfield networks presented in this pa- 
per are deterministic models. Given a certain 
initial state of the network, the dynamic be- 
haviour of the network, i.e., the trajectory de- 
scribing the development in time of the output 
states of all units, is completely determined by 
this initial state. Stochastic Hopfield networks, 
where the output state of each unit is updated 
stochastically according to some probability func- 
tion and, hence, the dynamic behaviour of the 
network becomes stochastic too, are beyond the 
scope of this Tutorial. 
I1 12 I3 IN 
I I 
Fig. 9. Architecture of the Hopfield neural network. This 
figure shows a linearly arranged Hopfield network consisting 
of N units (enumerated open circles). The output of each unit 
is connected to the input of any other unit in the network 
(thin lines). The black dots at intersecting lines above the 
units represent the weights qj. Two of the weights, i.e., W’,, 
and WNI, are shown explicitly in the figure. Each unit is 
driven by an external signal Ii (bold lines drawn above the 
units). 
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Fig. 10. Alternative architecture of the Hopfield neural net- 
work. An alternative matrix-wise arrangement of the units in 
the Hopfield network is depicted in Fig. 9. Not all connections 
between the units are shown. 
Hopfield networks operate on a specific class 
of input patterns, namely ~-dimensional binary 
vectors, X, the components of which take only the 
values 0 or 1. As a consequence, each pattern is 
located on a vertex of an N-dimensionai Ham- 
ming hypercube and, hence, precisely 2N differ- 
ent patterns can be represented. 
The architecture of a network consisting of N 
units is depicted in Fig. 9. The size of the net- 
work, N, is determined by the dimension of the 
input patterns. Each unit i in the network re- 
ceives input from all other units j via the weights 
wij. Therefore, the weights can be arranged in an 
N x N sized matrix W. The weight matrix is sym- 
metric, IVij = I+$, and direct feed-back loops are 
omitted, so wi = 0. In addition, each unit is driven 
by a constant external signal, Ii. Because the 
network is fully interconnected, the units may be 
arranged in any particular way favoured to sim- 
plify visualisation or interpretation of the output, 
e.g., in an array (Fig. 9) or a matrix (Fig. 10). 
As opposed to perceptron-like networks, the 
weight matrix of the Hopfield network is con- 
structed in advance. Suppose we would like to 
store in the auto-associative Hopfield network 
the training set, S, 
S = (Xl, x2, x3,* ._,XP) (6) 
which consists of P N-dimensional input vectors, 
xp. Then, considering the Hebbian learning rule 
(see, e.g., ref. 5), which states “the strength of the 
connectivity between two units in a (biological) 
neural network has to be reinforced when these 
units exhibit correlated activity”, the weight ma- 
trix for the Hopfield network can be constructed 
[4,13] according to: 
i 
f (2x;-1)(2xip-1) if i+j (?) 
%j= p=l 
\O else 
Note, that a positive correlation between the ith 
and jth component of the pattern, xp, (thus, for 
binary vectors, x,P =xf) will lead to an increase 
of the weight, ~j, between the units i and j, 
whereas a negative correlation <xp = 1 - xP) leads 
to a decrease of that weight. 
The total input of unit i, neti, is given by the 
equation 
N 
net, = c WjjOj -I- Ii (8) 
j=l 
where oj represents the output state of unit j. 
The output of unit i is given by 
oi =g(neti) (9) 
where gbzet,) represents some transfer function, 
which is different for each type of Hopfield net- 
work. 
For a better understanding of how Hopfield 
networks work, we have to introduce the concept 
of the network energy function. Given a certain 
weight matrix, W, a set of external signals, Ii, and 
the state of the network (that is, the set of al1 
output states, oi), then the generic network en- 
ergy function E [13,15] is defined by 
E= -+c ~o~W~.~O~- cIioi+ cq(oJ (10) 
i j i i 
where the last term, Tj(oi), depends on the Hop- 
field network type: discrete or continuous. It can 
be shown (for a thorough discussion on this topic 
see, e.g., ref. 4) that the energy function fulfills 
the following requirements: (1) Any change in the 
state of the network results in a decrease of the 
energy E. (2) The energy function is bounded 
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below: E 2 Emi,. (3) When the network energy 
changes, it must change by a finite amount. 
The first two rules show that E is a so-called 
Lyapunov function. As a consequence, during 
processing the network energy will be minimised 
and the state of the network will evolve in time 
until a minimum, local or global, of the energy 
function has been encountered. Then, the net- 
work stops processing and remains in its final 
state. The latter state in fact forms a stable state 
of the dynamical Hopfield system. The third rule 
guarantees that this stable state, representing the 
solution of the network to the initially given prob- 
lem, is reached within a finite time-span. 
The Hopfield network typically is a single-layer 
network. Apart from the external driver channels, 
Zj, there is no explicit subdivision made in input 
and output units as is the case in MLF networks. 
In Hopfield networks a new (unknown) pattern, 
u, is loaded into the network by making the initial 
unit output states equal to the components of this 
pattern: 
oi(t,) =ui for i= 1,2,...,N (II) 
Note that the choice of the constant external 
driver signals does not depend on the applied 
pattern, U. Next, the output of each unit in the 
network is updated resulting in a new output 
state, o,(t + 1). When all units in the network are 
updated, one basic processing cycle has been 
completed. Equipped with these basic concepts 
and ideas, the major differences between discrete 
and continuous Hopfield networks now will be 
discussed. 
2.3. Discrete Hopfield network 
2.3.1. Processing 
For the moment, it is assumed that the weight 
matrix, W, (Eqn. 7) already has been composed in 
order to store the pattern set S (Eqn. 6) in the 
network. The units in the discrete Hopfield net- 
work are equipped with a threshold transfer func- 
tion (Fig. lla). Given the total input, net,, at time 
t, the output is updated according to 
1 net,(t) > Vi 
oi(t + 1) = oj(t) if net,(t) = 4 (12) 
0 net,(t) < q 
c&W 
al.r- 
0 net - 
b 
g(neU 
1 
0 net - 
Fig. 11. Transfer functions: (a) threshold; (b) sigmoid. 
in which Ui represents the threshold of the trans- 
fer function. The extra term in the energy func- 
tion (Eqn. 10) is equal to [14] 
T(Oj) = q.oi (13) 
Without loss of generality, however, the threshold 
and the external driver signals may be chosen as 
r/ = 0 and Zi = 0, respectively. 
2.3.2. Example of a discrete Hopfield network ap- 
plica tion 
Suppose that the four patterns depicted in Fig. 
12 have to be stored in the discrete Hopfield 
network. These patterns are represented as NR 
X NC sized data matrices (NR = 7, Nc = 6) which 
contain the binary numbers ‘0’ (shown as white 
boxes) and ‘1’ (black boxes). In order to construct 
the weight matrix, the pattern matrices, Xp, have 
to be converted to vectors, xp (see Eqn. 7). This 
is easily done by the index transformation 
xkp=X; with k=(i-l)N,+j (14) 
This preprocessing yields four N-dimensional 
vectors (N = NRNc = 42) and the weight matrix 
can be computed. Suppose that we have an un- 
known pattern, U, which is a noisy exemplar of 
the stored pattern, X’ (in fact, each ‘bit’ of the 
pattern, X’, was flipped with a probability of 
25%). Next, take the preprocessed pattern, U, as 
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Fig. 12. Example of pattern set and processing of a noisy 
pattern. (a) Pattern set for the discrete Hopfield network (see 
text). The patterns (7 x 6 sized matrices containing the binary 
numbers 0 and 1) are graphically represented as black (‘1’) 
and white (‘0’) images. (b) The left diagram represents the 
initial output state (a 25% corrupted exemplar of the pattern 
X1) of the network. Black and white boxes indicate unit 
output values of ‘1’ and ‘O’, respectively. The other diagrams 
show three consecutive processing cycles. The right diagram 
(t = 3) shows the final state (i.e., the stored pattern X’) of the 
network. (c) Depicted is the complement of the pattern X3. 
(d) Spurious state of the network. This state contains fractions 
of some of the patterns shown in (a). 
the initial output state of the network (Fig. 12b, 
t = 0). To facilitate comparison with the original 
pattern matrices, the units in the Hopfield net- 
work are rearranged in such a way that each unit 
on position (i, j) represents the corresponding 
component of the pattern matrix which has to be 
recalled. 
The transfer function thresholds and the exter- 
nal driver signals are set to zero. After calcula- 
tion of the total input of each unit, i, (Eqn. 8) the 
new output state o,(t + 1) can be determined. 
The result is shown in the second middle diagram 
(t = 1) of Fig. 12b. Application of Eqn. 10 reveals 
that E,= 1 < E, CO’ The network continues process- 
ing (Fig. 12b, t = 2) until after three processing 
cycles the network reaches a stable state which is 
identical to the (noise-free) pattern, X1 (Fig. 12b, 
t = 3). By using Eqn. 10 again one indeed obtains 
that E,=, is equal to the global minimum of the 
energy function. 
In summary, if an unknown noisy pattern is 
provided, the network will recall one of the previ- 
ously stored patterns. During this processing the 
network energy function is minimised and, in 
general, the recalled pattern is in a Hamming 
distance sense l as close as possible to the ini- 
tially imposed unknown pattern. 
2.3.3. Aspects of use of the discrete Hopfield net- 
work 
The previous example showed that the discrete 
Hopfield network is straightforward in use, since 
unlike perceptron-like networks, no optimal set 
of network parameters has to be found, and is 
very fast in finding a solution to the presented 
problem. However, there are some pitfalls. In this 
section the most common problems are discussed 
and some remedies are given. 
First of all, the maximum number of patterns, 
P max, that can be stored in the network is deter- 
mined by the size, N, (i.e. the number of units) of 
the network. Note that the network size, in turn, 
is determined by the dimension of the patterns. It 
can be shown [13] that 
P,,,,, Q 0.15N (15) 
In fact, twice as much patterns are stored in the 
network because the complements of the patterns 
in the set, S, are stored as well. This property can 
be deduced from Eqn. 7. As a consequence, the 
network might give such a ‘complementary’ solu- 
tion (Fig. 12~) because it is also a legitimate 
stable state of the network. This symmetry can be 
broken by taking appropriate non-zero transfer 
function thresholds, l(, forcing the Hopfield net- 
work to favour the stored pattern or its comple- 
ment. This property can be derived from the 
network energy function (Eqn. 10). Ignoring the 
complementary patterns, about 0.15N patterns 
can theoretically be stored simultaneously in the 
network before errors during the recall process 
become severe. An overloaded network might not 
‘remember’ all stored patterns properly. For in- 
* For two binary vectors, x and y, the Hamming distance is 
defined by the number of differences between the compo- 
nents of x and y. 
284 W.J. Melssen et al. / Chemometrics and Intelligent Laboratory Systems 23 (1994) 267-291 
stance, if one of the stored patterns is taken as 
the unknown vector, an overloaded network might 
yield a solution which resembles a combination of 
two or more other patterns in the set S (Fig. 
12d). In other words, the network recalls a pat- 
tern which it was not taught. These so-called 
spurious states emerge from too many ‘coinci- 
dences’ in the weight matrix and cause additional 
local minima to be present in the energy function. 
Consequently, spurious states also are stable 
states of the Hopfield network. Because the num- 
ber of coincidences grows rapidly as the number 
of patterns approximates or exceeds the theoreti- 
cal value of O.l5N, it is recommended that the 
number of patterns be kept well below this upper 
bound. 
In conjunction with this, the noise tolerance 
level at which the network gives an error-free 
output is also determined by the number of pat- 
terns stored in the network. Returning to the 
example above, it appears that with four patterns 
at least a 25% noise level is allowed before errors 
occur during recall. Addition of a few new pat- 
terns to the weight matrix, in general, results in a 
substantial decrease of this noise tolerance level. 
Spurious states also might arise when two or 
more of the stored patterns exhibit a high degree 
of correlation. The network is easily ‘confused’ if 
a noisy exemplar of one of these patterns is 
provided. In that case the noise in the unknown 
pattern highly determines which of the two pat- 
terns will be recalled. In order to prevent this 
problem, the desired pattern set, S, should be 
examined by means of a correlation procedure 
before the weight matrix is constructed. If it 
appears that two patterns exhibit a high correla- 
tion, then one of these patterns should be re- 
moved from S. 
The Hopfield network operates on binary or, 
after a simple transformation, on bipolar l vec- 
tors. Such vectors are ideal to represent ‘black 
and white’ patterns. However, after a suitable 
transformation, many other object types can be 
stored in the network as well. As an example, 
‘A bipolar vector y has components which take the values 
-1 or 1. 
consider a set of range-scaled infrared spectra 
having absorbance values in the range 0.0-1.0. 
After choosing suitable wavelength intervals, the 
absorbances for each wavelength interval are rep- 
resented by ‘sticks’ of, say, 8-bit binary or Gray 
encoded numbers [22]. Then, for each spectrum, 
concatenation of subsequent wavelength sticks re- 
sults in a suitable binary input vector with dimen- 
sion 8N,, where N* denotes the number of wave- 
lengths. 
2.4. Continuous Hopfield network 
2.4.1. Processing 
A unit in the continuous Hopfield network 
possesses a sigmoidal transfer function (Fig. llb) 
1 
oi = g( net,) = 
1 + exp( - 2hneti) (16) 
where A, the gain factor, determines the steep- 
ness of the slope of the sigmoid function. In the 
high-gain limit, A + ~0, the transfer function ap- 
proaches the threshold function given in Fig. lla. 
In contrast with the discrete Hopfield model, 
the input, neti, is an implicit function of time and 
its dynamic behaviour is described by the differ- 
ential equation 
d 1 N 
zneti = - ;neti = C Wijoj + Ii 
j=l 
(17) 
For an elaborate discussion on this issue see ref. 
15. The time constant, 7, can be interpreted as a 
‘forgetting’ term, i.e., a small time constant (7 = 1) 
implies that a new input state, net,(t + l), does 
not depend explicitly on the previous state, net,(t). 
The other terms are the same as in Eqn. 8. The 
additional term in the energy function, which 
originates from the nonlinear transfer function 
[141, is equal to 
(18) 
In the high-gain limit, this term vanishes and the 
stable states of the Hopfield system lie on the 
vertices of the N-dimensional Hamming hyper- 
cube, as is the case for the discrete Hopfield 
model. For smaller values of A, however, the 
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Fig. 13. The traveling salesperson problem. (a) This diagram 
shows a possible configuration of a five-city TSP. The five 
cities are labeled with the identifiers a, b, c, d, and e, 
respectively. The shortest possible tour is indicated by the thin 
lines. (b) Representation of the solution to the TSP. tc) The 
output of the Hopfield network for the solution given in (b). 
stable states are located in the interior of the 
hypercube. In the most extreme case, A 4 0, there 
exists exactly one stable state. For a finite gain 
factor, the continuous Hopfield network performs 
its search to the solution in a more sensitive and 
smooth fashion. This is not the case with the 
discrete Hopfield network which considers only 
the vertices of the hypercube as valid solutions. 
2.4.2. Example of a continuous Hop~eld network 
application 
Of course, the continuous Hopfield network 
also behaves as an auto-associative memory. It 
can be used in a way similar to that which has 
been outlined for the discrete Hopfield network. 
The following example, however, focuses on a 
totally different application of the continuous 
Hopfield network, namely to solve a class of 
problems known as optimisation problems. For 
this purpose, the well known traveling salesper- 
son problem (TSP) [4,15] will be discussed. 
Briefly, in the TSP a salesperson has to visit a 
number of cities (see Fig. 13a), but each city only 
once, while minimising the total distance trav- 
eled. After the last city has been visited, the 
salesperson returns to the first city. Thus, the 
problem is to find the right sequence of cities 
(hereafter referred to as a tour) to visit. 
Especially for a large number of cities this is a 
difficult problem to solve, even on modern com- 
puters. Suppose that we have N cities which must 
be placed in a certain order in a tour. Obviously, 
there are N! possible solutions to this problem. 
However, it does not matter at which city the 
salesperson starts, reducing the number of solu- 
tions by a factor N. Furthermore, the direction in 
a given tour, clockwise or counter-clockwise, is 
irrelevant for the TSP, which reduces the prob- 
lem size further by a factor 2. Hence, there exist 
(N - 1)!/2 d’ff I erent solutions for an N-city TSP. 
As a consequence, the number of solutions grows 
exponentially with the size of the problem. 
Now the question arises as to how this optimi- 
sation problem can be mapped onto the Hopfield 
network. Recall that the behaviour of the net- 
work is fully determined by its initial state, i.e., 
the output states, o,(t,), and the di~erential 
equation (Eqn. 17). In this equation two terms 
appear which can be used to incorporate the 
TSP: the weights, Wii, and the driver signals, Zi. 
To find how the weights and external signals 
must be chosen, one has to return to the network 
energy function, E. As has been demonstrated, 
the network always will settle in a local or global 
minimum of this function. Therefore, the TSP 
has to be incorporated in terms of constraints on 
the energy function. Favourable solutions (short 
tours) to the TSP have to correspond to deep 
minima in E, whereas worse solutions (long tours) 
correspond to more shallow minima. 
Before constructing the energy function, an 
appropriate representation of the TSP has to be 
chosen. Considering the five-city configuration 
depicted in Fig. 13a, a possible solution to the 
TSP can be represented by a 5 X 5 matrix con- 
taining the binary numbers ‘0’ and ‘I’ (Fig. 13b). 
Each row in this matrix represents a city, e.g., the 
fourth row represents city ‘d’. For each row, the 
column at which the ‘1’ appears indicates a city 
position in the tour. In this example, city ‘d’ is 
located at the fifth position in the tour. The units 
in the Hopfield network are reordered accord- 
ingly (Fig. 13~). Henceforth, the unit outputs are 
labeled with two indices (oXi), where the first 
index, X, refers to a city row and the second 
index, i, to a city-position column. Then, the 
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differential equation can be rewritten as 
;,& = - $,tXi + c c WXi,vioYj + ZXi (19) 
Y i 
where WXi,Yj denotes the weight between the unit 
located at (x, i) and the unit at (y, j>. The other 
terms are self explanatory. It is stressed that only 
the subscript notation has been changed, not the 
network itself nor the weight matrix. Note that an 
N-city TSP problem requires N* units and thus 
an N* X N* sized weight matrix. 
The TSP is characterised by four constraints 
which need to be incorporated in the energy 
function. There are three strong constraints on E 
which concern the validity of the solution: (1) 
Energy minima must favour states that have each 
city only once on the tour. (2) Minima must 
favour states that have each position only once. 
(3) Minima must favour states that include pre- 
cisely N cities. The fourth constraint is a weak 
one, and concerns the quality of the solution: (4) 
Energy minima must favour states corresponding 
to the shortest total distances in a tour. 
An appropriate form of the network energy 
function can be found by considering the high- 
gain limit [141. Consider the function: 
E = $4 c c c oxioxi (constraint 1) 
X i jti 
+ +B C C C oxioYi (constraint 2) 
i x yzx 
+ $C( c coXi -N)* (constraint 3) 
x i 
+ iDC C CdxyOxi(Oyi+l + Oyi-1) 
x y#x i 
(constraint 4) (20) 
where A, B, C and D are positive constants. For 
notational convenience, the column indices are 
defined modulo N in order to express matrix 
boundary effects: o,,+~ = o,i and ox0 = o,,. The 
first triple sum is zero if and only if each city row 
x contains no more than one ‘l’, whereas the rest 
of the entries in that row are ‘0’. In other words, 
the first energy term is at a minimum when, for 
each row in the Hopfield network, no more than 
one unit is turned ‘on’. Similarly, the next energy 
term is zero if and only if each city-position 
column i contains no more than one ‘1’. Conse- 
quently, these two energy terms embody the first 
and the second TSP constraint explicitly. The 
third term is zero if and only if N units in the 
network are ‘on’. The fourth term, sometimes 
called the data term, contains the necessary infor- 
mation needed to solve the TSP, i.e., the dis- 
tances d,, between the cities x and y. This term 
makes it likely that two cities with a short dis- 
tance between them will appear next to each 
other in the tour. Once a valid solution has been 
found by the network, this term is numerically 
equal to the total length of the tour. The expres- 
sion, oxibyi + 1 + o~~._~), takes into account the 
fact that two cities can be incorporated in the 
tour in a clockwise or counter-clockwise fashion. 
It can be proven 1151 that any change in an 
output state, oi, results in a decrease of the 
network energy. Moreover, the energy function 
has a lower bound because E a DL,, where L, 
denotes the shortest possible length of a tour. So, 
indeed we have constructed a Lyapunov function 
and, hence, convergence to a (local) energy mini- 
mum is guaranteed. 
By comparing the original Hopfield energy 
function 
E = - !! C C Oxiwxi,yjoyj - C C zxi”xi (21) 
i,j x,Y x i 
to Eqn. 20 we can obtain expressions for the 
weights, Wxi,yj, and the external signals, ZXi. Com- 
parison of the quadratic terms, o~~o,,~, appearing 
in both equations reveals that 
w,i,yj = -A6,,( 1 - aij) (row inhibition) 
- Bsij( 1 - SXY) (column 
inhibition) 
-c (global inhibition) 
-Dd,,(6ji+l + Sji_l) (data term) (22) 
where the Kronecker 6,, is equal to 1 if p = q, 
and 0 otherwise. The first term concerns the 
mutual influence of units on one particular net- 
work row (6,,), and ensures that a unit inhibits 
the activity of all other units on its row but does 
WJ. Mehen et al. /Chemometrics and Intelligent Laboratory Systems 23 (1994) 267-291 287 
not suppress its own activity (1 - LQ. So, during 
processing, the units in a single row are involved 
in a winner-takes-all competition. In the second 
term the S functions are interchanged and there- 
fore this term concerns the mutual inhibition in a 
column. The third term is a constant and each 
unit receives the same amount of global inhibi- 
tion. This can be interpreted as a kind of self-reg- 
ulatory mechanism which prevents too many units 
in the network from becoming activated simulta- 
neously. The last term contains information about 
the distances between the cities. For a given 
column j, i.e., for the jth city-position on the 
tour, the terms Sjj+ 1 (‘counter-clockwise’ round 
trip) and Sj,_ 1 (‘clockwise’ round trip) are re- 
sponsible for inhibitory weights between units in 
adjacent columns. The strength of the mutual 
inhibitory connection between two units is pro- 
portional to the distance between the correspond- 
ing two cities. Hence, this term imposes the con- 
dition that it is more likely that two adjacent 
cities appear next to each other in the tour (i.e., 
the units on the corresponding rows are turned 
‘on’ in neighbouring columns) than two remote 
cities do. 
Comparison of the remaining linear terms, oxi, 
which appear in Eqns. 20 and 21 leads to 
Zxi = CN (23) 
indicating that each unit in the network has to be 
driven by an equal constant external signal. When 
the constant, C, which appears in the weights, 
Wxi,yj, is adapted appropriately, the external sig- 
nals, Zxi, even become superfluous. 
This completes the design of the Hopfield 
neural network in terms of the TSP. The choice 
of the network parameters and the initial state 
highly influences the quality of the solution and 
the speed of convergence. Given a ten-city prob- 
lem, Hopfield 1151 provides a suitable parameter 
set: A=B=D=500,C=200,h=50,and~=l. 
Concerning the initial state of the network, it 
would be reasonable to make all the outputs, oi, 
at t, equal to the reciprocal of the number of 
cities, i.e., l/N. Then the total network output is 
given by 
C COxi=N 
x i 
a) 1 2 3 4 5 b) 
aDm. - n 
d) 
Fig. 14. Network processing of the five-city TSP. Shown are 
three intermediate processing stages (a, b, c) and the final 
state (d) of the continuous Hopfield network which solved the 
TSP depicted in Fig. 13. The size of the black boxes is 
proportional to the unit output values oXi. As can be seen, 
city c is the first city in the tour, followed by the cities e, b, 
and d. City a is the last city in the tour. 
which equals the desired number of units that 
finally should be turned ‘on’. Unfortunately, such 
an initial setting would paralyse the network. This 
situation is comparable to a ball placed on top of 
a hill; without intervention the ball would remain 
there forever. So, making all initial output states 
equal places the network on an unstable equilib- 
rium point. To circumvent this, a small random 
value (pi) must be added to each output state: 
oi = l/N + pi. A possible outcome of the five-city 
TSP with the Hopfield network is depicted graph- 
ically in Fig. 14. Note that the network arrives at 
a sequence of cities (c, e, b, d, a) which differs 
from the optimal tour as shown in Fig. 13a. 
2.4.3. Aspects of use of the continuous Hopfield 
network 
Everything that has been mentioned previously 
about the aspects of using the discrete Hopfield 
network as an auto-associative memory applies 
also to the continuous Hopfield network. There- 
fore, this section describes the use of continuous 
Hopfield networks for solving optimisation prob- 
lems. 
The TSP has been discussed in detail to 
demonstrate both the power, complexity, and ap- 
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plicabiIity of the ~ntinuous Hopfield network. 
This example showed that, for a given problem, 
finding an appropriate representation of the data 
and defining the constraints is the most difficult 
part in designing the Hopfield network. In gen- 
eral, this applies to a11 types of artificial neural 
networks. The choice of the network parameters 
is not straightfo~ard. For instance, the parame- 
ter set provided for the lo-city TSP might be 
inadequate for solving a 200~city problem. Usu- 
aily, parameter selection is done by a trial and 
error process, but fortunately, some rules of 
thumb are at one’s disposal. In the TSP the 
parameters A and B concern similar constraints 
and thus, preferably are made equal: A = B. Next, 
while performing some test runs with the net- 
work, the parameter C has to be adjusted such 
that the desired number of units is turned ‘on’. 
Thereafter, the parameter D can be chosen. 
Eventually, if necessary, the entire parameter op- 
timisation process is repeated once or more. 
Fig. 14d shows that the network reached a 
stable state which does not correspond to the 
tour with the shortest total distance. Obviously, 
the network settled in a local minimum of the 
energy function. This appears to be characteristic 
of the Hopfield network. Most times a good soiu- 
tion is found in a relatively short time span, 
whereas seldom the best one is obtained. Recail- 
ing that the Hopfield network is a deterministic 
model, the final state of the network is fully 
determined by the initial state. Therefore, we 
advise that at least a few runs be performed with 
different initiaI output state settings. In this way, 
perhaps deeper minima of the energy function 
will be en~untered and, consequently, better so- 
lutions obtained. 
Another strategy to circumvent shallow energy 
minima is to add a small amount of noise to the 
external signals, Zi. Of course, this procedure has 
to be repeated each time a processing cycle has 
been completed. In this way, the network might 
be pushed out of a shallow energy minimum and 
allowed to continue its search to a deeper one. 
Note that, due to the addition of the time-varying 
noise to the input signals, the behaviour of the 
Hopfield network will become stochastic instead 
of deterministic. 
3. Short overview of neurd networks 
In the two parts of this Tutorial, three types of 
neural networks (MLF, Kohonen and Hopfield) 
were described. A variety of other networks has 
been developed. Some of these differ substan- 
tially with respect to their architecture and func- 
tionality from the above-mentioned networks, 
whereas others are closely related to the types of 
networks presented in this tutorial series. In this 
section a number of networks will be discussed 
briefly, more or less in their chronological order 
of appearance. 
3.1. ~erceptr~n 
The perceptron [23,24] is the first precisely 
specified, computationally oriented neural net- 
work. It may be regarded as the predecessor of 
the current artificia1 neural networks. With re- 
spect to its functionality, the perceptron is only 
suited for classification problems in which the 
classes are linearly separable. The network is 
trained in a supervised manner and the weights 
are updated if and only if the network makes a 
wrong decision. 
3.2. Adaptive linear element (ADALINE) 
ADALINE [25] is also one of the earlier net- 
works. The former name was adaptive linear neu- 
ron, but ‘neuron’ was replaced by ‘element’ when 
the neural networks fell into disgrace. ADALINE 
is in many aspects similar to the perceptron. The 
network is trained under supervision and uses a 
principle on which the back-propagation learning 
rule is based, i.e., the weights in the network are 
updated by small steps which are proportional to 
the difference between the desired and the actual 
solution (the Widrow-Hoff rule). Neither the 
perceptron nor the ADALINE network are used 
much at present. 
3.3. Brain state in a box (BSB) 
BSB [263 is a linear auto-associative network 
which closely resembles the Hopfield network. 
However, it is usually not fully interconnected 
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and the weight matrix is not required to be sym- 
metric. A non-linear post-processing algorithm is 
invoked to deal with spurious network states [27]. 
Auto-associative networks like BSB, bidirectional 
associative memory (BAM) and Hopfield are used 
to fill in missing info~ation or applied as noise- 
filters. A possible application is described in ref. 
28. This paper describes how the BSB network is 
used to store diseases and their treatments. Each 
input vector is a concatenation of a description of 
a disease, its cause, and the treatment. If an 
incomplete input vector is presented to the net- 
work, e.g., a disease only, the vector is restored 
and the network comes up with the cause and the 
treatment. Unfortunately, the BSB network ap- 
peared to perform far from perfectly [27]. 
hampered by getting stuck in local minima. To 
escape from these, it incorporates a technique 
known as simulated annealing. Much ‘thermal’ 
noise is added in the beginning of the search and 
this noise is gradually decreased as the search 
continues. Simulated annealing may also be used 
for other network structures like MLF networks. 
3.7. Multi-layer feed-forward neural networks 
(MLF) 
3.4. Hopfield network 
Multi-layer architectures were described at an 
early date [29] but they became popular when a 
learning algorithm was described to train MLF 
networks [30]. This algorithm, the back-propa- 
gation learning rule, is in fact a generalisation of 
the Widrow-Hoff rule. See Part I for a descrip- 
tion of MLF networks and the back-propagation 
learning rule. 
The first paper in which Hopfield describes 
this network [13] triggered renewed interest in 
artificial neural networks. Many of the ideas pre- 
sented in that paper were not new, as Hopfield 
acknowledged, but the main concepts were com- 
bined and analysed mathematically in such a de- 
tailed way that this type of network is named 
after Hopfield. For a detailed description of this 
network the reader is referred to Section 2. 
3.8. Bidirectional associative memory (BAM) 
The BAM network [20,21] is similar to the 
Hopfield network but it can be applied as a 
hetero-associative network as well. There even 
exists an adaptive version (ABAM) in which the 
weights are trained, as in MLF networks, instead 
of being calculated in advance. 
3.5. Kohonen network 3.9. Leaking vector quantisafion (LVQ) 
The Kohonen network [l] is a self-organising 
feature map which is trained in an unsupervised 
manner. It maps vectors from a multi-dimen- 
sional space onto a low-dimensional space, 
thereby preserving the topology of the data set as 
well as possible. See Section 1 for a detailed 
description of the Kohonen network. 
LVQ is a supervised extension of the Kohonen 
algorithm [I] and it is usually applied for classifi- 
cation problems. LVQ may also be used to refine 
a trained Kohonen self-organising feature map to 
improve its performance when circumstances are 
changing, e.g., when new objects have to be added 
to the data base with which the Kohonen network 
was trained. 
3.6. Boltzmann machine 
3.10. Counter-propagation network ~CP~~ 
The structure and dynamics of the Boltzmann 
machine 1291 are quite similar to that of the 
Hopfield network, but it has a probabilistic up- 
dating rule which is based on some principles 
of the~odynamics. The Boltzmann network 
searches for the minimum of its associated energy 
function and its performance may be seriously 
In the CPN [31] different types of processing 
layers are combined, with each layer having its 
own kind of functionality. It operates as a look-up 
table capable of generalising. The CPN associates 
input vectors with output vectors and acts compa- 
rably to the MLF network. However, the CPN is 
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not as general as the MLF. Because of its typical 
architecture, the CPN requires much less time 
than MLF networks to achieve convergence of 
the weights. This network may be applied for 
rapid prototyping, with perhaps the MLF net- 
work as the final choice for the user-implementa- 
tion, or used for those problems where a quick 
approximation of the solution is of vital impor- 
tance. 
3.11. Adaptive resonance theory (ART) 
Several versions of the ART network have 
been developed [32,33]: e.g., ART1 which oper- 
ates on binary input vectors and ART2 which can 
cope with continuous inputs. Initially, the ART 
network stores a rather limited number of exem- 
plar patterns which correspond to a few distinct 
classes. A new pattern is checked against the best 
matching exemplar pattern of this set. If the 
resemblance, which is expressed by means of a 
similarity measure, of the two patterns is below a 
certain threshold, the pattern is defined to belong 
to a new class and the network is expanded with 
this new class. The ART network is inspired by 
biological neural networks, in which the synapses, 
c.f. the weights, are being modified permanently. 
According to this so-called plasticity principle, 
biological networks adapt their weights in order 
to deal with changing circumstances or to per- 
form new tasks. Weight adaptations are made 
without destroying the previously stored informa- 
tion. 
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