Efficient pattern separation in dentate gyrus plays an important role in storing information in the hippocampus. Current knowledge of the structure and function of the hippocampus, entorhinal cortex and dentate gyrus, in pattern separation are incorporated in our model. A three-layer feedforward spiking neural network inspired by the rodent hippocampus an equipped with simplified synaptic and molecular mechanisms is developed. The aim of the study is to make an spiking neural network capable of pattern separation in imbalanced excitation/inhibition ratios caused by different levels of stimulations or network damage. This work present a novel theory on the cellular mechanisms of robustness to damges to synapses and connectivity of neurons in dentate gyrus that results in imbalanced excitation-inhibition activity of neurons. This spiking neural network uses simplified molecular and cellular hypothetical mechanisms and demonstrates efficient storing of information in different levels of stimulation and can be implemented in cognitive robotics.
Introduction
Computational scientists use neuroscience information to develop novel artificial systems. The main challenge of these research is the limited understanding of the neurobiology of cognitive functions and the parameters involved in neural systems. Neural systems' architecture and mesoscopic information of neurons' structure and their electrophysiological features play critical roles in the cognitive functions including different memory capabilities of rodents.
Progress in our understanding of the molecular, cellular and network architecture features of animals' brain and their cognitive capabilities have inspired engineers to develop intelligent machines and cognitive architectures [1, 2] . Currently, artificial intelligence has aimed to develop novel inspired artificial memories and learning systems [3, 4] .
The episodic memory system in rodents [5, 6] is associated with the medial temporal lobe including the hippocampus [7] . Moreover, different kinds of memory systems are supported by the interaction of the hippocampus and neocortex [8] . The hippocampus encodes novel information as one-shot learning that is gradually consolidated to the neocortex during sleep [9, 10] .
The role of the hippocampus in the acquisition and retention of episodic memory and spatial memory has been extensively studied [11, 12] . The hippocampus mediates many cognitive functions, such as spatial encoding [13] . But the memory trace consists of episodic-like events are encoded in parallel by the hippocampus and neocortex. Hippocampal-neocortical interaction theory attempts to find neural circuits and cellular mechanisms in hippocampus and neocortex that have been identified fundamental to memory formation and retrieval [14] .
Spiking neural networks use biologically-realistic models of neurons to perform neural computations. SNNs have many applications in pattern recognition methods [15] , image classification [16] , modeling of EEG data [17] , robotic navigation [18] and computer vision [19, 20] . Moreover, they have been used in modeling biological neural systems to predict systems' behavior. For examples, in simulating of organization of model of the basal ganglia circuitry [21] , in modeling of hippocampus circuits [22] , in modeling of olfactory system [23] , in modeling of dopaminergic systems [24] and in modeling of Storage and retrieval of different memories in hippocampus [25, 26] .
Cortical neurons receive thousands of excitatory and inhibitory synaptic inputs. Excitationinhibition (E/I) dynamics in neural circuits must be carefully balanced to achieve temporally precise spiking [27] . Balancing the excitatory and inhibitory currents is crucial to keep the neurons at a functional dynamic range allowing them to elicit action potentials in response to their inputs [28] . In addition, the excitatory and inhibitory balance may be a fundamental mechanism that determines efficient coding in the auditory cortex [29] . In addition, imbalances in excitatory and inhibitory brain circuitry may be a main cause of neurodevelopmental cognitive disorders [30] . The importance of balanced excitation-inhibition in SNNs with applications in developing efficient brain-like neuromorphic architectures has been studied [31, 32] . Recent modeling studies have shown the stabilizing effect of inhibitory plasticity on network dynamics by a dynamic balance of network currents between excitation and inhibition [33, 34] . In [34] , a spiking neural model is trained to discriminate patterns as an unsupervised learning method. The pattern discrimination by this network is impaired in case of imbalanced excitation-inhibition activity of neurons. Imbalanced excitation-inhibition ratio may be emerged as the consequence of change in connectivity of neurons [44] or impairments in neurotransmitter release in synapses [35] . The neural systems are expected to be equipped with cellular mechanisms to rebalance excitation-inhibition activities of neural populations in response to sensory inputs.
The role of connectivity of inhibitory neurons in balancing excitation-inhibition cortical networks has been theoretically studied [36] . Another parameter that may influence maintenance of the excitation-inhibition balance is inhibition plasticity [37, 38] and may be established in an experience-dependent manner by synaptic plasticity of inhibitory interneurons. This mechanism may provide an explanation for sparse firing pattern observed in neocortex in response to stimulation [39] . Molecular mechanisms involved in synaptogenesis (formation of new synapses between neurons) may influence the excitation-inhibition ratios in CNS (Central Nervous System) [40] .
The hippocampus of rodents is composed as Dentate Gyrus (DG), CA3, CA2, CA1, Subuculum (sub) and Entorhinal Cortex (EC). The DG as the input region of the hippocampus plays basic role in processing of information received from sensory organs and other brain's regions. Several studies suggest the role of the DG as a preprocessor of information to send to CA3 [41] . The neural circuit, mechanisms and function of its neurons have been studied intensively in comparison to other sub-regions of the hippocampus. The DG is involved in pattern separation as a basic feature required transforming similar input patterns into subsequently different output patterns [42] . Finally, the DG produces a very sparse coding scheme in which only a small fraction of neurons are active at any time bin of neuronal activity [43] that may be induced by activity of inhibitory neurons in DG [44] . However, the mechanisms of rebalancing of excitatory-inhibitory activity in local circuits in DG as a consequence of different excitatory inputs from EC or network damages to connectivity or impaired inhibitory activities are unknown.
In this work, we aimed to construct a fundamental hippocampus-like artificial memory for neuromorphic technology applications. Such spiking deep neural network uses the structure and functions of hippocampus subregions and their molecular and cellular mechanisms involved in pattern separation in the DG and EC [45] . The action potential of a neuron may create a voltage spike both at the end of the axon (normal propagation) and back through to dendrites, from which much of the original input current originated. This phenomenon is named backpropagation [46, 47] and may trigger retrograde messengers from dendritic site of some neurons.
It has been shown that back propagation of action potentials (bAPs) is the principal triggering mechanism of dendritic BDNF secretion occurring during ongoing neuronal activity in neuronal cultures [48] . The simplified model of retrograde messengers plays a critical role in efficiency of the developed system in this study. In the next sections we present the model features and architecture then simulations are explained. The importance of developing such SNN model for biological and artificial applications is presented.
Method
The aim of this work is to design a novel spiking neural network that is inspired by rodent's hippocampus equipped with cellular and synaptic mechanisms that can perform pattern separation as the basic information processing in hippocampus using known structure and function of Entorhinal Cortex (EC) and Dentate Gyrus (DG) (Fig. 1A) .
The artificial system is constructed as a three layered feed-forward neural network (Fig. 1B) . The sensory layer (S) has 200 neurons, and third output layer (O) has 1200 neurons. The ratio of neuronal population in these layers has followed the estimated number of neurons in rodents hippocampus in EC and DG regions [41] . 
Where, is the membrane potential is the parameter that describes the + and + ion channel gating is the current between synapses is the time scale for the parameter to recover from a spike determines the strength of correlation between the membrane potential and the gating variable 
The production of retrograde messenger as a consequence of current into postsynaptic neuron is model by Equation 4.
Where ∑ ( − ) is the back-propagation signal into dendritic site.
Equation 5 shows the dynamic of inhibitory synaptic weight regulated by diffused retrograde messenger induced by back-propagation.
The E/I ratio in the simulations is measured as the ratio of average firing rate of excitatory neurons in S layer and inhibitory neurons in simulation time. The developed artificial neural system is used in different simulation strategies to adjust the model parameters values to make the system robust to imbalanced Excitation/Inhibition ratio (E/I ratio). Such imbalanced E/I ratio as a consequence of network damage is very common in biological neural systems [51, 52] . For example, in some cognitive disorders, the imbalance between excitation and inhibition in local circuits involved in sensory and emotional processes has been observed [53] [54] [55] .
In all simulations, a pair of stimuli trigger layer O as activation of sets of randomly selected neurons (average 40 neurons) with overlap in their pattern between 40 to 70 percent. The objective function is to maximize separation efficiency of the system [44] in response to different E/I ratios. For this purpose, the system parameters is set such that in average firing rate of neurons in layer O equal to 0.4 the separation efficiency is maximized that needs high levels of inhibition intensity in hidden layer. Then the system is checked in other E/I ratios. In each experiment, simulation is done 100 times to get average value of separation efficiency. 
Results
The hypothetical mechanism of rebalancing E/I ratio in different conditions is based on diffusion of retrograde messengers from DG neurons into local inhibitory neurons. Fig. 2 shows the dependency of released retrograde messenger induced by backpropagation for different model parameters.
Model's parameters are set to obtain maximum separation efficiency at E/I ratio equal to 0.1 in the absence of backpropagation and retrograde signaling mechanisms in the spiking neural network. To study the role of implemented mechanisms in controlling sparse spiking pattern of the neurons in third layer and their separation efficiency, three levels of E/I ratios are tested to present to the system to measure changes in firing rate of neurons in third layer and synaptic weight of inhibitory neurons (Fig. 3) . Fig.3A , B show the changes in average synaptic weight of inhibitory neurons from initial value equal to 20 for E/I ratio set to 1.2. The system gradually increases the inhibitory weight that induces inhibition into third layer that consequently reduce firing rate of neurons after 500ms. Reducing E/I ratio to 0.8 cause the same effect but with lower intensity (Fig.3C, D) . The sparse spiking in third layer is observed after 400ms while increase in synaptic weight of inhibitory neurons is raised to about 200. For imbalanced conditions to be less than basic value (=0.5) E/I ratio set to 0.05. Initial inhibitory synaptic weight set to 200.
Regarding to low excitatory input (shown by E/I ratio) this value of inhibitory weight prevents spiking of neurons in third layer for a short time while inhibitory weight is reduced to lower values. Then sparse spiking of neurons in third layer is observed (Fig.3E, F) . In all E/I ratio used in the simulations after a short time synaptic weight has been stable. B. The separation efficiency of the systems for different E/I ratio over time. The plot shows increase in efficiency over time when the system has changed synaptic weight of inhibitory neurons. C. Separation efficiency of the system for different levels of E/I. The results show the robustness of the system to a change in E/I level induced by different kind of imbalanced excitatory and inhibitory activity of neurons. In the absence of retrograde signaling mechanism, an optimal value for separation efficiency was found and any change to the optimal ratio lead to decrease in efficiency of the system. Fig. 4A shows a comparison between changes in inhibitory synaptic weight for three levels of E/I ratio presented to the system. The simulations demonstrate stability of average inhibitory synaptic weight after 1800ms. Regarding the relation between inhibitory synaptic weight and spiking pattern of neurons in third layer over time, we measure separation efficiency of the system for some synaptic weights (Fig. 4B) . The results show an increase in separation efficiency over time while inhibitory synaptic weight is stabilized. These simulations motivate to test separation efficiency for larger range of E/I ratios and comparing it to the system without backpropagation and retrograde signaling mechanisms (Fig. 4C) . The simulations show the robustness of the system equipped with backpropagation and retrograde signaling mechanisms in comparison to the efficiency of the system without this mechanism.
Discussion
Spiking neural networks mimics the way neurons are connected and communicate in the human brain and have been used in many industrial applications including autonomous robots.
However, our limited knowledge on neural circuits underlying cognitive functions is a challenge for developing brain inspired artificial architectures.
The animal brain demonstrate different kind of memories that are dependent on hippocampal and neocortical circuits underlying information processing. Although there is a long way to understand neural mechanisms of cognitive functions, using known cellular and network mechanisms of information flow in hippocampus and neocortex may develop novel artificial systems with capabilities similar to biological memory. For this purpose, novel spiking neural networks inspired by biological information may play critical role in developing artificial architectures [45] . In this work neural architecture of Entorhinal cortex and Dentate Gyrus were used to develop a spiking neural network equipped with a novel hypothetical mechanism to store information efficiently. Although this developed system demonstrates high efficiency in storing information, it can be developed to implement memory retrieval adding CA3 like architecture.
In this work, inhibitory layer play critical role in information processing to store input 
