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Abstract 
Increasing number of variants lead to growing complexity in planning processes in production. Not only is the initial planning a tremendous task 
if there is a huge variety of products but also reacting to changes becomes more frequent and more demanding. Many algorithms being able to 
solve the static problem need to perform a full recalculation if there is disturbance in production which makes them too time consuming for 
instant reactions to changes in production. 
Ant Colony Optimization (ACO) has proven its potentials in solving the theoretical Job Shop Scheduling Problem offering the advantage of not 
needing an entire recalculation in the case of changes. But when using the algorithm for calculation in real time scenarios with returning data 
from production plants several restrictions have to be fulfilled. The reaction to those restriction is currently not sufficiently provided by 
implementations of the ACO which prevents the use in practical applications. These restrictions are modelled as constraints that can for example 
involve the reaction to disturbances like failures or manual changes. But also considering transportation times or providing the possibility to 
realize batch processes is discussed. There are different possibilities to realize the reactions to restrictions in ACO, but in this paper they are 
modelled as constraints affecting the ACO during optimization. The constraint propagation is implemented by restricting the selection of 
succeeding edges, an approach that only has little impact on computational performance.  
In this paper the concept of constraining the Ant Colony Optimization in Job Shop Scheduling is being introduced and explained. Subsequently 
the demand for additional constraints is presented and enhancements to the existing approach are defined and commented theoretically. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 
2015. 
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1. Introduction 
While mass production has been a huge facilitation to reduce 
production costs in the past, more and more companies are 
facing a growing demand for customer individualized products. 
The demand for those products leads to rising complexity in 
production as in the most extreme case every single product 
needs its own sequence of production steps. As consequently 
production in manufacturing lines fails to fulfill those 
requirements job shop fabrication becomes an attractive 
alternative. However this type of fabrication needs significantly 
more planning efforts to ensure an optimal allocation of all 
orders. Thus, scheduling of jobs becomes an important task in 
order to reach high plant utilization. 
This abstract form of this problem is a so called Job Shop 
Scheduling Problem (JSSP) where the optimal times for the 
assignment of jobs to a given set of resources is calculated. 
There are yet numerous possibilities to obtain optimal 
solutions. But those algorithms obtaining the optimal solution 
in every situation fail in solving big JSSPs due to long 
computation times. Heuristic solvers in contrast obtain their 
solution pretty fast, but do have a lack in optimality. Also so-
called meta-heuristics cannot guarantee an optimal solution but 
in most cases get close to optimality in acceptable computation 
times. One of those algorithms is the Ant Colony Optimization 
(ACO), which has proven its potentials for JSSP in several 
researches. 
Most current approaches concerning ACO prove their 
algorithms with static benchmark instances but neither do they 
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
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consider dynamic changes nor restrictions to the allocations. 
That is all jobs are ready to be started in the beginning and can 
be finished at any time. This kind of benchmark is sufficient to 
demonstrate the scheduling performance but for deployment in 
real environments, further restrictions have to be fulfilled. Only 
[1,2] provide a mathematical solution on how to implement a 
constrained job shop scheduling. But in this approach, only 
fixed start and end times for certain jobs can be constrained 
which is not sufficient for many scenarios where the scheduling 
is performed in real time to control a physical plant. 
This paper enhances this preliminary work in order to allow 
a wider range of constraints to be considered during 
optimization. Thus, ACO-based schedulers can be improved in 
such way that they become capable of reacting to changes in 
production in real-time. 
2. The Job Shop Scheduling Problem 
The so called Job Shop Scheduling Problem (JSSP) is a 
mathematical formulation of the scheduling problem which can 
be found in production environments. The characteristic of the 
JSSP is that the routes between machines within a job are fixed, 
but in general not equal across different the jobs. The problem 
contains a given number of jobs, each of them consisting of 
separate tasks that have to be assigned to particular machines 
[3].  
Most formulations for the JSSP specify a technological 
matrix, which describes the processing order of the machines: 
 
ൌ ቂͳ ʹ ͵ʹ ͵ ͳቃ (1) 
 
Each row of this matrix represents one job, where the order 
of the machines in the particular row of the matrix specifies the 
sequence for the assigned machines for the job to be completed. 
Every element of matrix   is one operation with a given 
processing time that is specified by matrix P: 
 
 
ൌ ൥
ሺଵଵሻ ڮ ሺଵ୫ሻ
ڭ ڰ ڭ
ሺ୬ଵሻ ڮ ሺ୬୫ሻ
൩ (2) 
 
 
The matrices   and   define the job shop scheduling 
problem for ݊ jobs and ݉ machines. 
The JSSP in its general formulation can be used for the 
modelling of various real problems, thus there are different 
objectives that can be minimized. Most approaches use the 
minimum make-span of the job shop, ୫ୟ୶, which is equivalent 
to the time that is needed to finish all tasks of the job [4]. 
Danninger [5] showed in contrast that for the use in production 
control it can be advantageous to use the average cycle time of 
all jobs ܥҧ௠௔௫. Using ܥҧ௠௔௫ avoids solutions where the product 
has extensive idle periods, thus it is advisable to use the average 
cycle time for production scenarios. 
As new orders can arrive at any time the matrices ܶ and ܲ 
have to be extended during calculation and jobs that have been 
completed can be removed. That is when controlling a physical 
production, updating the data will become necessary between 
iterations of the calculation. 
3. Ant Colony Optimization 
There are numerous ways to obtain the optimal or at least a 
good solution for a given job shop scheduling problem. One 
possibility is the Ant Colony Optimization (ACO) developed 
by Dorigo [6]. Its development was inspired by the foraging 
behavior of ant colonies. 
In spite of the limited capacities of a single ant, an entire 
colony of ants is able to perform tasks that would not have been 
possible for the single individual. The so-called foraging and 
recruiting behavior of ants is one of the most studied 
phenomena of cooperation in nature. It describes the behavior 
of ants exploring their environment for food. To understand the 
fundamental functioning of the foraging behavior, a simplified 
explanation is provided below: As long as ants do not know the 
position of a food source, they explore their environment until 
their search is successful. When returning to the hive, the ants 
place pheromones on their way back – a chemical substance 
that can be detected by other individuals. This gives the ants 
the possibility to communicate indirectly by modifying their 
environment. The pheromone trail serves the ants as a 
distributed memory that is shared between all ants and marks 
the trail to the food. 
 
 
Fig. 1. Foraging and recruiting behaviour of ant colonies 
 
When leaving their nest, ants will try to follow this 
pheromone trail as soon as they detect it. As short trails are 
more attractive to ants and furthermore pheromones evaporate 
by time, which makes long paths even more unattractive, ants 
end up using the shortest possible path. This simple behavior 
empowers an ant colony to find a solution to a problem that 
would not have been possible to solve for a single individual. 
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The ACO is the translation of these observations into a 
mathematical system. By sending artificial ants through a graph 
where pheromones can be placed on the edges, the shortest path 
in this graph can be found. This can for example be used to 
solve the Traveling Salesman Problem (TSP), where the 
shortest path through a given set of nodes has to be found [7]. 
The principle of ACO algorithms is to have a population of 
݈ ants constructing a solution to a combinatorial optimization 
problem. As there are multiple possibilities to continue in 
general, the so called State Transition Rule is used to get 
probabilities for a certain move: 
 
 
݌௜௝ ൌ
߬௜௝ఈ ڄ ߟ௜௝ఉ
σ ߬௜௝ఈ ڄ ߟ௜௝ఉ௝א௔௟௟௢௪௘ௗ௡௢ௗ௘௦
 (3) 
 
 
In this formula ߬௜௝ is representing the value of pheromone 
placed on the edge between node ݅ and node݆ and ݌௜௝ is the 
probability for the ant to choose node ݆ when being on node ݅. 
ߟ is the so-called heuristic distance which allows the artificial 
ant to use the available information about the environment in 
combination with the experience in form of the pheromones. 
For a distance problem (e.g. a Traveling Salesman Problem) ߟ 
could be ߟ ൌ ͳȀ݀ with the distance d, for a JSSP it could be 
ߟ ൌ ͳȀሺ݌ݎ݋ܿ݁ݏݏ݅݊݃ݐ݅݉݁ሻ. Numerous options to calculate a 
suitable heuristic distance are available for the JSSP. 
Additionally there are two parameters ߙ and ߚ to set the 
relative significance between the heuristic distance ߟ and the 
pheromone value ߬. According to the State Transition Rule 
edges with a higher pheromone value ߬ and higher heuristic 
distance between the two nodes are more likely to be chosen 
than those with low pheromone concentrations and adverse 
distances.  
After all ݈ ants have constructed their solution, pheromone 
update is taking place. The closest behaviour to the biological 
pattern would be to place pheromones for every single 
solution, having different quantities dependent on the quality 
of the solutions. However, simulations have shown, that an 
elitist strategy, where only the best ant places pheromones is 
superior to the first-mentioned strategy [4]. The ACO is then 
called an Elitist Ant Strategy (EAS) as for example mentioned 
in [7,8]. The pheromone update is performed by the following 
formula: 
 
 
ɒ୧୨ሺ൅ሻൌሺͳǦɏሻڄɒ୧୨ሺሻ൅ɏڄȟɒ୧୨ሺ൅ሻ 
 
(4) 
ȟ߬௜௝ሺݐ ൅ ݊ሻ ൌ ቐ
ܳ
௘݂௩௔௟௨௔௧௜௢௡ሺܾ݁ݏݐݏ݋݂ܽݎሻ
Ͳǡ ݋ݐ݄݁ݎݓ݅ݏ݁
 (5) 
 
 
This formula is built from two parts. The first summand 
realizes the pheromone evaporation. Therefore, the current 
value on the given edge is multiplied by ሺͳ െ ߩሻ to reduce the 
pheromone value on the edge where ߩ  is the evaporation 
coefficient which is within the range of Ͳ and ͳ. The second 
summand places new pheromone on the edge. The value of the 
added pheromones ȟ߬௜௝ is inversely proportional to the given 
objective function ௘݂௩௔௟௨௔௧௜௢௡ . As in an elitist strategy the 
objective function of the global best solution will never get 
worse, ȟ߬௜௝  will decrease from cycle to cycle leading to smaller 
pheromone changes in later cylces of the algorithm. 
To solve the JSSP with ACO the problem needs to be 
transformed into a graph, where ants can move along the edges 
from one node to another (see Figure 2). To obtain that graph, 
all tasks of the JSSP are placed and connected via edges. Those 
edges contain the static information about distances or times of 
the tasks as well as the pheromone value that can be stored 
there. To simplify modelling the algorithm a start and an end 
point is being added. 
 
4. Satisfying constraints 
There are two types of constraints: Some of those constraints 
will make the solution invalid if they are not fulfilled. For 
example the technological order in a job must never be 
Fig. 2. Transforming the JSSP to a graph 
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distorted. Constraints of this type are called hard constraints. 
Unfavorably sets of hard constraints can lead to unsolvable 
optimization problems where the solution space is an empty 
set. The second type are constraints that will impair the quality 
of the solution, but will not lead to invalid solutions. For 
example it is desirable to finish the job within the promised 
time, but it will not make it impossible to continue production 
if such a constraint is broken. Soft constraints can be taken into 
account when formulating the objective function for the ACO, 
while hard constraints need some extra handling. 
To implement hard constraints into the ACO there are two 
options [1]: 
 
x Modify the heuristic distance ߟ in order to avoid the 
ant choosing an edge that will break the constraint. 
Consequently ݌ for such an edge will be Ͳ. However, 
a problem of a dynamic heuristic distances is a 
potential distortion of the selection bias 
ఛഀڄఎഁ
σఛഀڄఎഁ as the 
relative weighting of pheromones on competing edges 
changes. 
x Removing those edges from the list of possible edges 
which are not possible due a certain constraint. This 
makes sure that every computed value of the State 
Transition Rule represents a valid next step. This will 
add a small overhead to the algorithm to remove all 
unnecessary edges, but does not impact the behavior 
of the algorithm. 
 
Although those two possibilities modify the algorithm in 
completely different steps (choosing the possible edges vs. 
calculating probabilities in the State Transition Rule), they 
finally both lead to a behavior of avoiding certain edges. Due 
to the problems that might arise for the selection bias in option 
one, the second option is preferred. 
Although most approaches in solving the JSSP via ACO do not 
cover constraints, all of them do handle some constraints 
implicitly. Thus in a job, the technological sequence must not 
be distorted, neither may there be two tasks on one machine at 
the same time nor can one task be started before its ancestor 
has been completed. Meyer [1] uses the capabilities of the 
constraints to enhance the possibilities to influence the 
solution. To demonstrate the capabilities of the constraints 
starting times for the start of a job by defining a release time 
 
׊݊ǣݏݐܽݎݐ௡ ൒ ݎ݈݁݁ܽݏ݁௡ (6) 
 
are designed and in order to limit the finish time of a job, a 
value for due can be set 
 
׊݊ǣ ݁݊݀௡ ൑ ݀ݑ݁௡ (7) 
 
The first constraint avoids any task ݊ to be started before its 
individual release time ݎ݈݁݁ܽݏ݁௡ has passed. Equally does the 
second constraint avoid any task to finish after its individual 
due time ݀ݑ݁௡. Even if only the due time of the last task in a 
job is set, all tasks of that particular job are affected as the tasks 
are dependent on each other. 
By these constraints a huge step towards the use in real job shop 
scheduling problems is completed, but there are numerous 
situations in production that can only be handled if the 
formulation of hard constraints is extended. 
5. Enhancing the variety of constraints 
Even in the most reliable production systems there will be 
failures that can be the trigger for recalculation. They normally 
occur unexpected and often do have a temporal extent which is 
long enough to make a recalculation necessary. Without 
constraining the ACO most likely the same solution would be 
computed again, which would not improve the situation as the 
failed machine still is not operating. Thus, a constraint has to 
be set that avoids the machine to be allocated during the 
expected time of failure. The formulation of the constraint is 
analogical to the one ensuring the starting time by using the 
expected ending time of the failure ݏ݄ݑݐ݀݋ݓ݊௘௡ௗǡ௠  on 
machine ݉: 
 
׊݊ǣ ݏݐܽݎݐ௡௠ ൒ ݏ݄ݑݐ݀݋ݓ݊௘௡ௗǡ௠ (8) 
 
By setting this constraint no task can start before the time 
ݏ݄ݑݐ݀݋ݓ݊௘௡ௗǡ௠ has passed and the first task starting after the 
shutdown will be in most cases exactly in the moment of 
ݏ݄ݑݐ݀݋ݓ݊௘௡ௗǡ௠. As an unexpected failure can only be detected 
after its start time, there is no need to avoid tasks from being 
operated before the failure. 
If the shutdown of the machine is expected, e.g. for 
maintenance, the beginning of the shutdown has to be taken 
into account so tasks can be assigned to that machine before the 
shutdown. 
 
׊݊ǣ ݏݐܽݎݐ௡௠ ൒ ݏ݄ݑݐ݀݋ݓ݊௘௡ௗǡ௠ ש ݁݊݀௡௠
൑ ݏ݄ݑݐ݀݋ݓ݊௦௧௔௥௧ǡ௠ (9) 
 
The first part of the constraint will avoid any task to be 
started before the end of the shutdown unless the second part 
of the constraint is fulfilled which means that a task is 
completed before the expected time of the shutdown. Satisfying 
this constraint makes it possible to make expected disturbances 
predictable for the algorithm and thus avoid unnecessary 
recalculations when the machine becomes unavailable. 
A second restriction that can be implemented via constraints 
is a manual setting of a starting time. This is a certain task has 
to be started in a precise moment. A cause for such a constraint 
could be the temporary availability of a particular expert or 
resource. In this case the constraint does not only reduce 
solution space but removes one degree of freedom by exactly 
specifying the starting time ݏݐܽݎݐ௡ of a particular task ݊: 
 
ݏݐܽݎݐ௡ ൌ ݏݐܽݎݐ݅݊݃ݐ݅݉ ௙݁௜௫௘ௗǡ௡ (10) 
 
As in general a job will not only consist of a single task this 
will impact as well the starting positions of the succeeding tasks 
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in this particular job. In combination to other constraints this 
can easily lead to a set of constraints that is not solvable any 
more. 
Most approaches of solving the JSSP via ACO focus on 
scheduling the tasks but do not consider transportation times. 
If they are included in the total time for scheduling, this 
simplification will calculate valid solutions, but leaves the 
machine unoccupied for some time. If those times are not 
included in the total time there might be situations where the 
start of task ݊ ൅ ͳ is in the very moment of the end of task ݊. 
In general this is not possible in real production environments 
so transportation times need to be included. 
To achieve this behavior the basic constraints to avoid an 
overlap in machine occupation can be extended: 
 
׊݊ ൐ ͳǣ ݏݐܽݎݐ௡ ൒ ݁݊݀௡ିଵ ൅ ݐݎܽ݊ݏ݌݋ݎݐܽݐ݅݋݊௡
൅ ݏ݁ݐݑ݌௡ (11) 
 
This constraint induces task ݊ not to be started before task 
݊ ൅ ͳ has finished and the times for transportation and setting 
up the machine for task ݊ have passed. The constraint can be 
extended if necessary, for example if there are quality 
inspections that are not part of the given time of the task. 
In production situations might arise where a set of products 
needs to be available in the same moment. For example an oven 
where multiple products can be heat-treated parallel has to be 
loaded with all products at a time. Often it is not desirable to 
have products waiting in front of the machine so those products 
have to arrive in a short time interval. 
 
݁݊݀௡ିଵଵ ൅ ݐݎܽ݊ݏ݌݋ݎݐܽݐ݅݋݊௡ଵ ൅ ݏ݁ݐݑ݌௡ଵ
൅ ݓܽ݅ݐ݅݊݃௡ଵ ൌ 
݁݊݀௡ᇲିଵଶ ൅ ݐݎܽ݊ݏ݌݋ݎݐܽݐ݅݋݊௡ᇲଶ ൅ ݏ݁ݐݑ݌௡ᇲଶ
൅ ݓܽ݅ݐ݅݊݃௡ᇲଶ ൌ 
ǥ ൌ 
ݏݐܽݎݐ௡ଵ 
(12) 
 
with 
 
ݓܽ݅ݐ݅݊݃௡ଵǡ ݓܽ݅ݐ݅݊݃௡ᇲଶ ǡǥ ൑ ݓܽ݅ݐ݅݊݃௠௔௫ (13) 
 
The constraint allows the products (ͳǡʹǡ ǥ) to wait for a 
specific waiting time for the product. Including the waiting 
time, all those products finish their necessary preparations at 
the same moment, which is the starting time of the next step. 
By limiting the waiting times by ݓܽ݅ݐ݅݊݃௠௔௫  it can be avoided 
that products wait too long in front of the machines. This will 
influence the algorithm in order to find solutions where those 
products arrive almost simultaneously. 
It needs to be mentioned that a very small value for 
ݓܽ݅ݐ݅݊݃௠௔௫  may lead to unsolvable problems. Second, in most 
cases it is not necessary to formulate such kind of constraints 
as a hard constraint as failing to fulfill it will not lead to a 
situation that is impossible to produce. Thus is could also be 
formulated as a soft constraint, which would improve the value 
of the objective function in case of fulfilling the constraint or 
impair it in case of failure. 
6. Conclusions and Future Directions 
ACO has proven its ability to solve the job shop scheduling 
problem in its theoretical formulation in several approaches. By 
adding the ability to fulfill constraints the ACO has the 
potential to become a competitive solution also for real time 
application. Of course, the additions made in this paper are only 
a first step and implementation, testing and validation is 
needed. Also an estimation about runtime effects has to be 
provided. 
As mentioned in [1] the constrained version of ACO seems 
to deliver the greatest benefit for problems of intermediate 
tightness, i.e. problems that are constrained but still have many 
degrees of freedom. This classification seems to be valid for 
most JSSPs. Hence further investigation on this matter seems 
to be reasonable. 
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