Abstract-This paper focuses on the use of satellite communication systems for the support of Internet of Things (IoT). We refer to the IoT paradigm as the means to collect data from sensors or RFID and to send control messages to actuators. In many application scenarios, sensors and actuators are distributed over a very wide area; in some cases, they are located in remote areas where they are not served by terrestrial access networks and, as a consequence, the use of satellite communication systems 
I. INTRODUCTION

I
T IS well recognized that one of the directions in the evolution of the Internet is toward the concept of Internet of Things (IoT) [1] , [2] . The necessary condition to implement this new paradigm is the concept of smart objects. Smart objects are objects that have an "identity" in the network, which can be localized, which can process and communicate data and interact among themselves and the surrounding environment. This information processing and communication will support decision-making, improve situational awareness, increase operational efficiency of processes, and pave the way for new revolutionary applications in the most wide range of fields: industrial processes, logistics and infomobility, eco-sustainability, energy efficiency, remote assistance, and the term M2M when the focus is on the more specific aspect of the IoT related to the communication of machines (i.e., a smart object) with each other or with a server on the other end of the communication link.
IoT and M2M applications have their own very unique features such as diverse service requirements, group-based communications, low or no mobility, time-controlled, time-tolerant, small data transmission, secure connection, monitoring, priority alarm messages, low energy consumption, and low cost [1] - [3] . These service requirements dictate the architectural design of the communication network, e.g., the selection of the Internet access technology. In particular, IoT is based on IPv6 and can exploit operation and management protocols for group-oriented communications, security, and quality of service (QoS) (see Fig. 1 ).
In this framework, satellite communications have the potential to play an important role for different reasons.
1) First of all, smart objects are often remote or they are dispersed over a wide geographical area or they are inaccessible (see possible locations in Table I ). We refer to this particular situation of IoT as the Internet of (Remote) Things (IoRT). In IoRT, satellite communication provides a more cost-effective solution with respect to other terrestrial technologies to their interconnection and communication with the "the rest of the world" [4] , [5] . 2) As mentioned in [6] and [7] , group-based communications is a transmission mode that will be important in several IoT and M2M applications where smart objects could be grouped according to the task and/or the information that have to receive. In such a case, network operators should optimize the volume of data to send when IoT/M2M devices need to receive the same message. This kind of applications can be naturally supported via satellite by exploiting broadcast (i.e., toward all nodes of the whole network), multicast (i.e., toward a portion of nodes of the whole network), or geocast (i.e., toward a portion of nodes placed in a given area of the network) transmissions. 3) In some applications, such as the smart grid, utilities need to implement the highest availability of data communications that is possible within reasonable cost. This requires redundant connections at critical sites. A terrestrial-only redundant approach is not sufficient, as severe disruptions on the ground can disable or destroy both fixed and wireless infrastructures alike, no matter the redundancy. Satellite could provide a true alternative path. 4) Existing IoT/M2M applications generally target low data rate transmission and, hence, current low bandwidth satellite infrastructures can be effectively reused. As a matter of fact, IoT/M2M communication via satellite is a reality and represents a great opportunity for the satellite market. A comprehensive global report on the IoT/M2M via satellite services markets from global industry analysts states that, driven by the growing need of global businesses and governments to track, monitor, and exercise control over geographically dispersed fixed as well as mobile assets, the global market for satellite M2M services is projected to reach 1.7 billion dollars by 2017 [8] . Different satellite operators already provide integrated and complete M2M solution packages based on satellite [9] .
However, new applications are emerging or the same applications are evolving toward scenarios that have different requirements (i.e., more stringent latency/reliability/data rate requirements) that are not met by the current implementations of M2M via satellite, which provide low data rate and access to few nodes via proprietary standards [10] , [11] . For instance, in the current grid, substation and distribution automation is mostly performed through supervisory control and data acquisition (SCADA). With SCADA, a substation collects local measurements and delivers them to the application in the control centre, managed by human operators. Communication links between the individual substations and the control center form a star topology, and the collected data are stored in a centralized database. The low data rates on links (up to a few kilobits per second), and the latency up to 1-2 s does not allow to meet the stringent latency requirements (in the range 100 ms-1 s) of most of the smart grid applications devoted to give insight into the grid dynamics through the monitoring of the energy load distribution across all substations and customer locations. Considering as real-time an application with a latency requirement < 100 ms, we will refer as almost realtime an application with a latency requirement < 1 s. Moreover, in several M2M, scenarios is emerging the need to manage more data-intensive applications such as possibility to send surveillance video almost in real-time from remote locations and provision to remote worker/asset management of additional communication capabilities, such as exchange of workflow information, emails, and electronic forms.
However, also in these more challenging scenarios, satellite communication has the potential to play a key role. Recent advances in satellite communication technology have dispelled some misconceptions on the use of satellite, related to the reliability and latency. Satellite networks are nowadays capable of providing 0.9999 availability. This is in part due to the use of adaptive coding and modulation (ACM) techniques as foreseen in the DVB-S2 standard [12] , [13] , which allows to guarantee outbound throughput even during inclement weather conditions. Moreover, a round trip time (RTT) of 600-700 ms through a geostationary earth orbit (GEO) satellite link is only few hundred milliseconds higher than the RTT of a long terrestrial link (100-200 ms), and it is still suitable for several M2M applications, including substation automation, distribution automation, and advanced metering infrastructure (AMI) [14] , [15] .
A recent feasibility study has shown that a low earth orbit (LEO) constellation of satellites could be effectively used for distributed control and automation in a smart grid scenario, meeting the stringent latency requirements. Moreover, the use of LEO constellations could help in meeting more stringent latency requirements in case of voice and video transmission [16] , [17] .
Nevertheless, to make an effective IoT via satellite, several issues are still open and need an answer. This is the first paper, to the best the authors' knowledge, which makes the effort to put together the research works on satellite communication in the vision of IoT and M2M applications. In particular, the following issues are discussed: 1) the development of specialized MAC protocols for the access of sensor nodes to satellite resources; 2) the use of IPv6 over satellite; 3) interoperability between satellite and terrestrial networks; and 4) resource allocation and transmission management of group-based communications.
This paper is organized as follows. Section II describes some of the IoT scenarios where satellite could play a key role. Section III presents an overview of the research activity on specialized MAC protocols for the access of sensor nodes to satellite resources and the support of IPv6 over satellite. In Section IV, the more general issue of the interoperability of satellite and terrestrial networks is reviewed and some novel ideas are presented. Section V reports the main research results on group-based communications. Finally, in Section VI, a conclusion is drawn.
II. IoRT SCENARIOS WHERE SATELLITE IS A KEY ELEMENT
There are many applications based on the IoT paradigm [18] . In this section, we select three typical applications of IoRT where the use of the satellite is of paramount importance: 1) smart grid; 2) environmental monitoring; and 3) emergency management. For each specific application, we present the current and/or the possible future role of the satellite. The objective is to highlight if current generation of IoRT via satellite can meet the specific application requirements and in case it cannot, to identify challenges and open issues toward an effective use of IoRT via satellite.
A. Smart Grid
One of the main efforts toward the implementation of a low-carbon society is the implementation of the smart grid concept [19] . The power grid becomes "smart" when it is able to react and adapt to any event occurring in any point of the grid (generation, transmission, distribution, and consumption) by adopting proper strategies and countermeasures. This capability is fundamental to the following. 1) Make the power production, transmission, distribution more energy efficient.
2) Fulfill the growing demand for energy with the same or higher reliability, still keeping low the operational costs. The Italian and US blackout in 2003 proved the limits of the traditional grid to provide reliable services. 3) Provide more transparent services to the user which must play an important role both as consumer and as producer; in fact, a new figure arises in the future power grid, i.e., the "prosumer", which is consumer and also producer of renewable energy. To make the smart grid concept a reality, a bidirectional flow of information is needed among the different actors of the grid at different points of it. Many of the elements of a smart grid are already available, including smart meters, automated monitoring systems, and power management systems. The communication network has a crucial role and its cost and performance will greatly influence utilities' revenues and the capability of the new grid to meet its ambitious objectives. For sure, the communication network will be heterogeneous, including wired and wireless segments, and private and public solutions. In this framework, satellite could represent a viable and cost-effective solution in different scenarios, such as the following.
1) Structural and functional monitoring of offshore wind farms or solar energy systems in desert areas. 2) Back-up link when very high availability is required.
Note that nowadays about 10% of electricity consumption requires 99.9999% of reliability and both numbers are expected to increase. 3) Remote monitoring and automated control of substations located in remote areas. As a matter of fact, satellites are already used by utilities in the current grid and also by other types of companies involved in the deployment of renewable energy generation. In particular, M2M via satellite is mainly used today for: 1) providing back-up links, when high reliability is required and 2) remote monitoring and automated control of substations located in remote areas. In the current grid, remote monitoring and automated control of substations is implemented through the SCADA system, which includes several remote terminal units (RTUs) and intelligent electronic devices (IEDs), a master server, and a human-machine interface for the interaction with the human operator [20] , [21] . The SCADA master server cyclically queries the operating and status data from the grid. It is usually a low data rate service, low duty cycle, and remote terminals can be geographically dispersed in rural areas. Therefore, as outlined in [22] , a satellite-based solution can provide a cost-effective solution for providing a communication infrastructure to implement SCADA systems, especially in rural areas of the distribution network. Satellite connectivity has been used for years in SCADA applications for remote locations in oil and gas and other energy exploration areas. Traditional private satellite networks work well for these low data rate (for a basic SCADA service, a data rate of 128 kb/s is enough), hard-to-reach application delivering secure and ubiquitous coverage inexpensively [23] , [24] . The same hold for electric substation automation. It can act as both the primary communication link and a back-up link [25] .
On the other hand, the current slow central network control based upon SCADA systems is no longer sufficient to implement the new concept of wide-area situational awareness (WASA), which is the use of several types of sensors along the grid to collect data about the state of the grid and by processing these data, being able to act effectively or predict future problems. Moreover, the WASA concept will be heavily based on the wide-area measurement systems (WAMSs) which have the task to collect synchronized measurements from sophisticated sensors, called phasor measurement unit (PMU) with the objective to have an almost real-time monitoring of the grid state [26] . In order to follow almost real-time the dynamics of the grid, measurements from the PMUs should be reported 20-60 times per second. It is worth noting that traditional SCADA systems usually report the data with a frequency that ranges from seconds to minutes. Moreover, latency of the order of 1-2 s is usually accepted in traditional SCADA implementations. Table II shows the main requirements of several functionalities of the smart grid. The WASA concept is definitely more challenging in terms of reliability, latency, and also data rates and the current implementation of M2M via satellite might be no longer suitable. Nevertheless, could satellite still play a role in this emerging smart grid scenario? What are the critical issues or key elements that should be included in a new generation of M2M via satellite systems to be effectively used in a smart grid scenario? Some studies have been performed to give an answer to the above-mentioned questions.
In [27] , IP data services of Globalstar constellation (orbit altitude 1410 km, data rate 7.2 kb/s) were assessed through an experimental test-bed using a prototype IED. The conclusion was that Globalstar can barely meet the stringent delay requirements for time critical applications in smart distribution networks due to its limited bandwidth and orbit altitude. A different conclusion was drawn in [16] , where a LEO satellite-based network infrastructure is proposed to support a recently suggested active network management solutions, the autonomous regional active network management system (AuRA-NMS) control. However, the analysis in [16] was not limited to a specific existing LEO-based constellation, but they presented a general analytical model for the network delay and the loss behavior of a LEO network. In [16] , several IP data services with diverse traffic characteristics and patterns over LEO networks have been evaluated for both regular and emergency operational scenarios under a range of delay and loss conditions. The performed feasibility study has shown that a LEO-based solution can meet the requirements in terms of bandwidth, availability, and latency of the new network management solution. However, further studies should be stimulated to provide an answer to the above-mentioned question.
The paper [16] also outlined two other important elements to be taken into account when considering the application of LEO constellations for the power distribution network: 1) even if the trend for the "power utility Intranet" will be, almost certainly, independent of the public Internet, it will be most likely IP-based and 2) any satellite-based solution must properly interface with legacy wired/wireless systems to provide backward compatibility and transparent communication service. The use of IP over satellite and the interoperability with terrestrial systems will be further discussed in the next sections.
Finally, it is worth mentioning that several smart grid applications foresee command delivery to a group of actuators: this represents a natural application scenario for group-based communications. This way, signaling congestion could be reduced and communication loads optimized if those nodes could be logically grouped based on their service requirements or physical location. This possibility will be further discussed in Section V.
B. Environmental Monitoring
Health of people and wildlife has been threatened heavily in the last decades. Environmental monitoring aims to enhance the quality of the environment. The use of satellite could be important for the outdoor environmental monitoring in open nature. Outdoor monitoring refers to the detection of the following destructive phenomena: landslides, avalanches, forest fires, volcanoes eruptions, floods, and earthquakes. Such events require fast detection and lead to the need of rapid intervention by first responders (FRs) as discussed in the next section. Furthermore, continuous measurements of air and water pollution, and wildlife position and activity are also included.
Wireless sensor networks (WSNs) are well suited for this class of IoRT applications, such as long-term environmental monitoring [28] . However, environmental monitoring poses stringent requirements on the choice of the WSN: large number of nodes, very low cost, ease of deployment, low maintenance, and very long battery duration (possibly using solar energy). Nodes could be highly mobile (i.e., monitoring of wild animals). On the other hand, requirements on communication delay are quite relaxed since this application does not require real-time operation. In this framework, satellites may play a key role, as they would allow to cover a wide area, where the satellite terminal could be also highly mobile, without installing a complex infrastructure. As a matter of fact, current M2M satellite systems in L band allows mobile applications such as the wildlife monitoring, where sensors are attached to animals that may move over a very large area. While this low data rate and latency-relaxed application scenario seems pretty "easy" for a satellite-based solution, other challenges arise. For instance, in most of the applications, it is of utmost importance to use very energy efficient protocols, in particular MAC protocols. Moreover, MAC algorithms must take into account a very variable topology and number of sensor nodes and that number of nodes might be very high. Finally, the operating cost of the monitoring system should be kept low. Therefore, while current M2M satellite systems may support most of the applications, a more effective use of the satellite resources and a proper access to it (via specific multiple access schemes) is needed. Multiple access issues and satellite resources allocation important for this scenario application are discussed in Sections III and IV.
C. Emergency Management
Disasters such as earthquakes, fires, floods, explosions, and terrorist attacks may lead to crisis situations which require the intervention of FRs. In order to assist FRs to effectively manage the crisis, emergency response information systems (ERISs) are developed with the aim to provide enhanced situational awareness, automated decision making, and prompt response [29] .
Even if the use of existing network infrastructures (PSTN, 2G, 3G, and 4G) is important to connect a disaster site with the external network (crisis center, data bases with emergency plans, hospitals, etc.), the communication infrastructure at the incident area is often only partially available or completely destroyed. In this context, ensuring radio communications for efficient organization of the relief operations is of paramount importance. A possible solution for this lack of communication means is the deployment of ad hoc wireless networks as an incident area network (IAN), i.e., a self-forming temporary network infrastructure brought to the scene of an incident to support personal and local communications among different public safety end-users (fire brigades, police, medics, etc.) and their connection with a gateway [30] . In this context, the IAN can replace the damaged local terrestrial network infrastructure, and, when connected to a satellite network can provide communication with a remote crisis center. This can guarantee the continuity of standard communications (e.g., voice traffic with the crisis center) and allow the exchange of data related to the particular situation, such as data on location of FRs, alert messages, and electronic maps to support FRs during their motion within the disaster area.
An IAN supports both voice and data transmissions and wireless sensor and actuator communications in the local and/or personal area. The approach to the definition of an IAN for emergency management is the following. Every FR is surrounded by wearable and environmental sensors (e.g., vital sign sensor, temperature sensor, structural health sensor, and indoor/outdoor positioning devices) and actuators (alarms and monitors). The FR is provided with a relief member unit (RMU) which is a network node with multistandard capabilities and gateway functionalities. The wireless standards used by the RMU include 6LoWPAN and TETRA. 6LoWPAN allows the communication of the RMU with sensors and actuators, whereas the TETRA network is used for voice/data communications between RMUs within the IAN.
The end-to-end architecture of ERISs also includes a longrange network (LRN), utilized for the communications between the IAN and the external areas through a transportable gateway. A disaster-proof LRN independent from local terrestrial infrastructure (possibly damaged, destroyed, insufficient, or overloaded) is necessarily based on satellite communication systems (GEO and LEO) [31] .
In this scenario, satellite communication systems allow to connect the IAN to Internet, so that emergency services managed by the Emergency Control Center (ECC) can be provided. In particular, the disaster area and the FRs can be remotely monitored by the ECC and several autonomous monitoring and control functions can be provided through sensors and actuators without the human intervention. As for some smart grid scenarios, also in this case, the forward link communication is used for group-oriented services to support both machine-and human-type communications, where concepts such as group-based channel dependent scheduling could be efficiently applied. Table III summarizes 
III. ENABLING INTERCONNECTION BETWEEN SATELLITE AND SENSORS/ACTUATORS
One of the main enabling factors in satellite communications to support IoRT is the interoperability between satellite and in situ sensors/actuators. As shown in Fig. 2 , the satellite collects data measurements from a huge number of sensor nodes and sends it to a ground station for data management. Furthermore, control data are sent from ground stations to the satellite and then to the actuator nodes. Note that, in Fig. 2 , we only focus on user data flow without considering signaling/ACK data flow. There are two modes of interoperability between satellite and sensors/actuators: 1) direct access and 2) indirect access. The direct access mode allows sensors and actuators to directly communicate with the satellite, in uplink with the sensors and in downlink with the actuators [32] . In the indirect access mode, each sensor and actuator in a wireless sensor and actuator network (WSAN) may communicate with the satellite through a sink node; therefore, the data flow between the satellite and the WSAN is bidirectional [33] . The advantage of exploiting the indirect access is that a lower number of expensive satellite terminals is required for the same number of sensors/actuators. Furthermore, in the indirect access mode, the sink is provided with a satellite terminal (expensive and power hungry) and with a WSAN radio interface, while all the other nodes of WSAN are only provided with a WSAN radio interface. This solution allows to decrease the system costs and the complexity of the installation (in terms of antenna pointing and power generation facilities). However, this approach has the typical drawbacks of a centralized solution with respect to a decentralized solution.
In current M2M via satellite systems, most of the protocols are proprietary and/or are not designed to support Internet protocols. However, they could also be based on the DVB-S2 standard for the forward link (i.e., the link from the ground station to the actuators) and on the DVB-RCS2 standard for the return link (i.e., the link from the sensors to the ground station) [13] , [34] . A novel option is represented by 3GPP long-term evolution (LTE) over satellite [35] .
IEEE and IETF standardization activities regarding IoT focused on PHY/MAC layers for low rate wireless personal area networks (IEEE802.15.4 LR-WPAN), convergence layers for IPv6 over low-power WPAN (6LoWPAN), and routing over low-power and lossy networks (ROLLs) [36] , [37] . Up to now, Two topics are worth considering in this framework: 1) the development of specialized MAC protocols for the access of sensor nodes to satellite resources and 2) the support of IPv6 over satellite. These topics are discussed below.
A. MAC Protocols for Satellite-Routed Sensor and Actuator Networks
Since sensor nodes are attached to various measuring objects, the data traffic is also various, ranging from periodic to eventdriven data generation. The specific data traffic and data flow direction also depend on the type of access (direct or indirect as in Fig. 2 ) and the type of application scenario. Choosing the multiple access scheme that can efficiently use satellite resources according to the data traffic and type of access is an important issue. In general, when energy efficiency is very important, TDMA is the well-suited multiple access scheme. On the other hand, in many IoT scenarios, where there is a very high numbers of nodes, but not all of them have data to send, a fixed-assignment multiple access scheme such as TDMA is not efficient.
DVB-RCS2 allows both contention-free and contentionbased multiple access. A set of multifrequency time division multiple access (MF-TDMA) satellite channels is used for communication toward the ground station (gateway). MF-TDMA channels are coordinated using demand assigned multiple access (DAMA) to share the satellite capacity between the set of active user terminals (sensor nodes). The network control center (NCC) controls when each sensor node may transmit. Only one sensor node can access one timeslot in the return channel. If allocation is made to a sensor node that has no data to transmit, then the capacity is wasted, conversely a sensor node with data to transmit, but no allocated timeslots have to wait until the next allocation is received.
Two methods are considered for random access in the DVB-RCS2 standard: 1) slotted ALOHA and 2) contention resolution diversity slotted ALOHA (CRDSA). In CRDSA, timeslots are grouped to form a frame [38] . A terminal generates set of replicas of a packet, which are sent using a pseudo-random timeslot within a frame. Several enhancements of the CRDSA have been proposed and investigated [39] , [40] . An in-depth analysis of a return link multiple access scheme able to achieve the objectives of low terminal cost and high transmission efficiencies for M2M communications is presented in [41] . The proposed return link multiple access scheme employs asynchronous spread spectrum ALOHA (SSA) techniques combined with low-rate forward error correction (FEC) and downlink channel quality-based transmit ON-OFF packet control at the user side.
In [32] , a new algorithm is proposed for a satellite to collect data efficiently from sensor nodes through a direct access. In their proposal, the satellite allocates time slots on demand to sensor nodes which have data to send using a divide and conquer method consisting of a searching phase and an allocation phase. In the searching phase, the satellite finds the sensor nodes having data to send and divide the sensor nodes into two groups. This process is repeated a certain number D of times and each time a group does not include any sensor node which has data to transmit, then this group is removed. The process is repeated no more than D times in order to avoid unnecessary time for confirming the existence of data to send. In the allocation phase, the satellite allocates time slots to all the sensor nodes of the remaining groups regardless of them having data to send or not. It was demonstrated that this algorithm achieves higher efficiency of bandwidth utilization with respect to a TDMA-based fixed assignments scheme or a slotted ALOHA scheme. Indirect access to satellite is considered in [42] , where sensor data are collected for a precision agriculture application. In [42] , a MAC protocol is proposed which saves the overall energy consumption during the synchronization phase since the protocol uses a relatively short pulse for wake-up signal.
Moreover, it is worth mentioning that there is an increasing interest in using low-cost small satellites (< 50 kg) in LEO, e.g., nanosatellites or CubeSats. Two important advantages provided by nanosatellite constellations are: 1) the possibility to launch them as secondary payloads which greatly reduce the launch cost and 2) they can be built integrating low cost offthe-shelf components even if they are specifically designed for satellite/space applications. When they are launched as secondary payloads, it is not possible to deploy the constellation with the desired orbital characteristics. Moreover, power, mass, and volume constraints pose many challenges in the design of the communication links. Many launched CubeSats use the AX25 standard in the amateur frequency bands with a data rate of 9.6 kb/s. However, recently also higher (S-band) frequencies have been considered (providing higher data rates). The low data rates, the limited contact of time, and the difficulty to carefully plan the coverage of a given area leads to usually very intermittent and disruptive communication links which makes complex the design of the multiple access. In [43] , to address some of these challenges, a communications architecture based on delay tolerant networks (DTNs) protocols has been proposed, which makes use of a new protocol named ALOHA multiple access with gateway priority (ALOHAGP) at the link layer. This solution can be applied to delay-tolerant applications (for instance, environmental monitoring) but not to more time-critical applications such as in smart grid.
B. IPv6 Over Satellite
The use of IPv6 is the distinctive element of IoT with respect to M2M. IPv6's huge increase in address space is an important factor in the development of the IoT in order to be able to assign an IP address to billions of future simultaneously connected objects.
DVB-RCS2 supports IPv6 and uses generic stream encapsulation (GSE) to reduce the levels of encapsulation and improve efficiency [44] . In DVB-RCS2 standard, IPv6 packets received on the LAN interface of a return channel satellite terminal (RCST) are forwarded according to the RCST IPv6 routing table. Packets may also be redirected to an internal agent (e.g., performance-enhancing Proxy-PEP and intercepting proxy) for processing prior to transmission. Packets for transmission over the air interface are forwarded to the QoS module for transmission over the satellite.
One of the challenges is how to evolve from current IP networking over satellite toward the next-generation network over satellites. One common solution is tunneling. Tunneling IPv6 in IPv4 is a technique used to encapsulate IPv6 packets into IPv4 packets with protocol field 41 of the IP packet header. The tunnel endpoints take care of the encapsulation trough a dual stack and this process is transparent to the intermediate nodes. This solution, however, generates great overhead [15] .
It is also worth mentioning that in light of the future Internet (FI) applications domains, where also satellite will play an important role, a novel networking paradigm, alternative to the IP-based internetworking, is emerging: namely the information-centric networking (ICN). ICN is based on accessing named-content in the network, instead of host-to-host communication as in today's Internet. There are several ICN approaches which are currently under investigation in the context of the FI, such as the publish-subscribe Internet routing paradigm (PSIRP), content-centric networking (CCN), named data networking (NDN), network of information (NetInf), dataoriented network architecture (DONA), and cache-and-forward (CNF) [4] , [5] .
In [45] , the applicability of ICN to integrated satellite/terrestrial networks, focusing on the publish-subscribebased ICN approach is investigated. In [45] , it is shown that applying the ICN paradigm to a geostationary satellite network can lead to bandwidth savings, greater than those obtained with traditional HTTP means.
IV. INTEROPERABILITY ISSUES BETWEEN SATELLITE AND WIRELESS TERRESTRIAL COMMUNICATION NETWORKS
A. General Considerations About IoRT Heterogeneity and Related State-of-the-Art
An obvious characteristic of IoRT is the heterogeneity, i.e., heterogeneous devices communicating through heterogeneous communications networks. Even if the heterogeneity in telecommunication networks is an explored research area in terms of architectures and algorithms [46] , the IoRT opens new technical issues and research challenges. In more detail, with the inclusion of a wide plethora of new interconnected heterogeneous devices, when QoS is required, the definition of common specific protocols and of the communications modalities between different portions of the IoRT network is necessary. In general, the framework of heterogeneous networks and the QoS concept is developed in [47] and [48] , discussing problems and solutions concerning, in particular, resource allocation. Starting from the mentioned literature, each single protocol layer of the IoRT should be involved in this process together with the definition of common interfaces between layers. In the case of satellite networks supporting the IoRT, a suitable solution could be inspired to the so-called ETSI SES BSM for satellites: the layers whose action is strictly dependent of the transmission technology (MAC and PHY layers) are considered divided from the layers whose action does not depend on the specific technology of choice (e.g., case of IP and upper layers) [49] . The proposed distinction implies the so-called problem of the heterogeneous interworking that received specific attention in the literature (see, among the others, [47] , [50] - [52] , and references therein). All the mentioned works do not directly take into account the possible variations arising from the strong heterogeneity of an IoRT, whose nodes (i.e., the devices) may have severe computational and energy constraints. Indeed, they can heavily affect the overall network performance. For this reason, the following sections are dedicated to a perspective description of solutions (in terms of protocols, QoS and resource management in Section IV-B, and QoS mapping in Section IV-C) aimed at highlighting the specific requirements arisen from their application to the IoRT supported by satellite networks.
B. Satellite/Terrestrial Networks Integration Solutions for IoRT Support 1) Protocols:
Within the mentioned heterogeneous IoRT network, the design of specialized protocols is topical. Novel solutions may be applied to each protocol layer. To achieve satellite-based IoRT QoS solution, each single protocol should be optimized. In this context, PHY and MAC layers play a crucial role concerning the transmission resource (e.g., bandwidth) management. The network layer has to efficiently use the bandwidth offered by the lower layers and implement QoS reservation and QoS mapping mechanisms, while the transport and application protocols must efficiently use the resources offered by the network layer. In this view, a cross-layer approach represents a required solution to be applied in such a heterogeneous IoRT. In practice, the cross-layer approach allows protocol entity to exploit the knowledge of a set of parameters (measured or estimated) from the underlying layers, providing an optimization framework involving all the layers from the physical up to the transport.
2) QoS Mapping: In a heterogeneous satellite-based IoRT, QoS mapping is usually needed "vertically" (i.e., the MAC layer should offer a service to the network layer) and "horizontally" (i.e., connecting the radio and satellite technologies and QoS mechanisms through a proper signaling scheme). In 3 , the general concept of the two QoS mappings is reported. Specific details about the related concepts and techniques can be found in [46] .
In the case of vertical QoS mapping, an interface (network/datalink) has to be defined, to manage the mapping of QoS specification imposed at the network layer (e.g., DiffServ architecture) to the class of service (CoS) structure that should be defined within the datalink layer. As far as the horizontal QoS mapping is concerned, solutions take into account the technological heterogeneity of the possible radio access network (RAN) of an IoRT. Indeed, in a satellite-based IoRT, a node (or device) might employ the DVB-S2/DVB-RCS2 technology to access the satellite portion of the network while TETRA, WiMAX, Wi-Fi, or other wireless technologies to access the terrestrial portions of the IoRT.
3) Resource Allocation: The above-mentioned need to guarantee a certain QoS has driven the development of dynamic bandwidth allocation techniques, which take into account the current status of the channel employed to access the IoRT. In more detail, satellite environments linked to the mentioned specific technologies are characterized by several peculiarities, which imply the introduction of suitable control strategies. Satellite channels vary their characteristics depending on the weather, and the effect of fading heavily affects the performance of the whole system. The practical effect is on the QoS offered to the users exploiting the IoRT devices. To avoid this condition, techniques aimed at providing compensation for rain attenuation are needed [12] . Bandwidth allocation is strictly related to the MAC scheme and must be defined by finding a compromise between QoS and other metrics characterizing the "things" of the IoRT. Indeed, battery lifetime in the case of mobile devices, or fair employment of the network resources, are fundamental issues to be taken into account [53] , [54] .
C. QoS-Oriented Solutions: TI-SAP
Protocol stacks of the devices in the above-mentioned scenarios are composed of a great heterogeneity of functional layers. For this reason, a common language to support QoS along the end to end path is crucial. Such a notion of "common language" is also known in the literature as the aforementioned QoS mapping.
Concerning the vertical QoS mapping, an applicable solution is the so-called technological independent-service access point (TI-SAP) that can be used as a reliable solution for the IoRT [46] . The main concept of the TI-SAP is the queue identifiers (QIDs) which represents an abstract queue at the TI-SAP level. Each QID is formally a relationship between IP queues (i.e., DiffServ queues) and technology-dependent (TD) queues (i.e., MAC queues). Each QID defines a CoS characterizing IP packets to be transferred into the TD core. The application of QID principle allows hiding to TI layers the local implementation of the QoS within the TD systems, where, for instance, DVB (for the satellite portions) or Wi-Fi (for some terrestrial portions) may be applied. A QID represents how a specific subset of IP queues are mapped over a specific subset of TD queues. The definition of the TI-SAP functionalities through proper QID primitives to support resource allocation and control has the main role to solve the above-mentioned vertical QoS mapping problem. It is also worth noting that specific operations shall be performed at the control plane level of the TI-SAP protocol dealing also with the horizontal QoS mapping. More specifically, a proper signaling mechanism is needed to support both QoS mappings. Possible examples may be resource reservation protocol-traffic engineering (RSVP-TE)-if the TI-SAP interfaces multiprotocol label switching (MPLS) networks, or extensions made on RSVP to support call admission control (CAC) information in DiffServ environments (called RSVPpre congestion notification) [55] - [57] . In this perspective, novel control methodologies need to be proposed to support bandwidth adaptation when QoS mapping operations are applied in a heterogeneous IoRT.
V. GROUP-BASED DELIVERY IN M2M SATELLITE ENVIRONMENT
As mentioned in Section II, several applications for M2M will exploit the forward link for delivering commands and control information via satellite to the huge number of actuators/smart objects deployed in the environment [58] . Imagine a smart grid scenario where the great number of actuators could be suitably remotely controlled for efficiently managing the power production, transmission, and distribution. In emergency management systems, the forward link communication could be used for providing group-oriented services to support both MTC (i.e., alert commands to the actuators deployed to a large, rural and inaccessible areas, or the simultaneous delivery of software updates such as firmware toward a large of machines) and human-type communications (i.e., for updating periodically FRs about their position in disaster area, for providing electronic map to support FRs during their motion and/or for forecast/security news delivery). These represent only a subset of the possible applications that in the downlink direction could efficiently exploit the large coverage provided by satellite systems.
In the depicted scenarios, the primary goal of group-based communications is to alleviate the signaling overhead on both radio access and core network segments. Indeed, actuators and smart devices that need to receive the same downlink control messages (e.g., commands for actuators) and/or data packets (e.g., firmware/configuration or information file download) can be logically grouped based on their service requirements (i.e., multicasting scenarios) or their physical location (i.e., geocasting scenarios), to reduce the signaling congestion on the air interface and to optimize the communication loads [59] . Moreover, a further important effect is to reduce the overall power consumption for users, machines, and base stations.
Therefore, the definition of efficient radio resource management strategies is challenging, because the same spectrum is expected to be utilized for human-to-human (H2H) communications as well as M2M communications [60] .
Furthermore, the effective provisioning of group-based M2M communication via satellite involves several challenges in terms of traffic scheduling, mainly due to different channel conditions experienced by the M2M/H2H group within the same spotbeam [60] . Generally, the nodes with good channel conditions are able to support transmission with high spectral efficiency (i.e., high data rate for a given bandwidth), whereas the ones undergoing a bad channel must be served using a low spectral efficiency transmission (i.e., low data rate for a given bandwidth) since they must be more robust to channel errors.
Concerning the conservative approach [60] , M2M devices involved in the group communication are served according to the node with the poorest channel quality. Although this approach could maximize the fairness among M2M devices and is robust to channel quality variations, it introduces severe performance degradation in terms of spectrum efficiency.
In alternative, the opportunistic approach [60] foresees to serve, in any given time slot, only a portion of nodes to maximize a given cost function, such as system throughput. The goal of this approach is to exploit the multinode diversity in resource allocation, although it may limit the number of M2M devices successfully served in each time slot. As a consequence, to avoid a severe limitation of the involved nodes, additional efficient and robust data coding (e.g., rateless codes) can be employed to this scope. Although opportunistic approaches can achieve long-term fairness (which can be considered suitable in delay tolerant applications, such as file delivery), it cannot achieve short-term fairness (since not all nodes are served within every time slot) that, on contrary, is more important in delay sensitive applications [60] .
Another interesting approach that overcomes the limitations of conservative and opportunistic schemes is the subgrouping [59] , which foresees to serve all M2M devices belonging to group communication in every time slot and to split the nodes into different subgroups according to the experienced channel conditions. The subgroup formation is performed to take advantage of the multinode diversity by guaranteeing improved session quality for the users with good channel qualities.
VI. CONCLUSION
This paper provides an overview of the research activity in satellite communication in view of its use in IoRT application scenarios. Important issues that have been discussed are: heterogeneous networks interoperability, QoS management, group-based communications, and efficient IPv6 support. For each of these topics, results of some recent studies have been reported and some further directions of research have been identified.
As a matter of fact, there is no much research specifically focused on the application of satellite to IoRT scenarios and the authors feel that there is no real awareness of the potential advantages coming from their use in the future IoRT scenarios, even if they already play an important role in several M2M communication applications (energy sector, oil and gas, and logistics) nowadays. Only few feasibility studies have shown their possible use in future IoRT application scenario (for instance, for the smart grid [16] ). The authors believe that some more effort should be spent in this direction. For instance, as already mentioned, there is a growing interest in understanding the potential use of constellations of nanosatellites. It could be worth trying to understand if those constellations of nanosatellites could be a real cost-benefit solution in some specific IoRT scenario.
