The state and structure of a model may vary during a simulation and, thus, also its computational demands. Adapting simulation algorithms to these demands at runtime can therefore improve their performance. While this is a general and cross-cutting concern, only few simulation systems offer reusable support for this kind of runtime adaptation. We present a flexible and generic mechanism for the runtime adaptation of component-based simulation algorithms. It encapsulates simulation algorithms applicable to a given problem and employs reinforcement learning to explore the algorithms' performance during a simulation run. We evaluate our approach on a modeling formalism from computational biology and on a benchmark model defined in PDEVS, thereby investigating a broad range of options for improving its learning capabilities.
INTRODUCTION
The performance of simulation algorithms (SAs) often varies during simulation runs. Consider the example in Figure 1 , which shows the performance of two SAs during the execution of a sample model. Whereas algorithm A exhibits a better performance during the first and the third quarters of the simulation, algorithm B achieves a better performance during the second and the fourth quarters. This effect is due to changes in the computational load imposed by the model: For example, a changing number of model entities, a different kind of event to be processed, or structural changes within the model. Similar effects can be caused by changes in the execution environment, such as a change in the number of available processors, CPU load from other jobs, or changes in network latency. Clearly, runtime adaption is required to reach peak performance in such situations.
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Due to these challenges, it requires a lot of effort to develop an adaptive simulation algorithm. Such simulation approaches are therefore still relatively uncommon in practice despite their potential. To overcome this problem, we developed a generic adaptation scheme called the adaptive simulator, which is reusable across simulation domains. Because code reuse across simulation applications is already addressed by modeling and simulation frameworks, we realized this scheme as a component of such a framework: As a plug-in of JAMES II [Himmelspach and Uhrmacher 2007a] . The adaptive simulator is particularly useful in such a context because it allows us to develop adaptive variants of all simulation algorithms based on JAMES II with relatively little effort. The adaptive simulator is neither restricted to a specific SA nor is it restricted to adjusting algorithm parameters. Instead, it relies on configurations of existing SAs as a set of options to choose from. Such sets of options can also be generated automatically, so that the adaption at runtime is transparent to users and does not require additional configuration. With techniques from reinforcement learning [Sutton and Barto 1998 ], the adaptive simulator learns which configuration of which SA fits best to a simulation phase.
The next section discusses the concept of adaptive algorithms in general and reviews some adaptation mechanisms already applied in simulation. Section 3 presents our approach toward a generic adaptive simulator. Later, we describe some implementation details (Section 4). Whereas in we evaluated our approach by executing models from two modeling formalisms used in computational biology (i.e., species-reaction networks and ML-Rules) here, we also show its applicability outside the realm of systems biology by executing models defined in PDEVS [Zeigler et al. 2000] . Our previous results in indicate that the size of the state space, which determines how many simulation phases the adaptive simulator can distinguish, has a major impact on learning performance and thus on the overall utility of our approach. We evaluate this aspect (see Section 5) and investigate the applicability of an established approach for dynamic state space generalization in reinforcement learning [Reynolds 2000] . Additionally, we explore the design space of the adaptive simulator by evaluating the performance impact of several learning schemes.
BACKGROUND AND RELATED WORK
Adaptation techniques can be used to change parameters and components of an algorithm so that it always suits the requirements of its environment. Therefore, an adaptive algorithm can outperform the best available nonadaptive algorithm. Two types of adaptations are typically distinguished [McKinley et al. 2004] : parameter adaptation and compositional adaptation. Whereas parameter adaptation allows us to change algorithm parameters, compositional adaptation allows us to change the structure of the algorithm. The latter often provides mechanisms to cope with a dynamic set of available components, which also requires us to deal with erroneous or malicious components. Generally speaking, compositional adaptation is more flexible, but it also makes it more difficult to validate the behavior of the algorithm. However, the line between parametric and compositional adaptation is often blurred. For example, consider an adaptive sorting algorithm that uses an auxiliary algorithm to sort sublists. If the auxiliary algorithm is selected from a fixed set of options, we would regard it as a parameter of the adaptive sorting algorithm, whereas others may regard this as compositional adaptation.
Developers of adaptive algorithms often struggle to decide which adaptation action to choose in which situation. This problem can be addressed with techniques from machine learning. Reinforcement learning [Sutton and Barto 1998 ] is particularly well-suited to this task because it operates in an incremental manner and does not require a training set that includes successful candidates of the concept to be learned. In the reinforcement learning setting, an agent perceives the state of a (nondeterministic) environment and then decides which action to execute for achieving some goal (e.g., to reach a specific state of the environment). The goal is encoded in numerical rewards that the agent receives from the environment after each decision.
1 Then, the whole procedure is repeated: The new state of the environment is perceived, and the agent has to decide upon its next action. The agent's task is to maximize the reward it receives overall, typically without any prior knowledge on the actions' effects, on the desirability of certain environment states (in terms of rewards) or on the transition probabilities between states. Thus, the agent has to explore the actions and the states of its environment, but it also has to exploit its (incrementally growing) knowledge to increase its reward so that eventually the best action is chosen in any given situation. An adaptive SA based on this learning paradigm will therefore continuously reconfigure itself to the computational problems it encounters and requires no intervention by the user.
State Generalization
Typically, an agent generalizes the environment's states it perceives [Sutton and Barto 1998 ]. On the one hand, generalization reduces the learning effort due to a smaller number of distinguishable states; on the other hand, too much generalization may remove important distinctions in the state space and thus reduces the potential for choosing the right action in the right state. To account for this tradeoff, the degree of generalization must be chosen carefully. Basic reinforcement learning approaches use a predefined regular grid to partition the state space so that the same degree of generalization is used for the whole space. This procedure is neither easy to use nor optimal. First, the user has to configure the degree of generalization manually, which requires environment knowledge. Second, a high degree of generalization might be suitable for specific areas of the state space, but unnecessary for other areas. Suppose an agent tries to find the exit in a maze, and its only information about the environment is its absolute position within millimeter accuracy inside the maze. Shall it generalize its position by rounding it to centimeters, decimeters, or meters? In a big, empty room, meters might be suitable. In front of a pit, centimeters might be a better choice. Consequently, dynamic state space algorithms have been developed to deal with this challenge: See Moore and Atkeson [1995] , Reynolds [2000] , Lee and Lau [2004] , and Bonarini et al. [2007] . Typically, these algorithms start with a coarse-grained representation of the state space and refine important states based on gained knowledge and specific heuristics.
Adaptation Policies
In addition to the state space representation, the action selection policy, which determines the tradeoff between exploration and exploitation, plays an important role in reinforcement learning. Typically, policies are evaluated with respect to the multiarmed bandit problem [Auer et al. 1995] ; that is, reinforcement learning within a single-state environment. Mostly, the regret of the policies is analyzed; that is, relative overhead induced by exploration and suboptimal decisions compared to an optimal policy. Policies for which the regret converges to zero after infinitely many decisions are called zero-regret policies [Vermorel and Mohri 2005] . For example, the -greedy policy chooses (based on its gained knowledge) the best action with probability 1 − and otherwise a random action. Consequently, the regret will never converge to zero, caused by the regular exploration of suboptimal actions, and thus -greedy is not a zero-regret policy. In contrast, the -decreasing policy is a zero-regret strategy because the probability to choose a random action decreases with the number of decisions. Furthermore, the learning speed of a policy, which determines how fast the decisions improve with the number of decisions done, is also of great significance in practice [Auer et al. 2002] . With respect to learning speed, -greedy is typically a good strategy because it immediately uses its gained knowledge. However, other policies even choose each action once before applying heuristics for the selection (e.g., Interval Estimation [Vermorel and Mohri 2005] ). Such policies cannot be used if the agent can choose from an infinite number of actions (e.g., if actions comprise continuous parameters). Other analyses of policies consider, for example, also switching costs [Jun 2004] or policies with history [Shivaswamy and Joachims 2012] .
Related Approaches
Armstrong et al. [2006] introduce a general scheme for adaptive algorithms that employs reinforcement learning similarly to our approach: An "optimization system" collects sensor data (i.e., features of the input data), invokes a reinforcement learning algorithm, and executes its decisions (i.e., which algorithm to use). The (negative) execution time of the selected algorithm serves as reward. Their system relies on a mechanism to modify binary code at runtime. As a proof of concept, they let it switch dynamically between two auxiliary algorithms for a computational chemistry simulation and show how this improves the overall execution time. Lagoudakis et al. [2001] presented a similar approach for sorting algorithms. Although we follow the same basic approach, we strive to take it a step further. Our approach is integrated into a component-based simulation framework that offers for many of its modeling formalisms many options to adapt the execution algorithms. Whereas even rather simple learning schemes may improve the performance when there are just two (as in Armstrong et al. [2006] ) or three (as in Lagoudakis et al. [2001] ) possible actions to choose from, it is unclear how well those scale to more options. Furthermore, the runtime performance is not the only important metrics of simulation algorithms (e.g., the memory consumption, the accuracy, or the energy consumption of the algorithms might also be of interest). In principle, suitable reward functions reflecting all metrics of importance are needed. For example, in the realm of biochemical reaction network simulations, τ -leaping algorithms trade accuracy for speed and typically outperform exact algorithms with regard to speed [Jeschke and Ewald 2008; . If an adaptive SA has only the goal to speed up the simulation, it would probably tend to adapt τ -leaping so that it becomes less and less accurate. Therefore, such an adaptive SA should not mix simulation algorithms with different accuracies, and it should not adapt parameters of simulation algorithms influencing the accuracy. However, a reward function that takes into account speedup as well as accuracy could be applied to learn when to use which approximation to achieve a certain speed-up and to restrict the error. Nevertheless, this requires us to assess the error made by approximation.
In the domain of simulation, many adaptive methods have been developed to improve the synchronization of Parallel Discrete-Event Simulations (PDES). Synchronization algorithms can be conservative, optimistic, or hybrid (e.g., Boukerche and Das [1997] and Das [1996] ). Conservative algorithms only allow a Logical Process (LP) to process safe events, and thus the parallelism may not be fully exploited. Optimistic algorithms also process unsafe events but need rollback mechanisms to reverse incorrect computations and thus may process many events unnecessarily. Hybrid protocols allow the LPs to compute unsafe events, but only if some additional conditions are satisfied. For example, the Moving Time Window (MTW) protocol [Sokol and Stucky 1990] limits the optimism of the LPs by only allowing us to process events within the time interval [GV T , GV T + ω], where ω is a parameter and GVT is the global virtual time [Fujimoto and Hybinette 1997] . The performance of these algorithms depends on the phase the simulation is in [Nicol and Reynolds Jr. 1990 ]. Consequently, many adaptive algorithms have been implemented to cope with changing runtime environments and changing model characteristics. The Adaptive MTW algorithm varies ω to minimize the wall-clock time an LP is either blocking or processing rollbacks [Ball and Hoyt 1990] . Another example is the Adaptive Bounded Time Windows protocol [Palaniswamy and Wilsey 1993] , which is also based on the MTW protocol and adapts the time window size ω for each LP depending on its rate of committed events during the last GVT cycle. Both adaptive algorithms realize a parameter adaptation because they always adapt exactly one parameter.
Another important class of algorithms for PDES are load-balancing algorithms (e.g., Boukerche and Das [1997] and Das [1996] ). Here, processor and communication load are two important metrics. Load-balancing algorithms try to balance both values, but usually the more balanced the processor load is, the more unbalanced is the communication load (and vice versa) . This is why load balancing algorithms must find a tradeoff between balancing processor load and balancing communication load. Which tradeoff results in the best overall performance depends on the phase of the simulation, so that adaptive load balancing algorithms have been developed. For example, the adaptive load-balancing algorithm by Meraji et al. [2010] realizes a selection mechanism that repeatedly chooses from two nonadaptive load-balancing algorithms: One balances the processor load, and another balances the communication load. Their approach uses reinforcement learning for the adaptation; the used reward function reflects runtime performance. Various other adaptive schemes have been developed for specific PDES tasks (e.g., state saving [Vitali et al. 2010] ) or specific application areas (e.g., multiagent systems [Lees et al. 2005] ).
Most adaptive PDES algorithms are tightly coupled to a particular SA (e.g., MTW [Ball and Hoyt 1990] ). Although this allows them to exploit the full potential for performance improvement, it also requires considerable implementation and testing efforts. In contrast, we focus on a generic adaptation mechanism that can be reusable without modifications of SA code and with minimal additional work. Instead of being part of the logic of an SA to realize parametric adaptation, it works on top of an SA and realizes compositional adaptation. Consequently, it must be able to cope with a dynamic set of options. Finally, note that many PDES adaptation schemes work in a decentralized manner, whereas we assume a central point of decision-making.
Adaptive algorithms are also a well-known technique for continuous simulation. The step-size and the order of the integration method are the two most important parameters that influence the performance and accuracy of continuous simulations. Both parameters motivated the application of adaptive algorithms; namely, step-size control algorithms and order-control algorithms. However, whereas step-size control algorithms have been shown to be efficient, order-control algorithms have not [Cellier and Kofman 2010, p. 106] .
A GENERIC ADAPTIVE SIMULATOR
Following the suggestion by McKinley et al. [2004] , the adaptive simulator is realized as a wrapper for other SAs. Consequently, it uses a nonadaptive SA to compute all state transitions of the model and, at some times, it adapts this SA. The adaptive simulator may adapt parameters of its SA or may exchange it with another SA. With the help of reinforcement learning, the adaptive simulator learns which SA to use in which situation (e.g., when the model is in a certain state). Reinforcement learning helps to realize a form of compositional adaptation because its decision process is not fixed to a static number of available SAs, and each SA may have an arbitrary structure. Since a single simulation run may involve many individual events (or steps), it is also important to learn how often the adaptation should take place. Adapting an SA after every event, for example, may introduce a significant overhead, whereas adapting too rarely may waste computing time using suboptimal SAs and may also slow down the exploration of potentially better alternatives and thus the speed of learning.
Algorithm 1 shows the basic structure of the adaptive simulator's algorithm, which is based on the Q-learning algorithm; see [Sutton and Barto 1998 ]. Q-learning is a temporal-difference learning method because it estimates the utility of a state s by also considering the estimated utility of the successor state s . Temporal-difference learning is a model-free reinforcement learning strategy in that it does not require any prior knowledge on the environment's state transitions. In contrast to Monte-Carlo approaches, which are also model-free, temporal-difference learning is not restricted to learning from episodes (i.e., sequences of states) and often converges faster in practice [Sutton and Barto 1998, p. 139] . Q-learning learns how valuable it is to take an action a ∈ A in a state s ∈ S; these so-called q-values are given by a function Q : S × A → R that is unknown from the onset and gets refined step by step. In the simple case, Q is represented as an |S| × |A| matrix. The higher the q-value Q(s, a) for a state s and an action a, the more reward can be expected by taking action a in state s. For updating the q-value of the previous state and the selected action, Q-learning uses the old q-value, the received reward, and the best q-value of the current state-that is, max a ∈A Q[s , a ], multiplied by the discount factor γ (see line 16, Algorithm 1). The discount factor determines the influence of possible future utilities on the current q-value. The function α (l. 16) determines the learning rate (i.e., the impact of new updates for the q-value). This depends on how often the action a has already been chosen in state s, which is stored in N [s, a] , with N being an |S| × |A| matrix. The result of α (N[s, a] ) is typically a value between zero and one, and it tends toward zero the more knowledge is ALGORITHM 1: Pseudo-code for the adaptive simulator (extended from ). Q: q-value matrix indexed by state s ∈ S and action a ∈ A. N: matrix of counters for visited (s, a) tuples. s, s ∈ S: previous and current state. a = (cs, ac) ∈ A: action, consisting of SA (cs) and adaptation condition (ac). r ∈ R: reward. R : * → R: reward function, i.e., a performance metric such as execution time. σ ∈ : current base state. τ ∈ * : current base state trajectory (seq. of base states). 
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// Q-learning: [Sutton and Barto 1998 ]) responsible for action selection (see Section 2.2). Generally speaking, it balances greed (based on Q; i.e., a preference to exploit the available knowledge and choose actions that promise a high utility) and curiosity (based on N; i.e., a preference to explore the effect of actions that have so far been chosen rarely in the current state).
To use this basic Q-learning algorithm for the adaptive simulator, it has to be embedded in the context of SAs. The algorithm's outer loop (Lines 4-24) covers the adaptive execution of a single simulation run, whereas the algorithm's inner loop (Lines 7-11) covers the simulation between two adaptations (i.e., one step of reinforcement learning). The goal of the adaptive simulator is to maximize its received rewards (i.e., to maximize the performance of a single simulation run). During the execution of each simulation event, data from the model (e.g., the values of variables, the number of components, or the coupling structure), data from the SA (e.g., the number of triggered events, the event queue length, or the usage of auxiliary data structures), and data from the environment (e.g., the number of cores available or the memory load) can be collected. Configuring the data to be observed is formalism-specific and thus has to be done once for each modeling formalism and class of simulators. For example, to calculate species reaction networks, the data to be observed have to be configured once for all exact stochastic simulation algorithms and once for all τ -leaping variants [Jeschke and Ewald 2008] . The tuple of all collected data represents a so-called base state σ ∈ . Clearly, is high-dimensional and thus can hardly be used for reinforcement learning, in particular since all base states between two adaptation actions have to be considered. These base states hence define a base state trajectory τ ∈ * :
Base state trajectories are used to derive states of a much smaller state space S, which represents the environment for the reinforcement learning. To do so, we follow Armstrong et al. [2006] and introduce a preprocessor function p : * → S that aggregates a trajectory τ ∈ * to a state s ∈ S. The preprocessor generalizes states by defining equivalence classes on the state space and always returns the same representative of one class while aggregating a trajectory τ . By changing the equivalence classes based on gained knowledge and heuristics during runtime (see Line 23, Algorithm 1), the preprocessor can realize a dynamic generalization.
To account for the task of learning not only how to adapt the simulation, but also when, we define an action a ∈ A as a pair of a configuration of an SA, cs ∈ C S, and an adaptation condition, ac ∈ AC: A = C S × AC. SA configurations cs ∈ C S can be represented by trees. Each node corresponds to an algorithm, the node's children to its subalgorithms, and so on. Algorithm parameters are defined via node labels; for example, in form of (key, value) pairs. As already stated, the selected SA configurations must be compatible with the chosen reward function (see Section 2.3). For example, if the reward function only reflects the runtime performance, SA configurations with different levels of accuracy should not be mixed. Otherwise, assuming that a less accurate algorithm is more efficient than a more accurate algorithm, the adaptive simulator would probably tend to select the least accurate algorithm since the accuracy of the simulation is not part of the reward computation. To avoid this, the user should be able to define subsets of parameters and subalgorithms that can be used for adaptation. Furthermore, restricting the degree of adaptivity can also be used to avoid a more complicated analysis of simulation results, which would probably happen by using different levels of accuracy.
Adaptation conditions ac ∈ AC can be defined as functions ac : * → {true, false}. For example, the result of an adaptation condition could depend on the length of τ , a drastic change in model dynamics, or the amount of wall-clock time that has passed since the last adaptation (this could be encoded as environment data in ). Thus, choosing an action determines which configuration shall be used until the next adaptation and also under which conditions the next adaptation is triggered. Rewards are computed with a function R : * → R; that is, the reward calculation is also defined on base state trajectories. This is done because the preprocessor might manipulate, aggregate, or remove information that is required for reward computation. If execution time or memory footprint are integrated into the reward function, it should also consider the overhead caused by the adapt procedure, which executes an adaptation. As stated earlier, the reward must reflect all performance metrics (runtime, memory, accuracy, energy, . . .) which are important for the user and which can be manipulated due to adaptations.
Preprocessing and Generalization
The set of collectible data for a base state σ may vary during a simulation. For example, if model components are created or removed, more or less data could be collected. Moreover, SAs may differ in their structure and hence may expose different statistics. Illustration of a two-dimensional dynamically generalized state space, generated by a preprocessor that uses the decision boundary partitioning algorithm from Reynolds [2000] . The agent can choose between two actions (A = {a 0 , a 1 }). Below the sine curve y = 1 2 · sin(x · 2 · π ) + 0.5 within the state space, the agent gets reward 0 for choosing action a 0 and reward 1 for choosing action a 1 and vice versa above this sine curve. Each rectangle represents one equivalence class (region) of the state space. Near the sine curve, the size of each class decreases as it becomes more important to distinguish these situations.
Therefore, the preprocessor function p : * → S also has to deal with missing values in the base states σ ∈ . Defining a suitable preprocessor function p is crucial for the success of the adaptive simulator. Initially, all collected base states are aggregated to one state s ∈ S. For example, the mean values of the base state attributes could be computed. Afterward, the preprocessor generalizes the computed state, for example, by rounding the computed mean attribute values, so that the state space S for reinforcement learning remains manageable; this task of the preprocessor is application-independent. A large state space S is not desirable because it increases the efforts required to learn a useful adaptation policy. Thus, the preprocessor p should remove any data that are unlikely to have a major impact on the decisions of the adaptive simulator. To identify such data, one could use methods for sensitivity analysis or feature selection [Kira and Rendell 1992] . Even relevant data should typically be preprocessed and merged; for example, the preprocessor could calculate running averages or discretize numeric values into categories like {small, medium, high}. Furthermore, the preprocessor can use generalization algorithms to adapt the generalization of states depending on the gained knowledge and their position in the state space (see Section 2.1). For example, the decision boundary partitioning algorithm [Reynolds 2000] can be used for this. It analyzes all pairs of adjacent representative states (s i , s j ) each n adaptations and splits their corresponding regions if, first, the states have differing best actions based on the current knowledge:
and, second, the absolute difference between the q-values of a i and a j exceeds min ∈ R + in at least one state:
and, third, all actions in both states have been visited at least v min times: Figure 2 gives an example of a dynamically generated generalization of a twodimensional state space (x, y) ∈ [0, 1] 2 , created by our implementation of the decision boundary partitioning algorithm in Reynolds [2000] . In this scenario, the agent can choose between two actions ( A = {a 1 , a 2 }). For each state below the sine curve y = 1 2 · sin(x · 2 · π ) + 0.5, the agent receives the reward 0 for choosing a 0 and the reward 1 for choosing a 1 . For each state above this sine curve, the agent receives the reward 1 for choosing a 0 and the reward 0 for choosing a 1 . States are chosen randomly by the environment with an equal probability for each state; that is, the actions themselves do not have any effect on the following state. The resulting generalization of the state space in Figure 2 confirms our expectations: Equivalence classes are fine-grained near the sine curve and otherwise coarse-grained.
However, instead of employing sophisticated algorithms for generalization, a trivial preprocessor would be possible as well: It simply maps all possible base state trajectories to a single state so that |S| = 1. Such a preprocessor reduces the learning problem to a multiarmed bandit setting [Auer et al. 2002] (see Section 2.2). This problem is much easier to solve than reinforcement learning in general since the state of the environment can be neglected when estimating the utility of an action. On the other hand, distinct simulation phases can no longer be recognized. All in all, preprocessors can be used to reduce the size of the state space and tailor it to the specific requirements of an experiment, so that the effort to learn the optimal policy is minimized while all phases of the simulation can still be determined.
Adaptation Actions
In general, the number of actions should be as small as possible: The more actions there are, the longer it takes for the adaptive simulator to explore and exploit the most useful adaptations. One way to reduce the number of actions would be to select algorithm portfolios (e.g., see [Huberman et al. 1997; Gomes and Selman 2001] ); that is, subsets P ⊆ C S of the available SA configurations. This may even be done at runtime by inspecting Q(s, a) since a good portfolio should simply contain at least one well-performing SA configuration for each state s ∈ S. Alternatively, users may have additional knowledge regarding the model to be simulated or regarding certain SAs so that the possibility to filter out elements of C S needs to be provided.
In addition to the SA configuration cs ∈ C S, an action also defines an adaptation condition ac. As mentioned earlier, adaptation conditions enable the adaptive simulator to also adapt the adaptation frequency (e.g., to let it match the rate of simulation phase changes). In any case, adaptations should not be triggered too often. In addition to the overhead of executing the outer loop in Algorithm 1, this may also bias learning: SAs can have warm-up phases, so that the advantages of these algorithms are only noticeable after having processed several simulation events in a row. If adaptations are executed too often, the actual performance of such algorithms would never be noticed, although they might improve the overall performance significantly. However, with a set of suitable adaptation conditions, the adaptive simulator will automatically learn the optimal tradeoff between minimizing the number of adaptations and using the optimal SA for each simulation phase.
Several mechanisms are possible to realize the adapt procedure in Algorithm (i.e., how to realize an adaptation: See Algorithm 1). One way is to determine the differences between the old and the new SA and to adapt the old SA only at those points (i.e., parameters, subalgorithms) where it is necessary. This procedure is useful if the old and the new SA only differ in a few aspects that can be changed easily. On the other hand, this procedure must guarantee that the new SA has a valid state: New algorithms must be initialized properly, and data structures must be checked and possibly adjusted if parameters are changed. To avoid these problems, another way to realize adaptation is to exchange the SA completely. Thus, the newly selected SA can simply use the current state of the model to initialize itself properly. Although more expensive, this approach does not burden developers with the additional complexity of dealing with differing model state representations and formats. Instead, any SA can be used in this manner. Furthermore, the adaptive simulator does not need to determine the differences between old and new SA any longer, a process that may prove expensive (and error-prone) in itself. Nevertheless, to apply this approach, the simulation system must provide model state objects that can be used to initialize new simulation algorithms proceeding the simulation. In general, defining such model state objects is not a trivial task; for example, if event queues are used within the simulation algorithm and scheduled events must be considered to proceed the simulation. However, these objects are necessary within simulation systems that at least allow us to stop simulations and to continue them with different valid simulation algorithms. Consequently, we assume that such objects are available in sophisticated simulation systems (e.g., like they are in JAMES II) so that the adaptive simulator can use these model state objects to execute adaptations.
IMPLEMENTATION
The adaptive simulator is integrated into the Java-based modeling and simulation framework JAMES II [Himmelspach and Uhrmacher 2007a] . JAMES II is plug-in based, which means that all components are provided by plug-ins and the availability of plug-ins may vary over time. Plug-ins are organized by plug-in types: All plug-ins of a type generate the same kind of component (e.g., random number generators or event queues) that can be accessed via a common interface. A plug-in provides a description of its parameters and the types of plug-ins it requires to carry out subtasks. With this information, all possible SA configurations can be computed automatically (i.e., all combinations of available plug-ins and their parameter spaces; see [Ewald 2010] ). The creation of these configurations can be restricted by defining a blacklist of parameters and algorithms that should not be considered during this process.
The adaptive simulator is implemented as a wrapper for SAs: It uses an SA to compute the next simulation event (Line 8, Algorithm 1) and exchanges or adapts it as needed. With respect to the simulation system, however, it fulfills the same contract as all other SAs (e.g., regarding stopping criteria or observation components) and thus can be used transparently. The strict separation of model and simulator in JAMES II allows the adaptive simulator to implement the simple but robust adapt method described in Section 3.2 (i.e., it replaces its SA during an adaptation). Since models and SAs can be accessed via general interfaces specified by JAMES II, both the wrapping and the adaptation procedure are implemented in a formalism-independent way. This enables a loose coupling between the adaptive simulator and the SAs it works with.
Following the plug-in concept of JAMES II [Himmelspach and Uhrmacher 2007a] , most tasks of the adaptive simulator are delegated to plug-ins as well so that it can be easily extended and configured to user requirements. Three plug-in types refer to the basic reinforcement learning scheme. First, one plug-in type represents the learning algorithm as such (Line 16, Algorithm 1); that is, the adaptive simulator is not restricted to Q-learning. Although the parameter γ of this plug-in can be set by the user, we set the parameter α = 1 N [s,a] , as suggested in Sutton and Barto [1998] . Second, one plug-in type represents the function f : S × R |S|×| A| × N |S|×| A| → A (Line 19), which realizes the action selection (based on the matrix Q of q-values and the counter N of visited (s, a) tuples) and determines the tradeoff between exploration and exploitation. In addition to implementing some standard policies (see Appendix A.1), we implemented a policy that selects an action based on a predefined sequence, ignoring the q-values. Due to adaptations, the results of a simulation run can change (e.g., if deterministic numerical integration methods or stochastic simulation algorithms are exchanged). In such cases, a predefined sequence of adaptations can be used to reproduce simulations. Therefore, these sequences are always saved automatically. Reproducibility is a prerequisite for assessing the credibility of simulation results [Pawlikowski et al. 2002] . The third plug-in type is used to compute the reward function (Line 12, Algorithm 1). We have implemented two plug-ins for this type so far: One for computing the rate of simulated events per second and one computing the logarithm of this rate:
where wct τ is the duration of the trajectory computation in wall-clock time in seconds and e τ is the number of simulation events that have been computed in this time span. Previous experiments showed the logarithmic rate to be advantageous because it emphasizes the differences between small event rates over those between high rates [Helms 2012 ]. Both plug-ins consider the overhead caused by the execution of the adapt procedure by starting to measure the execution time before adapt is executed. So far, the runtime is the only performance metric we have realized plug-ins for. Data collection is realized by observing the model and the current SA, as well as all of its subalgorithms that provide data for the base state. Another plug-in type was implemented to provide preprocessors (Line 14, Algorithm 1). Our preprocessors consist of two parts: One that aggregates a base state trajectory to a state, and one that generalizes the resulting state to the corresponding representative of its equivalence class. Implementations for both parts can be separated and combined freely. Although we provide sophisticated general algorithms for the latter task (generalization), the former task (aggregation) may require application-dependent tuning, so custom preprocessors could also be implemented for each application domain of the adaptive simulator. For the generalization, we have implemented one static and one dynamic mechanism. The static mechanism uses a fixed grid (i.e., fixed equivalence classes, defined on the state space to compute representative states). The granularity of the grid can be configured individually for each dimension. The dynamic mechanism is based on the decision boundary partitioning algorithm [Reynolds 2000] and dynamically splits equivalence classes (regions) of the state space (see Section 3.1). Additionally, we developed a trivial generic preprocessor that maps all trajectories to a single state (as discussed in Section 3.1).
Another plug-in type represents adaptation conditions. Until now, we have implemented one plug-in of this type that triggers a new adaptation after a fixed number of simulation events has been executed. Finally, there is a plug-in type that represents the adapt procedure (Line 21, Algorithm 1) and thus provides methods to adapt (or exchange) the SA (see Section 3.2). So far, we again rely on a single plug-in that completely exchanges the SA. The most relevant plug-in types for extending the adaptive simulator are summarized in Table I .
EVALUATION
In this article, we evaluate the adaptive simulator by applying it first to the simulation of a modeling formalism from systems biology: Multilevel Rules (ML-Rules) [Maus et al. 2011] and, second, to the simulation of a benchmark model defined in the wellknown formalism PDEVS [Zeigler et al. 2000] . Initially, we describe possibilities to measure the performance of the adaptive simulator in Section 5.1. Later, Section 5.2 briefly describes some computational challenges of simulating ML-Rules models and analyzes the results of experiments with different state space generalization methods and configurations. In the appendix, we also present results of experiments with 
Adaptation condition
Defines when an adaptation shall be triggered.
SA handler
Manages the SA and implements the adapt method.
various action selection policies (Appendix A.1) and more realistic ML-Rules models used in simulation studies (Appendix A.2): a cell cycle model [Maus et al. 2011] , an Endocytosis model , and a Wnt/β-catenin pathway model [Mazemondet et al. 2012; Haack et al. 2015] . We also compare concrete simulation trajectories of a nonadaptive simulator with the adaptive simulator. Finally, Section 5.3 describes the results of the experiments with the benchmark model defined in PDEVS. Although we only use nondeterministic simulations for the evaluation and execute many replications of these simulations, the conclusions of the experiments should not be mistaken: They are not restricted to such simulations. Adaptive simulations can also be beneficial for deterministic models or if only few replications are needed. For example, if parameter scans are executed, and some phases of the simulation repeat for several parameter configurations, the adaptive simulator can learn which SA configurations to use for these phases. Furthermore, if a model has some kind of periodic behavior, the adaptive simulator can learn which SA configuration to use for each period. Finally, even without periodic behavior, the adaptive simulator can learn during the deterministic simulation which SA configuration to use for the rest of the simulation. In this case, the adaptive simulator should use the trivial preprocessor that maps all observed base state trajectories to one state (see Section 3.1).
All experiments share some configuration details of the adaptive simulator. We set the discount parameter γ of the Q-learning rule to zero: Previous experiments have shown that, in our case, a higher value of γ has no significant impact on the results . This may differ when using SAs and data structures that exhibit longer warm-up phases. With γ = 0, the general reinforcement learning problem reduces to the associative search task (i.e., it is assumed that actions do not affect future situations and rewards [Sutton and Barto 1998] ). Furthermore, we use the action selection policy -decreasing with = 5. This policy reduces the probability to explore actions constantly: It selects random actions with the probability min(1, n ), where n is the number of occurrences of the according state. Otherwise, the policy selects the best action (based on already gained knowledge). This policy has shown a robust and efficient behavior throughout various experiments [Ewald et al. 2009; . Finally, the logarithmic reward function only considering runtime (see Equation 4) is used throughout the experiments.
Measuring Adaptation Performance
We measure the performance of the adaptive simulator in terms of execution time. One way to measure its effectiveness and efficiency is to compare its results with the worst-, average-, and best-case results of nonadaptive SAs. To estimate these results, we evaluate each available SA on 50 replications for each simulation problem. The performance of the adaptive simulator essentially depends on the quality of the q-values (i.e., how many explorations have been done to compute these values). To consider this issue, we sequentially execute several replications with the adaptive simulator so that the q-values learned at the end of one replication are reused at the start of the next one: Thus, the adaptive simulator learns across all replications by successively improving its estimates of the true q-values. With this setup, we can analyze the impact of q-value quality on simulation performance. Execution time alone, however, gives little insight into the overall effectiveness of our approach because it is unclear how much performance improvement we should expect. Therefore, we measure how useful it is to use the adaptive simulator for a specific number of replications in relation to other approaches. At first, we measure the static regret, sr n , which is the relative execution time overhead of the adaptive simulator compared to a static selection of the best nonadaptive SA after n replications. It is defined as
with runtime i being the execution time of the adaptive simulator for the i-th replication and runtime opt static being the execution time of the best nonadaptive SA. For example, the static regret allows us to determine the number of (sequential) replications that are necessary to achieve a better overall performance than the best nonadaptive SA. Although the static regret allows a comparison to an ideal static SA selection, it gives no insights regarding the potential of dynamic adaptation. Hence, we also calculate the dynamic regret, dr n , which is the relative execution time overhead of the adaptive simulator compared to its (hypothetical) execution with an ideal choice of adaptation actions:
with all elements defined as in Equation (5) and runtime opt adaptive being the best achievable execution time when adapting the SA during runtime. Thus, dr n represents the overhead induced by exploration compared to a situation in which the true q-values are known and no exploration is necessary. The dynamic regret of the adaptive simulator should therefore approach zero for larger n.
Note that Equations (5) and (6) refer to quantities that need to be estimated, so that only estimates of sr n and dr n are reported in the following. The execution time of the best nonadaptive SA (runtime opt static ) is approximated by using the results of the 50 replications of each nonadaptive SA. The dynamic regret, runtime opt adaptive , is particularly hard to estimate because it is difficult to compute the exact sequence of actions that is globally optimal. To circumvent this, we measure the execution times of each nonadaptive SA for each interval of the simulation comprising the execution of 100 steps (events). We use the minimum execution times of all nonadaptive SAs, summed over all intervals, to approximate the performance of an optimal adaptive simulator. 
ML-Rules Experiments
Biological systems are dynamic at different hierarchical levels (e.g., proteins, cells, and cell populations). ML-Rules is a rule-based formalism that can be used to model a system and its dynamics at different levels of hierarchy. This includes dynamic nesting of model entities and explicit downward and upward causation across levels. Since MLRules models define Continuous-Time Markov chains (CTMCs), their trajectories can be computed with stochastic discrete-event simulation. The reaction that occurs next and the time of its occurrence are drawn from probability distributions that depend on the current state and the rate constants. Afterward, the current state is updated, the probability distributions change accordingly, and the whole procedure is repeated. Models are described by rule schemata. A schema consists of a number of reactant patterns, a number of products, and a kinetic rate. A reactant pattern describes a species by its name (e.g., A, Cell, Protein), its desired attributes (e.g. size, volume, age), and further subspecies and their attributes. Such nested patterns can reach across an arbitrary number of levels. For example, the rule schema
describes reactions that move a species B that is nested in a species A to the outside of A with the help of some catalyst species C and with the reaction propensity a·c ·r c ; that is, the propensity is computed with a constant reaction rate r c and the amounts of species A and C. Generally speaking, a rule schema therefore stands for a (dynamically changing) set of reactions as they would be specified for classical species-reaction networks (see [Gillespie 1977] ).
Rule schemata can be very complex and may require an SA that can deal with dynamic hierarchical structures and potentially infinite numbers of species because the latter need to be distinguished based on their attribute values, subspecies, and the like. Due to the varying complexity of models and rules (e.g., with respect to the dynamics of the species hierarchy), different SAs should be used that are tailored to specific model requirements. We therefore realized the most important methods of the ML-Rules SA as JAMES II plug-in types (see [Helms 2012] ). For example, we developed three different mechanisms for species handling whose performances depend on the model state: The first mechanism saves all species in a list (ListSpeciesHandling), the second one saves them in a map indexed by the species name (MapSpeciesHandling), and the third one saves them in a grid-file [Nievergelt et al. 1984] , which is a multikey index data structure (GridSpeciesHandling). The list implementation is efficient if the number of species to check for each reactant of each rule is always relatively small. The map can efficiently retrieve species by their name, but not by their attributes. In contrast, the grid-file can also efficiently retrieve species by their attributes and thus is more suitable for matching species to reactant patterns that rely on this. Additionally, the number of different species of the model needs to be relatively small. Otherwise, a map-based solution might still be more efficient overall because the overhead of maintaining a gridfile is relatively high. Eventually, at the beginning of a simulation run, it is typically unknown which species-handling mechanism to select because the relevant model properties may change during execution. The other most important methods of the MLRules simulation algorithm comprise methods for distinguishing species (e.g., hashing) and the creation, execution, analysis, and handling of reactions. For the evaluation of different state space generalizations, we only use two different configurations: One uses the ListSpeciesHandling and one uses the GridSpeciesHandling. For the evaluation of the action selection policies and the more realistic ML-Rules models described in the Appendix A.1 and A.2, we use three reaction handling plug-ins, two reaction execution plug-ins, two species plug-ins, and the three explained species handling plug-ins. This leads to 3 · 2 · 2 · 3 = 36 plug-in combinations (i.e., SAs) to choose from.
For the base states of ML-Rules, the adaptive simulator collects the number of different species, σ s , and the number of possible reactions, σ r . Note that two ML-Rules species differ not only when their names differ, but also when they are nested in different species, their attributes differ, or their subspecies differ. Additionally, after each reaction execution, the adaptive simulator collects the number of new and removed species, σ s + and σ s − . Both values are useful to describe the effort to update and maintain used data structures. In addition to these ML-Rules specific attributes, the base state contains its runtime t used to compute the reward. Altogether, a base state σ ∈ comprises five attributes:
. For ML-Rules, the part of the preprocessor that derives states s ∈ S from base state trajectories τ ∈ * is defined as follows:
that is, the average values of the number of species and reactions and the average ratio of the amount of added and removed species with respect to σ s are computed. The runtimes of the base states are not considered. All in all, to use the adaptive simulator for ML-Rules, we extended the basic SA of ML-Rules so that σ s , σ s + , σ s − , and σ r can be retrieved, and we implemented the aggregation method explained earlier. Altogether, three classes had to be implemented (two of them were simple factories [Gamma et al. 1995] ), containing only about 200 lines of code (including whitespace and comments). A similar effort has been required to support the adaptive simulation of another modeling formalism, species-reaction networks (see ).
For the experiments, we developed a cyclic benchmark ML-Rules model that has two alternating phases [Helms 2012 ]. Both phases describe degradation processes and need exactly 10,000 simulation events to be completed. Whereas the first phase degrades a subset of species that share an attribute value, the second phase degrades one species independently from all the others. Thus, to compute the first phase, an index data structure to select species, such as the grid-file, might be useful. After selecting the first species for a reaction, the attribute value of this reaction is assigned. Therefore, the other species can be selected efficiently by the grid-file (see Section 5.2). However, the overhead of the grid-file might be too high for the second phase of the model because each species is selected independently from its attributes. We executed the model for 40,000 simulation events in each simulation run, which means that each model phase occurs twice.
Here, we use the benchmark model to analyze different state generalization configurations and methods. As described earlier, motivated by the two different phases of the benchmark model, only two SA configurations (c l and c g ) are used for this experiment: One uses the ListSpeciesHandling (c l ), and one uses the GridSpeciesHandling (c g ) to handle the species of the model. Furthermore, only one adaptation condition is used, which triggers an adaptation every 1,000 simulation steps. The introductory example in Figure 1 shows the fine-grained execution times of the two ML-Rules simulation configurations, averaged over 50 replications: SA A uses a simple list to handle the species, and SA B uses the grid-file to handle them. Both algorithms need ≈ 44 seconds to compute one simulation run. One can easily identify the phases of the simulation and-as expected-the grid-file performs better during the first phase, whereas the list performs better during the second phase. First, we executed 100 replications with the adaptive simulator and three static state space generalizations (each value represents The relation to the average runtime of both non-adaptive simulator configurations (44 s) for each value is given in brackets.
the length of one equivalence class of the corresponding dimension of the state space; see Section 4): c 1 = (50, 50, 0.5, 0.5), c 2 = (10, 10, 0.1, 0.1), c 3 = (2, 2, 0.02, 0.02); that is, the equivalence classes of the state space become more fine-grained from c 1 to c 2 and again more fine-grained from c 2 to c 3 . For example, a state s = (7, 14, 0.43, 0.62) would be generalized to (0, 0, 0, 0.5) with c 1 , to (0, 10, 0.4, 0.6) with c 2 , and to (6, 14, 0.42, 0.62) with c 3 . Although states of c 3 are most expressive, decreasing the size of equivalence classes of the state space also increases the effort to learn good policies and additionally comes with other problems (e.g., it increases the overhead of the q-value management). We replicated the overall experiment (i.e., executing 100 simulation replications) 50 times for each state space generalization (c 1 , c 2 , and c 3 ) and present averaged results in the following. Figure 3 shows the fine-grained averaged execution times of the adaptive simulator during the first, 10th, 50th, and 100th replication. The dashed line shows the results of the approximately optimal adaptive simulator (see Section 5.1). For all configurations, the performance of the adaptive simulator converges to the approximately optimal performance. As expected, the performance converges most quickly with the most coarse-grained generalization of the state space (c 1 ) and mostly slowly with the most fine-grained generalization (c 3 ). However, with c 1 and c 2 , there are large deviations in the average execution times at several points during the simulation runs (e.g., from the 12,000th event to the 13,000th event in Figure 3 ), which are caused by a state space that is too coarse-grained: The preprocessor maps trajectories of both phases to the same state, although they require different SAs (cf. Figure 1) . The number of these peaks is even higher with c 1 than with c 2 ; for example, there is a peak from the 2,000th event to the 3,000th event with c 1 , which is resolved with c 2 . Table II lists the detailed average execution times of the first, 10th, 50th, and 100th replication of the three configurations. After only 50 replications, the adaptive simulator outperforms both nonadaptive SAs (c l and c g ) for all three configurations by almost 40% for c 1 and c 2 and 22% for c 3 . The average execution time with the approximately optimal adaptive simulator is ≈ 21.3 seconds, which is not achieved by any configuration after 100 replications. Figure 4 shows their dynamic regret values, which support the previous conclusions. First, the dynamic regret with the most coarse-grained generalization (c 1 ) converges fast to a value near 0.3; that is, for an infinite number of replications, the average execution time of the adaptive simulator to compute one replication with this generalization would be ≈ 30% higher than the execution time of an optimal adaptive simulator. Second, the more fine-grained the generalization is chosen, the slower the convergence with dynamic regret, but it should reach smaller values for an increasing number of replications. At some granularity level, even a dynamic regret of zero should be possible. Third, it is beneficial to choose the adaptive simulator also for small numbers of replications (i.e., with c 1 after two replications, with c 2 after six replications, and with c 3 after 25 replications).
We also executed the same benchmark experiments with the dynamic generalization preprocessor using several configurations of the decision boundary partitioning algorithm (see Section 3.1). Figure 5 shows the dynamic regrets of three Fig. 3 . In-detail view on averaged execution times during specific replications of the ML-Rules synthetic benchmark model using the adaptive simulator with two actions and three different state space generalization configurations: c 1 , c 2 , and c 3 . Each data point shows the execution time summed over 100 simulation events. The dotted lines denote the average execution times of the approximately optimal adaptive simulator.
configurations: dc 1 = ( min = 0.3, v min = 5), dc 2 = ( min = 0.05, v min = 3), and dc 3 = ( min = 0.01, v min = 2). Thus, the preprocessor should split less often with the strong constraints of dc 1 , and it should split more often with the loose constraints of dc 3 (see Equations (2) and (3)). The average numbers of equivalence classes built by the preprocessor during the experiments illustrate this: At the end of the 100th replication, ≈ 46 classes are created with dc 1 , ≈ 232 classes are created with dc 2 , and ≈ 500 classes are created with dc 3 . With these configurations, the adaptive simulator still outperforms the nonadaptive SAs after a few replications, but compared to the static state space configuration c 1 , its efficiency is worse. Whereas some slow-down in convergence speed is to be expected-the adaptive simulator now has to learn both a suitable state space generalization and a suitable policy-we also had difficulties in finding such relatively good configurations of the dynamic generalization preprocessor: Many configurations split much too seldom or much too often. Therefore, we doubt that these configurations perform well across a broader range of models, so that they do not help users in avoiding a manual configuration of the state space generalization.
Nevertheless, we are confident that it is possible to improve our dynamic generalization approach regarding both robustness and performance. For example, the condition that restricts splits to adjacent equivalence classes with differing best actions (see Equation (1)) may be problematic in some cases. Consider an equivalence class that contains several subregions with differing best actions. If these differences average themselves out, the best action for the whole class may still be equal to those of adjacent classes. In such cases, the equivalence class may never be split. Furthermore, the algorithm always splits equivalence classes at their longest dimension, which may result in unnecessary splits. Instead, custom metrics should select the dimension to split for each individual class. Such metrics could also take into account the success of previous splits (i.e., they could rely on feature selection techniques from machine learning [see Section 3.1]). Finally, classes always get split into two equally large new classes, although another division might be more suitable. Addressing these issues will be the subject of future work. 
PDEVS Experiments
In addition to the experiments with ML-Rules, we also executed experiments with a forest fire benchmark model (see [Himmelspach and Uhrmacher 2007b] ) defined in the PDEVS modeling formalism [Zeigler et al. 2000] . This model represents a forest comprising a regular grid of n × n areas. Each area is represented by one model component. A match is positioned in a random area, which starts to burn. Afterward, the fire spreads until all areas are burned . The time a burning area needs to light up its neighbors is sampled randomly. Each burning area passes through three different burning modes until it is burned completely. The model was always executed until the end of the simulation (i.e., 40,000 simulation events were executed per replication).
The base states of this model are computed by observing the number of burning areas σ b ∈ N and again the runtime t to compute the corresponding simulation events. Similar to the preprocessor for ML-Rules, a state s ∈ S from a base state trajectory τ ∈ * is defined as follows:
The length of the equivalence classes for the state space generalization is set to 1000 (see Section 4; i.e., s generalized = s − s mod 1000). For example, the state s = 1234 would be generalized to s generalized = 1000. In contrast to ML-Rules, PDEVS models can have completely different model attributes and the like so that the structure of the base state must be defined individually for each PDEVS model. In JAMES II, two sequential simulation algorithms are available for PDEVS: an abstract sequential simulator and a flat sequential simulator . The abstract sequential simulator is similar to the abstract simulator of PDEVS, but only one thread is used to compute the simulation (i.e., no real parallelism is exploited). The flat sequential simulator flattens the model tree and thus uses an event forwarding mechanism to mimic the structure of the model. Two plug-ins for the event forwarding mechanism were available for the experiments: a direct mechanism that omits coupled models and directly transfers messages between atomic models and a hierarchical mechanism that reflects the model hierarchy to transfer messages. To manage events, both simulators use event queues. Here, we selected the same event queues as in : SimpleQueue, CalendarQueue, SimpleReBucketsQueue, MList, and PriorityQueue (see Himmelspach and Uhrmacher [2007b] ). Altogether, 5 + 2 · 5 = 15 configurations were available to execute PDEVS models.
Due to the large number of model components, in contrast to the simulation algorithm of ML-Rules, the initialization of both available PDEVS SAs for the forest fire benchmark model is complex and computationally expensive. Consequently, the adaptation frequency not only influences the learning efficiency, but also the runtime performance of the adaptive simulator in general (i.e., a tradeoff between learning efficiency and adaptation effort must be found). To analyze this aspect, we executed the simulations of the forest fire benchmark model with three different adaptation intervals of the adaptive simulator: i 1 = 100, i 2 = 1000, i 3 = 10000. As before, each setup simulated 100 replications, and the overall experiment was repeated 50 times. Figure 6 illustrates that the chosen adaptation interval has a significant impact on the performance of the adaptive simulator. The performance with i 1 (an adaptation each 100 simulation events) is even worse than the average performance of the nonadaptive configurations. However, decreasing the adaptation frequency decreases the adaptation effort, but it also decreases the learning efficiency the performance with i 2 is better than the performance with i 3 . Fig. 6 . The dynamic regret of the adaptive simulator setups on the forest fire model. The best case is not shown because it dominates the simulation and therefore has a zero dynamic regret. The worst case is not shown due to its high value (≈32.5).
In addition, using the three adaptation intervals together within one configuration of the adaptive simulator (i.e., AC = {i 1 , i 2 , i 3 }) would not result in a better performance because it would eventually only find the most efficient of these intervals for each state, but it would not combine the gained knowledge of the different conditions. To tackle this aspect, more dynamic adaptation conditions should be used (e.g., online changepoint detection algorithms [Adams and MacKay 2007] ).
CONCLUSION
In this article, we presented a generic and flexible adaptive simulation algorithm. This so-called adaptive simulator (see Section 3) works on top of existing SAs, all of which are applicable to a given problem, and it switches between them during a simulation run. It is generic in that it works with any set of SAs and thus is not restricted to a particular modeling formalism (in contrast to the SAs, which typically are). It is flexible in that it can be reconfigured easily by exchanging specific components of the overall adaptation mechanism (see Section 4). The adaptive simulator uses reinforcement learning (see Algorithm 1); it learns when to use which SA during a simulation run without user intervention. Applying the adaptive simulator to existing algorithms requires little effort (see Section 5), provided that they are available as software components that can be instantiated and combined dynamically. Both the SAs and the model need to provide an interface to access (parts of) their states. This is particularly important for the model state because it helps to ensure a consistent transition from one SA to another. Additionally, observations from the model, the SA, and the environment (all of which might be relevant for the next adaptation action) are collected and preprocessed into aggregate states for learning (see Section 3).
Our experiments (see Section 5) show that the efficiency of the adaptive simulator strongly depends on the size of the state space and the number of adaptation actions. To reduce the number of adaptation actions, algorithm portfolios could be selected (e.g., see Gomes and Selman [2001] ). To reduce the size of the state space, more sophisticated approaches for preprocessing are required. The preprocessor is crucial for the performance of the adaptive simulator because it must find a good tradeoff between the expressiveness of the state space and the effort to learn good policies. We evaluated preprocessors with both a static state space generalization, which is defined by the user, and a dynamic state space generalization, which is learned and adapted on the fly. Our results illustrate that the development of a more efficient dynamic preprocessor is necessary but nontrivial because it must be configured carefully, and further extensions are needed (see Section 5.2).
Although the adaptive simulator reduced the execution time of the ML-Rules benchmark model by ≈40% when compared to the best available SA, similar improvements could not be observed neither in the PDEVS forest fire benchmark model (see Section 5.3) nor in the Cell Cycle, Endocytosis, and Wnt Pathway models (see Appendix A.2). However, the adaptive simulator still achieved good results on these models, with above-average performance after only a few replications. Furthermore, due to the frequent feedback it receives, it is able to identify suitable SAs much faster than in our earlier approaches [Ewald 2010, p. 134 et sqq.] ; that is, within very few replications. In addition, adaptive algorithms can also be beneficial if only one simulation run is executed. For example, in the case of deterministic models, the best SA can be identified and applied within the executed simulation. Furthermore, adaptive algorithms can also be beneficial when different configurations of the same model are executed if the simulations share some phases. Altogether, we conclude that a generic adaptive algorithm is useful for all models for which several SA configurations are available (within one simulation system).
Because we are planning to develop cell biological models that are likely to exhibit bistability [Decroly and Goldbeter 1982] , we expect an even greater performance impact of the adaptive simulator in these experiments. Finally, the adaptive simulator should also encourage the development of algorithms and data structures that are tailored to specific requirements because their context-dependent performance can now be discovered and leveraged more easily. This change in development philosophy has also been proposed by others, as in Hoos [2012] .
