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I. INTRODUCTION 
In tills study we consider sufficient conditions for 
the existence of solutions of differential equations with 
multivalued right-hand sides. In this chapter we give a 
brief discussion of such equations. 
A relation of the form 
x(t) € F(t,x(t)) a.e. (l.l) 
is called a differential equation with multivalued right-
hand side, where x(t) is an unknown, absolutely continuous, 
n-dimensional vector-valued function, while F(t,x) is a 
function which associates with every point (t,x) from a 
certain region of (n-h l)-dimensional space a subset of 
n-dimensional space. Thus, the notion of a differential 
equation with multivalued right-hand side is a generaliza­
tion of the usual notion of an ordinary differential 
equation. 
The following are ways in xim.ich relations of the form 
(l.l) arise: differential equations of the form 
f(t,x,x) = 0, differential inequalities f(t,x,x) > 0, 
contingent equations (Alimov and Barbashin (l)), and 
control systems described by equations of the form 
2 
x(t) = f(t,x(t),u(t)) a.e.j u(t) € U a.e. 
where x(t} and u.(t} are the unknown function and the 
control function, respectively, and U is a given set 
(Boltyanskii, e^ 5^. (2)). 
The relation (l.l) together with an initial condition 
x(t) € F(t,x(t)) a.e., x(t^) = (1.2) 
is called an initial value problem. 
Some conditions must be imposed on the set-valued 
function F(t,x) in order to guarantee the local existence 
of a solution of (1.2). Certainly it is sufficient to 
require that there exist a continuous single-valued function 
f(t,x) such that f(t,x) 6 ?(t_,x) for all (t,x). Such a 
function f is called a continuous selection for F. In 
this case the Cauchy-Peano existence theorem applies 
(Coddington and Levinson, (4)). Howeverit is not neces­
sary that such a function f(t,xj exists in order that a 
solution of (1.2) exists, even though F(t,x) is compact 
and continuous in the Hausdorff metric (Hermes ($)). If 
F(t,x) is upper semicontinuous with respect to set 
inclusion in (t,x) and F(t,x) is a compact, convex set 
for each (t,x), then a solution of (1.2) exists 
(Aliiuov and Barbashin (l) ) . It is apparently unknown 
whether requiring that F(tjx) be compact and continuous 
in the Kausdorff metric is sufficient to guarantee the 
existence of a solution of (1.2). For other existence 
theorems, see Filippov (6). 
In Chapter II we state some definitions and preliminary 
results. In Chapter III we prove some theorems in which 
conditions are imposed on F(t,x) so that the local 
existence of a solution of (1.2) is guaranteed. One of our 
lemmas is a generalization of Filippov's implicit function 
lemma (Filippov (7))- We also investigate continuity with 
respect to initial conditions for (1.2). 
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II. PRELIMINARIES 
A, Notation 
denotes la-dimensional Euclidean space, and R"^ is 
written R. If 
x,y e R^,x = = (y^,y^,''',y^^. 
then 
11 2 2 xn s X ' y = X y + xy -!-•••+ xy 
ana 
:x| = ((x^)2 -r (x^)^ -r—'-r 
3.. denotes a closed ball in R^ of radius M. centered at 
the origin. x = The measure of a subset A of R is 
Lebesgue measure and is denoted m(A). Almost everywhere 
is abbreviated as a.e.. If {a,.} is a sequence of real 
numbers, then a. ^  a means that 1 o 
> ^2.—l-* ^  
and 
lira, a. = a . 
i-« \ 
The closure of a set A is denoted by c[A. [a,bj denotes 
a compact subinterval of R. L^Ca^b] denotes the space of 
real-valued Lebesgue integrable functions on [a,b]. If we 
say that a vector-valued function is in L^[a,b], we shall 
mean that each of its components is in this space. If 
f : [a,b] — R^j then Vr__ , ( f) denotes the variation of 
the function f on the interval [a,b]. 
The distance between subsets of R^ is denoted by p. 
If F and G are subsets of R"', the Hausdorff 
deviation between F and G, a(F,G), is defined by 
a(F,G) = max(sup p(x,G),sup p(y,p)} 
xcF y€G 
The Hausdorff deviation is a metric for the collection of 
nonempty compact subsets of R^ (Dugundji, (S))-
If F is a subset of R^ and s is a positive real 
number, 
F^ = [x I p(x,F) < e }. 
ijet K(R^) denote the collection of nonempty compact 
subsets or R . 
B. Preliminary Results 
Let A denote a subset of R^\ and let F be a set-
valued function defined on A with values in K(R^) . 
Let c A and let Ô be a positive real number. 
= {x [ X € A and ix - x^l < ô}. 
F(x , 6) = U F(x). 
Definition 2.1. F is upper seinicontinuous with respect to 
set inclusion (u.s.c.i. for short) at x^ € A if, for 
every e > 0, there exists 6 > 0 such that 
ix - x^[ < 6 and x € A iniplies F(x) c F"^(X^ ). 
Proposition 2.2. If ? is continuous in the Hausdorff 
"ietric at x € A, then F is u.s.c.i. at x . 
Proof. Let z > 0 be given. There exists 6 > 0 such 
that [x - x^l < 5 and x € A implies a(F(x) JF(x^) ) < s. 
But a(F(x),F(x^) ) < e iirplies F(X) c F'^(x^) . Q.E.D. 
Y 
Proposition 2.5. Suppose A is closed. If F is u.s.c.i. 
on Aj then the graph of F 
M = l(x,y) 1 X € A,y € F(x)} 
is a closed subset of 
Proof. Let C(x^,y^)} be a sequence of elements of M 
such that 
(Xi^yi) - (x^,y^) as i - œ. 
It follows that 
1^-
Let £ > 0 be given. There exists ô such that 
[x - x^l < 6 and x € A imply F(x) c F"^(X^) . 
There exists k such that 
i > k implies ix^^ - x^{ <6. 
Thus for i > k. Hence t (x^) . Since 
e is arbitrary and F(x^) is closed, it follows that 
Yo ^ Q.E.D. 
Proposition 2-4. If F is u.s.c.i. at x € A. then 
— — — — — — —  o  
F(x ) = n clF(x ô). 
ô>0 
Proof. Clearly 
F(x ) C n  p(x , 5 ) .  
° 5>0 ° 
Let i£^; be given such that e,. 0. There exists 
6_. >i' Oj such that 
CF*i(x.),i = 1,2, 
by Definition 2.1. Hence 
= F*i(Xg^,i = 1,2, 
'Thus 
e. 
n  ciF(x , 5  ) C n  F i(x ) 
i>i ° ^  i>l ° 
n clF(x ,&} = n C1F(X ,Ô.) 
0>0 ° ° ^  
and 
e. 
n F ^(x^) = F(x^). O.E.D. 
i>l 
Proposition 2.5. Suppose A is compact. F is u.s=c,i. 
on A if and only if M is compact. 
Proof. Assume F is u.s.c.i. on A. By Proposition 2-5^ 
M is closed. Suppose M is uribounded. Then there exists 
a sequence {(x^,y^)}, such that iy%| -» œ as i — oo, 
and ^ ^ ~ 1,2,Since A is compact, there 
exists a subsequence of {x.say {x- }, such that 
X. — x_ as 1 -• oo, X. o 
Let e be a positive number. Since F is u.s.c.i. at x^, 
there exists k such that j > k implies 
^ij G F®(Xo). 
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This is a contradiction since is bounded. 
Assume M is compact. Suppose that there exists 
€ A such that F is not u.s.c.i. at x . Then there 
o o 
exists e > 0, such that 5^ v 0, and (x,.,y^.} € M 
such that 
Ix^ - x^I <5^ and p(y^,F(x^)) > i. 
Since M is compact, there exists a subsequence 
{(Xi_,Yi _) } 
such that 
J " j - 00. 
It follows that y € F(X ). This contradicts 
o ^ o 
p(y^ ,F(x )) > i,j = 1,2,•••. Q.S.D. j ° 
Proposition 2.6. For x c and F, G € K(R^) , 
!p(X,F) - P(X,G)1 <A(F,G) 
11 
Proof. We first show that 
P(X,F) - P(X,G) < a(F,G) 
Let E = {x [ P(XJF) _< a(F,G) }. If x c E, then 
p(x,e) = !x-y! for some y on the boundary of E, and 
p(y,  F) = a(FjG). Ix - x! _< Ix - yl -r ly - xl for any 
X € F. Taking the infimuia of both sides in the latter 
inequality for x € F, we obtain p(x,F) ^  p(x,E) -r a(FjG). 
If X $ Ej then p(x,E) < p(x,g), since G c E. Therefore, 
for X $ E, p(x,F) < p(x,g) + a(F, G) . If x € E, 
P(X,f) < a(F,G) < a(F_,G) T P(X,g}» By reversing the roles 
of F and G ,  p(x,G) - p(x,F) <a(F,G). Q.E.D. 
Proposition 2.7. For x,y € and F € K(R^), 
lp(x,F) - p(y,F)1 < ix - yl 
Proof. Let € F such that |x - x^i - p(x,F) and 
ly - y^i = p(yjF). Suppose that 
I x  -  y l  <  I x  - XQI - ly - y^l. 
We have [x-x^l > |x - y| -r ly-y^l. Hence 
12 
I x  -  x ^ l  >  i x  - y^l. This is a contradiction. By a 
similar argument, [y - y^| - [x - x^ | _< |x - y I . Q.E.D. 
We next state two theorems which will"be needed in 
Chapter III. 
Theorem 2.8. (Helley's Theorem): Let f^ — R^_, 
m = Ij 2,•••. Suppose that there exists a constant K such 
that 
if^(t) < K for all t € [a,bjjm = 1,2, 
and 
Then there exists a subsecraence of {f } which 
^ m 
converges pointwise on [a,b] to a limit function f 
which is of bounded variation on [a,b]. 
Proof. See Taylor (11). 
Theorem 2.Q. (Scorza-Dragoni's Theorem): Suppose 
f : E X G — R^, where G is a closed subset of and 2 
is a closed subset of [a,b]. Suppose that f(t,u) is 
continuous in u for fixed t and measurable in t for 
fixed u. Then for any e > 0, there corresponds a perfect 
13 
set S c E, such that m( s )  > IU(E) - e, and f is 
jointly continuous in (t,u) on S  x  G .  
Proof. See Goodman (8). 
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III. EXISTENCE OF SOLUTIONS 
In. this chapter we prove theorems on local existence 
for (1.2), theorems relating to continuity with respect to 
initial conditionsj and a generalization of Filippov's 
implicit function lemma. 
Lemma 3.1. Let U be a set-valued function from [a^b] to 
K(R^). Let U be u.s.c.i. on [a,b]. Let G be a closed 
subset of such that 
U u(t) c G. 
t€[a,b] 
Let f : [a,b] x G — be such that f(t,u) is continuous 
in u for fixed t and measurable in t for fixed u. 
Let 3 be a closed subset of R^. If there exists a 
function u : [a,b] G such that u(t) € U(t) a.e., and 
f(t_,u(t}) € 3 a.e.j then there exists a measurable function 
u ; [a^b] -» G such that u(t) € U(t) a.e., and 
f(t,u(t)) 6 B a.e. 
Proof. By assumption u(t) € u(t) and f(t,u(t)) € B for 
all t in a measurable set m(E) = b - a. Choose a 
closed set E^ c E for each positive integer ij such that 
m(E^) > max(0, (b - a) - • 
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We define P(t) = {u 1 u € U(t)jf(t,u) € B] for each, t € E 
By assumption, P(t) is not empty for all t € E. Since 
E^ is closed, we may apply Theorem 2.9 a.nd conclude that 
for each positive integer j, there exists j c E^ with 
C. - perfect, and 
XJ 
m(Cij) > max (0,m(E^) - j) 
such that f is jointly continuous in (t,u) on x G. 
We show next that P(t) is compact for each t € E. 
Since u(t) is compact, P(t) is bounded. Suppose 
u — u as m -* 00 and u € P(t), m = 1,2, • • • . Since f 
m m ^ 
is continuous in u for fixed t, f(t,û)€B. û€U(t) 
since U(t} is closed. Hence P(t) is closed. 
For each t € E, we define u(t) as follows: Let P 
be the subset of P(t) with u^minimum, let P^ be the 
2 
subset of with u minimum, - - -, let P^ be the subset 
of P^_T with u^minimum. is a single point in U(t), 
u = u(t). 
We now show by induction that u'^(t),---,u (t) are 
measurable. Let us assume that u^(t),-'*,u^ ^ are 
measurable. (If s = 1, nothing need be assumed.) 
For each positive integer k there exists a closed 
subset D. -n of C. ^ such that ij 
16 
^ iaax(0,ru(C^j) -
and ^(t) are continuous on We next 
show that u^(t) is measurable on We do this by-
showing that, for every real c, the set of all t € 
with u^(t) ^  c is closed. Suppose that this is not the 
case. Then there exists a sequence ft } with t Ç D. , 
^ n-* m ijk' 
< c, and t^ - t € u®(t) > c. Then 
u'^(t:^) -* u'^(t), a = lj2, ••*,s-l. Since U(t} is u.s.c.i. 
on [a,b] it follows by Proposition 2-5 that there is a 
constant L such that lu^(t^)l for p = s^s-r !,••••,r. 
We select a subsequence {t } such that 
u^(t ) - u^ 
m 
n 
as n oo, tor Ç> — SjS-rl,-'-jr for some real numbers 
u^. As 
-ÛI -* ^ 
n n 
vThere u = (u^(t)^ ^(t)jU^j • ' • jU^) . Given any number 
S > 0, we have 
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•^(t^ ) € U(t^ ) 
a 
la 
n. 
and 
u(t^ ) c c I n(t,6) 
'n 
provided n is sufficiently large. Thus 
u e n c 1 U(t, ô) 
5>0 - -
and 
n c ! U(t, ô) = U(t) 
5>0 
by Proposition 2.4. Since 
n n 
and B is closedj f(t,u) € 3. Since 
^ =' 
n 
18 
< c. Also t € ^xjk c E, f(tju(t)) € 3 and 
u^(t) > c. This is a contradiction to the way u^(t) was 
.jk" chosen. Thus u^(t) is measurable on For any 
e  > C, there exist integers and such chat 
m ( D .  - , ) > ( b - a ) - e .  
Hence u^(t} is measurable on [a^b]. Thus, by induction, 
u(t} = (u^(t),•••,u^(t)) is measurable on [a,b]. Q.E.D. 
3.2. If U : [a,b] - K(R*-) and 
,r > U : [a,b] K(R ), u : [a,b] R , u(t) € U(t) a.e., and 
a(U(t),U(t)) _< k(t) a.e. where k(t) is measurable, then 
there exists u(t) measurable on [a, b],u(t) € U(t) a.e. 
such that lu(t) - u(t)I < k(t) a.e. [a,b]. 
Proof. Since u(t) € U(t), and p(u(t),U(t)) _< a(U(t),U(t)) 
it follows that there exists u(t) € U(t) such that 
lû(t) - u(t)î = p(u(t),U(t)) 
and 
lu(t) - u(t) [ _< k(t) a.e. 
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In Lenima let f(t,u) = iu - u(t) [ - k( t ) and let 
B = {x 1 X ^  0}. The existence of u(t) now follows from. 
Lemnva $. 1. Q.E.D. 
We next state some hypotheses which will be needed 
later on. Let t € R and x 6 R^. 
(a) ?(t,x) is a nonezaty compact set contained in R^"" 
(b) F is u.s.c.i. in (tjx) 
(c) There exists an integrable function k(t) such that 
for any t, x, x ' 
a(F(tjX'),F(t,x)) < k(t)lx' - x| 
(d) F is continuous' in (t,x), that is, 
a(F(t',x')jF(tjx)) — 0 as t' — t,x' — x. 
Theorem p.3. Let F(t,x) satisfy conditions (a), (b), and 
(c) in the region A = {(t^x) 1 2. < t < b, [x - y(t) [ _< c}, 
wliere y(t) is absolutely continuous on [a.b]. Let M 
be a real number such that ly(t)i j< M a.e. [a^b]. Let 
a. < t^ < b and a < t^ < b. Let p(t) be integrable and 
suppose there exists u(t) € F(t^y(t)) such that u(t) is 
measurable and Sy(t) - u(t}[ _< p(t) a,e. Let 
20 
.y(t„) - x^l < cr 
and let 
•where a < c. Then a solution x(t) to the problem 
X 6 F(t,x),x(t^) = 5^ (5.1) 
exists such that 
!x(t) - y(t)1 < §(t) (3.2) 
ix(t) - y(t) 1 < k(t)s(t) -r p(t) & . 0 , 
§(t) ae in. ( i  
iri(t) = Ij lc(r)dri. 
^o 
(The solution exists for all t € E_, where 
21 
B= {t[§(t} <c, a<t<b}.) 
Proof. Let. = y(t) and = u(t} for 
t € [a,b]. Let 
^ t 
Xi(t} = + J u^(s)ds. 
xt follows tiiat 
Ix^(-t) - x^(t)l < p(t) (5-3) 
and 
< IyC^Q) - X^i 4- 1J Y(s)ds - ] u^(s)ds[ 
-o \ 
< !y(i:o) - x^l -r !J ly(s)idsl -r [ J ly(s) - u^(s}[dsl 
< - XQ! 4- Klt^ - -r 1 r p(s)ds[ 
"o (2.4) 
< a -r 1 j p(s)dsl 
^o 
22 
^^ (t) is defined on B as follows: Let u^ (t) be defined 
and measurable on E such, that u^ (t) € F(t,x^ (t)) and 
luj^(t) - u^ (t) I < k(t) tx^(t) - x^(t) 1 a.e. 
(u^  exists by Lemma $.2) . 
_ t 
XgCt) = + J u^ (s)ds. 
It follows that 
t 
Ixg(t) -x^(t)l <k(t){a-i- I f p(s)ds|} 
o^ 
and 
t 
ix^Ct) - x^(t)l < crm(t) 4- IJ [m(t) - m(s)]p(s)dsl 
The proof of the latter inequality is based on the following 
observations : 
For t > t^ , 
 ^ t t 
r^am(t) + m(t) J p(s)ds - J m(s)p(s}ds] 
25 
t 
ak(t.) + k(t) J p(s)ds -r m(t)p(t) - ra(t)p(t), a.e. 
For t < 
— o 
-r m(t) r ° p(s)ds - f ia(s)p(s)ds] 
t t 
a(-k(t)) -r (-k(t)) J ° p(s)ds - in(t)p(t) + m(t)p(t), a.e, 
fc 
We proceed to define a sequence of functions 
on 2 by induction. 
Assume that 2^"'* * * •* ^ i'^ i+1 defined on E, 
and that 
< k(t)CcT . 
(5-5) 
^ t [m(t) - m(s) 
-h (i - 1) . p(s)dsl} 
and 
Lra(t)]^  t^rm(t) - m(s)]^  
-x^(t)!£a— 4- { j j-i p(s}dsl 
% 
(3.6) 
24 
is defined as follows: 
Frozi (5.6) it. follows that ix^ ^^ (t) - y(t)I _< s(t}. 
Hence for t € E, there exists measurable and 
such that u^ ^^ (t) c p(t}} a.e. and 
*iTl(tj - < k(t}[x^ _^ (^t) - x^ (t)[ (5.7) 
Let Xj^^ 2(t) = Xg T r u^ _^ (^s)ds. (3-6) and (3-7) imply 
[m(t)]i 
< k(t){a —jj 
(3.5') 
 ^t [^ (t) - m(s) j" 
^ ! r 
1: p(s)ds[} 
which is (j>.5) with i replaced by i ^  1. (3.5') implies 
[a(t)ji"l 
i (X 1): 
(3-6•) 
.t [=(t) - m(s)]=-+l 
" U (i + 1;; p(s)ds! 
wliich is (3-6) with i replaced by i -r 1. The proof that 
(3-5') implies (3-6') is based on an observation similar to 
25 
the one made in the case i = 0. By induction, we conclude 
that } is defined on E and (5-5) «.nd (3«6) hold. 
(5.6) implies that Ix^ (t) - y(t) ! <. §(t) on S since 
From (3»5) it follows that u^ (t) — v(t) as x •* co 
for some v, a.e. on E. From ($.6) it follows that 
x^ (t) — x(t) uniformly for some x(t) on E. Since 
F(tjx) is u.s.c.i. and u^ (t) € F(t,x^ (t)) it follows 
that v(t) € F(tjx(t)) a.e. From (5-5) (3-5) 
Since the u^  are uniformly bounded on 'Ej they are 
integrable, and 
1 
< e^  for z > 0. 
lx(t) - y(t)i < k(t)s(t) 4- p(t) a.e. 
t 
x(t) = lim x_(t) 
o 
X 
o 
v(s)ds 
o 
by Lebesçue's dominated convergence theorem. Q.E.D 
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Corollary 1.4. If F(tjx) satisfies conditions (a), (b), 
and (c) in the region A = {(t,x) [ a _< t _< b, Ix - x^ [ _< c}, 
then a solution of (1.2) exists on an open interval contain-
(Here, x^  = x^  and t^  - t^ .) 
Proof. Let y(t) = x^ , a ^  t _< b. Choose u(t) measurable, 
u(t) € F(t,x^ ) by Lemma Since P(t,x) is u.s.c.i., 
u(t) is bounded by some constant L. Let p(t) = L. We 
now apply Theorem 3.5- Q.E.D. 
Definition "3.5. The attainable set A(tjt^ jX^ ) for the 
problem (1.2) is A(tjt^ ,x^ ) = {x(t) 1 x is a solution of 
( 1 . 2 )  o n  [ t ^ , t ] }  f o r  t  >  t ^ ,  a n d  A ( t , =  { x ( t )  [ x  
is a solution of (1.2) on [t,t^ ]} for t < t^ -
Theorem 3.6. Let F satisfy conditions (a), (b), and (c) 
in the region [a/b] x R^ . Let 3 be a subset of 
and let B* = La^ bJ x 3- Suppose that there exists L such 
that for all solutions x satisfying (1.2), where (t^ jX^ ) 
is any point of it is true that |x(t)[ < L for all 
t for v/hich the solution x is defined. 
Then A(t,t ,X } is uniformlv continuous on 
 ^ o o 
[a,bl^  X B. 
Proof. Since all solutions x with initial data in B* 
are assumed to satisfy lx(t)i < L, and since F(t,x) is 
compact and u.s.c.i., it follows that there exists a 
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constant M such that the absolute values of the 
derivatives of such-solutions are bounded by M,. Let xa(t) 
be as in Theorem 5>3? that is^  
Lei 
m (t) = ij k(r)drl < J k(r)dr. 
t. 
o 
k(r}dr - k 
Let 2 > 0 be given. Let (t^ t ,x } € [a,b] x B 
o' O' 
let (tjtgjXg) be any point in [a_,bj^  x 3 such that 
< à -
3e 5Me 
By Corollary ^ 4^  and the assumption of uniform _bous.d-
edness of solutions, we conclude that there is at least one 
solution having initial data (for each 
(t^ ,x^ ) c 3*, and any solution may be continued to all of 
La,b]. 
Let y(t) be any solution of (1.2) on [a,b] with 
initial data (t^ ,x^ ). Let u(t) = y(t). By Theorem 5*3^  
there exists a solution x(t) of 
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X Ç F(t,x),x(t^ ) = x^  
such, that 
X(t) -y(t)l < ^  
3e 
and 
lx(t) - x(t) 1 _<Mlt - tl < ^  
Rence, 
lx(t) - y(t)i < lx(t) - x(t)l + lx(t) - y(t)l < j 4-
Thus A(t,t^ ,x^ ) c . 
Similarly, let z(t) ûe any solution of x € F(t_,x) 
with initial data (tg^ x^ ) . We may use the same argument as 
above to obtain a solution w(t) of x € F(t,x) with 
initial data (t ,x ) such that 
 ^ o o 
iz (t) - w(t) 1 < e. 
Thus A(t, t^ jX^ ) c: A^ (t, t^ jX^ ), and therefore 
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a < S provided 1- t^ l < &, 
XQ - [ < &, It - t1 <0 where 
- inin( 2^ )* Q.S.D. 
5e 5Me 
In the preceding theorem, if B is compact and. there 
is a constant K such that 
iu - xl < K[1 -f |x|2] (5.8) 
for all u € p(t,x), (t^ x) € [a,b] x then all solutions 
of (5-Ô) with initial data in B* are uniformly bounded on 
[a,b]. 
We remark that ($.8) is a special case of a condition 
involving a Liapunov function which implies uniform bounded-
jiess of solutions. 
From now on, unless explicitly stated otherwise, we 
assume that F satisfies conditions (a) and (b) on 
[a,bl X Let x^  be such that ix^ l < r and let t^  
be such that a < t < b. 
o 
Since F(t,x) is u.s.c.i. and. compact on [a,b] x 
it follows that there exists M > 0 such that 
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U F(t,x) 
(t,x)€[a,b]xB^  
C  B, M* 
We choose a sufficiently small that the cone C, 
C = {(t,x) 1 Ix - XQI < M(t - tQ),t^  < t < t^  + a} 
is contained in [t^ b^] x 
Definition 3.7» The collection, E, of Euler polygons 
associated with F(t,x) at (t^ jX^ ), is defined as 
follows: X € E if and only if there exists a partition 
to < < ... < t^  = tg^  + a of [t^ ,t^  + a] and 
o^ ^  such that xft^ ) = x^  and 
x(t) = x(t^ ) -h (t - < t <  ^= 0,1,2, •••,m 
where is a point of the set P(t^ ,x(t^ )) closest to 
the point more than one such point exists, 
select one.) 
Definition 3.8. The collection, D, of derivatives of 
Euler polygons associated with F(t,x) at (t^ ,x^ ) is 
defined as follows: q € D if and only if there exists 
X € E such that cp(t^ ) = v^ ,i = 0,1, ...,m and cp is 
constant on the intervals [t^ _^ ,t^ ), i = 1,2, 
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Lemma 3.9. Suppose that {e^ } is a sequence of real 
nuEibers such that e^  v 0. Suppose that {x^ } is a 
sequence of functions, : [a,b] -» and x^ (t) -» x(t) 
as j "* <»> a ^  t ^  b. Suppose that {cpj} is a sequence of 
functions, : [a,b] R^ , sucii that c?j(t) - c?(t} as 
j -• CO a.e. on [a,b] and such that 
e -
O (t) € F J(t,x.(t)) a.e. on [a,b], j = 1,2, 
Then <¥)(t) € F(t,x(t)) a.e. [a,b]. 
Proof. Let s > 0 be given. Choose I, sufficiently large 
that j > implies Sj < e/2- Choose = I^ Csjt) such 
that i > Ig implies 
F(t,Xj(t)) c F^  ^(t,x(t)). 
Thus j >max(l^ , I^ ) implies 
e . 
? ^ (t,X.(t)) c [F'^ (t,x(t))] .^ 2 
Suppose that 
e. 
e)j(t) € F ](t,Xj(t)),j = 1,2, ••• . 
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We have that j > max[l^ ,i^ ] implies g.(t) € F®(t^ x(t)). 
Hence c?(t) € F^ (t,x(t)) a.e. [a,b]. Since F(t,x) is 
closed and s is arbitrary, it follows that 
(p(t) € P(t,x(t)) a.e. [a,b]. Q.E.D. 
Leiaraa "5.10. Suppose that Xj is a solution on [a,b] of 
e . 
X  € F - ' ( t,x},x( t ^ )  =  j  = 1,2,''' 
where a < t^  < b and ej vO. Suppose also that 
x^ (t) - G>(t) a.e. [a,b] as j - oo. Then 
t 
x(t) = x^ + j cp(s)ds 
o^ 
is a solution of (1.2) on [a,b]. 
Proof. Let Oj = x^  in Leinraa 5*9• Since F(t,x) is 
u.s.c.i. and compact, there exists M such that 
lx^ (t)i _< M a.e., j = 1,2,•••. By Lebesgue's dominated 
J  
convergence theorem, Xj(t) x(t) as j "* a- ^  t _< b. 
Q.E.D. 
LeiTiiaa 3.11. Let F satisfy (d) in addition to previous 
hypotheses. 
Let a sequence of real numbers such that 
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4- 0. Then the collection E contains a sequence of 
elements such that is a solution of 
S-, 
X € F (t,x),x(tg) = x^  
on [t^ , t^  + a] for k = 1,2,3, ••• . 
Proof. Let Xj be constructed as follows: Choose 
G P(tg,Xg). Let Xj(tg) = x^ . Let h = hj = 2~^ a and 
t^  = t^  -r ih for i = 1, 2, • • •, 2^  . Now finish the 
construction of x^  as in Definition 
Corresponding to c^ , choose such that 
(for k = 1, the latter may be disregarded) and 
such that j _> J, implies Mh. < 5 and h. < Ô, where 5 
3 3 
is chosen such that It - t'| < 6, [x - x'l <6, and 
(t,x),(t',x') € [t^ jt^  + a] X implies 
a(F(t,x),F(t',x')) < s^ . Hence, 
a(F(ti_ i , X j(ti_ i)),P(t, X j(t)) < 
for t^ _^  ^  t < t^ , provided j > Hence, 
P(Çj(t),F(t,Xj(t)) < for t^ _^  < t < t^ , j > J^ . Hence 
c?j(t) € F ^ (t,Xj(t)), 
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< t < 4- a, for j > 0% . Define 
O — — O — K 
 ^J * Q ^ D • 
The following example shows that Lemma 11 is not 
true if F is required to be u.s.c.i. and F(t,x} is 
required to be compact and convex for each (t,x). 
Example. 
F(x) = 2 -r sin X 4= 0 
—  ^— 0* 
Clearly F(x) is u.s.c.i. in x, but not continuous 
in tile Hausdorff metric. Let t =0 and x =0. Let 
o o 
X be any Euler polygon. Since x has positive constant 
derivative on ro,t^ )j there exists an interval 
I c [0,t^ } such, that m(l) >0 and 
i/^ , 
x(t) i ' (x(t)) for tel. 
Definition 3.12. D is 
variation with, constant 
said to be of uniformly bounded 
K in case there exists K < oa 
such that 
<K» t^}.< t  < + a and - %  
for all cp € D. 
Theorem 3.13. Let F satisfy (d) in addition to previous 
hypotheses. Suppose that D is of uniformly bounded 
variation with constant K. Then there exists a solution 
X of (1.2) on [tg,t^ T-a] such that 
x(t) = Ç (t) a.e. [tgjtg^ -a] where ]^(ç) < K. 
Proof. Let be a sequence of real numbers such that 
0. Let {x.} be a sequence of Euler polygons s . V 
associated with {e.l as given by Lemma 3.11. Let {qj -} 
J ' 3 
be the sequence of derivatives of {x^ } (see Definition 
3-8}. 3y Rally's theorem^  it follows that there exists a 
function of bounded variation cp such that 
M.(t) - o(t),tQ < t < t^  ^  a as 
for some subsequence {o^  } of {cp^ }. ±sy i^ emma 3.10, i 
follows that 
-^ i 3 
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t 
x(t) = -i- J cp(s)ds 
is the required solution. Furthermore, 
iK, i - 1.2, 
implies < K. Q.E.D. 
Theorem 3.14. If there exists a function 
f : [t^ ,t^ -ra] Rj f of bounded variation, and a constant 
L such that 
a(F(tjx),F(t',x') ) ^ lf(t) - f(t')l -Î- X - x'[ 
for all (tjx),(t',x') € C, then D is of uniformly 
bounded variation with constant 
K= max[K,Vr^   ^^ i(f) 4- LMa] 
Proof. Let x 6 E and let o € D be the derivative of x. 
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m 
^ [ t  , t „ -  1 - cp(t,)l 
i=i 
ru 
<  ^p(cp(t^ _^ ),F(t^ ,x(t^ )) 
i=l 
m 
— 2j 
i=l 
m 
< I l-(-i) -
i=l 
m 
-r L  ^Ix(t^ ) - X(t^ _^ } 1 
i=l 
< Vp^ , 1 (^) LCMoJ Q.E.D. 
L L.Q, Tl^-rtï ^  
Theorem 5.15. If there exist f : [t^ , t^ -r-a] -* R and 
5 : Clx^lj IXqI -h Ma] -» Rj f and g of bounded variation 
and 
a(P(t,x),F(t',x')) < lf(t) -•f(t')[ 
-i- ig( Ixi ) - g( Ix' i ) ! 
for ail (t,x), (t',x') 6 C with |x^ | < lx[, Ix^ i 
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and if Y c implies  ^0, i = 1,2,•••,n for all 
(t, x) € Cj then D is of tiniforraly bounded variation with 
constant 
Proof. Let X € B and let cp c D be the derivative of 
X. We note that x^ (t) is nondecreasing on [t^ , t^ -ra], 
i = Ij * • -^ n since ç^ (t) >0, i = 1, • * *,n. 
m 
o" o 1=± 
ra 
x=± 
<  ^a(F(t^ _^ ,x(t^ _^ )),?(t^ ,x(t^ )) 
ra 
i=l 
la 
% lg(Ix(t^ )I} 
i=l 
- g(lx(tj__^ ) ! ) i 
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Q.S.D. 
In the following example, F has no continuous 
selection and P does not satisfy a Lipschitz condition, 
however, the derivatives of the Euler polygons are of 
uniformly bounded variation. 
Sxaraple. F depends only on x € and F(x) c R^ . 
F(x) = {y ! y • X = 0, iy! = / [xj } for each x 6 R^ . x^  = 0 
t^  = 0. Suppose a continuous selection for F exists, say 
f(x), in some neighborhood N of 0. Let S be a sphere 
centered at 0, S c N. f restricted to S defines a 
continuous nonzero tangent vector field on S, which is 
iispossible. Let x = (x^ ,0,0). 
a(F(x),F(0)) = Vlx^ l, 
'' ' ' is not less than Klx I for all x , no 
matter how K is chosen. The set E contains only the 
function which is identically zero. 
This example is similar to one due to Hermes (9) where, 
? is Lioschitzian, 
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We next consider a different approach to the existence 
problem. Prom, now on, assume that F satisfies (a) and (d) 
on X Let and t^  be given, a < t^ < b. 
Consider the functional H on L^ [a,b] defined by 
b 
H(cp) = J p(cp(t),F(t,x(t) ) )dt 
a 
where 
t 
x(t) = x^ + J cp(s)ds, 
o^ 
for cp € L^ [a,b]. (It follows from a lemma of Pilippov 
(6), that p(o(t)jF(t,x(t)}) is integrable on [a,b].) 
rheorem '3.16. H(cp) =0 if and only if there exists a 
solution of (1.2) on [a,b]. 
Proof. If 
U 
x(t) = X^  -r J x(s)ds 
is a solution of (1.2), then p(x(t),F(t,x(t))) 
[a,bj. Hence, H(x) = 0. Conversely, if H(cp) 
p(x(t),F(t,x(t)) = 0 a.e. [a,b] where 
= 0 a.e. 
= 0, then 
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T cp(s)ds. 
Thus X is a solution of (1.2) Q.E.D. 
t 
Theorem 3.17. If cp, ijf € L^ [a/b],x(t) = + J cp(s)ds. 
o^ 
t 
y(t} = + j 0(s)ds, then 
o 
t. 
:(p) - E(Ç)| < j a(F(t,x(t)),F(t,y(t)})dt 
 ^J i 9(t) - û'(t) Idt. 
a 
Proof. 
:(cp) - a(ô)| < J Ip(o(t),F(-t,x(t))} 
- p(t(^ ),F(fc,y(t}})Idt 
<j i p(cp(t),F(fc,x(t))) 
- p(c?(t},F(t^ y(t) )} Idt 
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a 
b 
< J a(F(t,x(t)),P(t,y(t)))dt 
a 
b 
T J !v(tj - *(t)[dt 
a 
Tvhere th.e last step follows from Propositions 2.6 and 2.7-
Q.E.D. 
Theorem 3.l8. H is continuous on L^[a,b]. 
Proof. Let be a sequence of elements of L^[a,b] 
such that 
^ b ^ ^ 
j {qj^(s) - ;p-'(s) [ds -* 0 as i - oo 
a 
for j = 1,2,''',n, for some cp c L^[a,b]. Since 
cp^(s) Ids, - Ç(s) Ids 
n 
I 
1=1 
CO Pi(s) -
it follows that 
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b 
r lcp^ (s) - p(s)lds - 0 as i -
Ler 
y{t) x_ -r I cp(s)ds 
for t. c [a,b], and 
cp^ (s}ds 
for t c La.,bj 
- y(t) I < Ij Iç^(s) - Cp(s)ids 
< r Ii3^ (s) - 0(5) Ids. 
Hence J x.. y uniformly on [a/b] as i -» 0 0 .  Thus 
a(F(s,x^ (s) ),F(s,y(s) ) )ds - 0 as 1 -• 00. 
Applying Theorem 5-17^  we obtain |R(ç^ ) 
- E(ç)1—0 as 
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i Q.E.D. 
If we restrict H to a compact subset S of 
L^ [a,bj, then there exists cp € S such that 
H(cp) = inf H(C(>) . 
cp€S 
HoweverJ for existence of a solution of (1.2) it must be 
shown that 
inf H(cp) = 0. 
cp€S 
For example, if we replace [a,b] in the preceding 
discussion by [t^ jt^ -i-aj (see the discussion before 
Definition 5*7) and let 
S = Co I Vr _ 
where K is a constant, then S is a compact subset of 
tg-rcj. The assumption that D is of uniformly 
bounded variation with constant X and Lemma 11 show that 
inf H(CO) = 0 
cp€S 
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Here, 
H(c?) =  ^ p(c?(s),F(s, x(s} ) )ds. 
fc. 
Since S is compact, it follows that there exists c? € S 
such that H(C)) = 0. Thus, we have given another proof of 
Theorem. 5 » • 
It is possible to consider other compact subsets S 
of L^ [a_,bJ. See Chang (3) 3.nd Riesz (10). 
46 
IV. LITERATURE CITED 
AliraoV;, Yu. I- and Barbasiiin, S. A. Theory of relay 
differential equations. Izv. Vyssh. Uchebn. Zaved., 
Materaatilea 1: ^ -1^ . I962. 
Boltyanskii, V. G., Garakrelidze, R. V., Kishchenko, 
S.F., and Pontryagin, L. S. Mathematical theory of 
optimal processes. New York, K. Y., Interscience 
Publishers. I962. 
Chang, S. S. L. An extension of Ascoli's theorem and 
its applications to the theoiry of optimal control. 
American Mathematical Society Transactions 11$: 4-75" 
470. 1965. 
Coddington, Earl A. and Levinson, Norman. Theory of 
ordinary differential equations. New York, N. Y., 
XcGraw-Hill Book Co., Inc. 1955-
Dugundji, James. Topology. Boston, Mass., Allyn 
and Bacon, Inc. I966 . 
Fiiippov, A. F. Classical solutions of differential 
equations with multivalued right-hand side. Siam 
Journal on Control 5: 609-621. I967. 
Fiiippov, A. F. On certain questions in the theory of 
optimal control. Siam Journal on Control 1: 76-84. 
1962. 
Goodman, G. S - On a theorem of Scorza—Dragoni and its 
application to optimal control. In Balakrishnan, A. V. 
and Neustadt, L. W., editors. Mathematical theory of 
control. Pp. 222—253- New York, N. Y. Academic Press, 
Inc. 1967• 
of solutions 
Journal on 
Riesz, M. Acta j-,itterarum Ac Scientiarum, Sectio 
Scientiarum Mathematicarum 6: 136-142- 1932-1934. 
Hermes, Henry. Existence and properties 
of X € R(t,x}. To be published in Siam 
Applied Mathematics ca. 1969» 
Taylor, A. E. General Theory of functions and 
integration. Waitham, Mass., Blaisdell Publishing 
Company. I965. 
47 
V. ACXNOWLEDGSJXIENTS 
The author wishes to express his appreciation to Dr. 
George Seifert for his guidance and encouragement during 
the preparation of this dissertation. 
The author would also like to acknowledge the financial 
support afforded him by the National Defense Education Act 
Fellowship which he held for two years. 
