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Abstract
Our aim is to provide a novelly comprehensive and unifying approach to showing the continuous dependence of the spectral
radius of compact linear operators defined on Banach spaces (with specific attention to positive operators defined on normal
Banach spaces) and emphasizing that the upper semi-continuity generally holds unlike the lower semi-continuity.
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1. Introduction
There are many situations, concerning operators, in which one is mainly interested in the largest magnitude of the
eigenvalues whenever it exists; e.g., in:
– Ergodicity, with the study of the asymptotic behavior of the iterates Ak where A is a square matrix and k a positive
integer [17],
– Mathematical Economics, in the search of the maximum yield of a production-process based on an input–output
nth order square matrix A = (aij )1i,jn where aij is a nonnegative number standing for the amount of the ith
good (product) used to produce one unit of the j th good (i, j = 1, . . . , n) [8], and
– Mathematical Analysis with the study of qualitative properties of positive solutions to differential, partial differ-
ential or functional differential equations [7,10,14,16].
For instance according to Perron–Frobenius theorem [17], given any irreducible square matrix A with nonnegative
elements (e.g., a matrix A = (aij )1i,jn which is fully positive in the sense that aij > 0 for all i, j = 1, . . . , n, and
in which particular case the theorem is due to Perron), then its spectral radius r(A) is a positive eigenvalue. Moreover
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that xi > 0 for all i = 1, . . . , n.
This well-known result is suitable for many applications in mathematical economics and numerical analysis within
the theory of stability, for it implies that given an arbitrary nonnegative vector uo ∈ Rn \ {0}, the sequence recursively
defined by
uk+1 = A
(
uk
‖uk‖
)
converges to r(A)vo where vo is the fully positive normalized eigenvector corresponding to the eigenvalue r(A). This
convergence follows from the fact that
uk+1 = A
k+1uo
‖Akuo‖
while A = r(A)(P + B) where P is a projection onto the vector line spanned by vo and there holds PA = AP = 0
with r(B) < 1 so that Ak = r(A)k(P +Bk) for all positive integer k, and moreover limk Bk = 0 [17].
For numerical feature, observe that
r(A) = lim
k→+∞‖uk‖ and vo =
1
r(A)
lim
k→+∞uk.
Besides, if A is a fully positive square matrix of order n, and (Ak)k is an arbitrary sequence of matrices which con-
verges to A inM(n,R), then Perron–Frobenius theorem implies trivially that r(Ak) does converge to r(A) according
to Proposition 2.1 since all the matrices Ak , except finitely many, must be fully positive.
Furthermore in the case of an arbitrary nonnegative matrix B ∈M(n,R), in the sense that all its elements are
nonnegative, the use of Perron–Frobenius theorem may not be straightforward, but with the approximation of B by
fully positive matrices; Bk = B + 1kQ; where k ∈ N∗ and Q = (qij )1i,jn with qij = 1 for all 1  i, j  n, and
a finer analysis we could see that r(Bk) converges to r(B) and also r(B) is a nonnegative eigenvalue of B with a
nonnegative eigenvector.
Let us mention that the interested reader can observe that Perron theorem follows from the application of Brouwer
fixed-point theorem to the following well-defined continuous self-map of the n-simplex Δn
f : Δn → Δn
x → Ax‖Ax‖1
where Δn = {x = (x1, . . . , xn) ∈ Rn/xi  0; i = 1, . . . , n, and ∑nj=1 xj = 1}, A is a given fully positive matrix, and
‖x‖1 =∑ni=1 |xi |, ∀x ∈ Rn.
More generally the modelling of many concrete problems or inverse problems [4] lead to the investigation of
special properties of the spectral radius of bounded operators on infinite dimensional Banach spaces (e.g., positive
compact linear operators defined on normal Banach spaces) and usually the expected properties are obtained either
by approximating the operator or by embodying it in a family of operators. Therefore, we shall rely on the strong
Krein–Rutman theorem, which is a generalization of Perron theorem and is crucial in dealing with nonsymmetric
problems, to motivate the study of the spectral radius behavior with respect to small perturbations of a given operator.
The importance of such a study could also be illustrated with [9] and the papers by Mignot–Puel [14], Nussbaum [16],
and Eloe–Hankerson–Henderson [10].
Recall that a Banach space E is said to be normal if it is equipped with a cone P such that there exists a positive
constant c satisfying
x  y (i.e., y − x ∈ P) 	⇒ ‖x‖ c‖y‖, ∀x, y ∈P .
By a cone P of E we mean a nonempty closed subset satisfying:
(i) P +P ⊂P ,
(ii) λP ⊂P , for all λ 0, and
(iii) P ∩ (−P) = {0}.
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Besides, it is worthy to highlight that we do not have stability in general as shown eventually in the sequel by
formalizing a literal idea of Kakutani [12].
Let us notice that various proofs will be carried out bypassing rough statements of the continuity of the nonzero
eigenvalues of compact linear operators, and the reasonings will be based on the methods of positive operators, an
application of the Riesz–Schauder theory for compact linear operators together with a local quantitative result on the
variation of the roots of a polynomial with respect to its coefficients, and finally on some properties of weighted-shift
operators.
For further reading, note nevertheless that stability of isolated eigenvalues has also been treated in [13] and that of
the spectral radius of some family of positive irreducible operators has been tackled in [3] of which title should be
grasped with caution since the spectral radius mapping is not continuous on positive operators in general.
2. The results
We start with a particular case because its proof is straightforward and of its own interest.
Proposition 2.1. Let E be a normal Banach space (ordered by a cone P with nonempty interior) and let T be a
strongly positive compact linear operator on E. Assume moreover that (Tn)n is a sequence, of positive compact linear
operators, which converges to T with respect to the operator norm. Then the strong Krein–Rutman theorem implies
that limn→∞ r(Tn) = r(T ).
Proof. Assume that (Tn)n is a sequence of positive compact linear operators, on E, which converges to T . We show
that limn r(Tn) = r(T ). Indeed, by the strong Krein–Rutman theorem [1,2,7], r(T ) is the unique positive eigenvalue
of T with a positive eigenvector. Moreover the sequence of nonnegative real numbers (r(Tn))n is bounded since
r(Tn) ‖Tn‖ for all n, and limn ‖Tn‖ = ‖T ‖. Hence to conclude that r(Tn) → r(T ) as n → +∞, it suffices to prove
that r(T ) is the unique cluster point of (r(Tn))n. To this end, first we claim that r(Tn)  12 r(T ) except for finitely
many indices n. To see this, let uo be the normalized eigenvector of T corresponding to r(T ). Therefore T uo = r(T )uo
belongs to ˚P and so does 12T uo. It follows that there exists δ > 0 such that
1
2
T uo +B(0, δ) ⊂ ˚P .
By choosing no such that ‖Tn − T ‖ < δ for all n no, it is clear that
1
2
T uo + (Tnuo − T uo) ∈ ˚P, ∀n no,
which implies that for all n no,
Tnuo = 12T uo +
(
1
2
T uo + Tnuo − T uo
)
 1
2
T uo;
i.e.,
Tnuo 
r(T )
2
uo
yielding r(Tn) 12 r(T ) since r(Tn) = limk ‖T kn ‖
1
k and E is normal.
Now let μ be any cluster point of (r(Tn))n. Then there exists a subsequence (Tni )i , of (Tn)n, which converges
to μ and satisfies r(Tni )  12 r(T ) for every i. Hence μ 
1
2 r(T ), and moreover by the weak version of Krein–
Rutman theorem [2,7,15], for every i there exists ui ∈ ˚P \ {0} with ‖ui‖ = 1 such that Tni ui = r(Tni )ui . And by the
compactness and the positivity of T , there exists a subsequence of (ui)i again denoted by the same symbol (ui)i such
that (T ui)i converges to some vo ∈ P . Therefore,
ui = 1
(
T ui + (Tni − T )ui
)→ 1 vo.
r(Tni ) μ
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compact linear operator and P is closed. This shows that μ is a positive eigenvalue of T having a positive eigenvector.
Thus μ = r(T ) completing the proof. 
Theorem 2.1. Let E be a K-Banach space, K standing for R or C. Denote by L(E) its space of bounded linear
operators and by K(E) the closed subspace of L(E) consisting of compact linear operators. Then with respect to the
norm-operator:
(a) the spectral radius mapping is upper semi-continuous on L(E) and continuous on K(E);
(b) the spectral radius mapping is not lower semi-continuous on L(E) in general; for instance whenever E is a
Hilbert space (of course infinite dimensional!).
Remark 2.1. This theorem generalizes obviously the above proposition. Note that if E is a Hilbert space, then the
continuity of the spectral radius mapping on the set of normal operators (which includes self-adjoint operators) is
trivial since it coincides with the operator norm.
Corollary 2.1.
(i) The spectral radius mapping r is continuous at every quasi-nilpotent operator; i.e., an operator T satisfying
r(T ) = 0, for instance the operator
A : C([0,1])→ C([0,1]), u → Au
with
Au(t) =
t∫
0
u(s) ds.
In particular r is continuous at the null operator.
(ii) If T and K are compact linear operators on a Banach space E, then
lim
λ→0 r(T + λK) = r(T ).
(iii) If E is finite dimensional, then the spectral radius mapping is continuous on its (normed) space of linear opera-
tors.
Proof of the theorem. Part (a).
• Upper semi-continuity of r : L(E) → [0,+∞[.
Let (Tn)n ⊂ L(E) be a sequence converging to some T in L(E). We show that
lim sup
n→+∞
r(Tn) r(T ).
Clearly if lim supn r(Tn) = 0, we are done.
Suppose otherwise that lim supn r(Tn) > 0. We consider two cases:
First case (special). In case Tn is compact for every n, then so is T , and moreover lim supn r(Tn) is the modulus
of a nonzero eigenvalue of T (or that of its complexification) as a result of the Riesz–Schauder theory for compact
linear operators (applied to the respective natural extensions of the operators (Tn)n and T to the complexification of
E whenever K = R).
Indeed let us assume that (Tn)n ⊂ K(E). Therefore T ∈ K(E) and we shall see that
lim sup r(Tn) r(T ).
n→+∞
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by Riesz–Schauder theory and the definition/property of the spectral radius, for each k, there exists an eigenvalue
λk of Tnk (complexified if K = R [15, p. 320]), such that |λk| = r(Tnk ). This means that there exists uk ∈ E (again
complexified if K = R) such that ‖uk‖ = 1 and Tnk (uk) = λkuk . And since 0 r(Tk) ‖Tnk‖ and limn‖Tn‖ = ‖T ‖,
we conclude that (λk)k is bounded. Besides, T being compact, we can now extract a subsequence (uki )i of (uk)k
such that on the one hand (T uki )i converges in E to some element y, and on the other hand (λki )i converges to some
number γ with
|γ | = lim
k→+∞|λk| = lim supn→+∞ r(Tn).
Hence |γ | > 0 and the subsequence of unit vectors
uki =
1
λki
[
T uki + (Tki − T )uki
] (2.1)
converges to 1
γ
y since ‖(Tnki − T )uki‖ ‖Tnki − T ‖ → 0 as i → +∞. By putting x := 1γ y, it is clear that ‖x‖ = 1
and the relation (2.1) gives at limit
x = 1
γ
T x.
It follows that γ is an eigenvalue of T and so |γ | r(T ) completing this part.
Second case (general). For arbitrary operators Tn we resume, for the reader convenience, the idea first given in [9].
It is not hard to see that for every k ∈ N such that k  2 and every H ∈ L(E) we have
∥∥(T +H)k∥∥ ∥∥T k∥∥+ k−1∑
j=0
C
j
k ‖T ‖j‖H‖k−j 
∥∥T k∥∥+ k
k − j ‖H‖
k−1∑
j=0
C
j
k−1‖T ‖j‖H‖k−j−1,
∥∥(T +H)k∥∥ ∥∥T k∥∥+ k‖H‖(‖T ‖ + ‖H‖)k−1.
Thus ∥∥(T +H)k∥∥ 1k  2 1k (∥∥T k∥∥ 1k + k 1k ‖H‖ 1k (‖T ‖ + ‖H‖) k−1k )
implying that∥∥(T +H)k∥∥ 1k  2 1k (∥∥T k∥∥ 1k + e‖H‖ 1k (‖T ‖ + ‖H‖ + 1)). (2.2)
Suppose now by the way of contradiction that r(T ) < lim supn r(Tn). Then there would exist a subsequence (Tni )i of
(Tn)n such that limi r(Tni ) > r(T ).
Now fix any  > 0 such that r(T ) +  < limi r(Tni ). Since it is also known that given any bounded operator
A ∈ L(E)
r(A) = lim
k→+∞
∥∥Ak∥∥ 1k = inf
k1
∥∥Ak∥∥ 1k ,
there would exist i0 ∈ N such that for every i  i0,
r(T ) +  < r(Tni ) = inf
k1
∥∥T kni∥∥ 1k .
For each k ∈ N with k  2 let us choose ik  i0 such that
‖Tnik − T ‖ < e−k
2
(this is possible since Tn → T in L(E)) and using the relation (2.2) we get:
r(T ) +  < ∥∥T knik ∥∥ 1k  2 1k (∥∥T k∥∥ 1k + e1−k(‖T ‖ + e−k2 + 1))
that is
r(T ) +  < 2 1k (∥∥T k∥∥ 1k + e1−k(‖T ‖ + e−k2 + 1))
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r(T ) +   lim
k→+∞
∥∥T k∥∥ 1k = r(T )
in contrast to the fact that  > 0.
• Lower semi-continuity of r : K(E) → [0,+∞[.
First step (finite dimensional case). For the proof of this part we use a result of Beauzamy on the location of the
roots of a polynomial with respect to its coefficients.
Lemma. (See [5].) Let P and Q be two polynomials of degree n  1. If xo is a zero of P with multiplicity m,  an
arbitrary positive real number such that
 <
(n− m)!
2n!
|P (m)(xo)|
(1 + |xo|2) (n−m)2
,
and ‖P −Q‖ < , where ‖ · ‖ denotes Bombieri’s norm defined by∥∥∥∥∥
n∑
j=0
aj z
j
∥∥∥∥∥=
(
n∑
j=0
|aj |2(
n
j
)
)
,
then there exists a zero yo of Q such that
|xo − yo|
(
2n!
(n −m)!
(1 + |xo|2) n2
|P (m)(xo)|
) 1
m

1
m .
Note that this lemma is interesting because it is a general quantitative statement on the location of the roots of a
polynomial with respect to its coefficients.
However, if m = 1 (i.e., xo is a simple zero of P ) then a standard proposition similar to the above lemma can
be stated relying on the implicit function theorem applied to the function (ao, . . . , an, z) →∑nj=0 aj zj . And more
generally for any 1  m  n, an abstract version (without full estimates) of the above lemma can also be stated
relying either on the well-known Rouché theorem [11], or on the continuity of the Brouwer degree taking into account
the fact that for an analytic function f : Ω ⊂ C → C, nonvanishing anywhere on the boundary of the open set Ω , one
has
d(f,Ω,0) = 0 ⇐⇒ 0 ∈ f (Ω) [6, Theorem 5.3.16].
We are now in a position to prove the lower semi-continuity of
r :M(n,K) → [0,+∞[
where n is a positive integer and K = R,C.
Let (Ak)k be a sequence of square matrices belonging toM(n,K) and converging to an element A. We show that
r(A) lim
k→+∞ r(Ak).
To this end, denote by PA (respectively PAk ) the characteristic polynomial of A (respectively Ak). Recall that given
any square matrix B , its spectrum σ(B) is the set of all the zeros (roots) in C of its characteristic polynomial PB ;
defined by PB(z) = det(B − zIn), and we have
r(B) = max{|z|, z ∈ σ(B)}.
Now let λo be a zero of PA such that |λo| = r(B) and denote by m its multiplicity. Since (Ak)k converges to A, the
coefficients of PAk converge respectively to those of PA and so for any  > 0 with
 <
(n− m)!
2n!
|P (m)(λo)|
2 (n−m)
,(1 + |λo| ) 2
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a zero zk of PAk satisfying
|λo − zk|
(
2n!
(n −m)!
(1 + |λo|2)n/2
|P (m)(λo)|
)1/m
1/m =: ′,
yielding
|λo| |zk| + ′  r(Ak) + ′
which implies that
r(A) = |λo| lim inf
l→+∞ r(Al) + 
′.
Letting  ↓ 0, one has ′ ↓ 0 and we get
r(A)  lim inf
l→+∞ r(Al).
Second step (general).
We shall be fairly clear following [12,15]. If E is a real Banach space, then we extend the operators (Tn)n and T
in a natural way to the complexification of E [15, p. 320].
If r(T ) = 0, we are done. Suppose now that r(T ) > 0. Then by Riesz–Schauder theory, there exists an isolated
eigenvalue λo of T such that |λo| = r(T ). Let Co be a circle about λo which does not surround any other element of
the spectrum of T , and let consider the Riesz projection
Po = 12πi
∫
Co
(z − T )−1 dz.
Hence the range of Po, Eo := R(Po), has a finite dimension; in fact Eo coincides with ker(λo − T )ν for some positive
integer ν, T Po = PoT and we have σ(T |Eo) = {λo}.
Therefore to complete the proof it suffices to show the existence of a sequence of operators on Eo; (An)n, which
converges to T |Eo with the property r(An) r(Tn) for every n, and to apply Step1.
Fix
0 < δ < min
z∈Co
∥∥(z − T )−1∥∥−1
and choose no such that ‖T − Tn‖ < δ for all n no. Then the projection
Pn = 12πi
∫
Co
(z − Tn)−1 dz
is well-defined for n no and moreover
lim
n→+∞‖Pn − Po‖ = 0
since limn ‖T − Tn‖ = 0. Thus there exists n1  no such that
‖Pn − Po‖ < δ ∀n no.
Now let n n1, and set Hn := Pn − Po and En := R(Pn). Therefore
(I +Hn)Po = PnPo and (I − Hn)Pn = PoPn
showing respectively that
(I +Hn)Eo ⊂ En and (I − Hn)En ⊂ Eo
and so En and Eo are isomorphic finite dimensional linear spaces since I +Hn and I −Hn are one-to-one as ‖Hn‖ < 1.
Furthermore, by letting
Bn = (I + Hn) and An = B−1n TnBn|Eo, ∀n n1,
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n→+∞An = T |Eo
which implies by the first step that
r(T |Eo) lim inf
n→+∞ r(An).
But it is not hard to check that σ(An) = σ(Tn|En) and so
r(An) = r(Tn|En) r(Tn)
which yields
r(T |Eo) lim inf
n→+∞ r(Tn),
i.e.,
r(T ) = |λo| lim inf
n→+∞ r(Tn),
completing the proof of the part (a).
Part (b) is simply an immediate consequence of the following
Proposition 2.2. The subset of L(2) consisting of quasi-nilpotent operators is not closed.
Proof. It suffices, following Kakutani idea [12], to show that there exists a sequence of nilpotent operators,
Tk :
2 → 2, which converges (with respect to the operator norm) to an operator having positive spectral radius.
Let (e1, e2, . . . , en, . . .) be a complete orthonormal system of 2. Consider the unilateral shift operator S : 2 → 2
defined by
Sen = en+1, n = 1,2, . . . ,
the diagonal operator D : 2 → 2 defined by
Den = αnen, with αn = 2−k;
where k  0 is the unique nonnegative integer such that n/2k is a odd integer (in other words, αn is the inverse of the
greatest power of 2 which divides n), and set
T = SD, called a weighted-shift operator.
Moreover for each positive integer no, denote by Pno the orthogonal projection onto the vector line spanned by {eno}
and consider the following sequence of bounded linear operators:
Tk = T − T
∞∑
l=1
P(2l+1)2k = T −
1
2k
∞∑
l=1
P(2l+1)2k .
Let us note at once that (Tk)k is a sequence of bounded linear operators on 2 which converges to T as a result the
estimate
‖T − Tk‖ = 12k ∀k  0, (2.3)
since S is an isometry and
∑∞
l=1 P(2l+1)2k is an orthogonal projection. Besides for each integer k  0 fixed, we have
for every positive integer n:
Tken = βk,nen+1; where βk,n =
{ 1
2k if n /∈ 2k(2N+ 1),
0 otherwise,
and more generally for every positive integer j we have
T
j
en := (Tk)j en = βk,nβk,n+1 · · ·βk,n+j−1en+j .k
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set jn := (2ln + 1)2k − n+ 1. Therefore
1 jn  2k+1 and βk,n+jn−1 = βk,2k(2ln+1) = 0
which implies that
T 2
k+1
k en = T 2
k+1−jn
k
(
T
jn
k en
)= 0
and so
T mk = 0 with m = 2k+1,
proving that Tk is nilpotent and thus
r(Tk) = 0, ∀k = 0,1,2, . . . .
Thus to complete the proof it remains only to prove that r(T ) > 0. In fact we shall show that
r(T ) 1
2
.
Indeed, let n = 2k − 1 with k  1 and observe that∥∥T n∥∥ ∥∥T ne1∥∥= α1 · · ·αn
(by the way it is not hard to see that ‖T n‖ = supi1 αi · · ·αi+n−1) .
Furthermore
α1 · · ·αn =
k−1∏
p=0
(
1
2p
)mp
=
(
1
2
)∑k−1
p=0 pmp ;
where mp is the number of odd positive integers less than 2k−p; that is, mp = 2k−p−1. But for k  2,
∑
0pk−1
p2k−p−1 = 2k−2
∑
0pk−1
p
(
1
2
)p−1
= 2k−2 1 + 2
1−k( k−12 − k)
(1 − 12 )2
,
∑
0pk−1
p2k−p−1 = 2k
(
1 − k + 1
2k
)
,
because for every real number x = 1, we have
1 + 2x + · · · + pxp−1 + · · · + NxN−1 = d
ds
∣∣∣∣
s=x
1 − sN+1
1 − s =
1 − (N + 1)xN + NxN+1
(1 − x)2 .
Consequently r(T ) = limn→+∞ ‖T n‖ 1n  lim supn→+∞(α1 · · ·αn)
1
n , i.e.
r(T ) lim
k→+∞
(
1
2
) 2k
2k−1 (1−
k+1
2k
)
= 1
2
,
yielding the result.
Observe that we also have r(T ) 1√
2
since ‖T 2‖ = supi1 αiαi+1 = 12 and∥∥T 2n∥∥ 12n  (∥∥T 2∥∥n) 12n = ∥∥T 2∥∥ 12 . 
⊗ Attention!
Besides, note that the conclusion in the numerical exposition made in [12] ought to be simply r  12 . It is evident
therein that r  ‖T ‖ = 1 but
− ln 2
2
∞∑
k=0
k
2k
= − ln 2 = ln
(
1
2
)
.
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