An approach for building energy-stable Galerkin reduced order models (ROMs) for linear hyperbolic or incompletely parabolic systems of partial differential equations (PDEs) using continuous projection is developed. This method is an extension of earlier work by the authors specific to the equations of linearized compressible inviscid flow. The key idea is to apply to the PDEs a transformation induced by the Lyapunov function for the system, and to build the ROM in the transformed variables. For linear problems, the desired transformation is induced by a special inner product, termed the ''symmetry inner product'', which is derived herein for several systems of physical interest. Connections are established between the proposed approach and other stability-preserving model reduction methods, giving the paper a review flavor. More specifically, it is shown that a discrete counterpart of this inner product is a weighted L 2 inner product obtained by solving a Lyapunov equation, first proposed by Rowley et al. and termed herein the ''Lyapunov inner product''. Comparisons between the symmetry inner product and the Lyapunov inner product are made, and the performance of ROMs constructed using these inner products is evaluated on several benchmark test cases. Published by Elsevier Inc.
Introduction
Numerous modern-day engineering problems require the simulation of complex systems with tens of millions or more unknowns. Despite improved algorithms and the availability of massively parallel computing resources, ''high-fidelity'' models are, in practice, often too computationally expensive for use in a design or analysis setting. The continuing push to incorporate into modeling efforts the quantification of uncertainties, critical to many science and engineering applications, can present an intractable computational burden due to the high-dimensional systems that arise. This situation has prompted researchers to develop reduced order models (ROMs): models constructed from high-fidelity simulations that retain the essential physics and dynamics of their corresponding full order models (FOMs), but have a much lower computational cost. Since ROMs are, by construction, small, they can enable uncertainty quantification (UQ) as well as on-the-spot decision making and/or control.
In order to serve as a useful predictive tool, a ROM should possess the following properties: consistency (with respect to its corresponding high-fidelity model), stability, and convergence (to the solution of its corresponding high-fidelity model).
http://dx.doi.org/10.1016/j.amc.2014. 10 .073 0096-3003/Published by Elsevier Inc. reduced basis. It is then shown that, for many PDEs, the desired transformation is induced by a special weighted L 2 inner product, termed the ''symmetry inner product''. It is also demonstrated that a discrete weighted L 2 inner product first derived by
Rowley et al. in [23] and termed herein the ''Lyapunov inner product'' is a discrete counterpart of the symmetry inner product. The weighting matrix that defines the Lyapunov inner product can be computed in a black-box fashion for a stable LTI system arising from the discretization of a linear system of PDEs in space. Numerical studies of POD ROMs constructed in the Lyapunov inner product are performed. A unifying summary of the energy-stability preserving model reduction approaches described within this paper is given Section 6, along with some conclusions. It is anticipated that this discussion will aid the reader in selecting the most appropriate model reduction methodology for his/her application.
Projection-based model reduction
In this section, several approaches to building projection-based reduced order models are reviewed. Attention is restricted to LTI systems. A system is called time-invariant if the output response for a given input does not depend on when that input is applied [14] .
At the continuous level, an LTI system can be represented by a PDE (or system of PDEs) of the form _ xðtÞ ¼ L ðxðtÞÞ þ L c ðuðtÞÞ;
in an open bounded domain X, subject to some boundary conditions on the boundary of X, denoted by @X, written abstractly as L b ðxðtÞÞ ¼ gðtÞ:
Here, t denotes time, x 2 R n is called the state vector, u 2 R p represents the vector of control variables, y 2 R q is the measured signal or output, and the 'Á' symbol denotes differentiation with respect to time, i.e., _ x @x @t
. The operator L : R n ! R n is a smooth linear spatial-differential operator, i.e., n ! R n is a similar smooth linear spatial-differential operator, and g 2 R n is a smooth function specifying the boundary data. The boundary conditions (2) can be of the Dirichlet, Neumann or Robin type, or a combination of these three types. It is assumed that the boundary conditions (2) are selected such that the resulting initial boundary value problem ((1) with boundary conditions (2) and an initial condition) is wellposed. The operators L c : R p ! R n and L o : R n ! R q are smooth linear mappings. The abstract operators L ; L b , L c and L o are introduced to keep the discussion as general as possible, and used in subsequent analysis.
Suppose the PDE system (1) has been discretized in space using some numerical scheme, e.g., the finite element method. The result will be a semi-discrete LTI system of the form: _ x N ðtÞ ¼ Ax N ðtÞ þ Bu P ðtÞ y QN ðtÞ ¼ Cx N ðtÞ: ð4Þ
Here, x N 2 R N is the discretized state vector, u P 2 R P is the discretized vector of control variables, and y QN 2 R Q is the discretized output; A 2 R NÂN , B 2 R NÂP and C 2 R Q ÂN are constant matrices (in particular, they are not functions of time t). The general approach to projection-based model reduction consists of three steps, described below.
Step 
where x M;i ðtÞ are the unknown ROM coefficients or modal amplitudes, to be determined in solving the ROM.
Step 3: Substitution of the approximation (5) into the governing system (1) or (4) and projection of this system onto the reduced test basis.
The result of this procedure is a ''small'' (size M ( N) dynamical system that, for a suitable choice of reduced bases, accurately describes the dynamics of the full order system for some set of conditions. The reduced bases U M 2 R NÂM and W M 2 R NÂM are functions of space but not time, and are assumed to have full column rank. In the case that W M -U M , the projection is referred to as a Petrov-Galerkin projection. Otherwise, if W M ¼ U M , the projection is referred to as a Galerkin projection. This terminology is introduced here as it will be shown later that the energy-stable model reduction approaches derived in this work are effectively Petrov-Galerkin methods.
Calculation of the reduced bases (Step 1)
There exist a number of approaches for calculating the reduced basis modes ( Step 1 of the model reduction), e.g., the POD method [24, 25, 18] , the BPOD method [30, 22] , the balanced truncation method [28, 10] , the reduced basis method [26, 27] ; also methods based on goal-oriented bases [20] , generalized eigenmodes [36] , and Koopman modes [39] . Attention is restricted here to the POD basis, but it is noted that the energy-stability results derived in this paper hold for any choice of reduced basis. The reason for the choice of the POD reduced basis is twofold. First, the POD is a widely used approach for computing efficient bases for dynamical systems. Moreover, ROMs constructed via the POD/Galerkin method lack in general an a priori stability guarantee (meaning POD/Galerkin ROMs would benefit from stability-preserving model reduction approaches such as those developed herein).
Discussed in detail in Lumley [15] and Holmes et al. [18] , POD is a mathematical procedure that, given an ensemble of data and an inner product, denoted generically by ðÁ; ÁÞ, constructs a basis for the ensemble. This basis is optimal in the sense that it describes more energy (on average) of the ensemble in the chosen inner product than any other linear basis of the same dimension M. The ensemble fx k : k ¼ 1; . . . ; Kg is typically a set of K instantaneous snapshots of a numerical solution field, taken for K values of a parameter of interest, or at K different times. Mathematically, POD seeks an M-dimensional (M ( K) subspace spanned by the set f/ i g such that the projection of the difference between the ensemble x k and its projection onto the reduced subspace is minimized on average. It is a well-known result [6, 18, 33, 32] that the solution to the POD optimization problem reduces to the eigenvalue problem
where R is a positive semi-definite matrix with its ði; jÞ entry given by
It can be shown [18, 15] that the set of M eigenfunctions, or POD modes, f/ i : i ¼ 1; . . . ; Mg corresponding to the M largest eigenvalues of R is precisely the desired basis. This is the so-called ''method of snapshots'' for computing a POD basis [24] .
where the x M;i ðtÞ are the unknown ROM coefficients or modal amplitudes (so that x T M x M;1 ; . . . ; x M;M ð Þ ), to be determined in solving the ROM dynamical system (derived below).
Substituting (5) into (1), the following is obtained
where y QM ðtÞ is the reduced approximation of the output. Next, a reduced test basis fw i g M i¼1 2 R n is introduced, and the system of PDEs (11) is projected onto a continuous representation of the reduced test basis modes w j for j ¼ 1; 2; . . . ; M in the inner product ðÁ; ÁÞ to yield 
for j ¼ 1; 2; . . . ; M. The Eq. (13) define a set of M time-dependent ODEs for the modal amplitudes x M;i ðtÞ in (5) . Note that, since
Step 1 of the model reduction (Section 2.1) yields a discrete-valued basis U M , before applying the continuous projection approach, this basis needs to be represented using a set of continuous basis functions. One way to do this is to cast the discrete-valued POD modes as a collection of continuous finite elements. This procedure is outlined here, and described in more detail in Section 4.4.1. Assume without loss of generality that the solution of the POD eigenvalue problem (6) gives a set of basis vectors defined at the nodes of an associated mesh that can be broken up into n el disjoint finite elements X e such that [ n el e¼1 X e ¼ X. Assume also (without loss of generality) that the continuous solution to (11) is scalar-valued.
denote the value of the ith basis function at the jth node of element X e for i ¼ 1; . . . ; M and j ¼ 1; . . . ; nn, where nn is the number of nodes of element X e . Then, the finite element representation of the vector / i in the element X e is:
where N j ðxÞ denotes the jth finite element shape function. Assembling the set of functions / e i over the full set of elements fX e g n el e¼1 gives a continuous representation of / i . A similar procedure can be applied to obtain a continuous representation of the test basis W M . The integrals in (13) can then be evaluated numerically through the use of numerical quadrature. If the integrands in (13) are polynomials, it is possible to select a quadrature rule to evaluate the integrals exactly.
Model reduction via discrete projection
In the discrete projection approach, the FOM ODE system (4) (the PDE system discretized in space) is projected onto a discrete reduced test basis in a discrete inner product. Suppose this discrete inner product is the following weighted L 2 inner product:
where P 2 R NÂN is a symmetric positive-definite matrix. Let U M 2 R NÂM and W M 2 R NÂM denote the reduced trial and reduced test bases for (4), respectively. Assume these matrices have full column rank, and are orthonormal in the inner product (15) , so that W T M PU M ¼ I M , where I M denotes the M Â M identity matrix. The first step in constructing a ROM for (4) using discrete projection is to approximate the solution x N ðtÞ by (5) . Substituting (5) into (4), and projecting this system onto the reduced test basis, the following M Â M LTI system is obtained:
where
and where y QM is a reduced approximation of the output.
Continuous vs. discrete projection
In the majority of applications of reduced order modeling, the discrete projection approach is employed in constructing the ROM. This discrete approach has the advantage that boundary condition terms present in the discretized equation set are often (depending on the implementation) inherited by the ROM; that is, the ROM solution will satisfy the boundary conditions of the FOM. Certain properties of the numerical scheme used to solve the full equations may be inherited by the ROM as well. The discrete approach can be black-box, at least for linear systems of the form (4): it operates on the matrices A; B and C, so that access to the high-fidelity code that was used to generate these matrices or the governing PDEs is not required provided these matrices can be written out from the high-fidelity code. In contrast, the continuous projection approach is tied to the governing PDEs -the continuous problem (1) needs to be translated to the discrete setting, e.g., by interpolating the reduced basis modes and evaluating the continuous inner products in (13) using a numerical quadrature [6] . Although the continuous approach is inherently an embedded method, its similarity to spectral numerical approximation methods allows the use of analysis techniques employed by the spectral methods community [35, 7] .
Which of the two projection approaches described above (continuous vs. discrete projection) is preferred depends on the application and the type of model reduction approach sought (e.g., embedded vs. black-box). The discussion in the remainder of this paper is intended to aid the reader in selecting one of these approaches for his or her problem of interest.
Note that, regardless of which projection approach is used to build the ROM, the ROM dynamical system will have the form (16) , as (13) has this form when written as a matrix problem. The solution to the ROM is obtained by advancing (16) forward in time using a time-integration scheme. Since the system considered here is linear, the projection terms in (13) are not time-dependent. Hence, these terms can be pre-computed and stored in the offline stage of the model reduction -in particular, they need not be re-computed at each time step of the online time-integration stage of the ROM.
Stability definitions
As stated in Section 1, one of the objectives of this paper is to present and establish connections between some model reduction techniques that have an a priori stability guarantee. Before beginning this discussion, some general definitions of stability that will be used in subsequent analysis are reviewed.
Energy-stability
The concept of energy-stability originated in the literature involving the numerical analysis of spectral and finite difference discretizations to time-dependent PDEs [45, 8, 12] . It has also appeared in the Galerkin finite element method literature, e.g., [4, 2] , where the energy-method was employed to derive stable Galerkin methods for hyperbolic conservation laws. It is well-known that physical systems admit a certain energy structure. The basic idea behind building energy-stable ROMs is that a ROM constructed for such systems should preserve this energy structure. Among the authors who have explored the concept of energy-stability in the context of model reduction are Rowley et al. [22] and Kwasniok [3] . In [22] , Rowley et al. introduced a family of ''energy-based'' inner products for the purpose of constructing stable Galerkin ROMs for fluid problems. In [3] , Kwasniok recognized the role of energy conservation in ROMs of nonlinear, incompressible fluid flow for atmospheric modeling applications, and proposed a Galerkin projection approach in which the ROM conserves turbulent kinetic energy or turbulent enstrophy.
The concept of energy-stability will be introduced in the context of a specific canonical model problem, then generalized. Consider, without loss of generality, the following scalar initial value problem, known as a Cauchy problem [19] :
Here, L denotes a linear differential operator with constant coefficients (e.g., (3), the linear operator in (1)), f 2 R n is the initial condition, and xðtÞ 2 R n is the system state at time t P 0. No boundary conditions are given in (18) , as the canonical Cauchy problem is posed on the whole real line [8] . This is equivalent to the problem being posed on a fixed domain with periodic boundary conditions. The operator L is said to be semi-bounded with respect to an inner product ðÁ; ÁÞ if it satisfies the following inequality for all sufficiently smooth functions w 2 L 2 :
ðw; L wÞ 6 aðw; wÞ;
where a 2 R. The following theorem (quoted from [19] ) states the conditions under which the Cauchy problem (18) is well-posed. at jjx N ð0Þjj: ð22Þ
The result (22) says that the energy of the numerical solution to (20) is bounded in a way that is consistent with the behavior of the energy of the exact solution to the original differential Eq. (18), i.e., the numerical solution is energy-stable. This definition can be extended to a ROM LTI system of the form (16 
is the system energy of the ROM numerical solution x M to (16) , and jj Á jj is a norm equivalent to the L 2 norm.
In general, a ROM LTI system (16) is not guaranteed to satisfy Definition 3.1.2 even if the PDE system (1) is well-posed and the full order LTI system arising from the discretization of these PDEs in space (4) is stable. However, it is often possible to ensure (23) holds for the ROM LTI system through a careful selection of the reduced trial and test bases U M and W M and/or the inner product in which the projection step of the model reduction is performed (Sections 4 and 5).
Lyapunov, asymptotic and exponential stability
The concept of energy-stability can be related to classical notions of stability, namely Lyapunov stability, asymptotic stability and exponential stability. Consider an autonomous nonlinear dynamical system:
where f 2 R n is a given function, subject to some initial condition xð0Þ ¼ x 0 . Let x e be an equilibrium point of the system (25), meaning fðx e Þ ¼ 0 for all t P 0. Definition 3.2.1 (Lyapunov, asymptotic and exponential stability [14] ). The equilibrium point x e of (25) is said to be: (a) Lyapunov stable if 8 > 0 there exists a dðÞ > 0 such that if jjxð0Þ À x e jj < d, then jjxðtÞ À x e jj < 8t P 0. In other words, if an equilibrium point of (25) is Lyapunov stable, solutions within a distance d > 0 from it will remain a distance > 0 from it for all time; if it is asymptotically stable, solutions within this distance will eventually converge to the equilibrium; if it is exponentially stable, the solutions will not only converge, but at an exponential rate. In general, exponential stability implies asymptotic stability, and asymptotic stability implies Lyapunov stability.
The following theorem, known as the Lyapunov stability theorem [14] , can be used to characterize the stability of an equilibrium point x e for (25). (25) . If there exists an r > 0 such that V is positive definite and _ V is negative semi-definite for all x 2 B r , then x e is Lyapunov stable.
The function V defined in Theorem 3.2.2 above is known as the Lyapunov function for the system (25) . Observe that the numerical energy E N defined in (21) (4) is energy-stable with a ¼ 0 (Definition 3.1.2), then the ROM is Lyapunov stable. In Section 5, it is shown how Theorem 3.2.2 can be used to define a stability-preserving inner product for building stable ROMs for (4) .
The stability concepts introduced above simplify for the specific case of LTI systems of the form (4). It is straightforward to verify that for linear systems, asymptotic and exponential stability are equivalent. Moreover, the following result holds.
Theorem 3.2.3 (Asymptotic Stability Theorem for LTI Systems [14] ). An LTI system (4) is asymptotically (and exponentially) stable if and only if all the eigenvalues of A have strictly negative real parts.
Theorem 3.2.3 is commonly used to check numerically (a posteriori) the stability of an LTI system (4) or a ROM (16) constructed for an LTI system (Section 5.2).
Time-stability
Another form of stability is what is referred to herein as ''time-stability''. Essentially, a system that is time-stable is one whose solution will not ''blow up'' (i.e., produce an unbounded output) given a finite input and/or non-zero initial condition. For a general nonlinear system, exponential stability implies time-stability, but time-stability is a stronger notion than asymptotic stability [51] . Since exponential and asymptotic stability are equivalent for LTI systems, asymptotic stability does imply time-stability in this special case.
The concept of time-stability can also be defined in terms of the system energy. 
It is straightforward to demonstrate that a time-stable scheme is also energy-stable. Suppose an LTI ROM (16) is timestable, so the ROM solution satisfies the energy estimate (26) . Applying Gronwall's lemma ((84) in Appendix A.1) to this inequality, E N ðtÞ 6 E N ð0Þ. Thus, (23) holds with a ¼ 0.
In general, the converse of the above statement does not hold: energy-stability does not necessarily imply time-stability. This is to be expected. The practical implication of a ROM possessing the energy-stability property is that its numerical solution is bounded in a way that is consistent with the behavior of the exact solutions of the governing Eq. (1). It is possible, in general, that unstable, physical solutions to the governing PDEs exist, i.e., solutions that are unbounded as t ! 1. In this case, the energy-stable ROM may also possess unstable solutions that correspond to those unstable solutions of the governing continuous equations [1] .
Stable model reduction for LTI systems via continuous projection
In this section, an approach for building energy-stable ROMs via continuous Galerkin projection is developed for linear PDE systems of the form:
posed in an open bounded domain X. In (27), q 0 2 R n denotes a vector of unknowns, f 2 R n is a source term, A i ; K ij and G are n Â n matrices, where 1 6 i; j 6 d, with d denoting the number of spatial dimensions, and n 2 N. The matrices A i ; K ij and G could be a function of space, but they are assumed to be steady (not a function of time t). They are also assumed to be independent of the solution q 0 , so that (27) is linear. The so-called Einstein notation (implied summation on repeated indices) has been employed in (27) and subsequent expressions. Most linearized conservation laws, as well as many PDEs of physical interest, can be written in the form (27) . For conservation laws, a system of the form (27) is obtained by writing the solution qðx; tÞ to the underlying nonlinear conservation law as a steady mean plus an unsteady fluctuation, qðx; tÞ ¼ qðxÞ þ q 0 ðx; tÞ ð28Þ
and linearizing the full set of PDEs around the steady mean q to yield a system of the form (27) for q 0 ðx; tÞ. In this case, the matrices A i , K ij and G appearing in (27) are functions of q and its gradients. If K ij ¼ 0 8i; j, (27) is known as a hyperbolic system [13] . An example of a system of this form is the linearized compressible Euler system. A method for constructing energystable ROMs specifically for the compressible Euler system using continuous Galerkin projection was presented in [6, 7] , and is extended to generic systems of the form (27) herein. Otherwise, if K ij -0, (27) is known as an incompletely parabolic system [13] . A canonical example of such a system is the linearized compressible Navier-Stokes system.
Before presenting an approach for building stable ROMs for (27) using continuous Galerkin projection, some discussion of the assumptions required for these stability results is in order.
The first assumption warranting some discussion is smoothness. In general, the analysis below assumes that the solution to (27) is in the Sobolev space of first order, H 1 ðXÞ and that the matrices A i and K ij are once and twice differentiable with respect to the spatial variable, respectively. Note that in order to obtain (27) from a nonlinear conservation law through a linearization around a steady base state (28) , it is required that the base flow linearized around is differentiable.
To complete the problem definition, it is necessary to specify some boundary conditions for the system (27) . A detailed discussion of well-posed boundary conditions for hyperbolic and incompletely parabolic systems of the form (27) is given in [8] . The key result shown therein is that it is always possible to find a set of boundary conditions such that the problem (27) is well-posed even in the hyperbolic limit, that is, as K ij ! 0 (Theorem 3.3 in [8] ). Moreover, the number of Dirichlet boundary conditions required for well-posedness depends on the signs of the eigenvalues of the matrix
on a boundary @X having an outward-facing unit normal n. Most often, boundary conditions are formulated in the so-called characteristic variables [7, 8] , given by:
where S n is the matrix that diagonalizes A n :
with K n denoting the diagonal matrix containing the eigenvalues of A n . 3 The subsequent stability proofs for ROMs constructed using continuous Galerkin projection for systems of the form (27) will assume the specific scenario in which the A n has eigenvalues that are all the same sign on the boundaries of @X. More specifically, it will be assumed that @X can be partitioned as @X ¼ @X I [ @X O , where @X I \ @X O ¼ ; and A n is negative definite on @X I and positive definite on @X O , so that well-posed boundary conditions are all-Dirichlet boundary conditions on @X I and no boundary conditions on @X O [8] . This scenario, and the boundary conditions it leads to, arise in many physically-relevant problems, e.g., fluid problems with a supersonic inflow and supersonic outflow [7] , and enables a clean, generic stability analysis of the ROM including boundary condition terms.
It will also be assumed (again, to enable a clean, generic stability analysis of the ROM) that the all-Dirichlet boundary condition on @X I is steady (not a function of time), i.e., qðx; tÞ ¼ gðxÞ;
where gðxÞ is a function of boundary data. It is straightforward to see that if the base flow qðxÞ is selected such that it satisfies the boundary condition (32), the relevant boundary conditions on the fluctuation q 0 ðx; tÞ are of the homogeneous Dirichlet type:
It is equally straightforward to show that if the snapshots for q 0 ðx; tÞ satisfy the boundary condition (33), the POD modes obtained from these snapshots will satisfy this boundary condition as well.
Lastly, in the case K ij -0 (e.g., a viscous flow problem), it will be assumed that the viscous boundary conditions imposed are well-posed, i.e., they satisfy the well-known well-posedness conditions derived in [8] .
A stability analysis for boundary conditions arising from a scenario in which A n does not have strictly positive or negative eigenvalues (e.g., subsonic inflow, subsonic outflow in a fluid context) and/or the boundary conditions are time-dependent is often possible, but requires a case-by-case examination of the boundary terms that arise in the proofs of Theorem 4.1.1 and Corollary 4.2.1. This study was one undertaken in earlier work by the authors for the specific case of linearized inviscid compressible flow in some earlier work [7, 6] . The boundary conditions can be implemented in a ROM constructed via continuous Galerkin projection using either a weak formulation or the penalty method. For completeness, these approaches are detailed in Appendix A.4.
A stabilizing transformation
Suppose there exists a transformation
0 Þ, and such that in the new variables v 0 , the system (27) has the form
where:
The matrices A S i are symmetric for all 1 6 i 6 d. 3 It can be shown that An is diagonalizable for hyperbolic and incompletely parabolic systems [8] .
Property 2: The matrices K S ij are symmetric for all 1 6 i; j 6 d. Property 3: The augmented viscosity matrix:
is positive semi-definite. 
where b S is an upper bound on the eigenvalues of the matrix
Moreover, this energy-stability result holds for any choice of reduced basis.
Proof. To prove energy-stability of a ROM constructed for (35) , it is necessary to bound the energy of the ROM solution to (35) with f S ¼ 0:
Each of the terms in (39) will be bounded separately. First,
In (40), the property that each of the matrices A S i is symmetric has been employed (Property 1). Substituting the homogeneous all-Dirichlet boundary condition on @X I into the first integral in (40) , and employing the fact that A S n is symmetric positive definite on @X O , the following bound is obtained:
Next, note that:
Then,
Again, each of the two terms in (43) will be bounded separately.
provided the matrix (36) is positive semi-definite (Property 3). Now for the second term in (43):
In (45), the property that the K S ij matrices and therefore their derivatives are symmetric has been employed (Property 2). Finally, (41) and (43) are substituted into (39) . As shown in [8] , the viscous boundary integral terms on @X I will be negative provided the viscous boundary conditions are well-posed. The following bound is obtained:
where B S is given by (38) . Applying Gronwall's inequality ((84) in Appendix A.1) to (46) , it is found that:
where b S is an upper bound on the eigenvalues of the matrix B S (38) . h
The proof of Theorem 4.1.1 is one of the new contributions of this article. Note that, if G ¼ 0 in (27) and the A i and K ij matrices are spatially-constant, it follows that b S ¼ 0 in (47) . In this case, if the ROM for (27) is constructed in the variables v, the ROM will be time-stable as well as stable in the sense of Lyapunov, in addition to being energy-stable. For linearized conservation laws (e.g., the linearized shallow water equations, the linearized compressible Euler equations, the linearized compressible Navier-Stokes equations), the property that G ¼ 0 and the A i and K ij are spatially-constant will in general hold if the base flow is spatially uniform.
Stability-preserving ''symmetry inner product'' and Petrov-Galerkin connection
A key property of systems of the form (27) is that they are symmetrizable [8, 6, 7] ; that is, it is possible to derive a symmetric positive-definite matrix H such that: 
is positive semi-definite.
Since H is symmetric positive-definite, the following defines a valid inner product:
Following the terminology introduced in [6, 7] , the inner product (49) will be referred to as the ''symmetry inner product''. It is straightforward to see that the following corollary to Theorem 4.1.1 holds.
For a general system of PDEs, e.g., the linearized Euler equations (Example 3 in Section 4.3), the norm induced by the symmetry inner product (49) is not a recognizable ''energy'' quantity, but still satisfies the requisite mathematical properties for an energy analysis. For some PDEs, there is a clear connection between the energy inner product and a physical energy quantity associated with those equations, e.g., the L 2 inner product for the incompressible Navier-Stokes equations, which is identical to the kinetic energy of the solution, or the entropy inner product for the full nonlinear compressible Navier-Stokes equations, which represents the solution entropy [60] . 
Proof. Because of simple linear transformations, the proof is analogous to the proof of Theorem 4.1.1. h
Again, in the case that G ¼ 0 and the A i ; K ij and H matrices are spatially-constant (which will occur if the base flow is uniform, i.e., not a function of the spatial variable x), it will follow from Corollary 4.2.1 that a ROM constructed in the symmetry inner product (49) will be time-stable and stable in the sense of Lyapunov, in addition to being energy-stable.
It is interesting to observe that a Galerkin projection of the governing (27) (52) is equivalent to a Petrov-Galerkin projection of the Eq. (27) in the regular L 2 inner product
where the reduced test basis functions are given by w k ¼ H/ k , for all k ¼ 1; . . . ; M.
Examples of stability-preserving transformation and symmetry inner product for several physical systems
It is straightforward to derive the matrix H that defines the symmetry inner product (49) for many problems of physical interest. This matrix has been derived herein by the authors for several hyperbolic and incompletely parabolic systems (the wave equation, the linearized shallow water equations, the linearized compressible Euler equations, and the linearized compressible Navier-Stokes equations), and is given below.
Example 1. Wave Equation
Consider the one-dimensional (1D) wave equation:
where a 2 R denotes the wave speed, and € u (54) is a canonical PDE of the hyperbolic type. This equation can be written as a first order system
Remark that if
the matrix HA is symmetric [31] .
Example 2. Linearized Shallow Water Equations
Consider the linearized form of the shallow water equations: 
where / denotes the local height of the fluid above the equilibrium depth, and u; v, and w are the components of the fluid velocity vector [31] . The matrix G in (58) is given by
Each of the convective flux matrices (59) can be symmetrized by the matrix 
Here, c ¼ C P =C V is the ratio of specific heats. The matrix G in (58) has the form
The reader may verify that if the linearized compressible Euler system (58) 
where a is a real, non-zero parameter to yield the system, the convective flux matrices HA i are all symmetric [6, 7] .
Example 4. Linearized Compressible Navier-Stokes Equations
Consider the 3D linearized compressible Navier-Stokes equations. These equations are appropriate when a compressible fluid system can be described by viscous, small-amplitude perturbations about a steady-state base flow. As with the linearized shallow water equations and linearized compressible Euler equations, to derive these equations from the full (non-linear) compressible Navier-Stokes equations, the fluid vector qðx; tÞ is written as the sum of a steady mean plus an unsteady fluctuation (28) , and a linearization around the steady mean is performed. If the viscous work terms are neglected from the equations 4 (appropriate, for example, in a low Mach number regime), the result is a linear incompletely parabolic system of the form (27) . If the fluid vector is given by q T ¼ u; v; w; T; q ð Þ , where T and q denote the fluid temperature and density respectively, the convective and viscous flux matrices that appear in (27) are given by the expressions found in [8] , and are repeated in Appendix A.5 to keep this article self-contained. The reader can verify that if the system (27) is pre-multiplied by the symmetric positive definite matrix given by 
Numerical experiments
The stability-preserving model reduction approach based on continuous projection described in Sections 4.1 and 4.2 is now evaluated numerically on a test case involving a 2D inviscid acoustic pressure pulse in a 2D prismatic domain. The governing equations are the equations of linearized compressible flow, given in Section 4.3 (Example 3) above. Prior to showing these results, a stability-preserving discrete implementation of the projection step of the model reduction is outlined.
Stability-preserving discrete implementation
The stability analysis of Sections 4.1 and 4.2 has assumed that the integrals resulting from the projection of the governing equations onto the reduced basis modes are evaluated exactly in continuous form. This continuous result can be translated to the discrete setting through the use of high-precision numerical quadrature as follows. First, the snapshots and the POD basis modes are cast as a collection of continuous finite elements. It is then possible to construct a numerical quadrature operator that computes exactly (with respect to the finite element representation) all continuous inner products arising from the continuous Galerkin projection of the equations onto the POD modes. Suppose the domain X is broken up into n el finite elements X e such that [ n el e¼1 X e ¼ X. Suppose each of these elements have nn nodes. Then, the finite element representation of the vector q 0 in (27) 
Suppose, without loss of generality, that the finite element shape functions are chosen to be bilinear, so nn ¼ 4. The discrete representations of the vectors q ð1Þ and q ð2Þ are denoted by q hð1Þ and q hð2Þ , respectively. The length of these vectors is equal to the number of mesh nodes N times the dimension of the vector, r. Let H h e be the r Â r element inner product matrix, taken to be piecewise constant over each element. Then, the formula for numerical integration of (67) 
Here, the outer sum is over the elements connected to the k À l nodal ''edge''; the x j e are the integration weights and the x j e are the integration points. A parallel C++ code that reads in the snapshot data written by a high-fidelity code, assembles the necessary finite element representation of the snapshots and computes the numerical quadrature necessary for evaluation of the inner products has been written by the authors. The code, known as Spirit, performs all the calculations in parallel using distributed matrix and vector data structures and parallel eigensolvers from the Trilinos project [46] , and uses the libmesh finite element library [47] to compute element quadratures. The parallelism in Spirit allows for large data sets and a relatively large number of POD modes. The libmesh finite element library [47] was used to compute element quadratures. The online time-integration of the ROM system (4) (with the ROM coefficient matrix computed within Spirit and written to disk) is then performed using a fourth-order Runge-Kutta scheme in MATLAB. For more information on the Spirit code, the reader is referred to [55, 54] .
2D inviscid acoustic pulse example
For the sake of brevity, the proposed model reduction approach is evaluated on only one of the physics sets given in Section 4.3. The test case considered is that of a 2D inviscid acoustic pressure pulse in the following 2D prismatic domain: 
In terms of the mean values, the amplitude of the initial pressure pulse (70) is 0:001 q c 2 . For the problem considered, the high-fidelity fluid simulation data were generated using a Sandia in-house finite volume flow solver known as SIGMA CFD. This code is derived from LESLIE3D [48] , a Large Eddy Simulations (LES) flow solver originally developed in the Computational Combustion Laboratory at the Georgia Institute of Technology. For a detailed description of the schemes and models implemented within LESLIE3D, the reader is referred to [40, 50] .
As both the high-fidelity code as well as the ROM code are 3D codes, a 2D mesh of the domain X is converted to a 3D mesh by extruding the 2D mesh in the z-direction by one element. The computational grid for this test case is composed of 3362 nodes, cast into 9600 tetrahedral finite elements within the ROM code. A no-penetration (slip wall) boundary condition is imposed on the four sides of the domain in the x and y plane:
where C np ¼ fðx; zÞ 2 X : y ¼ 1; À1g [ fðy; zÞ 2 X : x ¼ 1; À1g, and n np denotes the unit normal vector to C np . To ensure the solution has no dynamics in the z-direction, the following values of the z-velocity component are specified: 
where C s ¼ fðx; yÞ 2 X : z ¼ constg and n s is the unit normal vector to C s . The high-fidelity computational fluid dynamics (CFD) simulation from which the ROM is generated is performed until time T ¼ 0:01 s. During this simulation, the initial pressure pulse (70) reflected from the walls of the domain a number of times. Snapshots from this simulation were saved every 5 Â 10 À5 s, to yield a total of 200 snapshots. These snapshots were used to construct 20 mode POD bases. Two different procedures were used to generate a fluid ROM for this problem: the POD/Galerkin method with the symmetry inner product (49) with H given by (64), and the POD/Galerkin method with the classical L 2 inner product. The size of the POD basis was determined using an energy criterion (8) (see Section 2.1): M was selected such that the modes capture 99.9% of the snapshot energy. Since the base flow for this example is uniform, G ¼ 0 and A i and K ij are spatially-constant in (27) , meaning an energy-stable ROM is expected to be time-stable and stable in the sense of Lyapunov. Fig. 1(a) ) for the time interval considered. In contrast, agreement between the L 2 ROM and the full simulation is reasonable only until approximately t ¼ 0:005 s ( Fig. 1(b) ). The oscillations in the L 2 ROM modal amplitudes observed for t > 0:008 s suggest the presence of an instability in the L 2 ROM. If the modal amplitudes x M;i ðtÞ are plotted up to a longer time horizon (Fig. 2) , the instability in the L 2 ROM is apparent. (Fig. 3) . At the later time, 7:95 Â 10 À3 s, there is a good qualitative agreement between the high-fidelity solution and the symmetry ROM solution (Fig. 4(a) and (b) ). The same cannot be said of the L 2 ROM solution, however. It is apparent from Fig. 4(c 
Stable model reduction for LTI systems via discrete projection
In Section 4, a method for constructing energy-stable ROMs via continuous projection of a linear system of PDEs was presented. The discussion in Section 4 motivates the following question: can the energy inner product be determined in a blackbox fashion for any given full order model system? It is shown in the present section that there is a discrete counterpart of the symmetry inner product, first derived by Rowley et al. [23] and termed the ''Lyapunov inner product'' herein. Although the Lyapunov inner product has appeared in several publications [23, 1, 29] , to the authors' knowledge, a numerical study of the properties and performance of POD ROMs constructed in the Lyapunov inner product is lacking from the literature at the present time, and one of the contributions of this work.
Stability-preserving Lyapunov inner product and Petrov-Galerkin connection
Suppose the LTI system (4) is stable in the sense of Lyapunov, i.e., all eigenvalues of the matrix A have non-positive real parts (Corollary 3.4.2). Since A is stable, there exists a Lyapunov function for _ x N ðtÞ ¼ Ax N ðtÞ: ð74Þ
In particular,
is a Lyapunov function for (74), where P is the solution of the following Lyapunov equation:
Here, Q is some positive-definite matrix [14] . A positive definite solution P to (76) exists provided A is stable. Moreover, if Q is symmetric, P is symmetric as well. Given A and Q , a solution to the Lyapunov Eq. (76) can be obtained, for instance, using the lyap function in the MATLAB control toolbox [41] :
Assume the system (74) is stable and a positive-definite symmetric P has been computed from (76). Since P is symmetric positive-definite, the following 
defines an inner product. Let U M be a reduced basis of size M, so that
where x M ðtÞ denotes the ROM solution. Theorem 5.1.1 (summarized here from Section 2.3 of [23] to keep this work self-contained) shows that (77) is the energy inner product for this system.
Gramians and the factorizations of these Gramians [28, 10] (see Appendix A.2). The computational cost of calculating the weighting matrix that defines the Lyapunov inner product relative to the computational cost of reducing a system using balanced truncation is studied numerically in Section 5.2. Note that it can be shown that the balanced truncation algorithm may be viewed as a projection algorithm in a special Lyapunov inner product [23] . A proof uncovering this connection is given in Appendix A.3.
As observed earlier for the symmetry inner product, it is clear from (79) that the Galerkin projection of the system (74) in the Lyapunov inner product (77) can be viewed as a Petrov-Galerkin projection of this system in the regular L 2 inner product, with the reduced test basis given by W M ¼ PU M , where U M is the reduced trial basis.
Numerical experiments
The stability-preserving model reduction approach based on discrete projection presented in Section 5.1 is now evaluated on a problem involving a model of an electrostatically actuated beam. For this example, the error in the ROM output relative to the full order model output, defined by
is computed and reported. Here the symbol K max denotes the integer such that T max ¼ K max dt snap , where T max is the maximum time until which the ROM is run. The notation j Á j in (81) denotes the absolute value, which evaluates to a scalar for the numerical example considered, as it has one output (Q ¼ 1).
Electrostatically actuated beam example
The numerical example considered is that of an electrostatically actuated beam. One application for this model is analysis of microelectromechanical systems (MEMS) devices, such as electromechanical radio frequency (RF) filters [42] . Given a simple enough shape, these devices can be modeled as 1D beams embedded in two or three dimensional space. It is assumed that the beam deflection is small, so that geometric nonlinearities can be neglected. The resulting linear PDEs are discretized using the finite element method following the approach presented in [43, 42] to yield a ROM LTI system of the form (4). The matrices A and B in (4) are downloaded from the Oberwolfach model reduction benchmark collection [44]. These global matrices are then disassembled into their local counterparts, and reassembled to yield a discretization of any desired size. In the full order model for which results are reported here, the FOM has N ¼ 10; 000 degrees of freedom. It is verified that the full order system is stable: the maximum real part of the eigenvalues of A is À0:0016.
To generate the snapshots from which POD bases are constructed, the full order model (4) is solved using a backward Euler time integration scheme with an initial condition of x N ð0Þ ¼ 0 and an input corresponding to a periodic on/off switching, i.e., u P ðtÞ ¼ 0:005 < t < 0:01; 0:015 < t < 0:02; 1; 0:03 < t < 0:035; 0; otherwise
A total of K max ¼ 1000 snapshots are collected, every dt snap ¼ 5 Â 10 À5 s, until time t ¼ 0:05 s. From these snapshots, 5, 10, 20 and 30 mode ROMs are constructed using POD in the L 2 inner product, and POD in the Lyapunov inner product. In solving the Lyapunov Eq. (76) for the Lyapunov inner product weighting matrix P, the matrix Q is taken to be the N Â N identity matrix. The system (4) is reduced also using balanced truncation. The first step is to study the stability of each ROM. Table 1 reports the maximum real part of the ROM system matrices A M for each M considered. It is found that the L 2 ROM is unstable for each M, and becomes more unstable with increasing M. In contrast, the balanced truncation and POD Lyapunov inner product ROMs are stable for all M considered, as expected. Next, the accuracy of each ROM is examined. Table 2 summarizes the errors (81) in the ROM solutions relative to the full order model solution for three runs of different lengths. An entry of '-' in the table indicates that the error overflowed due to an instability in the ROM.
The objective of the first run (K max ¼ 1000) is to study how well the POD ROMs can reproduce the snapshots from which they were constructed, and to compare these ROMs' performance with the performance of ROMs constructed using balanced truncation. The reader can observe that the POD ROM constructed in the Lyapunov inner product is the most accurate. The POD L 2 ROM is both unstable as well as inaccurate (Fig. 6(a) ).
The second two runs (K max ¼ 2000 and K max ¼ 5000) are aimed to study the predictive capabilities of the ROMs for longtime simulations. The full order model is run until times 0.1 and 2.5 s respectively. As before, only snapshots up to time t ¼ 0:05 s are used to construct the POD bases for the ROMs. In addition to the signal (82), the following inputs are applied in both the full order model and the ROM: u P ðtÞ ¼ 0:055 < t < 0:06; 0:065 < t < 0:07; 0:08 < t < 0:085; 0:105 < t < 0:11; 0:115 < t < 0:12; 0:13 < t < 0:135; 0:205 < t < 0:21; 0:215 < t < 0:22; 1; 0:23 < t < 0:235; 0; otherwise:
The reader may observe by examining Table 2 and Fig. 6 that the balanced truncation ROMs are in general the most accurate. The POD ROMs constructed in the Lyapunov inner product nonetheless produce reasonable results (Fig. 6 ) and appear to be converging to the full order model solution with M-refinement ( Table 2 ). The POD L 2 ROM result is not shown in Lastly, the level of computational resources required for computing the Lyapunov inner product and the level of computational resources required for performing model reduction via balanced truncation [28, 10] are compared. Table 3 gives the CPU times for the sum of the following operations in the balanced truncation [28, 10] algorithm as a function of N, the problem size: calculation of the observability Gramian, calculation of the controllability Gramian, and calculation of the balancing transformation (Appendix A.2). All computations are performed in serial using MATLAB's linear algebra capabilities and MATLAB's control toolbox [41] , on a Linux workstation with 6 Intel Xeon 2.93 GHz CPUs. Both methods exhibit OðN 3 Þ scaling.
Although the Lyapunov inner product computation is costly, as it requires the solution of a Lyapunov equation, it completes in 2-3 times less CPU time than the balanced truncation algorithm. This is because balanced truncation requires the solution of two Lyapunov equations for the observability and reachability Gramians, as well as the Cholesky and eigenvalue factorizations of these Gramians. 
Summary and conclusions
The energy-stability preserving model reduction approach developed specifically for the equations of linearized compressible inviscid flow in [6, 7] is generalized: for ROMs constructed using the continuous projection approach, it is shown that a transformation of a generic PDE system of the hyperbolic or incompletely parabolic type leads to a stable formulation of the Galerkin ROM for this system. It is then shown that, for many linear PDE systems, the said transformation is induced by a special inner product, referred to as the ''symmetry inner product''. If the Galerkin projection step of the model reduction procedure is performed in this inner product, the resulting ROM is guaranteed to satisfy certain stability bounds regardless of the reduced basis employed. It is demonstrated that a discrete counterpart of the symmetry inner product is the weighted L inner product, referred to as the ''Lyapunov inner product'', is re-derived herein, and it is shown using the energy method that this inner product gives rise to stable ROMs constructed via discrete projection. The performance of POD ROMs constructed using the symmetry and Lyapunov inner products are assessed on several numerical examples for which POD ROMs constructed in the L 2 inner product manifest instabilities.
The key properties of the symmetry inner product and Lyapunov inner product are summarized in Table 4 . Both inner products are weighted L 2 inner products and have the same origin: they are induced by the Lyapunov function for the governing system of equations. The symmetry inner product is a continuous inner product derived for a specific PDE system of the form (27) . Projection in this inner product requires access to the governing PDEs, which gives rise to a projection algorithm that is embedded. The Lyapunov inner product is discrete, on the other hand, and operates on an LTI system of the form (4) arising from the discretization of a PDE of the form (1) in space using some numerical scheme, e.g., the finite element method. Projection in the Lyapunov inner product is therefore a black-box algorithm, as only the A, B and C matrices in (4) are needed; in particular, access to the governing equations is not required. The symmetric positive definite matrix that defines the Lyapunov inner product can also be computed numerically in a black-box fashion by solving a Lyapunov equation. The existence of a solution to this Lyapunov equation is certain only if the full order system (4) is stable; hence the Lyapunov inner product is not defined for unstable systems. In contrast, the symmetry inner product is defined for unstable systems. In this case, a ROM constructed in this inner product will be energy-stable, by construction. However, it will not be time-stable, i.e., it may produce (physical) solutions that are unbounded as t ! 1. The discussion above may lead the reader to prefer the Lyapunov inner product to the symmetry inner product, as the former inner product can be computed in a black-box fashion for any stable linear system, and can be used to build a ROM for this system without accessing the PDEs. One of the biggest drawbacks of the Lyapunov inner product projection approach involves its large computational cost. To solve numerically the Lyapunov equation that defines this inner product, OðN 3 Þ operations are required. Moreover, since the matrix that defines the Lyapunov inner product is typically dense (in contrast to the matrix defining the symmetry inner product, which is sparse), at least OðN 2 Þ storage is required [11] . As a result, creating ROMs using the Lyapunov inner product may not be practical for systems of very large size. The Lyapunov inner product may nonetheless be preferable to balanced truncation, which requires the solution of two Lyapunov equations, and the storage of two Gramians, in addition to Cholesky and eigenvalue factorization of these Gramians. For large-scale unsteady problems, the symmetry inner product combined with the continuous projection approach is recommended by the authors, despite its more involved implementation. It is worthwhile to note that there exist in the literature many efficient, low storage algorithms to compute approximate solutions to large-scale Lyapunov equations, like the equation defining the Lyapunov inner product, e.g., the work of Li [56, 57] , Benner [58] and Simoncini [59] . These approximate Lyapunov solvers can be used to perform approximate balanced truncation model reduction, and can, in a similar fashion, be used to compute an approximation of the Lyapunov inner product. With these approximate methods, however, the theoretical a priori stability guarantee shown herein for ROMs constructed in the Lyapunov inner product is lost, in general. Likely, ROMs constructed in approximate Lyapunov inner products will in practice have better numerical stability properties than ROMs constructed in the L 2 inner product. A numerical study of the performance of such ROMs is a worthwhile future research endeavor that may be the subject of future work. It is beyond the scope of the present article, which focuses on inner products that give rise to Galerkin formulations with an a priori stability guarantee.
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A.2. Balanced truncation algorithm for model reduction
The balanced truncation algorithm, first introduced by Moore [28] , assumes a semi-discrete full order model of the form (4). The linear system (4) is first transformed into a balanced form that isolates observable and reachable (or controllable) modes. This is achieved by simultaneously diagonalizing the reachability (or controllability) and observability Gramians. The reachability (or controllability) Gramian (Chapter 30 of [16] 
is the unique symmetric (at least) positive semi-definite solution of the Lyapunov equation
The observability Gramian (Chapter 30 of [16] )
It will be assumed herein that the matrix A defining the full order system (4) is stable, i.e., it has no eigenvalues with a positive real part. It will also be assumed ðA; CÞ is observable and ðA; BÞ is reachable (controllable). If this is true, the Lyapunov equations (86) and (88) will have positive definite solutions P and Q respectively (Chapter 6 of [17] ). For a discussion of balanced truncation applied to unstable systems, the reader is referred to [21] .
The balanced truncation algorithm is summarized below for the specific case of real system matrices 6 A; B and C. First, the reachability Gramian P is obtained by solving the Lyapunov equation (86). Next, the observability Gramian Q is obtained by solving the Lyapunov equation (88). The Cholesky factorization of P is computed, matrix R in (91) are known as the Hankel singular values of the system (4). Assuming a ROM of size M has been constructed using balanced truncation, the following error bound on the output can be shown [30] :
jjy QN ðtÞ À y QM ðtÞjj 2 6 2 X N i¼Mþ1 r i jju P ðtÞjj 2 :
Generally, balanced truncation is viewed as the ''gold standard'' in model reduction. Although it is not optimal in the sense that there may be other ROMs with smaller error norms, the approach has a priori error bounds that are close to the lowest bounds achievable by any reduced order model [22] . Unfortunately, balanced truncation becomes computationally intractable for systems of very large dimension (e.g., of size N P 10; 000), and hence is not practical for many systems of physical interest [23] . This is due to the high computational cost of solving the Lyapunov equations (86) and (88) for the reachability and observability Gramians (OðN 3 Þ operations). The storage requirements of balanced truncation can be prohibitive as well. Even efficient iterative schemes developed for large sparse Lyapunov equations compute the solution to (86) and (88) in dense form, and hence require OðN 2 Þ storage [11] . Unlike POD, balanced truncation delivers ROMs that preserve stability of a stable system (4) [28] , however. Note that there exist methods for performing model reduction via an approximate balanced truncation, namely balanced POD [22] , as well as low-storage solvers for calculating efficiently approximate solutions of large-scale Lyapunov equations like those arising in balanced truncation [56] [57] [58] [59] . Unlike balanced truncation, these algorithms, by construction, can be applied to large-scale problems. Although these methods have been found to exhibit better numerical stability properties than the POD/ Galerkin method to model reduction, they lack in general the provable a priori stability guarantee of balanced truncation.
A.3. Lyapunov inner product associated with balanced truncation
In comparing the steps of the balanced truncation algorithm with the discussion in Section 5.1, the reader may observe some similarities. In particular, both algorithms require the solution of a Lyapunov equation for a Gramian used to transform and reduce the system. Here, this connection is investigated further. In particular, it is shown that the balanced truncation algorithm (Appendix A.2) may be viewed as a projection algorithm in a special Lyapunov inner product.
Suppose the stable LTI system (4) has been reduced using the balanced truncation model reduction algorithm summarized in Appendix A.2. In order to uncover the inner product associated with balanced truncation, several transformations are required.
The first step is to substitute (91) 
Remark that (97) and (98) satisfy the following identity:
A property of balanced truncation is that it preserves stability when applied to stable systems [10] (Appendix A.2). This result can be proven using the energy method. The proof is analogous to the proof of Theorem 5.1.1.
A.4. Weak and penalty method implementations of ROM boundary conditions
Consider a linear PDE system of the form (35) in an open bounded domain X with boundary @X. Assume, without loss of generality, that a transient, Dirichlet boundary condition is imposed on @X: v 0 ðx; tÞ ¼ gðx; tÞ; on @X;
for some given, smooth function of boundary data gðx; tÞ. Detailed below are two ways to enforce the boundary condition (106) in a ROM constructed via continuous Galerkin projection.
It is often possible to prove stability of a ROM constructed using continuous Galerkin projection with boundary conditions implemented using the weak or penalty methods. For an example of how to do this in the context of the linearized compressible Euler equations with non-reflecting far-field and acoustically-reflecting solid wall boundary conditions, the reader is referred to [7] . 
The parameters appearing in the viscous stress matrices K ij are: the Lamé viscosity coefficients k and l, the thermal diffusivity j, the Prandtl number Pr, and the Reynolds number Re.
