We present quantum algorithms for solving two problems regarding stochastic processes. The first algorithm prepares the thermal Gibbs state of a quantum system and runs in time almost linear in N β/Z and polynomial in log(1/ǫ), where N is the Hilbert space dimension, β is the inverse temperature, Z is the partition function, and ǫ is the desired precision of the output state. Our quantum algorithm exponentially improves the dependence on 1/ǫ and quadratically improves the dependence on β of known quantum algorithms for this problem. The second algorithm estimates the hitting time of a Markov chain. For a sparse stochastic matrix P , it runs in time almost linear in 1/(ǫ∆ 3/2 ), where ǫ is the absolute precision in the estimation and ∆ is a parameter determined by P , and whose inverse is an upper bound of the hitting time. Our quantum algorithm quadratically improves the dependence on 1/ǫ and 1/∆ of the analog classical algorithm for hitting-time estimation. Both algorithms use tools recently developed in the context of Hamiltonian simulation, spectral gap amplification, and solving linear systems of equations.
I. INTRODUCTION
Two important problems in statistical mechanics and stochastic processes are sampling from the thermal or Gibbs distribution of a physical system at a certain temperature and the estimation of hitting times of classical Markov chains. The first such problem has a wide range of applications as it allows us to compute quantities like the partition function, energy, or entropy of the system, and understand its physical properties in thermal equilibrium [1] . This problem has also applications in many other scientific areas including optimization [2] . Hitting times are also paramount in the study of classical random processes and they allow for a characterization of Markov chains [3] . Roughly, a hitting time is the time required by a diffusive random walk to reach a particular configuration with high probability. Besides their use in physics, hitting times are also important in solving search problems where the goal is to find a marked configuration of the Markov chain [4] .
In a classical setting, these two problems are commonly solved using Monte-Carlo techniques [5] . Each step in a Monte-Carlo simulation corresponds to applying a particular probability rule that determines a Markov chain and an associated stochastic matrix. In the case of sampling from Gibbs distributions, for example, the fixed point of the Markov chain (i.e., the eigenvector of the stochastic matrix with eigenvalue 1) corresponds to the desired distribution. Such a distribution can then be prepared by repeated applications of the probability rule. To sample from probability distributions associated with thermal Gibbs states of quantum systems, quantum MonteCarlo techniques may be used [6] . The running time of a Monte-Carlo simulation is typically dominated by the number of times the probability rule is applied to prepare the desired distribution with some given precision. This running time depends on properties of the Markov chain such as the spectral gap of the stochastic matrix [3] .
In recent years, there has been significant interest in the development of quantum algorithms for simulating stochastic processes. Quantum algorithms for thermal Gibbs state preparation were developed in various works (c.f., [7] [8] [9] [10] [11] [12] ) and showed to provide polynomial quantum speedups in terms of various parameters, such as the spectral gap of the stochastic matrix or the dimension of the Hilbert space. The notion of quantum hitting time was also introduced in numerous works (c.f., [13] [14] [15] [16] [17] ). Often, quantum hitting times of quantum walks on different graphs are significantly (e.g., polynomially) smaller than their classical counterparts. There are also various quantum algorithms to accelerate classical MonteCarlo methods for estimating different quantities, such as expected values or partition functions (c.f., [18, 19] ). Our results advance these areas further by providing new quantum algorithms with various improvements in the running time with respect to known classical and quantum algorithms for some of these problems.
In more detail, we present two quantum algorithms for preparing thermal Gibbs states of quantum systems and for estimating hitting times, respectively. The first algorithm runs in timeÕ( N β/Z), where N is the Hilbert space dimension, β is the inverse temperature, and Z is the partition function of the quantum system. Thẽ O notation hides polylogarithmic factors in these quantities and 1/ǫ, where ǫ is the desired precision of the output state. This is a quadratic improvement in β and an exponential improvement in 1/ǫ with respect to a related algorithm presented in [8, 9] . In fact, the main difference between our quantum algorithm and that of [8, 9] is in the implementation of the operator e −βH/2 , where H is the Hamiltonian of the system. Rather than using phase estimation, we use a technique introduced in [20] [21] [22] to decompose e −βH/2 as a linear combination of unitary operations and then apply results of spectral gap amplification in [23] to implement each such unitary. The same idea can be used to improve the running time of the algorithm presented in [10] . The second algorithm provides an estimate of t h , the hitting time of a reversible, irreducible, and aperiodic Markov chain. It runs in timẽ O(1/(ǫ∆ 3/2 )), where ǫ is the absolute precision in the estimation and ∆ is a parameter that satisfies 1/∆ ≥ t h . TheÕ notation hides factors that are polynomial in log(1/(ǫ∆)) and log(N ), where N is the dimension of the configuration space. In addition to the techniques used by the first algorithm, the second algorithm also uses recent methods for the quantum linear systems algorithm in [22] and methods to estimate quantities at the so-called quantum metrology limit described in [18] .
The paper is organized as follows. In Sec. II we describe the main techniques introduced in [18, [21] [22] [23] [24] that are also used by our algorithms. Then, the quantum algorithm for the preparation of thermal Gibbs states of quantum systems is described in Sec. III and the quantum algorithm for estimating hitting times of classical Markov chains is described in Sec. IV. We provide concluding remarks in Sec. V.
II. MAIN TECHNIQUES
Our algorithms are based on techniques developed in the context of spectral gap amplification [23] , Hamiltonian simulation [21, 24] , quantum metrology [18] , and solving linear systems of equations [22] . We first consider an arbitrary finite-dimensional quantum system modeled by a Hamiltonian H that satisfies
E j are the eigenenergies and |ψ j are the eigenstates, j = 0, 1, . . . N − 1, and N is the dimension of the Hilbert space. We assume that H describes a system of n qubits and N = 2 n [20, 25] . Furthermore, we assume that H can be decomposed as
where each h k ≥ 0 is a semidefinite positive Hermitian operator. In some cases, the assumption on h k can be satisfied after a simple rescaling of H depending on its specification. The results in [23] use the Hamiltoniañ
where a 1 refers to an ancillary qubit register of dimension O(log(K)). The important property is
for any |φ . Roughly,H can be thought of as the square root of H. Our algorithms will require evolving withH for arbitrary time:
Definition 1. LetW (t) := exp(−iHt) be the evolution operator ofH for time t, and ǫ > 0 a precision parameter. We define W as a quantum circuit that satisfies W (t) − W ≤ ǫ. The number of two-qubit gates to implement W (i.e., the gate complexity) is C W (t, ǫ).
When H is a physical Hamiltonian described by local operators,H may be efficiently obtained with some classical preprocessing. To obtain C W (t, ǫ) in some instances, we note that the results in [21, 24] provide an efficient method for simulating Hamiltonians of complexity polylogarithmic in 1/ǫ. In more detail, we could assume that we have a presentation of the Hamiltonian as
or
where the coefficients satisfy α k > 0. The operators Π k are projectors (i.e., (Π k ) 2 = Π k ) and U k are unitaries of eigenvalues ±1 in this case. Many qubit Hamiltonians can be represented in this way, where the U k correspond, for example, to Pauli operators. We note that Eq. (6) can be reduced to Eq. (5) by a simple rescaling in which Π k = (U k + 1l N )/2 and disregarding the factor proportional to the N ×N identity operator 1l N . In either case, we assume that there is a mechanism available to simulate Π k or U k ; that is, we assume access to a unitary
where a 2 is also an ancillary register of O(log(K)) qubits. The gate complexity of each U k is C U , which depends on the problem, and the gate complexity of the conditional U k operation is O(C U log(K)).
Once the Hamiltonian H has been reduced to the form of Eq. (5), we obtaiñ
To be able to use the results in [24] for simulatingH in this case, we note that
This provides a decomposition ofH as a linear combination ofK = O(K) unitary operationsŨ k ; that is,
andα k > 0. The unitaries in the right hand side of Eq. (9) can be implemented with O(log(K)) two-qubit gates using standard techniques. The algorithm in [24] assumes the ability to implement the unitarỹ
Since the unitariesŨ k are directly related to the U k ,Q can be simulated with O(1) uses of Q and additional two-qubit gates that do not contribute significantly to the final gate complexity. The query complexity of the method in [24] is determined by the number of uses ofQ to implement an approximation ofW (t). The gate complexity stated in [24] is the number of additional two-qubit gates required. Then, the results in [24] provide a Hamiltonian simulation method W to approximateW (t) for this case, within precision ǫ, of query complexity O (τ log(τ /ǫ)/ log log(τ /ǫ)) .
Here, τ = |t| kα k and thus τ = O(|t| k √ α k ). The additional gate complexity of W obtained in [24] for this case is O (Kτ log(τ /ǫ)/ log log(τ /ǫ)) .
These results also imply that the overall gate complexity of W is
.
We refer to [24] for more details. In general, our quantum algorithm to sample from Gibbs distributions provides an exponential improvement in terms of 1/ǫ, with respect to other known algorithms [8, 9, 11] , whenever C W (t, ǫ) is polylogarithmic in 1/ǫ. As discussed, this is the case for a large class of Hamiltonians such as those when the U k are presented as Pauli operators, so that C U = O(n).
For the quantum algorithm that computes an estimate of the hitting time of a Markov chain, we will assume that we have query access to the Hamiltonian H, and that H can be presented as in Eq. (5) . This assumes the existence of a procedure that outputs the matrix elements of H. Constructing a quantum circuit W that approximates the evolution withH in this case is technically involved and we leave that analysis for Appx. A. As in the previous case, we use the methods in [21, 24] to show that C W (t, ǫ) is almost linear in |t| and sublogarithmic in |t|/ǫ.
Another useful technique for our quantum algorithms, also used in [20, 22, 24, 26] , regards the implementation of linear combinations of unitary operations. More specifically, assume that X = L−1 l=0 γ l V l , where γ l > 0 and V l are unitary operations, and that there is a mechanism to implement V l . That is, we have access to the unitary
where a 3 is an ancillary register of O(log(L)) qubits. Lemma 6 of [22] implies that we can prepare a normalized version of the state X |φ with O(γ/ X |φ ) uses of R in addition to O(Lγ/ X |φ ) two-qubit gates, where
for some unitary V , and the gate complexity of V is C V , the gate complexity of R is O(LC V ). In this case, the overall gate complexity of the algorithm is O(LC V γ/ X |φ ). This result follows from Lemma 8 of [22] . The implication is that the overall gate complexity is dominated by the largest gate complexity of the unitaries in R times the number of amplitude amplification steps.
For completeness, the quantum algorithm to implement X is built upon O(γ/ X |φ ) amplitude amplification steps [27] . The operation for state preparation starts by preparing the ancillary state
where B is unitary. Applying B requires O(L) two-qubit gates and, in those cases where we can exploit the structure of the coefficients γ l , it can be done more efficiently. The state preparation step then applies R followed by B † . One can show that the final state of this step is
where |Θ ⊥ is supported in the subspace orthogonal to |0 a3 . Amplitude amplification allows us to amplify the probability of observing the state |0 a3 to a constant. This state corresponds to the desired outcome. The number of amplitude amplification steps is linear in the inverse of (X/γ) |φ .
The third useful technique regards amplitude estimation [18] . Let T be a unitary that implements
where A is an operator that satisfies A ≤ 1 and Φ ⊥ ≤ 1. Our goal is to obtain an estimate of φ| A |φ = φ| 0| T |φ |0 . The results in [18] imply that there exists a quantum algorithm that outputs an estimate of the expectation value of T within precision ǫ. For constant confidence level (c ≈ 0.81), the quantum algorithm uses T and other two-qubit gates O(1/ǫ) times. It also uses the unitary that prepares the initial state |φ , O(1/ǫ) times. Increasing the confidence level can be done with an additional overhead that is logarithmic in |1 − c|.
III. PREPARATION OF GIBBS STATES
The thermal Gibbs state of a quantum system H at inverse temperature β ≥ 0 is the density matrix
where Z = Tr[e −βH ] = j e −βEj is the partition function. Then, the probability of encountering the system in the quantum state |ψ j , after measurement, is p j = e −βEj /Z. Given a precision parameter ǫ > 0, a quantum algorithm to sample from the Gibbs distribution p j can be obtained from a unitaryV that satisfies
and
We use the label a for an ancillary qubit system that will be discarded at the end of the computation. The dimension of a depends on the algorithm. The requirement on the trace distance in Eq. (21) implies that no measurement can distinguish between ρ andρ with probability greater than ǫ [28] . The main result of this section is:
There exists a quantum algorithm that prepares an approximation of the Gibbs state. The quantum algorithm implements a unitaryV of gate complexity
When H is presented as in Eq. (5), we can replace C W (t, ǫ ′ ) by Eq. (14) if we use the best-known Hamiltonian simulation algorithm. In cases of interest, such as qubit systems given by Hamiltonians that are linear combinations of Pauli operators, we have α k = O(1),
In this case, the overall gate complexity is
The important result is that the complexity of our algorithm is polylogarithmic in 1/ǫ and also improves upon the complexity in β with respect to the methods in [8, 9] .
Our quantum algorithm to sample from Gibbs distributions uses the two techniques discussed in Sec. II. In this case, we will be interested in implementing an operator proportional to e −βH/2 . To find a decomposition as a linear combination of unitaries, we invoke the so-called Hubbard-Stratonovich transformation [29] :
In our case, we do not have a method to simulate the evolution with √ H. Nevertheless, we assume that we can evolve withH, which satisfies Eq. (4). Then,
for any state |φ . Note that the ancilla a 1 remains in the state |0 a1 and will be discarded at the end of the computation. Equation (25) implies that the operator e −βH/2 can be approximated by a linear combination of evolutions underH. Because y ∈ (−∞, ∞), we will need to find an approximation by a finite, discrete sum of operators e −iyj √ βH . We obtain:
where y j = jδy, for some J = Θ( H β log(1/ǫ ′ )) and
for all states |φ .
Proof. Consider the real function
wherex ∈ R and assume |x| ≤ a < ∞. The Poisson summation formula and the Fourier transform of the Gaussian imply
where
Also,
1 − e −yJ δy/2 .
It follows that there exists a value for J, which implies
Using the triangle inequality we obtain
and we can represent
To prove the Lemma, it suffices to act with X ′ on the eigenstates ofH. We can then use the previous bounds if we assume thatx denotes the corresponding eigenvalue ofH. In particular, a = H . Then, if H √ β ≥ 2 and log(1/ǫ ′ ) ≥ 2, it suffices to choose
The result follows from noticing that H = O( H ) and that X ′ then approximates e
−β(H)
2 /2 . Since we act on initial states of the form |φ |0 a1 , the action of e −β(H) 2 /2 is the same as that of e −βH/2 on these states.
In general, we cannot implement the unitaries e −iyj √ βH exactly but we can do so up to an approximation error. We obtain:
, and W j be a unitary that satisfies
for all j = −J, −J + 1, . . . , J. Let
Then,
Proof. The coefficients in the decomposition of X ′ in Lemma 1 satisfy 1 2π
and thus 1 2π
This follows from Eq. (27) for the case of H =H = 0. The triangle inequality and Eq. (37) imply
and together with Eq. (27) we obtain the desired result.
In Sec. II we described a technique to implement X = L−1 l=0 γ l V l . In this case, l = j + J and L = 2J + 1. The coefficients and unitaries are e −y 2 j /2 and W j , respectively. The quantum algorithm for preparing Gibbs states will aim at preparing a normalized version of X |φ 0 , for a suitable initial state |φ 0 , using the technique of Sec. II.
A. Algorithm
We set ǫ ′ = O(ǫ Z/N ). Our quantum circuitV is defined in two basic steps. The first step regards the preparation of a maximally entangled state
where we used an additional ancillary system a 4 of n qubits. a 1 , a 2 , a 3 , and a 4 build the ancillary register a of Eq. (20) . Note that |φ 0 coincides with the maximally entangled state
where |σ is a n-qubit state in the computational basis, i.e., |σ = |0 . . . 0 , |0 . . . 1 , . . .. The second step regards the preparation of a normalized version of X |φ 0 . This step uses the algorithm for implementing linear combinations of unitary operations described in Sec. II, which also uses amplitude amplification. The operator X is defined in Eq. (38) and requires a Hamiltonian simulation method for implementing W j .
B. Validity and complexity
As described, our quantum algorithm prepares the normalized state
with constant probability. We also note that
and Eq. (39) implies
for our choice of ǫ ′ . Then, the prepared state satisfies
We note that
If we disregard the ancillary system a, this is the Gibbs state: The probability of obtaining |ψ j , after measurement, is proportional to e −βEj . Then, the property of the trace norm being non-increasing under quantum operations and Eq. (48) imply
see Eq. (20) . That is,ρ is the state prepared by our algorithm after tracing out the ancillary register a.
The ( N/Z) . The gate complexity of each step is the gate complexity of preparing |φ 0 in addition to the gate complexity of implementing X. The former is O(n) as |φ 0 takes the simple form of Eq. (44) and can be prepared with O(n) controlled operations. X is implemented in three stages as described in Sec. II. The first stage requires the unitary B used in Eq. (16) . In this case, the coefficients γ l are proportional to e −y 2 j /2 . Then, the gate complexity of B is O(log(J)) in this case if we use one of the methods developed in [30, 31] . The second stage regards the implementation of R. In this example, R is the unitary that implements W j conditional on the state |j a3 . Since W j corresponds to a Hamiltonian simulation algorithm that approximates evolutions withH, the gate complexity of R is dominated by the largest gate complexity of W j . In particular, W j approximates e −iHt within precision ǫ ′ and for maximum t = O( β log(1/ǫ ′ )). Then the gate complexity of R is order C W (t, ǫ ′ ). The overall gate complexity is then
with t = O( β log(1/ǫ ′ )) and ǫ ′ = O(ǫ Z/N ). This proves Thm. 1.
IV. ESTIMATION OF HITTING TIMES
We consider a stochastic process that models a Markov chain. The number of different configurations is N and P is the N × N stochastic matrix. We label each configuration as σ = 0, 1, . . . , N − 1 and the entries of P are transition or conditional probabilities Pr(σ ′ |σ). We will assume that P is reversible and irreducible, satisfies the so-called detailed balance condition [5] , and has nonnegative eigenvalues. The unique fixed point of P is the N -dimensional probability vector π. It is useful to use the bra-ket notation, where |ν represents a vector ν ∈ C N and v| = (|v ) † . Then, P |π = |π ,
and π σ is the probability of finding configuration σ when sampling from the fixed point of P . The hitting time of a stochastic process is roughly defined as the first time at which the process is encountered in a particular subset of configurations. To define the hitting time in detail, we assume that there is a subset M of N M configurations that are "marked" and the remaining N U configurations constitute the "unmarked" subset U.
Here, N M + N U = N . With no loss of generality, the stochastic matrix P takes the form
where P U U and P MM are matrices (blocks) of dimension N U × N U and N M × N M , respectively, and P MU and P U M are rectangular blocks. The entries of the block P S ′ S determine the probability of a configuration being in the subset S ′ given that the previous configuration was in the subset S. Our assumptions imply U, M = {∅} and P U M , P MU = 0. The hitting time is the expected time to find a marked configuration if the initial probability vector is |π . That is, as in [17] , we define the hitting time of P via the following classical algorithm:
1. Set t = 0 2. Sample σ from |π 3. If σ ∈ M, stop 4. Otherwise, assign t ← t + 1, apply P , and go to 3.
The hitting time t h is the expected value of the random variable t.
We let |π U and |π M represent the probability vectors obtained by conditioning |π on U and M, respectively. These are
with π U = σ∈U π(σ) and π M = σ∈M π(σ). It is useful to define the modified Markov chain
which refers to an "absorbing wall" for the subset M.
Here, 1l NM is the N M × N M identity matrix. As defined, P ′ does not allow for transitions from the subset M to the subset U. We will observe below that P ′ , and thus P U U , play an important role in the determination of t h .
Our definition of hitting time implies
where Pr(t) is the probability of t if we use the previous classical algorithm. In particular, Pr(t = 0) = π M . We rewrite
so that we take into account the factor t in Eq. (57), i.e., Pr(t > t ′ ) = Pr(t ′ + 1) + Pr(t ′ + 2) + . . .. Note that
where |1 U = σ∈U |σ . This is because, conditional on t > 0, which occurs with probability π U , the initial probability vector is proportional to (P U U ) t ′ |π U . Then, the probability of having t > t ′ is measured by the probability of remaining in U after P U U was applied t ′ times. Equations (58) and (59) imply
where we used (1 − x)
We note that 1l − P U U is invertible under our assumptions, since the eigenvalues of P U U are strictly smaller than 1 (see below).
The complexity of a method that estimates t h using the previous classical algorithm also depends on the variance of the random variable t. This is
and after simple calculations, we can rewrite it as
For constant confidence level and precision ǫ in the estimation of t h , Chebyshev's inequality implies that the previous classical algorithm must be executed M = O((σ/ǫ) 2 ) times to obtain t 1 , . . . , t M and estimate t h as the average of the t i . The expected number of applications of P is then M t h = O(t h (σ/ǫ) 2 ). To bound the classical complexity, we consider the worst case scenario in which |π U is an eigenvector of P U U corresponding to its largest eigenvalue 1 − ∆ < 1. In that case, t h = π U /∆ and σ 2 = O(π U /∆ 2 ). When ∆ ≪ 1, the expected number of applications of P is then O(1/(∆ 3 ǫ 2 )) in this case. This determines the average complexity of the classical algorithm that estimates t h .
The entries of the symmetric discriminant matrix S of P are
where • is the Hadamard product. The detailed balance condition implies
and thus
where D is a diagonal matrix of dimension N with entries given by π(σ). The symmetric matrix or Hamiltonian H = 1l N −S is known to be "frustration free" [32] and can be represented as in Eq. (5) using a number of techniques. For example, if P has at most d nonzero entries per row or column (i.e., P is d-sparse), the number of terms K in the representation ofH can be made linear or quadratic in d; see Appx. A or [33] for more details. We now let Π U be the projector into the subset U and define
Note that
where D U is the diagonal matrix obtained by projecting D of Eq. (66) into the subspace U. That is, D U = Π U DΠ U and Eq. (68) implies H > 0. Then, Eqs. (66) and (60) imply
where we defined
is normalized according to the Euclidean norm. A similar expression for t h was obtained in [17] .
In Appx. A we describe how H can be specified as H = K k=1 α k Π k , where α k > 0 and Π k are projectors. Then H is of the form of Eq. (5) and we writeH for the associated Hamiltonian according to Eq. (3). C W (t, ǫ) is the complexity of approximatingW (t) = exp(−iHt), and we roughly describe a method for simulatingW (t) below.
A quantum algorithm to obtain t h can be constructed from the relation in Eq. (69). That is, t h coincides with π U times the expected value of the operator 1/H in the pure state √ π U . For our quantum algorithm, we also assume that there is a unitary procedure (oracle) Q U that allows us to implement the transformation
and Q U |σ = |σ otherwise. We also assume access to a unitary Q √ π such that
We write C U and C √ π for the respective gate complexities. The main result of this section is:
There exists a quantum algorithm to estimate t h within precision ǫ and constant confidence level that implements a unitaryV of gate complexity
where C B = O(log(1/(∆ǫ))), ǫ ′ = O(ǫ∆/ log(1/(ǫ∆)),
In Appx. A we describe a method to simulate the evolution withH. To this end, we also assume that there exists a procedure Q P that computes the locations and magnitude of the nonzero entries of the matrix P . More specifically, Q P performs the map N ) ) additional gates. Using the results of [24] and Sec. II, the complexity for simulatingW (t) within precision ǫ ′ , obtained in Eq. (A24), is
where τ = |t|d 2 . Note that C W (t, ǫ ′ ) is almost linear in |t| and polynomial in d, and the dependence on d may be improved by using the results in [34] . Then, assuming access to Q P , we obtain: Corollary 2. There exists a quantum algorithm to estimate t h within precision ǫ and constant confidence level that implements a unitaryV of gate complexitỹ
TheÕ notation hides factors that are polylogarithmic in d/(ǫ∆).
The dominant scaling of the complexity in terms of ∆ and ǫ is thenÕ(1/(ǫ∆ 3/2 )), which is a quadratic improvement over the classical complexity obtained above.
Our quantum algorithm uses the three techniques described in Sec. II and uses some other results in [22] . In fact, since H > 0, we can improve some results in [22] that regard the decomposition of the inverse of a matrix as a linear combination of unitaries. That is, for a positive matrix H, we can use the identity
and use the Hubbard-Stratonovich transformation of Eq. (25) to simulate e −βH/2 . Roughly, 1/H can be simulated by a linear combination of unitaries, each corresponding to an evolution withH for time y √ β. Since β ∈ [0, ∞) and y ∈ (−∞, ∞), we will need to find an approximation by a finite, discrete sum of operators e −iyj √ β kH . We obtain:
where y j = jδy, z k = kδz, and H ≥ ∆ > 0. Then, there exists J = Θ( 1/∆ log 3/2 (1/(∆ǫ))), K = Θ((1/∆) log(1/(∆ǫ))/ǫ), δy = Θ( √ ∆/ log(1/(∆ǫ))), and δz = Θ(ǫ) such that
Proof. We first consider the approximation of 1/x by a finite sum of e −z k H :
Assuming that 1 ≥ x ≥ 1/κ so that 1/x ≤ κ, we can upper bound the above quantity by ǫ/4 if we choose e −zK /κ = Θ(ǫ/κ) and δz = Θ(ǫ). These imply
In the next step, we invoke the proof of Lemma 1 and approximate each e −z k x as
and we need to choose J and δy so that the approximation error is bounded by ǫ/(4z K ). Then,
Lemma 1 then implies
Thus far, we presented an approximation of 1/x, for 1 ≥ x ≥ 1/κ, as a doubly weighted sum of terms exp(−iy j √ z k x). To obtain the desired result, it suffices to act with X ′ on any eigenstate ofH and replace √ x by the corresponding eigenvalue, as we did in Lemma 1.
Since H ≥ ∆, we need to replace κ by 1/∆ in the bounds obtained for δz, δy, K, J, z K , and y J .
In general, we cannot implement the unitaries e −iyj √ 2z kH exactly but we can do so up to an approximation error. We obtain: Corollary 3. Let ǫ > 0 and W jk be a unitary that satisfies
Proof. If we replace each e
−iyj √
z k x by a term that is an ǫ/(2z K ) approximation in the definition of g k (x), it yields an approximation of 1/x within precision ǫ/2 plus
Our choice of parameters in Lemma 2 implies
so that the additional error is bounded by ǫ/2. The proof follows by replacing √ x by the corresponding eigenvalue ofH and g k (x) by the linear combination of the W jk with weights δye
So far we showed that 1/H can be approximated within precision ǫ by a linear combination of unitaries that correspond to evolutions underH for maximum time
). Each such evolution must be implemented by a method for Hamiltonian simulation that approximates it within precision
In Sec. II we described a technique to implement X = 
and thus γ ≈ z K or γ = Θ((1/∆) log(1/(∆ǫ))). Last, we define the unitary T = (T 2 ) † T 1 such that
and |Θ ⊥ is supported in the subspace orthogonal to |0 a . The ancillary register a includes the ancillary registers a 1 , a 2 , a 3 as needed for evolving withH and implementing X ′ . That is, |0 a = |0 a1,a2,a3 . T 1 can be implemented as follows. It first uses Q √ π to prepare the quantum state | √ π . It then uses Q U to prepare
where the ancilla qubit a ′ is part of the register a. Then, conditional on |0 a ′ , it implements X ′ /γ as discussed in Sec. II. T 2 is the unitary that prepares
A. Algorithm
We set ǫ ′ = O(ǫ∆/ log(1/(ǫ∆))). The quantum algorithm for estimating the hitting time consists of two basic steps. The first step uses the amplitude estimation algorithm of [18] to provide an estimate of 0| 0| a3 T |0 |0 a3 within precision ǫ ′ and constant confidence level (c ≈ 0.81). Call that estimatet h . The output of the algorithm ist h = z Kth .
B. Validity and complexity
As described, our quantum algorithm provides a O(ǫ ′ z K ) estimate of z K 0| 0| a3 T |0 |0 a3 . Using Eqs. (69) and (94), the output is an estimate of (z K /γ)t h within precision O((z K /γ)ǫ + z K ǫ ′ ). Our choice of ǫ ′ implies that this is O((z K /γ)ǫ). Also, using Eq. (92), we obtain
Then, our quantum algorithm outputst h , an estimate of t h within absolute precision O(ǫ). Our quantum algorithm uses T , O(1/ǫ ′ ) times. Each T uses Q U and Q √ π two times, in addition to the unitaries needed to implement X ′ . Each such unitary requires evolving withH for maximum time t = O((1/ √ ∆) log(1/(∆ǫ))). In addition, each such unitary requires preparing a quantum state proportional to
The gate complexity for preparing this state using the results in [30, 31] is C B = O(log(J) + log(K)) and then C B = O(log(1/(∆ǫ))). The overall gate complexity is
This proves Thm. 2. Using Eq. (A24) and replacing for ǫ ′ and t, and disregarding terms that are polylogarithmic in d/(ǫ∆), the gate complexity is
V. CONCLUSIONS
We provided quantum algorithms for solving two problems of stochastic processes, namely the preparation of a thermal Gibbs state of a quantum system and the estimation of the hitting time of a Markov chain. Our algorithms combine many techniques, including Hamiltonian simulation, spectral gap amplification, and methods for the quantum linear systems algorithm. They provide significant speedups with respect to known classical and quantum algorithms for these problems and are expected to be relevant to research areas in statistical physics and computer science, including optimization and the design of search algorithms.
We first showed that, starting from a completely entangled state, we can prepare a state that is ǫ-close (in trace distance) to a thermal Gibbs state using resources that scale polylogarithmic in 1/ǫ. This is an exponential improvement over previously known algorithms that rely on phase estimation and have complexity that depends polynomially in 1/ǫ [8, 9] . Our algorithm circumvents the limitations of phase estimation by approximating the exponential operator as a finite linear combination of unitary operations and using techniques developed in [24] to implement it. We also used techniques developed in the context of spectral gap amplification [23] to improve the complexity dependence on the inverse temperature, from almost linear in β to almost linear in √ β. Next, we presented a quantum algorithm to estimate the hitting time of a Markov chain, initialized in its stationary distribution, with almost quadratically less resources in all parameters than a classical algorithm (in a worst-case scenario). This is done by first expressing the hitting time as the expectation value of the inverse of an operator H, which is obtained by a simple transformation of the Markov chain stochastic matrix. We then used results from [22] to apply 1/H; in this particular case, H is positive and we showed that the implementation of 1/H can be done more efficiently than the algorithm in [22] , in terms of the condition number of H. Such an expected value can be computed using methods for amplitude estimation. For constant confidence level (c ≈ 0.81), the use of amplitude estimation limits us to a complexity dependence that isÕ(1/ǫ), where ǫ is the absolute precision of our estimate. It is possible to increase the confidence level towards c with an increase in complexity that is O(log (|1 − c|) ).
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oracle Q U such that
and Q U |σ = |σ otherwise. The HamiltoniansH and H can be constructed as follows. For each pair (σ, σ ′ ), such that σ = σ ′ and Pr(σ|σ ′ ) = 0, we define an unnormalized state
and if σ f = σ 0 ,
These are the same matrix entries ofH and the implication is thatH
This is the desired representation of theH as a sum of positive operators. In particular, we can normalize the states and define
We let Π U be the projector into the subspace U. The Hamiltonian is H = Π UH Π U , and using Eq. (A6), we obtain
which is the desired decomposition as a linear combination of rank-1 projectors.
To buildH, we need to take square roots of the projectors. In principle, the dimension N U is large and we want to avoid a presentation ofH as a sum of polynomially many terms in N U . We are also interested in a decomposition ofH in terms of simple unitary operations so that we can use the results of [24] to devise a method to simulate exp(−iHt). We begin with the second term in the right hand side of Eq. (A10). Its square root is
This term can be simply obtained as a sum of two diagonal unitary operations:
U D applies a phase to the state |σ ′ as
with
if σ ′ ∈ U. Otherwise, U D |σ ′ = i |σ ′ . U D can then be implemented by first using Q U to detect if σ ′ is in U or not. It next applies Q P and computes θ σ ′ in an additional register. Conditional on the value of θ σ ′ , it applies the corresponding phase to |σ ′ . It then applies the inverse of Q P to undo the computation. That is, U D requires O(1) uses of Q U and Q P , and the additional gate complexity is O(d) due to the computation of θ σ ′ .
The first term in the right hand side of Eq. (A10) can be written as a sum of K ′ = O(d 2 ) terms as follows. Using Q P we can implement a coloring of the graph G with vertex set V (G) = {σ : σ ∈ U} and edge set E(G) = {(σ, σ ′ ) : σ, σ ′ ∈ U, Pr(σ|σ ′ ) = 0}. We can use the same coloring as that described in [21] , which uses a bipartite graph coloring and was used for Hamiltonian simulation. Each of the K ′ terms corresponds to one color and is then a sum of commuting rank-1 projectors. That is, the first term in the right hand side of Eq. (A10) is
where c k are those elements of E(G) associated with the k-th color. By the definition of coloring, each rank-1 projector in Eq. (A15) is orthogonal and commutes with each other, and then
We can write
where Z k is the unitary
The coefficients are chosen so that sin(δ σ,σ ′ ) = ᾱ σ,σ ′ ,
and 0 ≤ᾱ σ,σ ′ ≤ 1. We can simulate each Z k as follows. Note that
where σ ′ is such that (σ, σ ′ ) ∈ c k . The complex coefficients ξ σ,σ ′ and ξ ′ σ,σ ′ can be simply obtained from the δ σ,σ ′ , and depend only on Pr(σ|σ ′ ) and Pr(σ ′ |σ). Then, on input |σ , we first use Q U to decide whether |σ ∈ U or not. We then apply Q P once and look for σ ′ such that (σ, σ ′ ) ∈ c k . We use an additional register to write a classical description of a quantum circuit that implements the transformation in Eq. (A20). We apply the inverse of Q P and Q U and only keep the last register. This is sufficient information to apply the map in Eq. (A20). We can then erase all the additional registers by applying the inverse of the operation that computed the quantum circuit. This works because the quantum circuit is invariant under the permutation of σ and σ ′ . To implement Z k we need to use Q U and Q P , O(1) times. The additional gate complexity is O(d log(N )) for searching for σ ′ and describing the quantum circuit.
In summary, we found a decomposition ofH as
whereŨ k are unitaries. The number of terms isK = O(d 2 ). Using Eq. (9) and the results above, eachŨ k can be implemented with O(1) uses of Q U and Q P , and at most O(d log(N )) additional gates.
Using the results of [24] (see Sec. II), the complexity for simulating exp(−iHt) within precision ǫ for this case is as follows. The number of uses of Q U and Q P is O (τ log(τ /ǫ)/ log log(τ /ǫ)) ,
where τ = |t|d 2 . The additional gate complexity is O (d log(N )τ log(τ /ǫ)/ log log(τ /ǫ)) .
If we write C U and C P for the gate complexities of Q U and Q P , respectively, the overall gate complexity to simulate the evolution underH is C W (t, ǫ) = O (d log(N ) + C U + C P )τ log(τ /ǫ) log log(τ /ǫ) .
(A24)
