We study the upscaling and prediction of large scale solute dispersion in heterogeneous 6 porous media with focus on preasymptotic or anomalous features such as tailing in break-7 through curves and spatial concentration profiles as well as non-linear evolution of the 8 spatial variance of the concentration distribution. Spatial heterogeneity in the hydraulic 9 medium properties is represented in a stochastic modeling approach. Direct numerical 10 Monte Carlo simulations of flow and advective particle motion combined with a Markov 11 model for streamwise particle velocities give insight in the mechanisms of preasymptotic 12 and asymptotic solute transport in terms of the statistical signatures of the medium and 13 flow heterogeneity. Based on the representation of equidistantly sampled particle veloc-14 ities as a Markov process, we derive an upscaled continuous time random walk approach 15 that can be conditioned on the flow velocities and thus hydraulic conductivity in the in-16 jection region. In this modeling framework, we identify the Eulerian velocity distribu-17 tion, advective tortuosity and the correlation length of particle velocities as the key quan-18 tities for large scale transport prediction. Thus, the upscaled model predicts the spatial 19 concentration profiles, their first and second centered moments as well as the breakthrough 20 curves obtained from direct numerical Monte Carlo simulations in spatially heterogeneous 21 conductivity fields. The presented approach allows to relate the medium and flow prop-22 erties to large scale preasymptotic and asymptotic solute dispersion. 23 Key Points: 24 • We derive a continuous time random walk approach for transport upscaling in het-25 erogeneous media 26 • The approach is predictive through relation of its key parameters with medium 27 and flow properties 28 • The derived framework links classical stochastic approaches and continuous time 29 random walk models 30 1 Introduction 31 The dispersion of dissolved substances in the spatially varying flow through het-32 erogeneous media has been the focus of intense research in the last 4 decades [Dagan, 33 1989; Gelhar , 1993; Rubin, 2003] due its central importance for the understanding and 34 prediction of large scale solute transport in environmental and industrial applications 35 ranging from groundwater management and remediation [Domenico and Schwartz , 1997] 36 to underground storage and energy production [Poinssot and Geckeis, 2012; Niemi et al., 37 2017
For moderately heterogeneous porous media, Gelhar and Axness [1983] used perturba-48 tion theory in the variance of the logarithm of hydraulic conductivity to derive an ex-49 pression for the longitudinal macrodispersion coefficient in terms of the mean flow ve-50 locity, the variance and correlation length of log-hydraulic conductivity. This expression
In the following, we present the equations governing flow and advective transport 126 in heterogeneous porous media, the stochastic modeling approach as well as some ba-127 sic relations between Eulerian and Lagrangian velocity statistics. 
Spatial variability in hydraulic conductivity is quantified by a stochastic approach, which 138 models K(x) as a stationary and ergodic random field [Rubin, 2003] . Hydraulic conduc-139 tivity here is obtained through the map K(x) = F {Y (x)} from the stationary and er-140 godic multi-Gaussian random field Y (x). The map is given by
draulic conductivity K(x), namely the lognormal and the truncated-Gamma distribu- The velocity statistics are characterized here by the probability density function (PDF) 188 of v e (x), which is obtained by spatial sampling as
190 191
with Ω is the sampling domain, V its volume. Due to ergodicity, spatial sampling of v e (x) We consider purely advective transport. Thus, the motion of a particle that starts 201 at x(t = 0, a) = a is governed by the advection equation where v t (t, a) = q[x(t, a)]/φ is the Lagrangian particle velocity and φ is porosity, which 205 we will assume constant. In particular, we set φ = 1, which is equivalent to rescaling 206 time. We refer to v t (t, a) as t-Lagrangian velocity because it is measured as a function 207 of time. The distance s(t, a) that a particle travels along a streamline satisfies 208 ds(t, a) dt = v t (t, a),
209 210
where v t (t, a) = |q[x(t, a)]| is the t-Lagrangian velocity magnitude. We can express the In general the Lagrangian velocity statistics evolve with time t or distance s along stream-229 line if the initial velocity distribution is not stationary. The next section provides a de-230 scription of two Markov velocity models to account for these evolutions and the approach 231 to quantify its impact on particle transport. 232 We consider here initial particle distributions along a line of length L λ char-233 acterized by different weighting. Specifically, we take L = 100λ for lognormal and L = 234 270λ for the Gamma fields. For a uniform initial particle distribution, ρ(a) = L −1 δ(a 1 ) 235 for 0 ≤ a 2 ≤ L, the initial velocities v 0 (a) = v s (s = 0, a) = v t (t = 0, a) are dis- where I(·) denotes an indicator function which is 1 if the argument is true and 0 else.
249
This condition allows to investigate the impact of the initial particle velocities on aver-250 age transport in a systematic way. Note that for an unconditional point injection, ρ(a) = 251 δ(a−a 0 ), the ensemble average erases the dependence on the injection conditions in a 252 single realization and is equivalent to the average over the initial particle positions for 253 a uniform injection in a single medium realization. For the flux-weighted initial distri-254 bution and in general for initial distributions that are conditioned on velocity this is dif-255 ferent. The average preasymptotic transport properties in general depend on the initial The displacement mean and variance are given by 265 The breakthrough curve f (t, x 1 ) is obtained by sampling arrival times in single realiza-277 tions and averaging over the ensemble as
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In the following section, we discuss the upscaling methodology to quantify the behav- In the framework of a Markov model for the s-Lagrangian velocities, particle mo-298 tion is described in terms of the distance s along the streamline and the particle time 299 t(s). Here, we focus on particle motion along the mean flow direction, which is aligned 300 with the 1-direction of the coordinate system. The motion along the streamline is pro-301 jected onto the 1-direction by using the advective tortuosity χ. Advective tortuosity is 302 a measure for the ratio between the displacement s along the trajectory and the displace-303 ment x 1 (s) in mean flow direction in the limit of s → ∞. In Appendix B: we derive where v e = |q(x)| and q = q 1 (x) . Thus, for s λ, longitudinal particle mo-307 tion is described in terms of the position x 1 (s) and particle time t(s) as
. In practice, this provides a good approximation at distances of the order of a few λ. The In this framework, the initial particle distribution ρ(a) is translated to a distribu-324 tion of initial particle velocities p 0 (v). For the uniform initial condition and L λ, p 0 (v) = 325 p e (v) due to the ergodicity of the velocity field. For a the flux-weighted injection, it is
For the injection mode conditioned on velocities in a certain velocity range,
.
(23)
329 330 Furthermore, the particle position and velocity at a time t are given by
The particle distribution along the 332 mean flow direction is given by
334 335
The angular brackets here denote the average over all particles. It is equivalent to the 336 ensemble average. The displacement mean and variance are given by 337
338 339
The solute breakthrough curve is given in this framework in terms of the particle time 340 t(s) as
342 343
The upscaled transport dynamics can be expressed in terms of the joint distribu- ]. In Appendix C: , we derive for p(x 1 , v, t) the integro-differential equation
The left side quantifies the advective translation of the distribution by the local veloc- on the correlation scale c gives where the v n are independent identical distributed random variables distributed as p s (v) 360 for n > 0 and as p 0 (v) for n = 0. The time increment τ n = c /v n are distributed ac-
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for n > 0. For n = 0 we define ψ 0 (t) analogously. The asymptotic transport behavior The Bernoulli process models the s-Lagrangian velocity series by the stochastic re- 
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For the numerical calculations, we choose ∆s = c /10. We refer to the stochastic par-400 ticle model combined with the Bernoulli velocity process in the following as btdrw. where P s (v) is the CDF of p s (v) and Φ(w) the CDF of the unit Gaussian distribution.
407
The w(s) evolve according to the Langevin equation [Gardiner , 1986] 408 
The numerical implementation of (33) is based on the Euler scheme
417 418
where ζ(s) is a Gaussian random variable of zero mean and unit variance. For the nu-419 merical simulations reported in the following, we set ∆s = c /10 2 for the calculation 420 of the spatial profiles and breakthrough curves and ∆s = c /10 for the calculation of 421 the spatial moments. The stochastic particle model combined with the Ornstein-Uhlenbeck 422 velocity process is in the following referred to as outdrw. tivity spectra, however, is still missing. Note also that the stochastic particle model con- We study here the transport behavior in the heterogeneous conductivity fields de-452 scribed in Section 2.1 and its upscaling using the methodology detailed in Section 3. The 453 average transport behavior is obtained numerically as an ensemble average over 10 2 re-454 alizations for each random field. We consider lognormally distributed K(x) character-455 ized by σ 2 f from 0.1 to 7, and Gamma-distributed fields characterized by α = 1/2 with 456 σ 2 f = 4.5. The numerical Monte Carlo simulations use 10 2 realizations and between 10 4 457 and 10 7 particles per realization. The detailed numerical setup is given in Appendix A:
458
. The setup of the stochastic particle model is discussed in Appendix D: . Under stationary condition, this means for a uniform initial distribution, or equivalently 481 for p 0 (v) = p e (v), the particle displacement evolves as 482
483 484
which is equal to the asymptotic long time behavior under arbitrary initial conditions.
491
Note that this is the behavior that is predicted by an unconditional stochastic model be-492 cause the unconditional ensemble average erases any deviation from a uniform initial con-493 dition. Figure 2 shows the evolution of the mean displacements for the lognormal and We now focus on the displacement variance. At early times t τ c , the displace-498 ment variance grows ballistically and is given by
500 501
where σ 2 q1 is the variance of q 1 (a) in the initial plume
The stochastic particle model (20) predicts with β = 1.58. As discussed in Section 3.1, asymptotically the stochastic particle model This behavior is illustrated in Figure 3 . The outdrw describes the full asymptotic vari- where v H is the harmonic mean of the Eulerian velocity PDF p e (v). As shown in Fig-576 ure 3, the Bernoulli model gives an asymptotic dispersion coefficient that is slightly larger Figure 6 shows the particle concentration for the lognormal fields obtained through 644 direct numerical simulations and the predictions of the btdrw and outdrw models. As 645 expected, for the uniform injection, we observe particle localization at the injection point (D.1) . For a larger c , more particles are found in the backward and forward tails due to the increased persistence of low and high velocities in particular. This is illustrated in Figure 6 for c = 4λ, which provides a better match with the direct numerical simulations. Nevertheless, in the following, we will 
Under non-stationary conditions, this is in general not the case and the mean breakthrough 
For x 1 χ c , the mean breakthrough time is in leading order t(x 1 χ) ≈ x 1 / q , this 739 means the mean breakthrough times for different initial distributions converge at large 740 distances. These results emphasize the impact of the initial velocity distribution on the 741 breakthrough curves. Note that the breakthrough curve in this framework is given by (26).
742
For a control plane located at a distance x 1 < c smaller than the velocity correlation 743 length, we may approximate the s-Lagrangian velocity distribution p s (v, s) ≈ p 0 (v) by 744 the distribution of initial velocities. Thus, we obtain for the breakthrough curve at
747 748
This implies for the uniform and flux-weighted initial particle distributions through curves are converging with increasing distance x 1 from the inlet.
769
For the Gamma fields, we observe a clear power-law tailing, whose exponent is re-770 lated to the behavior of the velocity PDF p 0 (v) and p s (v) at small velocities. As discussed 771 in the previous section, p e (v) ∝ v α−1 with α = 0.58. According to (54), this implies 772 that f (t, x 1 ) ∝ t −1−α for uniform injection and x 1 < c . For the flux-weighted injec-773 tion, we obtain accordingly f (t, x 1 ) ∝ t −2−α . These behaviors are clearly shown in Fig-774 ure 10a. Figure 10b shows that the bulk of the breakthrough curves converge at increas-
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ing distance x 1 and thus the mean breakthrough times, as discussed above. The differ-776 ence in the exponent of the power-law tails, however, persists. In order to understand 777 this, we note that the breakthrough curves can be seen as the convolution of the initial conductivity field on the other hand, the initial velocity distribution only dominates at 783 short distance, but does not persist at large distances x 1 from the inlet because the ve-784 locity distribution decays stronger than a power-law at small velocities. conditions, the streamwise average is equal to the average over the ensemble of particles.
923
In order to define the ensemble average here, we recall that for the streamwise sampling where ω (s, a) = ω(s, a) − χ −1 . This implies that 942
where ω 0 = ω (s = 0, a). Thus, we obtain for the mean displacement 945 By substituting the latter into Equation (C.1), we obtain
where we defined We can further write
The PDFs are computed by sampling the Eulerian velocity magnitudes in every node of the numerical velocity field for all the 10 2 medium realizations, which gives a sample of about 10 9 velocity values. The histograms are computed using logarithmically spaced bins between the minimum and the maximum velocities. The data is normalized by the total count and respective bin size. No smoothing is performed nor needed, because of the large amount of entries. We briefly describe some features of the Eulerian velocity PDF for the lognormal fields with σ 2 f = 7 and the Gamma field for β = 1/2, which are shown in Figure D Figure D.1a shows that, in an intermediate velocity range of about 1 and a half orders of magnitude, the velocity PDF can be approximated with the power-law v α−1 with α = 3/4. Although no real power-law arises, this approximation is useful to understand the preasymptotic dispersion behavior that we observe in the intermediate regime, which could be mistaken for superdiffusion, as we discuss below. Figure D. 1b shows the velocity PDF corresponding to the Gamma field. Here, we observe a clear power-law tail as v α−1 toward low velocities over several orders of magnitude with α = 0.58. For a power-law p e (v) ∝ v α−1 , the steady s-Lagrangian velocity PDF behaves as p s (v) ∝ v β−1 with β = α + 1. This implies that the transition probability ψ(t) given by Equation (29) where τ s is distributed according to ψ s (t), which is given by Using expression (E.9), we obtain We note that in this approximation c is equal to the correlation distance of the fluctu- 
