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SEPARATE REAL ANALYTICITY AND CR EXTENDIBILITY
LUCA BARACCO GIUSEPPE ZAMPIERI
1. Introduction
In C2 = R2 + iR2 with coordinates z = (z1, z2), z = x + iy, we consider a function
f continuous on a domain Ω of R2 separately real analytic in x1 and CR extendible to
y2 (resp. CR extendible to y2 > 0). This means that f(·, x2) extends holomorphically
for |y1| < ǫx2 and f(x1, ·) for |y2| < ǫ (resp. 0 ≤ y2 < ǫ continuous up to y2 = 0)
with ǫ independent of x1. We prove in Theorem 3.4 that f is then real analytic (resp.
in Theorem 3.5 that it extends holomorphically to a “wedge” W = Ω + iΓǫ where Γǫ is
an open cone trumcated by |y| < ǫ and containing the ray 0 < y2 < ǫ). The extension
is uniformly continuous up to y = 0 and gives f as limit. Note that the first result can
be obtained from the second: it follows, via the edge of the wedge theorem of [1] from
the holomorphic extension to the pair of wedges W± which correspond to the two sides
±y2 > 0. But we prefer to give its own simplified proof. We point out that it is not made
any assumption on uniform continuity or uniform boudedness for the different extensions:
these come as consequences of the statement. In any case boundedness is the main issue:
once this is proved, then continuity follows (Theorem 2.1), and the holomorphic extension
of a function which is CR extendible to both y1 and y2 is a consequence of the edge
of the wedge theorem of Ajrapetyan-Henkin [1]. Historically, it was earlier obtained by
Malgrange-Zerner with specification of the side: separate CR continuous extension to
y1 > 0 and y2 > 0 implies holomorphic extension to the quadrant y1 > 0, y2 > 0.
(See also Komatsu [9] and Druzkowski [7] where continuity is replaced by boundedness.)
Successively, Siciak [18], [19] proved that CR extension in both arguments implies real
analyticity without assumption of continuity or boundedness. What we show in the present
paper is that CR extension to y2 and simple real analyticity in x1 suffices. And that CR
extension to y2 > 0 implies holomorphic extension to a wedge of C
2 with edge R2 and
which points to that side. We stress attention to the fact that CR extension in at least
one argument is needed as shows the classical example of f(x1, x2) = x1x2exp(−
1
x2
1
+x2
2
).
As for the proof of our result, the main technical tool is a refined version of the Hartogs
Lemma which is contained in Theorem 3.1: it is a combination of the Fatou’s Theorem
and the Phragme´n-Lindelo¨f principle. In the other respects, to tackle the problem, we
introduce a point of view which is new in the context of the separate analyticity, that is
the CR theory. First, we show that the CR extensions in either variable are continuous
when the other argument is restricted to an open dense range of values. We then apply
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the edge of the wedge theorem to extend f to an open set of C2 and next the theorem
by Hanges-Treves [20] to propagate this extension along the planes y2 = const. At this
point we apply our generalized Hartogs Lemma to the sequence of the roots of the Taylor
coefficients of the expansions of f in z2 to fill all missing values of x2 in the domain of f .
The authors are grateful to professor Claudio Rea for fruitful discussions.
MSC: 32D10, 32U05, 32V25
2. generalized/uniformly-continuous boundary values
Let Rn and Cn be the euclidean real and complex spaces with coordinates x and z =
x+ iy respectively and also write x = (x′, xn), z = (z
′, zn). Let Ω be a domain of R
n. We
discuss of boundary values on Ω of functions which solve the Cauchy-Riemann equations
on manifolds or wedges of Cn with boundary or edge Ω. We begin by a result, essentially
due to [14], on uniform continuity of functions which are holomorphic and tempered in
one variable, say zn, for yn > 0.
Theorem 2.1. Let f be a continuous function on Ω such that for some ǫ and for all x′,
f(x′, ·) extends holomorphically in zn to 0 ≤ yn < ǫ, uniformly continuous up to yn = 0.
We also suppose that for any xon there are two neighborhoods A ⊂⊂ B of x
o
n such that
|f(x′, xn + iyn)| <
∼
|yn|
−k ∀x′, ∀xn ∈ B \ A and for a suitable k. Then f is uniformly
continuous for 0 ≤ yn ≤ ǫ
′ and x ∈ Ω˜ ⊂⊂ Ω.
Proof. Since f |Ω is already known to be continuous, it suffices to prove that
f(x′, xn + iyn)− f(x
′, xn)→ 0 as yn → 0 uniformly on any Ω˜ ⊂⊂ Ω.
We take a function χ = χ(zn), of class C
∞
c , χ ≡ 1 at x
o
n, such that supp(∂¯χ)∩R ⊂ B \A
and ∂¯χ = O(|yn|
k). Under this choice we have that ∂¯(χf) is uniformly bounded. We write
F (τ) := χf(x′, xn+ iτyn) and apply Cauchy formula to the function
F (τ)
τ+1
at τ = 1 for the
half-plane Π+ = {Re τ > 0}. We get, after substituting ζ = ξ + iη for iτ ,
(2.1)
χf(x′, xn+iyn) =
1
π
∫ +∞
−∞
χf(x′, xn + ξyn)
ξ2 + 1
dξ−
2
π
∫ ∫
Π+
−i∂¯zn(χf)(x
′, xn+ζyn)yn
1
ζ2 + 1
dξdη.
Recall that 1
π
∫ +∞
−∞
1
ξ2+1
dξ = 1. Hence (2.1) implies
(2.2) χf(x′, xn + iyn)− χf(x
′, xn) =
1
π
∫ +∞
−∞
χf(x′, xn + ξyn)− χf(x
′, xn)
ξ2 + 1
dξ +O(|yn|),
which yields the conclusion. 
Theorem 2.1 can be extended to a general wedge swept by analytic discs. This is locally
described as the image, through a CR embedding into Cn, of W = Ω + iΓǫ where Γǫ is
an open convex cone trumcated by |y| < ǫ in a linear subspace of Rn. Here ǫ = ǫx has
a positive lower bound on each compact subset of Ω. The embedding is supposed to be
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smooth up to Ω. It also holds for more general sets swept by analytic half-discs. The set
W = Ω + iΓǫ is said a “wedge” with “edge” Ω and “directional cone” Γ. Any subset
W˜ = Ω˜ + iΓ˜ǫ˜ with Ω˜ ⊂⊂ Ω, Γ˜ ⊂⊂ Γ (that is Γ˜ \ {0} ⊂ Γ) and ǫ˜ < ǫ is said a “proper”
subwedge of W ; we will use the notation W˜ ⊂⊂ W in this case. When Γ is open in Rn,
Theorem 2.1 can be remarkably improved. We want to explain in what sense a function,
or more generally a distribution or a hyperfunction, f on Ω is the boundary value of a
holomorphic function that we still denote f on a wedge W of dimension 2n. A generalized
(or hyperfunction) boundary value acts on g in the space A(Ω¯) of real analytic functions
on Ω¯ through the integral
(2.3)
∫
Ω
f(x+ iy)g(x+ iy) dx,
for y ∈ Γ˜ ⊂⊂ Γ suitably small. By Cauchy formula, the integrations for different y only
“differ” near ∂Ω. Thus (2.3) defines an element in the quotient A
′(Ω¯)
A′(∂Ω)
that we denote
by bv(f). If the holomorphic function f on W is tempered in the sense that |f | <
∼
|y|−k
for some k as y → 0, y ∈ Γ˜, then it has a distributional boundary value defined over
ϕ ∈ Ck+1c (Ω) by
(2.4) 〈bv(f), ϕ〉 = lim
y→0 y∈Γ˜
∫
Ω
f(x+ iy)ϕ(x) dx.
In this case (2.4) is compatible with (2.3) in the sense that the hyperfunction defined on
Ω by (2.3) coincides with the distribution defined by (2.4). For continuous functions on
Ω we have coincidence of all possible notions of boundary values:
Theorem 2.2. (Rosay [14] and Cordaro - private communication) Let W = Ω + iΓǫ be
a wedge of dimension 2n and let f be a continuous function on Ω which is the boundary
value of a holomorphic function on W that we still denote by f . Then, f is uniformly
continuous on any proper subwedge W˜ ⊂⊂ W up to Ω˜ and the boundary value is in fact
a limit.
Proof. The direction in the wave front set of f are contained in the polar cone Γ∗ and this
is the same as a hyperfunction and a distribution. In this situation f is the boundary value
of a tempered holomorphic function on W (cf. [11] Theorem 8.4.15) which must coincide,
by uniqueness, with the former extension. At this point one can apply the analogous of
Theorem 2.1 for functions which are holomorphic in a wedge ([14] Proposition 1, point
3).

Differently from “boundary value” the word “extension” is ambiguous. An “extension”
has full meaning when it is a holomorphic function on a wedge W of dimension 2n and
reproduces the initial function f through (2.3) or (2.4). As we have just seen, when f is
continuous on Ω and is the boundary value of a holomorphic function on a wedge W of
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dimension 2n, then it is in fact its uniform limit. But a function may happen to extend
along discs which fill a wedge W of general dimension without being the uniform limit of
its “extension”. First, the separate extensions may not glue into a continuous function on
W as in the following example which was suggested to us by professor P. Cordaro.
Example 2.3. We take Ω = R × R and define f on Ω by f(x1, x2) = x1 sin
x2
x1
. Then f is
continuous on Ω and extends as an entire function along each plane {x1}×C: thus we have
here, instead of a wedge, a manifold without boundary R× C. But it is not tempered in
the neighborhood of any point (0, x2) as we may check by using for instance the sequence
(xν1 , z
ν
2 ) = (
1
ν2
, x2 + i
1
ν
).
Also, even if f extends separately along discs which cover a wedge W of dimension 2n
and the different extensions glue into a holomorphic function on W , there is no evidence
that f is the boundary value, hence the uniform limit, of its extension. However, this
conclusion holds, all over Ω, when we know from the beginning that it is true over a
sufficiently large subset of Ω.
Theorem 2.4. In the situation of Theorem 2.1, assume in addition that f extends holo-
morphically to a wedge W = Ω+ iΓǫ for an open cone Γ ⊂ R
n which contains the positive
yn-axis. Then, f is uniformly continuous on any W˜ ⊂⊂ W up to Ω˜.
Proof. Since f is holomorphic inW , we know in particular that it is continuous for yn > 0.
In combination with Theorem 2.1, we get the uniform continuity for y′ = 0, yn ≥ 0, x ∈
Ω˜. In this situation, if we inspect (2.3), we see that f is the boundary value, in the sense
of hyperfunctions, of its extension. To conclude we have just to apply Theorem 2.2.

3. two-sided and one-sided holomorphic extension from R to C
Before entering the main theme, we need some preliminar result on functions of one
complex variable. Let C be the complex plane with coordinate τ , ∆ the unit disc ∆ =
{τ ∈ C : |τ | < 1}, ∆+ the upper half-disc ∆+ = {τ ∈ ∆ : Im τ ≥ 0}, I the unit real
interval I = {t ∈ R : |t| < 1}. We recall that a subharmonic function is a function which
is upper semicontinuous and whose value at any point τ is dominated by the mean value
on the boundary of any disc centered at τ . The following generalization of Hartogs Lemma
will play a crucial role.
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Theorem 3.1. Let us be given a sequence {ϕν}ν of functions upper semicontinuous on
∆¯+, subharmonic on
◦
∆
+
and which satisfy for some constants l and L
(3.1)


lim sup
ν
sup
τ∈∂∆+
ϕν(τ) ≤ l ∀τ ∈ ∂∆
+,
lim sup
ν
ϕν(t) ≤ 0 ∀t ∈ I,
sup
τ∈∂∆+
ϕν(τ) ≤ L ∀ν.
Then for any α and η there is ναη such that ∀ν ≥ να η
(3.2) ϕν(τ) ≤ α + lκ Im τ for Im τ ≥ η
where κ is an universal constant.
Proof. We denote by χ the function on ∂∆+ which is 0 for Im τ = 0 and l for |τ | = 1. Let
Pz(ζ), z ∈ ∆
+, ζ ∈ ∂∆+, be the Poisson kernel of ∆+. For any z ∈
◦
∆
+
and α > 0 and
for suitable να,z we have when ν ≥ ναz:
ϕν(z) ≤
∫
∂∆+
Pz(ζ)ϕν(ζ)dλ(ζ)
≤
∫
∂∆+
Pz(ζ)χ(ζ)dλ(ζ) + α
≤ κl Im z + α,
(3.3)
where the first inequality comes from the subharmonicity of each ϕν , the second from
Fatou’s Lemma and the third from the Phragme´n-Lindelo¨f principle. For any α, η and for
suitable γαη we have
(3.4)
∣∣∣∣
∫
∂∆+
(Pz(ζ)− Pw(ζ))ϕν(ζ)dζ
∣∣∣∣ < α for |w − z| < γαη, |Im z| ≥ η2 , |Imw| ≥ η2 ,
because {Pz(ζ)}ζ∈∂∆+, as a family of functions of z, is equicontinuous on |Im z| >
η
2
and
since the ϕν ’s are uniformly bounded. By a finite covering of ∆
+ ∩ {Im τ ≥ η} by discs
∆γα of radius γα and center at points z with |Im z| ≥
η
2
, we get the conclusion of the proof
of the Theorem.

Remark 3.2. We will get the same conclusion (3.2) if we replace the half-disc ∆+ by the
strip U+δ = I + i(0, δ).
Let z = x+ iy be the coordinates in Cn, Ω an open domain of Rn and f a continuous
function on Ω.
Definition 3.3. We adopt the following terminology.
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We say that f is separately real analytic in xj if its restriction to the section of
Ω with each line parallel to the xj-axis is real analytic. Thus when all the other
coordinates are fixed, f extends to |yj| < ǫx.
• We say that f is separately CR extendible to yj if it is separately real analytic in
xj and moreover it has holomorphic extension to |yj| < ǫ with ǫ having positive
lower bound locally uniform in x.
• We say that f is separately CR extendible to yj > 0 or yj < 0 if it has a holomor-
phic extension to 0 < yj < ǫ or −ǫ < yj < 0 with ǫ locally uniform in x and the
extension on each plane zj has locally uniform limit f for yj = 0.
Let Cn = Cn1 × Cn2 with coordinates z = (z′, z′′) = (x′ + iy′, x′′ + iy′′). Separate
analyticity in the group of variables x′′ means analyticity in x′′ when the other variables
are fixed. CR extendibility to all the directions of the y′′-plane Rn2 means holomorphic
extendibility to |y′′| < ǫ with ǫ locally uniform in x. CR extendibility to a cone Γ2 ⊂ R
n2
means that f extends holomorphically for y′′ ∈ Γ2, |y
′′| < ǫ with ǫ locally uniform in x;
we also assume that, for fixed x′, f is locally uniformly continuous up to y′′ = 0. Clearly
real analyticity or CR extendibility in a group of variables x′′ is more restrictive than the
combination of real analyticities in any single x′′j . We state now our main results whose
proofs will follow in Section 4.
Theorem 3.4. Let f be a continuous function on Ω which is separately real analytic in
x′ and CR extendible to y′′. Then f is real analytic.
Theorem 3.4 improves Siciak’s theorem of [18] where it is assumed that f is separately
CR extendible both to y′ and y′′. By iteration, Theorem 3.4 implies that if f is separately
real analytic in x1 and CR extendible to each single variable y2, ...,yn, then it is in fact
real analytic. Let Ω = Ω1 × Ω2 ⊂ R
n = Rn1 × Rn2. We will denote by Γ an open convex
cone in the y-space Rn and by Γǫ its trumcature by |y| < ǫ; we will denote by Γ2 or Γ2 ǫ
the analogous open cones in the y′′-space Rn2. We fix a cone Γ2.
Theorem 3.5. Let f be a continuous function on Ω which is real analytic in x′ and CR
extendible to Γ2. Then f extends holomorphically to a wedge W = Ω + iΓǫ where Γ is a
conic neighborhood of an arbitrarily large proper subcone of Γ2 and is uniformly continuous
up to y = 0.
Corollary 3.6. Let Ω1×V2 be a domain in R
n1 ×Cn2 and let f be a function in Ω1×V2,
such that ∀x′ ∈ Ω1, f(x
′, ·) is holomorphic and ∀z′′ ∈ V2, f(·, z
′′) is real analytic. Then f
extends holomorphically to a neighborhood W of Ω1 × V2.
(Cf. Theorem 1 by Shiffman [16].) This is a corollary to Theorem 3.4 or Theorem 3.5
applied to the family of domains Ω obtained by slicing Ω1 × V2 by the planes y
′′ = const:
some care is needed because f |Ω1×V2 is not assumed to be continuous. When V2 is a wedge
Ω2+ iΓ2 ǫ, one can see thatW is also a wedge Ω+ iΓǫ where Γ ⊃ Γ˜2 for an arbitrarily large
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Γ˜2 ⊂⊂ Γ2. However, Theorem 3.5 is far better: real analyticity in x
′ for fixed x′′ ∈ Ω2,
and not z′′ ∈ Ω2 + iΓ2 ǫ, suffices.
Let us notice that Theorem 3.4 could be obtained from Theorem 3.5. In fact, CR
extension to y′′ implies CR extension to any pair of antipodal open cones Γ±2 ⊂ R
n2 .
Application of Theorem 3.5 implies extension to a pair of wedges W±, whose profiles
are conical neighborhoods Γ± of Γ±2 in R
n . But then the Ajrapetyan-Henkin edge of the
wedge theorem gives extension to the directions of the convex hull of the profiles that is
the whole of the directions of the y-plane Rn. However, for the sake of clearness, we will
give a separate proof.
Outline of the proof of Theorems 3.4, 3.5. We start from Theorem 3.4. Assuming
that Ω is the square I2 = (−1, 1)× (−1, 1) of R2 and denoting by ∆ the standard disc, we
consider the sets ∪
x1∈I
{x1}×∆ and ∪
x2∈I
∆ǫx2 ×{x2} to which f is supposed to extend. Now,
by Baire’s theorem the extension of f is bounded in Iδ ×∆ and Uδ × Iδ for some interval
Iδ = (−δ, δ) and some strip Uδ = I+ iIδ. It is easy to prove, by Cauchy’s inequalities, that
boundedness combined with continuity on I2 implies in fact continuity for the extensions.
By the celebrated Ajrapetyan-Henkin’s “edge of the wedge” Theorem of [1], f extends
to ∆δ × ∆δ for a new δ. The argument of this theorem consists in “attaching” analytic
discs to the two hypersurfaces and in extending f along these discs by the maximum
principle. Also, wherever the extension is continuous, we can apply the propagation of
the holomorphic extendibility of CR functions along discs: in particular f will extend
holomorphically to Uδ ×∆δ for a new δ. At this point we apply our generalized Hartogs
Lemma - Theorem 3.1 above - to the sequence {ϕν(z1)}ν = {
∣∣∣∂νz2 (z1,0)ν! ∣∣∣
1
ν
}ν and get normal
convergence of the Taylor series of f in z2 over discs of radius arbitrarily close to 1 and
uniform for |y1| suitably small. Thus f extends holomorphically to Uǫ ×∆ (where ∆ is a
little shrunk).
As for Theorem 3.5, where we have extension only to the side y2 > 0, we follow the
same lines. The proof that boundedness implies continuity requires an extra argument
since we are now working in the upper half-disc ∆+ at the boundary points Im z2 = 0.
This is provided by the more general Theorem 2.1; a direct proof, based on the Phragme´n-
Lindelo¨f priciple, could be given. In this way we get holomorphic extension to Uδ ×∆
+
δ .
We center now the Taylor series of f with respect to z2 at z2 =
δ
2
−σ+ i δ
2
for σ << δ and
get that this series converges normally for z2 in the disc ∆δ′(
δ
2
−σ+ i δ
2
) of center δ
2
−σ+ i δ
2
and radius δ′ < δ
2
and uniformly for z1 belonging to compact subsets of I + i(Iǫδ \ {0})
for a suitable ǫδ. We next iterate and center the Taylor series of (the extension of) f to
the points jδ′ − jσ or −jδ′ + jσ j = 0, ..., N so that |Nδ′ −Nσ| > 1. In this way we are
able to extend f to the domains Wδ := (I + iIǫN
δ
) × Vδ where Vδ is a neighborhood of
I + i δ
2
in the z2-plane. By taking the union ∪δWδ we obtain a domain of extension which
is a neighborhood of I2 + i({0} × I+δ ). Next, by a theorem by Kashiwara (cf. [9]), we get
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extension to a domain W = I2 + iΓǫ where Γ is a conical neighborhood of the half-line
y2 > 0 in R
2.
4. Proofs
Proof of Theorem 3.4. By using iteration, we may assume n = 2. We will use the
notations I = (−1, 1), I2 = I × I, Iǫ = (−ǫ, ǫ), ∆ = {τ : |τ | < 1}, ∆ǫ = {τ : |τ | < ǫ},
Uǫ = {τ ∈ C : |Re τ | < 1, |Im τ | < ǫ}, ∆
+ = {τ ∈ ∆ : Im τ ≥ 0}, I+ = {t ∈ I : t ≥ 0},
U+ǫ = {τ ∈ Uǫ : Im τ > 0}. The statement being local we can suppose that f is defined
and continuous in I2, extends to ∆ǫx2 × {x2} and {x1} ×∆ holomorphic with respect to
τ ∈ ∆ and ∆ǫx1 respectively. We even assume that f extends indeed to discs of radius
slightly bigger than 1 or ǫx2 .
(a) We first prove that there are an open interval Iδ ⊂ I and an open strip Uδ = I + iIδ
such that f is continuous in Iδ × ∆ and in Uδ × Iδ (cf. [10] and [18]). Hence it is a
continuous CR function therein. We start from the proof of the continuity on Iδ ×∆. Let
Kl = {x1 ∈ I : sup
z2∈∆
|f(x1, z2)| ≤ l}. We note that Kl ⊂ Kl+1 and that ∪lKl = I since, for
each x1, sup
z2∈∆
|f(x1, z2)| < +∞. We claim that
(4.1)
{
Kl is closed,
f is continuous on Kl ×∆.
In fact, let xν1 → x
o
1 with x
ν
1 ∈ Kl; we want to show that then x
o
1 ∈ Kl. We use the notation
Fν(z2) := f(x
ν
1, z2)−f(x
o
1, z2). The sequence {Fν}ν is equicontinuous in a neighborhood of
∆: in fact, remember that that f was supposed to be holomorphic for |z2| slightly bigger
than 1: so the conclusion follows from the hypothesis of boundedness in addition to the
Cauchy inequalities. We claim that Fν → 0. Otherwise, by the equicontinuity, there is a
subsequence {Fνk}k which converges to a limit F 6= 0. But this limit is holomorphic in ∆
and 0 in I, a contradiction. This proves the claim and thus (4.1) follows. We can see now
that by Baire’s Theorem the union ∪lKl being the whole I, the sets Kl must contain an
open interval for large l. Also, such an interval can be found in a neighborhood of any
point. It needs not to contain 0 but we may assume it, by means of a small translation,
for the purpose of our proof. Thus we can assume that f extends as a continuous function
on Iδ ×∆ holomorphic in z2: hence it is a continuous CR function therein.
We pass now to prove that f is a continuous CR function on Uδ×Iδ. For this purpose, we
define Jl = {x2 : f(·, x2)extends to |y1| <
1
l
and |f(·, x2)| < l}. In fact, if x
ν
2 → x
o
2 with
xν2 ∈ Jl, then by boundedness, there is a subsequence which converges to a holomorphic
function on U 1
l
; this must be f(·, xo2). As before we have f(·, x2)| ≤ l and f |U 1
l
×Il is
continuous. By Baire’s theorem we still conclude that for large l, the set Jl contains an
open interval that we can suppose to be centered at 0. This concludes the proof of the
claim.
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(b) At this point we apply the Ajrapetyan-Henkin edge of the wedge Theorem and con-
clude that f extends holomorphically to a domain of type ∆δ ×∆δ. Since this is a crucial
point here, we give the outline of the proof which follows [21]. We show first how to ex-
tend f for 0 ≤ Im z1 < δ, 0 ≤ Im z2 < δ. In fact, choose smooth functions yj(e
iθ) ≥ 0
with supp(y1) ⊂ [0, π], supp(y2) ⊂ [π, 2π] and with unit mean value, take (λj) with
0 ≤ λj < δ ∀j, write yλ = (λ1y1, λ2y2) and consider the discs Axo,λ(τ) which are the
holomorphic extensions of (xo − T0yλ) + iyλ from τ = e
iθ ∈ ∂∆ to τ ∈ ∆. (Here T0 is the
Hilbert transform normalized by the condition T0(·)(0) = 0.) Note that the boundaries
of these discs, corresponding to the values τ = eiθ of the parameter, are contained in the
union of ∆+ × Iδ and Iδ × ∆
+. Also, the set of their centers {Axo,λ(0)} = {xo + iλ} is
the set described by 0 ≤ Im z1 < δ, 0 ≤ Im z2 < δ. On the other hand f is uniformly
approximated over the set of the boundaries by a sequence of polynomials according to
the Baouendi-Treves approximation theorem ( cf. Theorem 1 ch. 13 of [4]). This sequence
is also convergent in the inside of these discs, in particular in the set of their centers, by
the maximum principle. The limit of the sequence provides the desired extension of f to
the first quadrant 0 ≤ Im z1 < δ, 0 ≤ Im z2 < δ; in the same way we prove extension to
the other quadrants and conclude the proof of our claim.
(c) We notice now that
• f is continuous and CR on Uδ × Iδ,
• Uδ × Iδ is foliated by the complex leaves Σx2 := Uδ × {x2} for x2 ∈ Iδ,
• f extends to ∆δ ×∆δ,
• each leaf Σx2 intersects ∆δ × Iδ.
But then the propagation of the holomorphic extendibility of CR functions along complex
leaves yields extension of f to an open domain Uδ ×∆δ of C
2 for small δ. We notice here
that ∆δ × ∆δ is swept by discs with boundary in the region where f is bounded and
Uδ × ∆δ by discs with boundary in the union of Uδ × Iδ and ∆δ × ∆δ where f is also
bounded. Hence, by maximum modulus principle, f is bounded in Uδ×∆δ. Since by such
an intervals Iδ, where f has (different) bounds, we cover an open dense set D ⊂ I, we
conclude that f is continuous up to y = 0 over I ×D. This remark will be crucial in the
proof of the subsequent Theorem 3.5.
(d) We consider now the Taylor series of f with respect to z2 centered at z2 = 0
(4.2)
∑
ν
∂νz2f(z1, 0)
ν!
zν2 .
This represents a holomorphic function on Uδ × ∆δ; when x1 is fixed in I this extends
holomorphically for z2 ∈ ∆. We write ϕν(z1) :=
1
ν
log
|∂νz2f(z1,0)|
ν!
and note that these are
subharmonic functions of z1. We have
(4.3) lim sup
ν
sup
z1∈Uδ
ϕν(z1) ≤ −log δ,
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and hence in particular sup
z1∈Uδ
ϕν(z1) ≤ L for some constant L and for any ν. We also have
(4.4) lim sup
ν
ϕν(x1) ≤ 0 for x1 ∈ I.
(In (4.3) and (4.4) the domains ∆ and I should be arbitrarily little shrunk.) But then
Theorem 3.1 applies to the sequence of the ϕν ’s over the pair of half-strips x1 + U
±
δ . It
implies that for any α > 0 and η > 0 and for suitable ναη, we have
sup
x1∈I, y1≥η
ϕν(z1) ≤
α
2
− δ−1κlog δ|y1| ∀ν ≥ ναη.
We have in other words ∣∣∂νz2f(z1, 0)∣∣ 1ν
ν!
≤ e
α
2 δ−κ|y1|δ
−1
.
Let ǫ = ǫα δ satisfy e
α
2 δ−κǫδ
−1
< (1 − α)−1; then, the series (4.2) converges uniformly
for z1 on compact subsets of U˙ǫ = I + i(Iǫ \ {0}), normally for z2 in ∆1−α and its sum is
therefore a holomorphic function on U˙ǫ×∆1−α. Since we already know that this function
extends to y1 = 0 when z2 ∈ ∆δ, then it is in fact holomorphic on Uǫ × ∆. The proof is
complete.
Proof of Theorem 3.5. It is not restrictive to assume n = 2, Ω = I × I and Γ2 = I
+.
We may suppose that f is a continuous function on I2 which extends holomorphically to
{x1} ×∆
+ and ∆ǫx2 × {x2} ∀x1 and x2 in I: we prove that it extends holomorphically to
a domain I2 + iΓǫ where Γ is an open cone of R
2 around the positive y2-axis.
(e) The first part of the proof follows the lines of Theorem 3.4. We begin by noticing that
f extends continuously to Uδ × Iδ and to Iδ × ∆
+ for some δ: the former is identical as
in Theorem 3.4, the latter is a consequence of Theorem 2.1. We then apply the edge of
the wedge and the propagation theorems and conclude that f extends holomorphically
to Uδ × ∆
+
δ . We note here that ∆
+
δ contains ∆ δ
2
(i δ
2
) the disc with center i δ
2
and radius
δ
2
. We will write δ instead of δ
2
in the following, and therefore suppose that f extends to
∆×∆δ(iδ).
(f)We consider now the Taylor series of f with respect to z2 centered at the point δ−σ+iδ
for σ << δ:
(4.5)
∑
ν
∂νz2f(z1, δ − σ + iδ)
ν!
zν2 .
This represents a holomorphic function on ∆ × ∆σ(δ − σ + iδ); when x1 is fixed in I
this extends holomorphically for z2 ∈ ∆δ(δ − σ + iδ) that is the radius of convergence in
z2 increases from σ to δ. We write ϕν(z1) :=
1
ν
log
|∂νz2f(z1,δ−σ+iδ)|
ν!
and note that these are
subharmonic functions of z1. We have
(4.6) lim sup
ν
sup
z1∈Uǫ
ϕν(z1) ≤ −log σ
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together with
(4.7) lim sup
ν
ϕν(x1) < −log δ for x1 ∈ I.
(In (4.6) and (4.7) the domains Uδ and I should be arbitrarily little shrunk.) But then
Theorem 3.1 applies to the sequence of the ϕν ’s over the pair of half-strips U
±
δ . It implies
that for any α > 0 and η > 0 and for suitable να η, we have
sup
x1∈I, y1≥η
ϕν(z1) ≤ −log δ − κlog σ|y1|+
α
2
∀ν ≥ ναη.
We have in other words
(4.8)
∣∣∂νz2f(z1, δ − σ + iδ)∣∣ 1ν
ν!
≤ e
α
2 δ−1σ−κ|y1|.
Define ǫ = ǫδ by
ǫδ :=
log(1− α) + α
2
κlog σ
.
We note that under the condition y1 < ǫδ we have e
α
2 σ−κy1 < (1 − α)−1 and hence the
term in the right of (4.8) is ≤ δ−1(1 − α)−1 that is the radius of convergence of (4.5) is
≥ δ′ := (1 − α)δ. The convergence is normal for z2 satisfying |z2 − ((δ − σ) + iδ)| < δ
′,
uniform in z1 satisfying x1 ∈ I, η < y1 < ǫ. In fact, by repeating the argument of
Theorem 3.1 in the half-disc y1 < 0, it is also uniform for −ǫ < y1 < −η. Hence, by
letting η → 0, it remains well defined a holomorphic function on
(I + iI˙ǫ)×∆δ′(δ − σ + iδ)
that we will denote by F . We can of course “move backwords” and center the Taylor
series at −δ + σ + iδ instead of δ − σ + iδ.
(g) In the next step we center the Taylor expansion of F at δ+ δ′− 2σ+ iδ; by the same
argument as in (f) - in which we apply Theorem 3.1 to a covering of U+ǫ by rescaled discs
x1 +
ǫ
δ
∆+δ - we get extension of F to the domain
(I + iI˙ǫ2)×∆δ′(δ + δ
′ − 2σ + iδ).
After finitely many, say N, steps we get Nδ′ − Nσ > 1; we can also “move backwords”
and get −Nδ′+Nσ < −1. We have thus obtained a holomorphic extension F to a domain
of the type
(I + iI˙ǫN )×
(
∪Nj=−N∆δ′(j(δ
′ − σ) + iδ)
)
.
Note that the union of discs in the second term above contains an open neighborhood
Vδ of I + iδ. We move now δ to 0: we then get a holomorphic function F defined on the
domain
∪δ(I + iI˙ǫN
δ
)× Vδ.
We show now that F is also defined for y1 = 0 that it extends to a wedge W = I
2 + iΓ
where Γ is a conic neighborhood of the axis y2 > 0 and that it is uniformly continuous
12 L. BARACCO G. ZAMPIERI
at y = 0 with limit f . We start by remarking that F is defined from the beginning over
Uδ ×∆
+
δ where it is uniformly continuous up to I × Iδ with limit f :
F (z1, z2)|y1=0, y2=0+ = f(x1, x2) for (x1, x2) ∈ I × Iδ.
In particular, F (x1, z2)|y2=0+ = f(x1, x2) for x2 ∈ Iδ. But it then follows from the iden-
tity principle for holomorphic functions
F (x1, z2) = f(x1, z2) for z2 ∈ Vδ ∪∆
+
δ .
Thus F is defined also for y1 = 0 and is, wherever defined, an extension of f(x1, z2) for
values of z1 such that ±y1 > 0. In particular, it is an extension of f to ∪δ(I + iIǫN
δ
)× Vδ.
Next, by a theorem by Kashiwara (cf. [9]) F extends to a wedge W as before described.
At this point, F has at its own right a generalized boundary value. On the other hand,
by what we remarked before (d) of the proof of Theorem 4.1, F is uniformly continuous
up to y = 0 over I×D where D is open dense in I. In particular, for any xo2 ∈ I there are
neigborhoods B ⊃⊃ A ∋ xo2 such that B \A ⊂ D. Thus F is indeed uniformly continuous
according to Theorem 2.4 and it has limit f at I2. The proof is complete.
Proof of Corollary 3.6. We let n = 2 and suppose that f extends to {x1} × ∆
+ and
∆ǫz2 × {z2} for any x1 ∈ I and z2 ∈ ∆
+ respectively. For y2 ∈ I
+, let I(y2) = I + iy2; the
idea of the proof is to apply Theorem 3.2 with I2 replaced by I × I(y2). But we have to
overcome the problem that f |I×I(y2) is not known to be continuous. To this end we define
Jl(y2) = {z2 ∈ I(y2) : f(·, z2) is holomorphic in U 1
l
and sup
z1∈U 1
l
|f(z1, z2)| ≤ l}. We can then
see that
f |I×Jl(y2) is continuous.
If we manage to prove this, then f will be in fact continuous on Uδ×Jl(y2) for some δ <
1
l
by Theorem 2.1 and this will suffice to carry out our proof. To prove this claim, we write
for any pair of points x˜2 + iy2, x2 + iy2 in Jl(y2) and x˜1, x1 in I:
|f(x˜1, x˜2 + iy2)− f(x1, x2 + iy2)| ≤ |f(x˜1, x˜2 + iy2)− f(x1, x˜2 + iy2)|
+ |f(x1, x˜2 + iy2)− f(x1, x2 + iy2)|.
Now, the first term is small, for |x˜1 − x1| small and uniformly with respect to x˜2, by
Cauchy inequalities and by the uniform bound |f | ≤ l. The second is small for |x˜2 − x2|
small since f(x1, ·) is holomorphic, henceforth continuous.
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