Bandwidth and power constraints are the main concerns in current wireless networks because multihop, ad hoc mobile wireless networks rely on each node in the network to act as a router and packet forwarder. This dependency places bandwidth, power, and computation demands on mobile hosts which must be taken into account when choosing the best routing protocol. In recent years, protocols that build routes based \on demand" have been proposed. The major goal of on-demand routing protocols is to minimize control traffic overhead. In this paper, we perform a simulation and performance study on some routing protocols for ad hoc networks. Distributed Bellman-Ford, a traditional table-driven routing algorithm, is simulated to evaluate its performance in multihop wireless networks. In addition, two on-demand routing protocols (Dynamic Source Routing and Associativity-Based Routing) with distinctive route selection algorithms are simulated in a common environment to quantitatively measure and contrast their performance. The final selection of an appropriate protocol will depend on a variety of factors, which are discussed in this paper.
Introduction
An ad hoc or multihop mobile wireless network is an infrastructureless network with no fixed routers, hosts, or wireless base stations. Current cellular networks use a wireless last-hop architecture but rely on a wired infrastructure to interconnect different cells. In ad hoc wireless networks, a remote mobile node interconnection is achieved via peer level multihopping technique. This implies that the interconnection topology can change dynamically, giving rise to many challenging research issues. In this environment, ad hoc routing is critical and has to be supported before any applications can be deployed for ad hoc mobile networks. Routing protocols used in conventional wired networks (e.g., Bellman-Ford 1, 2] and link state 3]) are not well-suited for the mobile environment due to the considerable overhead produced by periodic route update messages and their slow convergence to topological changes.
Numerous ad hoc routing protocols have been proposed to the Internet Engineering Task Force (IETF) Mobile Ad hoc Networks (MANET) Working Group 4] . These protocols share the characteristic that routes are established based on demand by the source (hence the term on-demand routing). Some of these protocols have been evaluated via simulation, but in most cases they are not simulated in a common environment. This makes quantitative performance comparisons among these protocols difficult. In this paper, we use a common simulation platform to investigate the performance of three routing schemes. We compare Associativity-Based Routing (ABR) 5, 6] , which considers multiple route selection metrics, with Distributed Bellman-Ford (DBF), which is not an on-demand scheme, and Dynamic Source Routing (DSR) 7], which still uses shortest path as the routing metric. We have chosen these three protocols for the following reasons: (i) to evaluate the performance of a conventional table-driven routing scheme (DBF) in multihop wireless networks, and (ii) to study the performance of different routing metrics in dynamic ad hoc networks.
The remainder of this paper is organized as follows: Section 2 presents a discussion on DBF, DSR, and ABR protocols, highlighting how each of them supports route setup and mobility. Section 3 then evaluates and compares the performance of DBF, DSR, and ABR protocol via simulation. The conclusion follows in Section 4.
Existing Ad Hoc Routing Protocols
Recently, several proposals to support ad hoc mobile communications have evolved, including DSDV 8] 17] . In this paper, we focus our attention and discussion on DBF, DSR, and ABR.
Distributed Bellman-Ford
Distributed Bellman-Ford (DBF) algorithm was developed originally to support routing in the ARPANET. A version of it is known as RIP (Routing Internet Protocol) 18] and is still being used today to support routing in some Internet domains. It is a table-driven routing protocol, i.e., each router constantly maintains an up-to-date routing table with information on how to reach all possible destinations in the network. For each entry, the next router to reach the destination and a metric to the destination are recorded. The metric can be hop distance, total delay, or cost of sending the message. Each node in the network begins by informing its neighbors about its distance to all other nodes. The receiving nodes extract this information and modify their routing table if any route measure has changed. For instance, a different route may have been chosen as the best route or the metric to the destination may have been altered. The node uses the following formula to calculate the best route:
where D(i; j) is the metric on the \shortest" path from node i to node j, d(i; k) is the cost of traversing directly from node i to node k, and k is one of the neighbors of node i. After recomputing the metrics, nodes pass their own distance information to their neighbor nodes again. After a while, all nodes/routers in the network have a consistent routing table to all other nodes.
This protocol does not scale well to large networks due to a number of reasons. One problem is the so called \count-to-infinity" problem. In unfavorable circumstances, it takes up to N iterations to detect the fact that a node is disconnected, where N is the number of nodes in the network 19]. Another problem is the increase of route update overhead with mobility. RIP uses time-triggered (periodic, about 30sec interval) and event-triggered (link changes or router failures) routing updates. Mobility can be expressed as rate of link changes and/or router failures. In a mobile network environment, event-triggered routing updates tend to outnumber the time-triggered updates, leading to excessive overhead and inefficient usage of the limited wireless bandwidth. 
Route Discovery
When a source has a data packet to send but does not have any routing information to the destination, the source initiates a route discovery. To establish a route, the source floods a route request message with a unique request ID. When this request message reaches the destination or a node that has route information to the destination, it sends a route reply message containing path information back to the source. The \route cache" maintained at each node records routes the node has learned and overheard over time to reduce overhead generated by a route discovery phase. When a node receives a route request packet, this message is forwarded only if all of the following conditions are met: (a) the node is not the target (destination) of the route request packet, (b) the node is not listed in source route, (c) the packet is not a duplicate, and (d) no route information to the target node is available in its route cache. If all are satisfied, it appends its identification to the source route and broadcasts the packet to its neighbors. If condition (b) or (c) is not met, it simply discards the packet. If a node is the destination of the packet or has route information to the destination, it builds and sends a route reply to the source, as described above.
Route Maintenance
The main innovation of DSR with respect to bridged LAN routing is in route monitoring and maintenance in the presence of mobility. DSR monitors the validity of existing routes based on the acknowledgments of data packets transmitted to neighboring nodes. This monitoring is achieved by passively listening for the transmission of the neighbor to the next hop or by setting a bit in a packet to request an explicit acknowledgment. When a node fails to receive an acknowledgment, a route error packet is sent to the original sender to invoke a new route discovery phase. Nodes that receive a route error message delete any route entry (from their route cache) which uses the broken link. Note that a route error message is propagated only when a node has a problem sending packets through that link. Although this selective propagation reduces control overhead (if no packets traverse a link), it yields a long delay when a packet needs to go through a new link.
Information Stored in Each Node
Route Cache: Each node stores routing information it has learned and overheard in its route cache.
Routing information can be obtained while processing route reply messages and the source route list of a data packet header. More than one route for each destination can be stored in the cache. When a route error message is received or overheard, routes that use the broken link specified in the route error are removed from the route cache.
Route Request Table: Nodes producing a route request packet store information in the route request table. Recorded information includes the destination node of a route request, the time when the node last sent a route request to the destination, and the time the node has to wait until it can send a next route request to the destination. The purpose of maintaining this table is to restrict frequent route request transmissions to the same destination.
Optimizations
To improve the performance and reduce overhead, a few optimizations can be achieved in DSR. Some of the optimizations are:
Nonpropagating Route Requests: When originating a route request, senders set the Time-
To-Limit (TTL) to zero hop, thus allowing only the neighbors to receive packet. If a neighbor is the destination or has route information to the destination in its cache, it sends a reply to the originator. If no reply is received within a timeout period, an ordinary (propagating) route request is flooded by the sender.
Piggybacking on Route Discoveries: To eliminate the route acquisition latency, data can be piggybacked on route request packets. If, however, a route is replied by an intermediate node which has route information to the destination in its cache, that node needs to construct a data packet and forward it to the destination node in order not to lose any data.
Gratuitous Route Replies: When receiving a packet not addressed to itself, a node refers the listed source route that has not been traversed yet. If the unprocessed part contains the identification of the node, it realizes that a shorter route can be achieved by not visiting the preceding hops in the source route. This node sends a gratuitous route reply to the sender to inform a shorter route. Snooping: When processing data, a node examines the unvisited nodes in the source route and inserts those routes into its route cache. This snooping enables nodes to have multiple alternate routes for each destination.
Associativity-Based Routing 2.3.1 Protocol Characteristics
Developed at Cambridge University, Associativity-Based Routing (ABR) 5, 6 ] is a protocol that is designed for an ad hoc mobile network environment. Routes are established based on demand. The uniqueness of this scheme is the route selection criteria. By exploiting the spatial and temporal relationship of mobile hosts, ABR introduces the following new routing metrics: Longevity of a route based on associativity, Route relaying load of intermediate nodes supporting existing routes, and Link capacities of the selected route. By`associativity' or`affinity' we mean the spatial, temporal, and connection relationship of a mobile host with its neighbors. Associativity is measured by recording the number of control beacons received by a node from its neighbors. For example, assume each mobile host has a transmission/reception range of 10m in diameter and there are two mobile hosts A and B. Initially, A and B are not in radio connectivity with each other but each sends a control beacon to signify its presence once every 2 seconds. If A is migrating at 1 m/s and it starts to enter B's radio range and move through it diagonally, then both A and B record at most 5 beacons each. Hence, this is the associativity threshold. Namely, if only 5 or less beacons are recorded, then one can assume that the other mobile host is migrating past it, and this situation is viewed as being associatively unstable. Otherwise, if the mobile host is moving but is constantly within the radio coverage of its neighbors, then more than 5 beacons will be recorded and hence the node is regarded as being associatively stable. Note that associativity has an inter-locking characteristic since a node's associativity stability with its neighbors depends on the mobility profile of the neighbors. By selecting nodes with high associativity counts/ticks, the route is expected to have a long-lived characteristic. This stability could result in a route with non-shortest path, but the route can be maintained with less chance of having to perform route recovery. The detailed algorithm for route selection in ABR can be found in 6].
The following sections shall elaborate further on: (a) route discovery and (b) route reconstruction.
Route Discovery Phase
The route discovery process consists of Broadcast Query (BQ) and BQ-REPLY cycle. When a source demands a route, it floods a BQ message. Any Intermediate Node (IN) that receives the BQ packet checks if the message has already been processed by looking up the seen table, which will be explained in Section 2.3.5. If the BQ packet has not been seen before, it appends the following to the BQ packet: (a) its identifier, (b) associativity ticks with its neighbors, (c) route relaying load, (d) link propagation delay, and (e) hop count information. The IN then broadcasts the packet to its neighbors. When the destination node receives BQ packets, it knows all the possible routes and their qualities. The destination node then selects the best route based on longevity and other qualities (route load, minimum hop, etc.) and sends a BQ-REPLY control packet (which contains a list of INs' addresses/IDs and a summary of selected route QoS) back to the source node via the selected route. When INs of the selected route receive the BQ-REPLY packet, they update their routing tables with this new route.
Route Reconstruction (RRC) Phase
In circumstance where nodes' mobility invalidate the selected route, the Route Reconstruction (RRC) process is invoked to discover alternate partial routes quickly. The migration of neighbor nodes can be detected when no beacon message is received within the timeout interval. When an IN of an existing route moves away from radio range of its immediate upstream or downstream, the route is invalidated. The immediate downstream node sends a Route Notification (RN) packet towards the destination to inform the invalidity of that route. Nodes that subsequently receive such a message delete their route entry. The immediate upstream of the moved node, however, performs a Localized Query (LQ) to discover a new partial route. Unlike BQ, a LQ process performs a limited scope broadcast (i.e., the flood radius is controlled by a hop count field). However, similar to BQ, information about route metrics is appended into LQ packets as they make their way to the destination. After the destination node receives several LQ messages, it selects the best partial route (again based on associativity stability) and sends back a LQ-REPLY message to the node that invoked the LQ process. As a result, all nodes in this partial path have their routing entry updated, allowing subsequent data packets to be forwarded via this new partial path.
In the case when the node that sent the LQ message does not receive the LQ-REPLY message within the timeout period (i.e., when partial paths could not be located), it sends a RN packet to the immediate upstream node (i.e., backtrack). When a node receives a RN packet from an immediate downstream node, it recognizes the backtrack and invokes a LQ process again. The fundamental strategy here is to localize the route discovery process to a bounded region so that other parts of the route are not affected. This localization also helps in avoiding the use of full broadcast unnecessarily. For a displacement of a node along the route, LQ processes can be performed at most half the route hop distance. Thereafter, if no partial path can be located, a RN message is sent back to the source node of the route to invoke a BQ process. This quick abort mechanism is to shorten route recovery time (avoiding the possibility of backtracking all the way to the source) by limiting the number of LQ processes.
Data Transmission
To utilize the channel efficiently, ABR uses a simple and short packet header. Each data packet header contains only the neighboring node information rather than all the nodes in the route.
Similar to DSR, flow control is achieved by monitoring passive acknowledgments. When node A receives a packet and forwards it to the next-hop node B, A hears B's transmission when B relays the packet to another node. This is known as passive acknowledgment and is a technique used in packet radio 20]. Active acknowledgment is used by the destination node (since it has no more neighbors to relay the packet to) where an explicit message is sent to the upstream node. If a node does not receive a passive acknowledgment within the timeout period after forwarding a packet, it retransmits the data packet for an appropriate number of times. If an acknowledgment is not received after a few attempts, a mobile host is considered to have moved out of radio range or has powered down and a RRC phase is therefore invoked.
Information Stored in Each Node
Routing Table: If a node is part of an active route in the network, it stores the route information in its routing table. Not only are the source and the destination IDs of the route recorded, but also the incoming and the outgoing node IDs are kept so that incoming packets can be forwarded accordingly. Information on the hop count to the destination and the total number of active routes that the node is currently supporting are maintained in the routing table as well. Unlike distance vector based routing protocols, ABR routing table contains only routing information for routes that are actually required by the source, not every possible destination in the network.
Neighbor Table: Each node maintains a neighbor table that records its associativity relationship with surrounding neighbors. An associativity counter is incremented when a beacon message transmitted by a neighboring node is received. If no beacon message is received from a neighboring node within the timeout interval, the corresponding associativity counter field is reset to zero (to reflect the associativity instability).
Seen Table: A seen table is 
Summary of Protocols
Key characteristics and properties of DBF, DSR, and ABR are summarized in Table 1 . have also implemented the SIRCIM (Simulation of Indoor Radio Channel Impulse-response Models) 26] which considers fading, barriers, foliages, multipath interference, etc. The SIRCIM is more accurate than the free space model, but we have decided against using SIRCIM in our study because: (a) the complexity of the SIRCIM increases simulation time by two orders of magnitude; (b) the accuracy of the channel model does not affect the relative ranking of the routing protocols evaluated in this study; and (c) SIRCIM must be \tuned" to the characteristics of the physical environment (e.g., indoor, outdoor etc.), thus requiring a much more speci c scenario than we are assuming in our experiments. In the radio model, capture effects are taken into account. If the capture ratio (the minimum ratio of an arriving packet's signal strength relative to those of other colliding packets) 25] is greater than the predefined threshold value, the arriving packet is received while other interfering packets are dropped. A traffic generator was developed to simulate constant bit rate sources. Source nodes and destination nodes were chosen randomly with uniform probabilities. A packet is dropped when no acknowledgment is received after retransmitting it a certain number of times. Simulation runs of 200,000,000,000 simulation ticks (which is 200 seconds of simulation time) were performed multiple times.
Simulation Results
DBF, a traditional table-driven routing scheme used in wired networks, is compared with on-demand ad hoc routing schemes (ABR and DSR) in a common multihop mobile wireless network simulation platform. Parameters of interest are: (a) control overhead, (b) data throughput, and (c) end-to-end packet propagation delay. Specifications stated in 18], 27], and 6] are employed to implement DBF, DSR, and ABR, respectively. The results obtained are discussed below. Figure 1 shows the control overhead incurred by DBF, DSR, and ABR. Both ABR and DSR on-demand routing schemes have considerably less overhead (as high as 76.56%) than DBF. Sending route updates periodically and triggering updates when the topology changes in order to maintain an up-to-date routing table result in excessive control message overhead, which is unacceptable in a wireless environment with limited bandwidth. We can see that DSR has less overhead than ABR when the network is static. If nodes are not mobile, there is no route breakage and control messages for route reconstruction are not required. ABR sends beacon messages to maintain the list of neighbors, thus resulting in more overhead when there is no mobility. One might expect ABR to have considerably more control overhead when nodes are stable. However, the result shows only a small difference since the size of beacon messages is very small. We can observe from the result that increasing the mobility speed makes ABR more efficient than DSR. This efficiency is attributed to ABR's local route recovery feature. In DSR, if a node in the path becomes unreachable, a control message specifying a route error is propagated all the way back to the source to invoke a new route discovery. In contrast, in ABR the immediate upstream of a migrated node starts the LQ process to find a new partial route without intervention from the source, hence minimizing the transmission of control messages. Figure 2 shows the throughput comparison of DBF, DSR, and ABR. DBF's poor performance can be attributed to excessive channel usage by route update control messages. Also, as mobility speed increases, more event-triggered updates are generated. However, this is not present in on-demand routing protocols. The graph also reveals that the ABR has a higher throughput than DSR, resulting from the use of a different route selection process. In DSR, a route is chosen based on the shortest delay at the instance of route establishment. Although this path may be the best route at that instant, it may be a route that lacks routing stability or may have unacceptably high load. In contrast, ABR distinctively selects a route where nodes in the path are associatively stable (spatial, temporal, and connection wise) and have light load. This route selection criteria enhances the longevity of the selected route, avoids bottleneck and congestion at INs, and eventually improves throughput. Figure 3 shows the end-to-end delay of data packets. DBF has a larger delay than on-demand schemes due to high control overhead and thus large queueing delay. For on-demand protocols, ABR has shorter delays than DSR, and this difference becomes more obvious as mobility speed increases. The better performance of ABR can be traced to the following reasons. First, balancing the route load shortens the delay as the chance of congestion is reduced. Second, adjusting to network mobility via receiving beacon messages from neighbors yields faster convergence. In DSR, a neighbor displacement is noticed only after a packet is sent explicitly to that node. The network reacts if an acknowledgment is not received. Consequently, this increases packet delay since the packet must wait until a new route is established.
Control Message Overhead

Data Throughput
End-to-End Delay
Other Considerations
In the previous sections, we have compared routing algorithms based on the performance criteria typically measured in a simulation experiment, namely, throughput, delay, and control traffic overhead. There are other criteria, however, which must be taken into account when selecting the routing scheme for a specific application. Often, these criteria are not easily assessed via simulation. In this section, we examine three such criteria: table storage overhead, probability of detection/interception, and power consumption. Table Storage Overhead: For each route discovered by DSR, a route cache table is kept at the source as well as at each node along the route. Let R be the average number of active routes a node supports and N the total number of nodes in the network. Assuming a grid-like radio connection topology (consistent with optimal radio power range), the average path length is p N. So, the total number of route cache entries for each node is on average R p N. The source node of route request packets maintains a node information cache. 1 Having four fields for each destination, the average number of node information cache entries per node is 4R. Hence, the total storage overhead for traversed h hops decreases rapidly with h since duplications are automatically filtered by neighbors after the first hop. Thus, an entry needs to be kept in the seen table only for a relatively short time and can be removed after a timeout. Therefore, maintaining a fixed number of entries for the seen table is sufficient to detect duplicates (in our comparison which we present in Figure 4 , we use a conservative value of ten entries per active route). In addition to the storage overhead of the routing table and seen table, neighbor table overhead of 3n is required for every node, where n is the average number of neighbors. Note that this is a constant overhead which is incurred even if there is no traffic in the network. In DSR, storage overhead is zero if there is zero traffic. In Distributed Bellman-Ford, the table overhead of each network node is 3N, independent of traffic. 3 This overhead is higher than on-demand routing (ABR or DSR) in light traffic but lower in heavy traffic. In Figure 4 , we show the storage overhead required by each node for varying number of active routes in a network with 50 hosts. We can see that the storage overhead of ABR is higher than DSR, especially if the number of active routes increases. We can also see that DBF requires more storage overhead than on-demand protocols in light traffic.
Low Detection/Interception Probability: In some battlefield applications, if no packet needs to be transmitted, nodes should preferably remain silent (sleep mode) to reduce detection/interception probability. ABR sends beacon messages periodically, and this beacon may be received by an unintended receiver (e.g., an enemy). 4 Similarly, in DBF nodes continuously emit update packets, which can be detected or intercepted. DSR on the other hand does not transmit anything if there is no user data to send. Thus DSR has a better LDP/LIP property.
Low Power Operation: In situations where there is no data traffic, ABR demands more power in order to process beacon messages, and so does DBF to transmit/process updates. Thus, DSR is more attractive when power resource conservation is of paramount concern. However, this deficiency in ABR can be offset by current power conservation techniques in devices, protocols, and operating systems.
Problem with Shortest Path on Power Consumption: In routing protocols that use shortest hop or delay as route selection metric, some nodes need to support many routes (i.e., have high route relaying load). These nodes continuously consume energy and their energy will eventually be exhausted, resulting in node failures. Route selection should also consider energy reserves as one of the factor 28]. ABR uses`route relaying load' as one of its metric and prevents node failures of this kind. However, this is not the case for DSR.
Conclusions
Many routing protocols for ad hoc mobile wireless networks have been proposed in recent years. In this paper, we have reviewed and studied key properties of three distinctive routing protocols. Performance evaluation of these protocols have been conducted via simulation in a common network environment. We have compared the performance of Associativity-Based Routing with Distributed Bellman-Ford and Dynamic Source Routing. Simulation results reveal that the DBF incurs extensive bandwidth and computation overhead in the presence of mobility, yielding inferior performance when compared to on-demand routing protocols (ABR and DSR) in ad hoc networks. We also report that ABR has a better throughput, smaller delay, and lower control overhead than DSR. Chiefly, this is due to the use of innovative associativity criterion, multiple route selection metrics, and local route recovery. On the negative side, ABR exhibits a slightly higher storage overhead than DSR. It is also more prone to detection and interception (by the enemy).
In summary, ABR is a strong candidate for the multihop mobile wireless environment along with DSR. The final selection of the on-demand routing scheme should take into account other considerations in addition to the measures provided by simulation.
