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Abstract
We discuss smart environments that identify and track their occupants using unobtrusive recognition modalities such as
face, gait, and voice. In order to alleviate the inherent limitations of recognition, we propose spatio-temporal reasoning
techniques based upon an analysis of the occupant tracks. The key technical idea underlying our approach is to determine
the identity of a person based upon information from a track of events rather than a single event. We abstract a smart
environment by a probabilistic state transition system in which each state records a set of individuals who are present
in various zones of the smart environment. An event abstracts a recognition step and the transition function deﬁnes the
mapping between states upon the occurrence of an event. We deﬁne the concepts of ‘precision’ and ‘recall’ to quantify
the performance of the smart environment. We provide experimental results to show performance improvements from
spatio-temporal reasoning. Our conclusion is that the state transition system is an eﬀective abstraction of a smart
environment and the application of spatial-temporal reasoning enhances its overall performance.
Keywords: Smart environments, Biometrics, Recognition, Spatio-Temporal Reasoning, Precision, Recall, Abstract
Framework, Events, States, Transitions
1. Introduction
The goal of our research is to develop indoor smart environments that can recognize and track their
occupants as unobtrusively as possible and answer queries about the whereabouts of their occupants. The
sensors of interest in our work are video cameras, microphones, etc. Such environments are useful in settings
ranging from homes for the elderly or disabled and oﬃce workplaces, and can be extended to larger arenas
such as department stores, shopping complexes, train stations, airports, etc.
Identiﬁcation of occupants has traditionally relied on tag-based approaches involving RFID badges
where the occupant has to continuously retain them or biometrics-based approaches based on ﬁngerprint and
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iris scans, which involve a ‘pause-and-declare’ interaction with respect to the occupant [1]. These modali-
ties are considered less natural than other biometric modalities such as face, voice, height, and gait, which
are less obtrusive and therefore better candidates for identiﬁcation of occupants in our smart environments.
In this paper, we extend our previous research on abstracting the behavior of a multimodal smart envi-
ronment in terms of a state transition system: states, events, and a transition function [2, 3, 4]. The state
captures who is present in the diﬀerent regions, or zones, of the environment. The state changes upon an
event, i.e., the movement of an occupant from one zone to another. An event abstracts a biometric recogni-
tion step - whether it is face recognition, voice recognition, etc. - and is represented as a set of pairs 〈o, p(o)〉
where p(o) is the probability that occupant o has been recognized at this event. The state information is thus
also probabilistic in nature. The transition function takes as input a state and an event, and determines the
next state by assigning revised probabilities to the occupants based upon the probabilities in the event.
We also show in this paper how spatio-temporal reasoning can help alleviate some of the limitations of
the underlying recognition methodology. Identiﬁcation based upon a single event is subject to the vagaries of
biometric recognition. For example, in face recognition, the angle of the camera, the amount of illumination
and face expression could cause a misidentiﬁcation. Spatio-temporal reasoning is more robust in that the
identity of a person is based upon information from a track of events rather than a single event. The basic
idea is that the consecutive track elements of a valid track will mostly obey the zone adjacencies in the
physical environment, whereas spurious tracks will mostly violate the zone adjacencies. Thus, an occupant
o is not conﬁrmed for any event unless there is a coherent track for o with respect to zone adjacencies.
We incorporate this spatio-temporal reasoning into the transition function of our state transition system.
In our earlier paper [2, 3], we proposed a simple transition function of the form Δ : S × E → S . Here,
the next state is determined just from the current state and current event. When track-based reasoning is
employed, the transition function takes the form Δ : P(S) × E → S . That is, the next state is determined
only after examining the tracks that are implicit in the set of all previous states. We also present a more
reﬁned transition function of the form Δ : P(S) × E → P(S). Here, in addition to track analysis, the
transition function also determines a revised set of previous states. Since track-based reasoning on shorter
tracks is less eﬀective than on longer tracks, the errors in initial states can be corrected only retrospectively
when more events have taken place.
We also extend previous research on quantitative metrics for identiﬁcation and tracking in a smart envi-
ronment based upon two metrics: precision and recall. Precision captures the ‘false positives’ while recall
captures the ‘false negatives’. These are complementary concepts and together capture the overall per-
formance of a smart environment. These are standard performance measures in the information retrieval
literature [5], but we have adapted their deﬁnitions to suit our context.
We present results from a prototype implementation of our concepts based upon biometric data that
was captured from continuous video frames. Our results conﬁrm that the state transition model serves as an
elegant abstraction of a smart environment and that spatio-temporal reasoning enhances its overall precision-
recall. The rest of this paper is organized as follows. Related work is surveyed in section 2, and the details
of the state transition model as well as precision and recall are discussed in section 3. Spatio-temporal
reasoning and results from our experimental system are presented in section 5. Conclusions and further
work are described in section 6.
2. Related Work
There exists a number of biometric based approaches to identiﬁcation in smart environments [6, 7, 8].
Our research on multimodal identiﬁcation and tracking in smart environments is similar to the previous
approaches [9, 10]. However, our focus is on unobtrusive identiﬁcation and tracking in larger environments
like oﬃce workplaces, hospitals or other campuses which could be partitioned into zones or blocks. In
our work, the tracking is discrete, generating location cum identity updates of an occupant only at zone or
block level. This obviates the need for deploying cameras or other sensors with overlapping views, as in
continuous tracking models.
A major diﬀerence between our approach and several of the approaches surveyed earlier is our use of
a state transition model in which multimodal recognition output is uniformly abstracted as events. In this
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paper we build on the novel idea of integrating recognition and reasoning for enhancing the overall accuracy
of recognition in smart environments. This paper extends our previous work [3] and discusses the details of
a track-based reasoning approach for alleviating the shortcomings of a pure recognition based approach.
HMMs and their variants, such as Factorial HMMs and Coupled HMMs, may be regarded as examples
of Dynamic Bayesian Networks (DBNs) [11]. Here, transition probabilities are typically learned from
empirical data of the movements of people through the space, gathered over a period of time. We do not
adopt this approach as we cannot assume a predictable pattern of movement of people through various zones
of the smart environment. In our state transition system approach, biometric capture devices provide direct
information on the occurrence of events in speciﬁc zones (i.e. movement of people) and given an event
occurring in a zone, the next state can be unambiguously determined, albeit the probabilistic nature of the
state information. Furthermore, a state with n occupants and m zones requires only m ∗ n storage, since for
each of the m zones we record the probabilities of each of the n occupants being present in that zone.
Spatio-temporal reasoning has been investigated from a logic and constraint perspective, with appli-
cations in geographical information systems (GIS), computer vision, planning, etc [12]. Spatio-temporal
reasoning over occupant tracks is similar to a higher-order Markov process, since the next state depends
upon multiple previous states. When the transition function also updates the information in previous states,
the resulting inference is closer to that of a Markov Random Field (MRF) analysis. In the MRF approach,
the operation of a smart environment may be modeled by an undirected graph whose nodes correspond to
space-time (or zone-event) points and edges capture space-time adjacency. Spatio-temporal reasoning with
MRF is based upon a neighborhood analysis around the zone of occurrence of an event. While it is more
general in principle, it is also computationally more complex than track-based reasoning, which is more
specialized and hence can more eﬃciently incorporate a global view of the system.
3. Abstract Framework
We shall consider a smart environment as being made up of a number of zones, each of which is a
region – a room or a set of rooms. An n-person smart environment is abstracted as a state transition system
(S , E,Δ) where S is the set of states labeled s0, s1, . . . sx, E is the set of events labeled e1, e2, . . . ex, and
Δ : S × E → S is a function that models the state transition on the occurrence of an event. The state
transitions may be depicted as follows: s0
e1→ s1 e2→ s2 . . . ex→ sx
• A state records for each zone the probability of presence of each occupant in that zone. For each
occupant, the sum of probabilities across all zones equals one.
• An event abstracts a biometric recognition step and is represented as a set of person-probability pairs,
〈oi, p(oi)〉, where p(oi) is the probability that occupant oi was recognized at this event. We also have∑n
i=1 p(oi) = 1.
• The transition function abstracts the reasoning necessary to eﬀect state transitions. In the zone of
occurrence, we deﬁne ps(oi) = p(oi) + xi ∗ p′s(oi), where xi = 1 − p(oi) and p′s(oi) is probability of the
occupant in the previous state. For all other zones, we deﬁne ps(oi) = xi ∗ p′s(oi). This ensures that the
sum of probabilities for an occupant across all zones in the resultant state equals one. A more detailed
account of the transition function may be found in [4].
For simplicity, we assume that events happen sequentially in time, i.e., simultaneous events across dif-
ferent zones are ordered arbitrarily in time. That is, the entry of an occupant oi into zone zi and occupant
o j to zone z j at the same time t can be modeled as oi before o j or o j before oi. Thus events are assumed to
be independent, but the transition function captures the dependency on the previous state, as in a Markov
process.
We deﬁne the concepts of precision and recall for a smart environment in terms of the ground truth,
which, for a given input event sequence, is a sequence of states of the environment wherein the presence
or absence of any occupant in any zone is known with certainty (0 or 1). Precision captures the extent of
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‘false positives’ while recall captures the extent of ‘false negatives’. These deﬁnitions are stated in terms
of a recognition threshold θ; only those persons with a probability ≥ θ are assumed to be present. When a
person’s probability in two or more zones is ≥ θ, the zone with the highest probability is taken as the zone
of his presence. We refer to the set of persons occurring in a ground truth G as occ(G).
1. π = tp/(tp + f p), where tp is the set of ‘true positives’ and f p is the set of ‘false positives’. The set
tp = {oi : ps(oi) ≥ θ ∧ oi ∈ occ(G)}, while the set (tp + f p) = {oi : ps(oi) ≥ θ}.
2. ρ = tp/(tp+ f n), where tp is deﬁned as above, and f n is the set of ‘false negatives’. The set (tp+ f n)
= {oi : oi ∈ occ(G)} .
4. Recognition sans Reasoning
An automated and unobtrusive approach to biometric recognition introduces errors in the overall recog-
nition process. There are two broad factors leading to the errors in recognition - extrinsic and intrinsic.
Extrinsic sources of the error includes errors in sensors (cameras), availability of lighting, distance of sub-
ject from sensor, occlusions, pose variations, number of subjects in the frame etc. The extrinsic factors
compound the inexact nature of automated biometric recognition and produce scenarios where the ground
truth does not emerge as the top estimate. The state information is probabilistic in nature as it is based on
the occurrence of an event that produces probability estimates of the occupants registered in the database
based on the distance scores generated by the biometric recognition algorithm. The probabilistic notion of
identity introduces errors that accumulate over time in the state transition system model.
(a) (b)
Fig. 1: Layout of a Multimodal Smart Environment
Let us consider a smart environment with adjacencies as shown in ﬁgure 1a, where some of the registered
occupants have entered the environment and moved between various zones of the environment triggering a
sequence of biometric events and associated state transitions. We describe basic strategies for estimation of
the event sequence and occupant tracks from the sequence of states of a smart environment.
4.1. Estimation of Event Sequence
Given a sequence of observed events and the corresponding states, our smart environment model will
estimate the identity of the occupant associated with each state transition. For any two consecutive states, the
maximum diﬀerence in occupant probabilities in the zone of occurrence of the event is taken as the criterion
for determining the occupant who moved. We do not consider the person with the highest probability in an
event as the one who moved, for two reasons: (i) event information could be erroneous; and (ii) comparing
consecutive states gives due importance to both event and historical information.
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The projection of the estimated occupant sequence with respect to any occupant of interest yields the
occupant’s track. However, the errors in estimation of events lead to the introduction of false positives and
false negatives in the estimated event sequence of the smart environment. This in turn leads to generation of
spurious track entries which wrongly associate an occupant with an event occurring in a zone at a point of
time. These misidentiﬁed events involve either occupants already in the environment or registered occupants
who never entered the smart environments. A misidentiﬁed event creates a false negative in the track of the
actual occupant and introduces a false positive in the track of the estimated occupant.
To limit the erroneous estimated tracks, only those plausible occupant tracks where the average probabil-
ity is at least the recognition threshold are chosen. The key idea behind this ﬁltering is from the observation
that erroneous occupant tracks either exhibit wide variations in their constituent zone level probabilities or
possess low occupant probabilities throughout. Since the notion of the recognition threshold is central to the
consideration of valid occupants of a state, the use of this threshold is extended for evaluation of plausible
tracks. Thus, an occupant o is not conﬁrmed for any event unless there is a coherent average track for o with
respect to recognition threshold θ. It is worthwhile to note that the erroneous occupant tracks also exhibit
inconsistent spatial and temporal properties in terms of their constituent track points (zones and time stamps
of occurrence). However, a recognition only approach does not factor these spatio-temporal constraints
during track estimation and hence spurious occupant tracks exist within the set of estimated tracks.
5. Spatio-Temporal Reasoning
In this section, we discuss how spatio-temporal reasoning can help alleviate some of the limitations of
the underlying recognition methodology by minimizing the impact of recognition errors on the system. The
error detection and correction strategies revolve around the concept of valid occupant tracks. We ﬁrst revise
the set of misidentiﬁed events from an analysis of estimated tracks by classifying them as valid or spurious,
and then proceed to construct an improved set of tracks that minimize the number of misidentiﬁed events.
The elements of tracks classiﬁed as spurious are appended to the existing set of misidentiﬁed events.
As noted in the introduction, our approach in spatio-temporal reasoning is to identify a person using a
track of events and corresponding states rather than just a single event. This in turn requires us to determine
which tracks (of the occupants) are spurious and which are valid. In order to determine spurious tracks, we
observe that consecutive track elements of a valid track will mostly obey the zone adjacencies in the physical
environment, whereas spurious tracks will mostly violate the zone adjacencies. Thus, an occupant o is not
conﬁrmed for any event unless there is a coherent track for o with respect to zone adjacencies. Factoring
multiple states to determine a coherent track is similar in spirit to an n-order Markov chain discussed earlier.
This track-based reasoning can be captured by a revised transition function of the form Δ : P(S) × E → S ,
that is upon the occurrence of an event, a set of previous states are used to compute the occupant tracks and
thus determine the next state.
It is possible that a valid track may have a few events that are misidentiﬁed as well as few transitions that
do not obey the zone adjacencies, i.e., there may be one or more missing events. When a track is determined
to be spurious, it means that all events in this track are considered to be misidentiﬁed and therefore they are
candidates for re-identiﬁcation: Some of these events can be reassigned to the valid tracks at those places
where there is a missing event (or events). For the remaining events, their probabilities are re-determined
using knowledge of the occupants in adjacent zones given the time and location of the event as well as
the valid tracks. Once we determine these occupants, we can map their distance scores to probabilities as
described earlier. Since the set of neighboring occupants will in general be a much smaller than the set of all
registered occupants, the resulting probabilities will be better. The revised probabilities serve as a basis for
determining a new event sequence which in turn a revised sequence of states and an improved set of tracks.
The zone adjacencies of a layout speciﬁes the connectivity between the diﬀerent zones of the environment
under consideration and is illustrated as a directed graph as in 1b.
5.1. Experimental Testbed
We illustrate in this subsection the modeling of a 8-zone university building with 45 registered occupants
as a smart environment. We map each of the frequented areas as belonging to a separate zone and name the
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zone according to the room/area it covers – entrance, oﬃce, mailroom, lounge, conference room, classroom,
cafeteria and exit as per the layout illustrated in ﬁgure 1b. A training database was prepared by enrolling
multiple face images of each occupant. The entry of an occupant at a zone is captured by a video camera
which triggers a face recognition event. The face recognition module was customized from an OpenCV [13]
implementation of the eigenface algorithm [14]. The distance score generated by the recognition algorithm
with respect to each registered occupant is recast as a probability value [15] which denotes the posterior
probability of the detected face matching the pre-registered occupants. This set of person-probability pairs
generated essentially constitutes an event as deﬁned in section 3. Our formulation of sensor quality σ
abstracts intrinsic and extrinsic factors that can aﬀect the recognition output. Since we have 10 diﬀerent
event templates (face images) for every person in the database, when the sensor quality is reduced (using the
slider bar at the top left of the GUI in ﬁgure 3), our system will choose a lower quality image such that the
event probability for the person recognized is correspondingly lower. A varying number of false positives
across these event templates also factors the variability due to noise and errors in unconstrained biometric
recognition.
We discuss the results for a sample runs with 5, 10, 15, 20 and 25 occupants inside the smart environ-
ment. For each occupant, a script randomly generates a a trajectory, which is represented by a sequence
of zones visited by the occupant. The movement of an occupant between any two consecutive zones is
assigned an event randomly drawn from the occupant’s pool of 10 event templates. The state changes of
the smart environment are driven by the events associated with the trajectories of its occupants. Each event
corresponds to unique combination of time of occurrence, zone of occurrence, and probabilities generated
for an occupant’s trajectory points.
Fig. 2: Estimated Number of Occupants - Before and After Reasoning
Figure 2 shows the beneﬁts of integrating recognition and track-based reasoning (indicated by the red
curve) so as to reduce the extent of spuriously identiﬁed occupants. The beneﬁts of reasoning are more
pronounced at lower value of θ where the number of false positives are higher. Track-based reasoning on
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shorter tracks is less eﬀective in mitigating the errors due to recognition and hence the initial states of a
smart environment are likely to be more error prone. In due course of time, as longer tracks are formed, the
reasoning process is able to determine the subsequent states with less error and additionally can also correct
the errors in the initial states. This transition function would now have the form Δ : P(S)×E → P(S). Here
the function takes a set of states as input, computes the tracks from these states, and determines as output
the next state along with a revised set of previous states.
Fig. 3: Precision and Recall Plots (State based)
Figure 3 is a screen shot of precision and recall metrics produced by our prototype. Average precision
and recall for varying values of recognition threshold θ are shown. As theta increases, the average precision
increases up to θ = 0.6, and then declines. At low values of θ, a high proportion of false positives makes
the average precision low. The proportion of false positives in the set of recognized occupants reduces with
increasing θ, until a point of inﬂexion from where the true positives also fail to get recognized, resulting in
a drop in average precision.
Average recall on the other hand decreases with increasing θ. At low values of θ, there are hardly any
false negatives, thereby leading to a recall value of nearly 1. As the θ increases, the proportion of false
negatives increases which in turn reduces the average recall. Average precision and average recall drop to 0
at θ = 1.0, as the true positives are not recognized.
Parameter Before After
Total Number of Events 156 156
Correctly Identiﬁed Events 115 126
Misidentiﬁed Events 41 30
Error Percentage 26.28 19.23
Valid Tracks 12 10
Spurious Tracks 31 5
Table 1: Improvements from Spatio-temporal reasoning
Figure 3 also shows the clear improvement in precision and recall as a result of spatio-temporal reason-
ing. Precision improves as events are correctly identiﬁed and recall also improves as false negatives are elim-
inated through correct identiﬁcation of events. Our experiments show the average number of mismatched
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events (between the ground truth and estimated occupants) decreases by about 10% through spatio-temporal
reasoning (see table 1).
While it is possible to deﬁne precision and recall metrics with respect to any query of interest, we have
formulated them in a query-independent manner. Our initial experiments show that query-dependent metrics
tend to fare better than query-independent metrics, as typical queries are not concerned with every single
event that occurred.
6. Conclusion
We have presented a novel model for unobtrusive identiﬁcation and tracking in smart environments with
a provision for integrating recognition and reasoning in a uniform manner. The two main contributions of
this paper are:
1. A state transition framework in which events abstract diﬀerent biometric recognition steps and transi-
tions abstract diﬀerent reasoning steps.
2. A demonstration of the improvement in the performance metrics by integrating recognition and spatio-
temporal reasoning.
Our experiments show that recognition alone is insuﬃcient to achieve the highest degree of precision and
recall of a smart environment. We show that improved precision and recall is possible by augmenting
recognition with spatio-temporal reasoning. While our experiments have focused on face recognition, our
model can also be extended to incorporate other biometric modalities of an individual which can be fused
using multimodal fusion techniques. Though we have formulated precision and recall metrics in a generic
and query-independent manner to estimate the overall performance of a smart environment, these metrics
can also be applied in the conventional manner with respect to a query of interest.
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