We propose a flux representation based lattice formulation of the partition function corresponding to the SU(2) principal chiral Lagrangian, including a chemical potential and scalar/pseudo-scalar source terms. Lattice simulations are then used to obtain non-perturbative properties of the theory, in particular its mass spectrum at zero and non-zero pion density. We also sketch a method to efficiently measure general one-and two-point functions during the worm updates.
Introduction
In an earlier study of two-flavor lattice QCD coupled to an isospin chemical potential µ [1] , we were interested in the mass spectrum of the theory as function of µ. From saddle-point/effectivepotential calculations based on the SU(2) chiral effective model (leading term in SU(2) chiral perturbation theory) [2] , it is known that as soon as the value of µ exceeds half the pion mass, the chiral condensate should start to rotate into a pion-condensate and thereby spontaneously break the isospin-U(1) symmetry, which is accompanied by the appearance of a massless Goldstone mode. By trying to reproduce the predicted mass spectrum from [2] within our simulations, we noticed that this is not straightforward in the broken symmetry phase. The difficulties come from the fact that in lattice QCD the fermions are already integrated out exactly, and therefore also the flavor symmetry that should spontaneously break. Also, it seemed that the explicit breaking of the symmetry by the introduction of source terms is not sufficient to get the expected mass spectrum. As lattice QCD is rather expensive to simulate and the construction of meson correlators in the presence of symmetry breaking source terms rather complicated, we decided to first study the issue in a toy model. A first candidate was complex φ 4 , coupled to a chemical potential, where in the flux-representation formulation [3] the field is also integrated out exactly. However, to get closer to the situation of isospin QCD, we decided to generalize the flux-representation formulation from [3] to the SU(2)-chiral-effective model, as will be described in the remainder of this section 1 . We then continue in Sec. 2 with a brief discussion of an improved method to measure various correlators during the worm update and the presentation of results in Sec. 3, before summarizing in Sec. 4.
Continuum Action and Discretization
We start with the simple case of a chiral effective model for low energy two flavour QCD with degenerate quark masses, m u = m d , and an isospin chemical potential µ. The corresponding Minkowski space continuum Lagrangian reads:
where f π is the pion decay constant, Σ =
SU(2) matrix parametrized by the three pion fields π = π 1 , π 2 , π 3 , and σ = {σ 1 , σ 2 , σ 3 } is a vector containing the three Pauli matrices σ 1 , σ 2 and σ 3 . S = s 4 1 + i s · σ also is an SU(2) matrix, where
can be seen as a pion mass term, arising from a finite quark mass, and the s i serve as sources for the pion fields. The lattice discretization is straightforward: after a Wick-rotation and the introduction of a finite lattice spacing a, the action becomes
where we have introduced the dimensionless coupling κ = f 2 π a 2 . Σ x is already dimensionless and to render also π i x , S x and µ dimensionless, we redefine π i x / f π → π i x , S x → a 2 S x and a µ → µ.
1 Note that during the LATTICE 2015 conference, where we first presented our derivation of the flux-representation formulation of the SU(2) principal chiral model, a similar derivation was published in [4] for the case of general O(N) and CP(N − 1) spin-models. Our partition function for the SU(2) principal chiral model is essentially the same as their O(4) version, with added source terms.
Partition function and flux representation
The partition function of the theory is defined as usual by
For non-zero chemical potential µ, (1.2) is in general complex, which leads to a sign problem when trying to sample (1.3) by Monte Carlo.
To overcome this problem we can follow the strategy used in [3] to simulate complex φ 4 theory on the lattice in the presence of a finite chemical potential, and derive the flux representation of (1.3).
To do so, we write (1.3) out in terms of angular variables, dΣ
(1.4)
Then we split the Boltzmann factor into separate exponentials and expand each of them in a power series to arrive at the following expression for the partition function:
where s e ±iφ s = s 1 ± i s 2 and where we have introduced flux variables k x,ν ∈ Z, l x,ν , χ x,ν , ξ x,ν ∈ N 0 and monomer variables p x ∈ Z, q x , n 3
x , n 4
x ∈ N 0 . k x,ν counts the net charge flowing from site x to site x + ν, l x,ν counts the number of neutral π + -π − pairs and χ x,ν , ξ x,ν the number of π 3 and π 4 particles respectively moving between the two sites. The monomer variables count the net monomer content of site x, and can be non-zero only if the corresponding sources, s, s 3 or s 4 , have non-zero values. Carrying out the angular integrals in (1.5), using that for non-negative integers M, N the identity
holds, then yields:
where
(1.8)
Note that since x,ν (k x,ν −k x− ν,ν ) = 0 identically, the delta function constraints in (1.6) imply x p x = 0, and therefore x e iφ s p x = 1. Thus, all terms in (1.6) are manifestly real and non-negative so that the partition function can now be computed by importance sampling of the flux variables. However, again due to the delta function constraints in (1.6), this has to be done by a worm-algorithm for the k and p-variables. Also the χ and ξ -variables are best sampled by a worm, due to the evenness constraints for B and C shown at the very left of the numerator in (1.8). The values of (1.7) can be pre-computed for the domain of arguments required during a simulation at fixed coupling κ and with fixed source terms (s, s 3 , s 4 ). This results in a significant speed up and a reduction of statistical noise in observables compared to the Monte Carlo sampling of the q, n 3 and n 4 -variables.
Worm algorithm and general correlators
Our worm algorithm is based on the idea to allow the Markov chain to change between the sampling of the partition function Z in (1.6) itself and the sampling of the various one-and twopoint functions that can be obtained by taking derivatives of Z with respect to the different source terms s, s 3 , s 4 (considering them temporarily as local fields). Recording the fractional Monte Carlo time the algorithm spends for example sampling configurations that allow for the presence of an external π 3 somewhere in the system, then corresponds to a measurement of the expectation value
. Similarly, the fractional MC time the algorithm spends sampling configurations that allow for two external fields, say a π + at some site x and a π − at another site y, corresponds to the expectation value of the point to point correlator
The transition probabilities in the Markov chain for changing from the sampling of Z to the sampling of one of the one-or two-point functions can be obtained by noting that the derivative of the partition function with respect to, say s ± z , can be written as
1) i.e. the derivative adds +1 to the first argument of the local weight w, and ±1 to the local delta function constraint for the site z in (1.6), which can be interpreted as the effect of an insertion of an external positive or negative charge at that site. Analogously
which adds +1 to the second argument of the local weight for site z, corresponding to the insertion of an external π 3 at that site. In order to satisfy the delta-function or evenness constraint at site z in (2.1) or (2.2) respectively, one either has to insert a second external field, or, if the corresponding sources s, s 3 are non-zero, to add an appropriate monomer. The former case would correspond to the start of a closed worm [5] which samples a two-point function by moving one of the external fields around and updating fluxvariables, while the latter case can be taken as the start of an open worm [5] , which samples the condensate while moving the external field around. By extending the closed worm by head-changing moves, also mixed two-point functions like π + (x)π 3 (y) can be sampled during the worm, as explained in [6] . Compared with the direct, computationally more expensive (in particular for large systems) measurement of correlators on configurations contributing to Z only, our method requires almost no additional computer time for these measurements. Furthermore, our method allows for a significant increase in statistics if the system is in the symmetry broken phase and the closing-time for the worm is of the order of the system size.
Results

Chiral symmetry breaking
At zero chemical potential and for vanishing sources s, s 3 , s 4 , the action (1.2) has exact global chiral symmetry, which for sufficiently large κ, gets spontaneously broken to SU (2) , where the pions play the role of the massless Nambu-Goldstone bosons. However, since in (1.6) the global symmetry has been integrated out, together with the pion fields, we will need at least one non-vanishing source in the action in order to single out one of the degenerate vacua in the spontaneously broken phase. This is not only necessary to get non-zero expectation values for condensates, but also to obtain meaningful results for two-point functions. To understand this, note that what one calls a π 1 , π 2 , π 3 or π 4 excitation, is usually defined with respect to the direction (in the internal space) in which the symmetry is spontaneously broken. If this direction is not fixed, one cannot fix a coordinate system with respect to which one can define the different channels of the two-point function. Each choice of a fixed coordinate system would in this case lead to results for correlators in which the different channels are completely mixed or averaged together 2 . Specifying a non-zero source, e.g. a mass term s 4 , breaks the chiral symmetry explicitly, but as long as the source is small enough that the change in the action caused by the source is not sufficient to compensate for the change in entropy that arises when the symmetry group is reduced to a subgroup, the effect of the source will essentially be invisible in the symmetric phase (this is also the case for chiral symmetry in QCD), as can be seen in Fig. 1 , where the masses of the different excitations are shown as a function of κ: up to the pseudo-critical value κ c ≈ 0.605, the masses of all four channels are degenerate within errorbars. Only for κ > κ c , when the action starts to dominate over entropy and the system develops long-range order, also the effect of the non-zero source term becomes visible: the mass of the π 4 (which, as we have chosen the non-vanishing source to be s 4 , will be the excitation perpendicular to the manifold of degenerate vacua) increases again for increasing κ, while the other three pions continue to become lighter. However, due to the finite value of the scalar source s 4 , the pions are now just pseudo-Goldstone bosons with finite masses.
Mass spectrum versus µ
For finite scalar source s 4 and sufficiently large κ, the model can be interpreted as a lowenergy effective model for two-flavor QCD with finite, degenerate quark masses, coupled to an isospin chemical potential µ. For µ > 0, the SU(2) symmetry is explicitly broken to an isospin-U(1) symmetry, and if the value of the chemical potential exceeds half the value of the pion mass, the chiral condensate (which we have chosen to be in the π 4 -direction) starts to rotate into a pioncondensate and thereby spontaneously breaks also this remnant U(1) symmetry. As pointed out at the end of Sec. 1.2, the partition function (1.6) is completely independent of φ s , 2 The partition function sums over all degenerate vacua which all have different orientations in the fixed coordinate system with respect to which the two-point function is defined.
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ and it is therefore not possible to break the isospin-U(1) symmetry explicitly by fixing φ s . However, we don't really need to break the symmetry, we only need to be able to define a coordinate system in which the physically distinct excitations have well defined, fixed orientations in all degenerate vacua (see Fig. 2 ). This can be achieved by using polar coordinates π r and π φ in the π 1 -π 2 plane, and specifying a non-zero value for s to shift the projection of the dominant vacuum into the π 1 -π 2 plane slightly off the origin in that plane where the polar coordinates would be singular. As SU(2) ∼ S 3 ∈ R 4 , we can think of (π, π 4 ) as coordinates in R 4 (spanned by the basis (σ , 1)). If the chiral symmetry is broken by a non-zero source s 4 , leading to a vacuum expectation value for π 4 , the dominant vacuum sits at the "north pole" of SU(2), the identity 1. There the tangent space is spanned by σ and its orthogonal complement by 1. The fluctuations in π, the pions, are therefore tangential to SU(2) as it should be. But as soon as the vacuum rotates away from the identity, this is no longer the case and tangential excitations will in general be superpositions of fluctuations in π and π 4 , which are most easily expressed in terms of spherical coordinates π α , π θ and π φ . By defining in addition to φ s also the spherical sources α s and θ s , such that s 4 =s cos(α s ) , s 3 =s sin(α s ) cos(θ s ) and s =s sin(α s ) sin(θ s ), we can define
which can be expressed via the chain rule in terms of the directly measurable two-point functions,
However, in order to reproduce with the data from our simulations the masses of π α , π θ = π 0 and π φ vs. µ as obtained from the Hessian of the effective potential of the continuum theory, evaluated at the saddle point (see solid lines in Fig. 3, left) , one has to determine α s in the expressions for (3.1) (in terms of (3.2)) not from the values of s and s 4 (we set θ s = π/2) used in the simulation, but instead from the values of the measured condensates, i.e. α s = arctan( π r / π 4 ) (see Fig. 3 , right). This suggests that also during the simulation, the sources s and s 4 should be adjusted such that s/s 4 = π r / π 4 , which changes as a function of µ. (2) principal chiral model, obtained from a saddle point calculation in the continuum theory (see. [2] ). For µ < µ cr these are the masses of the three isospin-eigenstates π 0 = π 3 , π + and π − , which for µ < µ pcr can also be directly measured in our lattice simulations (see middle figure) . For µ > µ cr = m π (µ = 0)/2, isospincharge is no longer a good quantum number: the ground state is no longer π + butπ + , a superposition of π + and π − and its mass can therefore not be measured straightforwardly in a corresponding lattice simulation. The same is true forπ − which is also a superposition of the π ± . For µ > µ cr the masses of the angular excitations π α and π φ (solid line in the left figure, obtained from the Hessian of the effective potential at the saddle point) are better suited to be determined on the lattice, as shown in the right figure. However, as explained in the text, in order to obtain the expected behavior for the blue data, one has to adjust the angle α s as a function of µ when expressing (3.1) in terms of (3.2).
