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1. Introduction
In Combinatorics on Words, the study of words avoiding patterns involves a class of decision problems with connections
to Universal Algebra, and to the Post Correspondence Problem.
The first to study pattern avoidance problems was Thue. In his words [13,2]:
‘‘We consider the question whether, given u and w, there always exists1 a nonerasing morphism h : A∗ → B∗ such
that h(u) is a factor ofw’’.
He showed that when u = xx, there are infinitely many words w ∈ {1, 2, 3}∗ containing no factor of the form h(xx), h
non-erasing. The question of avoiding an arbitrary word u was taken up by workers in Universal Algebra in the late 1970’s
[1,14].
Let p = p1p2 · · · pn, where the pi are letters. We say that w encounters p if w contains a factor P1P2 · · · Pn where the Pi
are non-empty words with Pi = Pj whenever pi = pj. In this case, P1P2 · · · Pn is called an instance of p. Otherwise,w avoids
p and is p-free.
We refer to the word pwhich is to be encountered or avoided as a pattern. Pattern p is k-avoidable if there are infinitely
many words over {1, 2, . . . , k}which avoid p. Pattern p is avoidable if it is k-avoidable for some k.
The problem of deciding whether a given pattern is avoidable was solved independently in [1] and [14]. The problem
of deciding k-avoidability of a pattern remains open; many results are tabulated in [3] concerning k-avoidability of binary
and ternary words, including a complete answer to the k-avoidability of binary words. In particular, every binary pattern of
length 6 or more is 2-avoidable [12].
Erdös [7] proposed an Abelian (commutative) version of the problem solved by Thue: are there words of arbitrary length
over a fixed finite alphabet not containing factors XX ′, where X ′ is obtained from X by rearranging letters? Problems of this
flavour are mentioned by Zimin [14], who explicitly notes that his methods do not apply to the Abelian situation.
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Let p, q be words. We write p ∼ q if p and q are anagrams of each other; for example posts ∼ stops. Let p = p1p2 · · · pn
where the pi are letters. We say thatw encounters p in the Abelian sense ifw contains a factor P1P2 · · · Pn where the Pi are
non-empty words with Pi ∼ Pj whenever pi = pj. In this case, P1P2 · · · Pn is called an Abelian instance of p. Otherwise w
avoids p in the Abelian sense and is Abelian p-free.
Example 1.1. The word protractor = p ro t rac t or encounters abcba in the Abelian sense.
Again, we refer to the word p which is to be encountered or avoided as a pattern. Pattern p is Abelian k-avoidable if
there are infinitely many words over {1, 2, . . . , k} which avoid p in the Abelian sense. Pattern p is Abelian avoidable if it is
Abelian k-avoidable for some k.
Let a(n) be the smallest k such that xn is k-avoidable. In a series of papers [8,11,6,9] it was shown that a(4) = 2, a(3) = 3,
a(2) = 4. This last result was not established until 1992(!) reflecting the difficulty of the Abelian version of Thue’s question.
Nevertheless, some progress has been made on Abelian pattern avoidance. In 2000 it was shown [4] that any pattern p
on n letters with |p| ≥ 2n is Abelian avoidable. (Such patterns were already known to be avoidable ‘in the ordinary sense’.)
Interestingly, the pattern p = abcabadabacbawas shown to be avoidable, but not Abelian avoidable.
An attack on Abelian k-avoidability began in [5], where a tool for the case k = 2 was introduced. In the present paper,
we exploit and improve the tools used to present a finiteness result:
Theorem 1.2. Binary patterns of length greater than 118 are Abelian 2-avoidable.
For the rest of this paper, we will work exclusively in the Abelian sense. For brevity we therefore usually write ‘w avoids
p’ for ‘w avoids p in the Abelian sense’ and ‘p is k-avoidable’ for ‘p is Abelian k-avoidable’, etc.
We will use the usual notions of combinatorics on words, such as word, letter, factor (subword), prefix, length, morphism
etc. A standard reference is [10]. For a wordw and a letter a, |w|a denotes the number of occurrences of a inw; for example
|0111|0 = 1, |0111|1 = 3.
Suppose that S and T are alphabets, and µ : S → T is a bijection. Then µ extends to a morphism from S∗ to T ∗. We see
that a word q ∈ S∗ is avoidable or k-avoidable if and only if µq is avoidable. We say that µ(q) and q are isomorphic.
2. Some morphisms and their fixed points
For each non-negative integer n, we define a morphism fn : {0, 1}∗ → {0, 1}∗ generated by
fn(0) = 0n+11, fn(1) = 01n.
When n = 2, we have Dekking’s [6] morphism f2(0) = 0001, f2(1) = 011. Each morphism fn has a fixed point wn, viz., an
infinite binary word such thatwn = fn(wn). Since fn(0), fn(1) both start with 0, this unique fixed point iswn = lim
m→∞ f
m
n (0).
In [5, Theorem 3.7] we showed that for n ≥ 2,wn avoids xn+2 in the Abelian sense. Presently we are interested inw2, w3.
Let Dn = n2 + n− 1. For n ≥ 2, we define a weight function gn : {0, 1}∗ → ZDn generated by
gn(0) = n, g(1) = −1.
Under gn, the proper prefixes of fn(0)map to n, 2n, 3n, . . . , n2, n2+ n (≡1 mod Dn). On the other hand, the proper prefixes
of fn(1) have weights n, n − 1, n − 2, . . . , 1. LetΠn = {0, 1, 2, . . . , n} ∪ {2n, 3n, . . . , n2}, the set of weights of prefixes of
fn(0), fn(1).
Combining Corollary 2.8, Corollary 3.11 and Lemma 3.12 in [5], gives the following lemma:
Lemma 2.1. Let n ≥ 2 be an integer. Let q = q1q2 . . . qm, qi ∈ {0, 1}, 1 ≤ i ≤ m. Suppose that |q|0, |q|1 ≥ n+2. Ifwn contains
an Abelian instance of q, then there is an integer n0 ∈ Πn and a weight function h : {0, 1} → ZDn , where h(0), h(1) 6= 0,
h(0) 6= h(1), such that
n0 +
s∑
j=1
h(qj) ∈ Πn, 1 ≤ s ≤ m. (1)
3. Unavoidable binary patterns as walks on graphs
Fix n ≥ 2 and suppose that a, b ∈ ZDn − {0}. Consider the directed graph G(n, {a, b})with vertex setΠn, and
• an edge from u to v labelled by awhenever u+ a ≡ v (mod Dn)
• an edge from u to v labelled by bwhenever u+ b ≡ v (mod Dn).
The case when n = 3, {a, b} = {2, 4} is illustrated in Fig. 1.
Let q = q1q2 . . . qm ∈ {0, 1}∗ be a pattern such that wn contains an Abelian instance of q. If h(0), h(1) and n0 are as in
Lemma 2.1, then the sequence n0, n0 + h(q1), n0 + h(q1) + h(q2), . . . , n0 +∑mj=1 h(qj) is a path in G(n, {h(0), h(1)}), and
the sequence of edge labels on this path is given by the word h(q) = h(q1)h(q2) · · · h(qm) over alphabet {h(a), h(b)}. We see
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Fig. 1. The graph G(3, {2, 4}).
that h(q) is isomorphic to q. If we relabel the edges of G(n, {a, b}) using the substitution h(0)→ 0, h(1)→ 1, then q can be
walked on G(n, {a, b}).
Definition 3.1. Let q ∈ {0, 1}∗. Let G be a directed graph with edge labels from {a, b}. We say that q can be walked on G if
there is a pattern p ∈ {a, b}∗ isomorphic to q, such that p labels a walk on G.
Clearly, the precise nature of the labels a and b in this definition is irrelevant, and we may replace a and b by µ(a), µ(b)
where µ is any bijection.
We see that a longest path in G(3, {2, 4}) has length 2 (either 0 → 2 → 6 or 9 → 2 → 6). It follows that if
{h(0), h(1)} = {2, 4}, then |q| ≤ 2. If we carefully use observations of this sort, the graphs G(3, {a, b}) give us a tool for
showing that long binary words are avoided either byw2 or byw3. We establish the following lemma:
Lemma 3.2. Let q ∈ {0, 1}∗. At least one of the following holds:
1. The word q encounters xxxx, so that q is avoided byw2.
2. There are no values a, b ∈ Z11 − {0} with a 6= b such that word q can be walked on G(3, {a, b}). In this case q is avoided by
w3.
3. We have |q| < 118.
Our main result (Theorem 1.2), which states that binary patterns of length greater than 118 are Abelian 2-avoidable,
follows as a corollary to Lemma 3.2.
4. Proof of Lemma 3.2
No infinite walks (in fact, no walks of length greater than 2) are possible in the graph G(3, {2, 4}) in Fig. 1. Several of the
G(3, {a, b}) have this property. We make use of the following fact:
Observation 4.1. Let G be a directed graph with vertices v1, v2, . . . , vr . Let AG be an adjacency matrix of G; that is, AG = [aij]r×r ,
aij =
{
1, G contains an edge from vi to vj
0, otherwise.
So if (AG)s = [0]r×r for some positive integer s, then there are no walks of length s on G.
Using this observation with s = 6, one computes for which pairs {a, b}, a, b ∈ Z11−{0}, a < b, the graph G(3, {a, b}) allows
walks of length 6 or more. This set of pairs is
P = {{1, 3} , {1, 5} , {1, 8} , {1, 9} , {1, 10} , {2, 3} , {2, 6} , {2, 7} , {2, 9} ,
{2, 10} , {3, 4} , {3, 5} , {3, 8} , {3, 10} , {4, 7} , {4, 9} , {5, 6} , {5, 9} ,
{6, 8} , {6, 10} , {7, 8} , {8, 9} , {8, 10}}.
One notices the symmetry {a, b} ∈ P ⇔ {11− a, 11− b} ∈ P , since walks in G(3, {a, b}) correspond to the reverses of
walks in G(3, {11− a, 11− b}) in the obvious way. Reducing P with respect to this symmetry leaves the pairs
Q = {{1, 3} , {1, 5} , {1, 8} , {1, 9} , {1, 10} , {2, 3} , {2, 6} , {2, 7} , {2, 9} ,
{3, 4} , {3, 5} , {3, 8} , {4, 7} , {5, 6}}.
J.D. Currie, T.I. Visentin / Theoretical Computer Science 409 (2008) 432–437 435
If w3 encounters pattern q with |q| ≥ 6, then q may be walked on G(3, {a, b}), for some {a, b} ∈ Q. The graphs are
illustrated below:
Consider the graph G(3, {1, 5}). The only non-empty walk w visiting vertex 9 is the walk of length 1, w = 5. Similarly,
any walk on this graph visits each of vertex 2 and vertex 3 at most once. Thus, if q can be walked on G(3, {1, 5}), and |q| > 2,
then q has a factor q′ with |q′| ≥ |q| − 2 such that q′ can be walked on the directed triangle on vertices 1, 6 and 0 with the
adjacencies 1→ 6→ 0→ 1. Thus q′ is a factor of (551)ω .
Similar analysis of the other G(3, {a, b}) graphs (as illustrated) shows that if w3 encounters pattern qwith |q| ≥ 6, then
q has a factor q′ with |q′| ≥ |q| − 2 where q′ can be walked on one of the following graphs, given appropriate choices of y
and z:
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Since H1 is a directed cycle, any walk q′ of length at least 12 on H1 contains an Abelian instance of xxxx. Thus q′ is avoided
byw2 sincew2 avoids xxxx. Similarly any walk of length at least 20 on H2, H3 or H4 is avoided byw2.
A slightly longer argument deals with walks on H5. Label the central vertex A:
If vertex A is deleted, H5 allows only walks of length 1. However, if v labels a walk in H5 from A to A, then u ∼ yyz. Thus
any walk q′ on H5 of length at least 14 contains a factor v1v2v3v4 with each vi ∼ yyz, so that q′ contains an Abelian instance
of xxxx.
Similarly, consider H6 with the central vertex labelled A:
If vertex A is deleted, H6 allows only walks of length 2. However, if v labels a walk in H6 from A to A, then v ∼ yyyz. Thus
any walk q′ onH6 of length at least 20 contains a factor v1v2v3v4 with each vi ∼ yyyz, so that q′ contains an Abelian instance
of xxxx.
Now we deal with H7. Label the vertices of H7 by A, B, C , D and E as below. Consider an infinite walk on H7 containing no
Abelian instance of xxxx. Rather than focusing on edge labels, consider the sequence of vertex labels given by this walk,w =
w1w2w3 · · · where eachwi ∈ {A, B, C,D, E}. Let u = u1u2u3 · · · be the sequence of edge labels associated withw, that is ui
labels the edge fromwi towi+1. Considering H7, we see that ifwi = wj for some j > i, then |uiu2 · · · uj−1|y = |uiu2 · · · uj−1|z .
By van der Waerden’s Theorem, there are positive integers n andm such that
wn = wn+m = wn+2m = wn+3m = wn+4m.
This implies that
|un+(i−1)mun+(i−1)m+1 · · · un+im−1|y = m/2
= |un+(i−1)mun+(i−1)m+1 · · · un+im−1|z
for i = 1, 2, 3, 4, so that
un+(i−1)mun+(i−1)m+1 · · · un+im−1 ∼ un+imun+im+1 · · · un+(i+1)m−1
for i = 1, 2, 3, and v contains an Abelian instance of xxxx, which is a contradiction. It follows that there is a positive integer
N0 such that if q′ labels edges of H7, and q′ contains no Abelian instance of xxxx, then |q′| < N0.
This analytic argument would establish Lemma 3.2, but with 118 replaced by N = 2 + max(20,N0). Computer search
establishes that the longest walks on H7 not containing Abelian instances of xxxx have length 118. There are 6 such walks,
of which one is
xyxyxxxyxyyxxxyxyxyyyxyyxxyxxyyxxxyyxyy
xxyyyxxxyyyxyxyxxxyxyyxxxyxyxyyyxxxyyyx
xyyxyyxxxyyxxyxxyyxyyyxyxyxxxyxyyxxxyxyx.
This completes the proof of Lemma 3.2.
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5. Open problems
The following problems are in ascending order of presumed difficulty:
1. Characterise which binary patterns are avoided in the Abelian sense byw2.
2. Characterise which binary patterns are 2-avoidable in the Abelian sense.
3. For each k, characterise which binary patterns are k-avoidable in the Abelian sense.
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