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Cap´ıtulo 1
Introduccio´n
En este cap´ıtulo se enmarca el trabajo desarrollado introduciendo
cua´l es el problema que se pretende resolver, por que´ se pretende
resolver y cua´les son los objetivos principales a alcanzar. Al final
del cap´ıtulo se hace un resumen del contenido de cada uno de los
cap´ıtulos del trabajo.
1.1. Descripcio´n del problema, motivacio´n y ob-
jetivos
El presente Trabajo Fin de Ma´ster (TFM) se enmarca dentro
del proyecto de investigacio´n TIN2011-27652-C03 bajo el nombre
de ”PlanInteraction: Multiagent Interaction for Planning”. El pro-
yecto PlanInteraction es un trabajo coordinado con otros dos grupos
de investigacio´n de las universidades UC3M1 y UGR2. El objetivo
de PlanInteraction consiste en desarrollar nuevas te´cnicas y tecno-
log´ıas basadas en dina´micas sociales para el disen˜o e implementacio´n
de una plataforma de planificacio´n multiagente compuesta de enti-
dades de planificacio´n auto´nomas y posiblemente heteroge´neas. La
investigacio´n en PlanInteraction esta´ en sinton´ıa con los esfuerzos
recientes en teor´ıa de la decisio´n, teor´ıa de juegos, planificacio´n y
scheduling automa´tico, aprendizaje y otros campos de investigacio´n.
1Universidad Carlos III de Madrid
2Universidad de Granada
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El disen˜o de PlanInteraction se concibe a tres niveles:
a) Nivel de agente. El elemento fundamental es el agente de pla-
nificacio´n con capacidades para planificar, actuar y aprender.
Ma´s espec´ıficamente, un agente es una plataforma que integra
una coleccio´n de tecnolog´ıas de planificacio´n, incluyendo sen-
sorizacio´n, ejecucio´n, monitorizacio´n, replanificacio´n e incluso
aprendizaje de experiencias pasadas.
b) Nivel de interaccio´n. La esencia del comportamiento de los
agentes es co´mo e´stos interactu´an con el entorno.
c) Nivel de organizacio´n. La idea principal es la estructura de
agentes en organizaciones, esto es, co´mo conjuntos de agen-
tes agrupados en estructuras organizacionales o coaliciones que
representan una posicio´n ma´s ventajosa para conseguir un de-
terminado conjunto de objetivos de planificacio´n o llevar a cabo
complejas tareas de planificacio´n.
Los objetivos espec´ıficos del proyecto PlanInteraction incluyen:
1) Partiendo de un proyecto anterior en el que se disen˜o´ una arqui-
tectura de planificacio´n y ejecucio´n llamada PELEA, un primer
objetivo de PlanInteraction es adaptar las te´cnicas de planifi-
cacio´n monoagente desarrolladas en PELEA a un entorno mul-
tiagente, teniendo as´ı un modelo de planificacio´n multiagente.
2) Asimismo, como resultado de otro proyecto anterior, se dispone
de una plataforma denominada Magentix2 para el desarrollo de
sistemas multiagente abiertos de gestio´n optimizada y segura.
Un segundo objetivo del proyecto PlanInteraction es la integra-
cio´n de la arquitectura de planificacio´n monoagente PELEA en
Magentix2, dando como resultado una plataforma de co´digo
abierto que permite a los usuarios desarrollar de forma sencilla
aplicaciones de planificacio´n multiagente complejas.
3) Por u´ltimo, el tercer objetivo de PlanInteraction es definir y
desarrollar nuevas tecnolog´ıas de agentes para la coordinacio´n e
interaccio´n de agentes de planificacio´n, teniendo como resultado
un conjunto de nuevas te´cnicas para planificacio´n multiagente.
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En este TFM se afronta el disen˜o y desarrollo de PlanInteraction
en sus dos primeros niveles, nivel de agente e interaccio´n; y se cubren
parcialmente los tres objetivos del proyecto, adaptacio´n e integra-
cio´n de las tecnolog´ıas previas y desarrollo de te´cnicas sociales de
interaccio´n para la coordinacio´n entre agentes. Para llevar a cabo
el trabajo desarrollado en este TFM dentro del marco del proyecto
PlanInteraction se han realizado las siguientes tareas:
1) Un estudio previo de las caracter´ısticas y problemas funda-
mentales de arquitecturas de planificacio´n y arquitecturas mul-
tiagente existentes, as´ı como algunos de los intentos previos de
unificacio´n de ambos tipos de tecnolog´ıas en arquitecturas de
planificacio´n multiagente o sistemas multiagente para planifi-
cacio´n.
2) Disen˜o y desarrollo de los mecanismos fundamentales para la
configuracio´n y funcionamiento de un sistema multiagente: mo-
delo de agentes, sistema de comunicaciones, control del sistema,
depuracio´n, etc.
3) A un nivel ma´s concreto se han desarrollado herramientas de
disen˜o e implementacio´n de me´todos de razonamiento o com-
portamientos de agentes, un conjunto de tipolog´ıas de agentes,
protocolos de comunicacio´n, APIs de comunicacio´n con librer´ıas
heredadas, un prototipo de interfaz gra´fica para configuracio´n,
ejecucio´n, ana´lisis y depuracio´n de experimentos, etc. Todo ello
teniendo presente como principio ba´sico la generalidad en el
disen˜o de las herramientas. El objetivo es permitir la reutiliza-
cio´n, extensio´n y fa´cil utilizacio´n de las herramientas por parte
del usuario final as´ı como por los desarrolladores.
4) Por u´ltimo se presenta ejemplos de aplicacio´n de la arquitectura
PlanInteraction a varios casos de estudio que han servido tanto
para validar la plataforma a nivel funcional como para desa-
rrollar investigaciones paralelas incidiendo en el tercer objetivo
del proyecto PlanInteraction.
Ejemplos de dominios en los que estas tecnolog´ıas esta´n empe-
zando a ser necesarias surgen de la reciente experiencia de los grupos
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involucrados en el proyecto en la resolucio´n de problemas de plani-
ficacio´n y desarrollo de aplicaciones del mundo real.
1.2. Estructura de la tesis
Adema´s del actual cap´ıtulo introductorio, el presente trabajo
consta de otros cinco cap´ıtulos y un ape´ndice, los cuales se describen
a continuacio´n:
Cap´ıtulo 2 Estado del arte.
Este cap´ıtulo describe el estado del arte en sistemas de plani-
ficacio´n multiagente. En primer lugar se introduce el concep-
to de planificacio´n automa´tica as´ı como algunas aproximacio-
nes previas. A continuacio´n se define un sistema multiagente,
sus principales caracter´ısticas y algunos de los trabajos previos
relacionados. Por u´ltimo se presentan tres de los sistemas de
planificacio´n multiagente que se han tenido en cuenta para el
desarrollo de la arquitectura PlanInteraction.
Cap´ıtulo 3 PlanInteraction.
Este cap´ıtulo presenta la arquitectura PlanInteraction, su di-
sen˜o conceptual, as´ı como el proceso y te´cnicas empleadas pa-
ra su desarrollo. Primero se da una perspectiva global de la
arquitectura para, posteriormente, ir detallando cada uno de
los componentes de la misma. A continuacio´n, el cap´ıtulo se
centra en el disen˜o e implementacio´n a nivel de agente y sus
funcionalidades. Finalmente se introducen problema´ticas de la
interaccio´n entre agentes y co´mo se han resuelto, as´ı como un
prototipo de interfaz gra´fica para el ana´lisis y depuracio´n de
simulaciones.
Cap´ıtulo 4 Ejemplos de implementacio´n.
En este cap´ıtulo se incide sobre las caracter´ısticas observadas
para determinar la validacio´n de la arquitectura y posterior-
mente se introducen y detallan tres casos de estudio implemen-
tados sobre la arquitectura PlanInteraction. El primer caso de
1.2. ESTRUCTURA DE LA TESIS 5
estudio considera dominios de planificacio´n cooperativa ponien-
do en pra´ctica la construccio´n de planes de forma coordinada.
El segundo caso de estudio propone otra aproximacio´n a la
construccio´n de planes coordinados en un dominio me´dico real.
Por u´ltimo, se expone un caso de estudio de los Rovers em-
pleados por la NASA para la exploracio´n espacial, empleando
te´cnicas de coordinacio´n entre agente a nivel de ejecucio´n.
Cap´ıtulo 5 Conclusiones, trabajos futuros y publicaciones.
Este cap´ıtulo recoge las conclusiones derivadas de la realiza-
cio´n del presente proyecto, as´ı como las l´ıneas de investigacio´n
abiertas y los trabajos futuros previstos dentro del proyecto
PlanInteraction. Finalmente se listan las publicaciones a las
que ha contribu´ıdo este trabajo de investigacio´n.
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Cap´ıtulo 2
Estado del arte
En este cap´ıtulo se hace una introduccio´n al problema de la pla-
nificacio´n automa´tica y de los sistemas multiagente o MAS1 como
base para los sistemas de planificacio´n multiagente o MAPS2. En
primer lugar se define la planificacio´n automa´tica, conceptos ba´si-
cos y arquitecturas de planificacio´n y ejecucio´n. A continuacio´n se
introducen conceptos ba´sicos de los MAS, as´ı como algunas de las
principales plataformas. Y por u´ltimo se presentan tres de los MAPS
ma´s relevantes en la actualidad comparables con PlanInteraction.
2.1. Planificacio´n Automa´tica
La planificacio´n automa´tica es una disciplina de la inteligencia
artificial que se ocupa de la generacio´n de estrategias o secuencias
de acciones que posteriormente sera´n ejecutadas por robots auto´no-
mos, agentes inteligentes o veh´ıculos no tripulados. La planificacio´n
automa´tica se ha aplicado a multitud de dominios como robo´tica,
cadenas de montaje, redes de transporte y otros tipos de tareas de
gran complejidad.
2.1.1. Conceptos ba´sicos
Tal y como se describe en [25], la formulacio´n cla´sica de un pro-
blema de planificacio´n se compone de tres elementos (1) una des-
cripcio´n inicial del estado del mundo en algu´n lenguaje formal, (2)
1Multi-Agent Systems
2Multi-Agent Planning Systems
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una descripcio´n de los objetivos y (3) una descripcio´n de las accio-
nes que se pueden realizar. A partir de estos elementos la resolucio´n
del problema consiste en la bu´squeda, a partir del estado inicial, de
una secuencia de acciones tal que se alcance un estado en el que se
cumplan los objetivos planteados. Dicha secuencia de acciones es lo
que se conoce como plan.
A medida que las te´cnicas de planificacio´n automa´tica han avan-
zado, tambie´n lo han hecho los lenguajes para la definicio´n de proble-
mas de planificacio´n. Desde las IPC3 que comenzaron en el an˜o 1998
y se celebran bi-anualmente en el marco de la conferencia ICAPS4,
el lenguaje que se utiliza de manera generalizada para la definicio´n
de problemas de planificacio´n es PDDL5. Existen otros paradigmas
de planificacio´n que utilizan su propio lenguaje de definicio´n como
es el caso de la planificacio´n jera´rquica o HTN6.
Por lo general, en un problema de planificacio´n, el estado del mun-
do viene representado por una secuencia de variables que toman un
determinado valor de entre los posibles valores para el dominio de
cada variable. Las acciones son funciones de transformacio´n que se
definen con una serie de precondiciones que deben cumplirse en un
estado y los efectos que se producen en el estado o mundo resultante.
Los objetivos son valores concretos que se pretenden alcanzar para
un subconjunto de las variables del problema.
Existen multitud de te´cnicas para construir un plan como: for-
ward planning (partiendo del estado inicial), ,backward planning
(partiendo del estado final) o least-commitment planning (an˜adien-
do acciones de forma no secuencial). Otras consideraciones que se
pueden tener en cuenta a la hora de realizar la planificacio´n son
la incertidumbre, el tiempo o la limitacio´n de recursos (gasolina,
capacidad, dinero, bater´ıa, etc.).
3International Planning Competition
4 International Conference on Automated Planning and Scheduling
5Planning Domain Definition Language
6Hierarchical Task Network
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2.1.2. Arquitecturas de planificacio´n y ejecucio´n
Las primeras aproximaciones para resolver problemas de plani-
ficacio´n consist´ıan en sistemas especializados para cada problema,
es decir, soluciones dependientes del dominio. Sin embargo, con el
paso del tiempo se han generalizado las te´cnicas de planificacio´n de
forma que se puedan abordar un mayor nu´mero de problemas de
diversa tipolog´ıa. Por este motivo, las investigaciones ma´s recientes
se centran en el disen˜o de te´cnicas de planificacio´n independientes
del dominio de aplicacio´n.
El proceso de planificacio´n se refiere al proceso de construccio´n
de un plan para resolver un problema determinado; el proceso de
ejecucio´n de un plan se refiere a la modificacio´n del estado del mun-
do tras la ejecucio´n de las acciones contenidas en un plan. De este
modo las arquitecturas de planificacio´n y ejecucio´n pueden combinar
ambos procesos, o bien estar ma´s orientadas hacia uno de los dos.
Las arquitecturas deliberativas usan planificacio´n y razonamiento
o me´todos de inferencia que realizan un proceso de bu´squeda para
la construccio´n del plan. Las arquitecturas reactivas proporcionan
una reaccio´n inmediata ante cambios en el estado que son captados
por los sensores, y las decisiones se toman en tiempo de ejecucio´n
en base a informacio´n precompilada. Tambie´n se contemplan arqui-
tecturas h´ıbridas que combinan las ventajas de las dos anteriores y
arquitecturas interactivas en las que la coordinacio´n de los agentes
se realiza mediante comunicacio´n.
Existen numerosas arquitecturas de planificacio´n y/o ejecucio´n,
entre las que destacan arquitecturas fundamentalmente reactivas
como PRS [12] o Steels [20] o h´ıbridas como Plan-Based Control
of Robotics Agents [6], Reactive Action Packages [9, 10](RAPs), GO-
FER[7], Maes [14] o Continual Planning and Execution Framework
(CPEF) [15].
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PELEA
PELEA7 [17] es una arquitectura de planificacio´n y ejecucio´n re-
sultado de un proyecto de investigacio´n conjunto entre los grupos
GRPS-AI y GTI-IA de la UPV8, el grupo de Planning and Learning
de la UC39 y el grupo de Sistemas Inteligentes de la Universidad de
Granada y financiado por el proyecto MICIIN TIN2008-06701-C03.
Figura 2.1: Arquitectura PELEA.
PELEA esta´ concebida como una arquitectura de planificacio´n
de propo´sito general e independiente del dominio con capacidades
de ejecucio´n, monitorizacio´n, planificacio´n, replanificacio´n, repara-
cio´n y aprendizaje de forma integrada. PELEA diferencia entre dos
tipos de razonamiento, uno ma´s reactivo (bajo nivel) y otro ma´s
deliberativo (alto nivel) para dominios temporales y no temporales.
Como se muestra en la figura 2.1 la arquitectura esta´ disen˜ada
de forma modular, donde cada mo´dulo se encarga de una tarea es-
7Planning, Execution and LEarning Architecture
8Universitat Polite`cnica de Valencia
9Universidad Carlos III de Madrid
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pec´ıfica. De esta forma se consigue una gran independencia entre las
funcionalidades de cada fase del proceso de planificacio´n y ejecucio´n
facilitando el desarrollo y sustitucio´n de nuevas implementaciones.
El mo´dulo Execution es el encargado de recibir el dominio y pro-
blema a resolver, hacer la captura del estado del mundo mediante
sensores y enviar las acciones que se tienen que ejecutar en cada
instante a los actuadores.
El mo´dulo Monitoring comprueba la correccio´n del estado del
mundo esperado y la consecucio´n de los objetivos del problema.
El mo´dulo Decision support selecciona las variables que hay que
monitorizar, toma la decisio´n de reparar o replanificar cuando se
detecta un error en la monitorizacio´n y proporciona la informacio´n
de entrada para el mo´dulo Learning.
El mo´dulo High-level replanner genera y/o repara planes de alto
nivel. La modularidad de PELEA hace posible la independencia del
planificador, pudiendo usar planificadores actuales como LPG-TD,
SG-PLAN, CRICKEY, TFD, etc., independientemente, siempre que
se utilicen las APIs definidas para la comunicacio´n entre mo´dulos.
El mo´dulo Goal&metric generation selecciona automa´ticamente
el nuevo conjunto de objetivos y me´tricas a ser utilizadas para el
estado actual de la ejecucio´n.
El mo´dulo LowToHigh traduce el estado del mundo de bajo nivel
a una representacio´n de alto nivel para su monitorizacio´n y obten-
cio´n de planes.
El mo´dulo Low-level planner genera acciones de bajo nivel para
ser ejecutadas por el mo´dulo Execution. Un ejemplo de acciones de
bajo nivel puede ser las coordenadas de un robot o los grados de
desplazamiento de un brazo robo´tico.
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El mo´dulo Learning infiere conocimiento a partir de un conjunto
de entrenamiento que puede usarse para modificar el modelo del do-
minio de planificacio´n o mejorar el proceso de planificacio´n de forma
heur´ıstica.
En una simulacio´n simplificada, asumiendo que se trabaja u´nica-
mente a alto nivel, no se usa aprendizaje, ni seleccio´n de me´tricas
y objetivos, ni se simulan fallos de ejecucio´n de acciones. El flujo
principal de funcionamiento ser´ıa: (1) una captacio´n inicial del es-
tado, dominio y problema, por el mo´dulo Execution; (2) env´ıo de la
informacio´n pertinente a trave´s del Monitoring y Decision support
hasta el High-level replanner para la generacio´n de un plan de alto
nivel; (3) comunicacio´n del plan al Decision support para generar las
variables a monitorizar; (4) comunicacio´n del plan y las variables a
monitorizar al mo´dulo Monitoring ; (5) comunicacio´n al Execution
de las siguientes acciones del plan a ejecutar; (6) ejecucio´n de las
acciones mediante los actuadores; (7) sensorizacio´n del estado del
mundo por el mo´dulo Execution; y (8) monitorizacio´n del estado
volviendo al paso 5 hasta que se alcancen los objetivos.
Las comunicaciones entre los mo´dulos se realizan en formato
XML y la descripcio´n de los dominios y problemas de planifica-
cio´n pueden modelarse con el lenguaje PDDL o en un lenguaje para
descripcio´n de planificacio´n jera´rquica.
Tal y como se ha visto en la descripcio´n de PELEA, se trata
de una arquitectura de planificacio´n monoagente, que trabaja con
dominios de forma centralizada concentrando toda la informacio´n
de un problema y el proceso completo de resolucio´n y ejecucio´n en
un u´nico agente. Esto supone varios problemas; en primer lugar, el
conjunto de problemas abordables se reduce conforme crece la talla
del problema. En la fase de planificacio´n, al tratarse de un proce-
so de bu´squeda sobre un espacio de soluciones, problemas con gran
cantidad de informacio´n pueden causar que los planificadores sean
incapaces de encontrar una solucio´n factible o de un modo eficiente
en caso de trabajar con sistemas de tiempo real. Otro problema es
la ejecucio´n, puesto que los problemas de alta complejidad congre-
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gan multitud de elementos con diversas capacidades de actuacio´n y
no tiene mucho sentido atribuir todas esas capacidades a un u´nico
agente. En caso de subdividir un problema segu´n las capacidades de
cada agente y resolverlo de forma independiente por varias instan-
cias o agentes PELEA, no se dispone de los mecanismos adecuados
para la coordinacio´n o combinacio´n de las soluciones obtenidas por
cada agente PELEA. Estos son dos de los principales problemas que
se pretenden resolver mediante la extensio´n multiagente de PELEA
en PlanInteraction.
PELEA constituye la base de planificacio´n de la arquitectura
PlanInteraction, siendo cada uno de los mo´dulos de su arquitectu-
ra herramientas al servicio de los agentes de PlanInteraction. En
el cap´ıtulo 3 se detallara´ la forma en que se han empleado dichos
mo´dulos.
2.2. Sistemas multiagente
No existe una definicio´n universal del concepto de agente softwa-
re, sin embargo, s´ı que hay un consenso sobre las caracter´ısticas que
debe poseer: persistencia, autonomı´a, sociabilidad y reactividad. Un
agente esta´ en constante ejecucio´n en un determinado entorno en
contacto con otros agentes y es capaz de reaccionar ante cambios
en el entorno actuando segu´n su razonamiento.
Un agente es social tanto en cuanto es capaz de comunicarse con
otros agentes y colaborar con ellos en la realizacio´n de alguna tarea.
La componente social de un agente comprende tambie´n otras carac-
ter´ısticas como reputacio´n, confianza, negociacio´n, argumentacio´n,
etc.
La comunicacio´n entre agentes permite la solicitud o contrata-
cio´n de servicios. Esto esta´ relacionado con la autonomı´a del agen-
te, puesto que a un agente se le puede decir “que´“ hacer, pero no
”co´mo“ hacerlo. El agente debe tener unos me´todos de razonamien-
to propios que le permitan resolver los procesos en los que se vea
envuelto. La autonomı´a implica tambie´n una cierta proactividad o
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capacidad para marcarse sus propios objetivos y tomar decisiones
para alcanzarlos.
Un MAS es pues el entorno compartido por un conjunto de agen-
tes donde interaccionan para la resolucio´n de algu´n conjunto de
tareas, ya sean compartidas o privadas. Estos sistemas a su vez de-
ben poseer una serie de caracter´ısticas tales como autonomı´a de los
agentes, distribucio´n de la informacio´n y descentralizacio´n.
Los MAS se emplean para resolver tareas que ser´ıan demasiado
complejas de llevar a cabo en un sistema monol´ıtico, bien sea por
las te´cnicas empleadas o por la ingente cantidad de informacio´n que
se maneja. Es por ello que la especializacio´n de agentes en deter-
minadas tareas y la distribucio´n de la informacio´n relevante para
cada una de ellas simplifica la resolucio´n del problema en conjunto.
Esta distribucio´n de la informacio´n conlleva una visio´n parcial de
la informacio´n por parte de cada agente. En determinados casos la
comunicacio´n entre los agentes sera´ necesaria para la resolucio´n del
problema debido a su visio´n parcial. Un sistema sera´ descentraliza-
do siempre que no exista un agente coordinador que tome decisiones
por el conjunto de los agentes involucrados.
2.2.1. Plataformas multiagente
A continuacio´n se presentan algunas de las plataformas multia-
gente existentes, as´ı como sus caracter´ısticas ma´s representativas,
para terminar introduciendo Magentix2 que es la plataforma que se
ha usado como base de PlanInteraction.
AgentScape
AgentScape es una capa middleware que soporta MAS de gran
escala desarrollado por la universidad tecnolo´gica de Delft [2]. El
fundamento tras las decisiones de disen˜o son: (i) proporcionar una
plataforma para MAS de gran escala, (ii) soportar mu´ltiples co´digos
y sistemas operativos, y (iii) la interoperabilidad con otras platafor-
mas de agentes. La filosof´ıa de disen˜o general es “menos es ma´s”, es
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decir, el middleware AgentScape debe proporcionar un apoyo mı´ni-
mo pero suficiente para aplicaciones de agentes, y “una misma talla
no sirve para todos”, es decir, el middleware debe ser adaptable
o reconfigurable de tal manera que se puede ajustar a una apli-
cacio´n espec´ıfica (clase) o sistema operativo/plataforma hardware.
Los agentes y los objetos son entidades ba´sicas en AgentScape. Una
localizacio´n es un “lugar” en el que los agentes y los objetos pue-
den residir. Los agentes son entidades activas en AgentScape que
interactu´an entre s´ı mediante la comunicacio´n de paso de mensajes.
Adema´s, la migracio´n de agentes es compatible. Los objetos son en-
tidades pasivas que so´lo se emplean en ca´lculos de forma reactiva por
iniciativa de un agente. Adema´s de los agentes, objetos y localizacio-
nes, el modelo tambie´n define servicios. Los servicios proporcionar
informacio´n o actividades en favor de los agentes o el middleware
AgentScape.
JADE
JADE10 es un entorno software de desarrollo de aplicaciones de
agentes conforme a las especificaciones FIPA para sistemas inteli-
gentes multiagente interoperables [4]. El objetivo es simplificar el
desarrollo asegurando el cumplimiento de los esta´ndares mediante
un conjunto de servicios y agentes del sistema. JADE implementa
una plataforma de agentes y un entorno de desarrollo. La configu-
racio´n puede cambiarse incluso en tiempo de ejecucio´n moviendo
agentes de un equipo a otro, co´mo y cua´ndo se requiera. JADE se
ocupa de todos los aspectos que no son propios de la configuracio´n
de los agentes y que son independientes de las aplicaciones, tales
como transporte de mensajes, codificacio´n y traduccio´n, o el ciclo
de vida del agente. JADE esta´ implementado completamente en
Java y el requisito mı´nimo de sistema es la versio´n 1.4 de Java (la
ma´quina virtual o el JDK). La u´ltima versio´n es la 4.3.0 liberada el
29/03/2013.
10Java Agent DEvelopment Framework
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JASON
Jason [5] es un inte´rprete para una versio´n ampliada del lenguaje
de definicio´n de agentes AgentSpeak [18]. Implementa la sema´ntica
operacional de ese lenguaje y proporciona una plataforma para el
desarrollo de MAS, incluyendo muchas caracter´ısticas personaliza-
bles por el usuario. Jason es de co´digo abierto y se distribuye bajo
licencia GNU LGPL. Soporta asunciones de mundo abierto y ce-
rrado; anotaciones en creencias y planes; meta-eventos, anotaciones
declarativas de objetivos, organizaciones usando el modelo Moise+;
funciones de confianza; un IDE en forma de plugin de Eclipse; etc.
EVE
EVE es una plataforma de agentes polivalente basada en web [3].
El objetivo del proyecto EVE es desarrollar un protocolo abierto de
comunicacio´n entre agentes software. EVE esta´ disen˜ado como un
sistema escalable descentralizado para agentes auto´nomos. EVE usa
internet como plataforma y se sirve de protocolos de intercambio de
datos (HTTP) y mensajer´ıa (JSON-RPC) existentes. Cada agente
se identifica y es accesible a trave´s de una url u´nica pudiendo ac-
tuar como capa superior de aplicaciones conecta´ndolas al entorno
compartido entre los agentes del sistema. La plataforma EVE la ha
desarrollado Almende, una empresa de Rotterdam especializada en
tecnolog´ıas de la informacio´n y comunicacio´n.
MAGENTIX2
Magentix2 es una plataforma de agentes para Sistemas multia-
gente abiertos [1, 11]. Su objetivo principal es llevar la tecnolog´ıa de
agentes a dominios reales tales como negocios, industria, log´ıstica,
comercio electro´nico, etc.
Magentix2 da soporte a tres niveles: organizacional, interaccio´n y
agente. El nivel organizacional hace referencia al conjunto de tecno-
log´ıas relacionadas con sociedades de agentes. El nivel de interaccio´n
se ocupa de las comunicaciones entre los agentes. Y el u´ltimo nivel
comprende las te´cnicas de agentes tales como razonamiento y apren-
dizaje.
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Magentix2 ofrece funciones de seguridad y confianza, un sistema
de trazas, integracio´n con THOMAS para la oferta de servicios y
gestio´n de organizaciones, gestor de comunicaciones Apache Qpid,
una API de argumentacio´n y APIs de desarrollo para agentes con-
versacionales.
A la fecha del presente trabajo se han explotado las capacidades
de Magentix2 para la gestio´n de las comunicaciones y para el desa-
rrollo e implementacio´n de agentes guiados por conversaciones. En
el cap´ıtulo 3 se proporcionara´n ma´s detalles sobre estos aspectos.
2.3. Sistemas de planificacio´n multiagente
Los MAPS se pueden entender como entornos CDPS11. La di-
ferencia entre los CDPS y los MAS es el cara´cter cooperativo de
los agentes frente a un comportamiento ma´s autointeresado. En un
CDPS los agentes tienen, por lo general, una serie de objetivos co-
munes y por tanto tienen una mayor predisposicio´n para ayudarse
unos a otros sin recibir ningu´n tipo de compensacio´n.
A continuacio´n se introducen los tres MAPS ma´s relevantes ac-
tualmente: GPGP/TÆMS , RETSINA y MPA. A pesar de estar des-
tinados a cubrir la misma necesidad, cada uno esta´ desarrollado des-
de una perspectiva diferente. PlanInteraction comparte algunas de
sus caracter´ısticas como modularidad, generalidad, adaptabilidad,
ejecucio´n, etc., y an˜ade otras propias de los MAS que se expondra´n
en el cap´ıtulo 3.
2.3.1. GPGP/TÆMS
GPGP12 y su representacio´n asociada como red de tareas jera´r-
quica TÆMS13 [8, 13, 24] se desarrollaron como entornos indepen-
dientes del dominio para la coordinacio´n online de actividades de
tiempo real de pequen˜os equipos de agentes cooperativos que traba-
11Cooperative Distributed Problem Solving
12Generalized Partial Global Planning
13Task Analysis, Environment Modeling and Simulation
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jan para alcanzar una serie de objetivos de alto nivel. GPGP pro-
porciona un nivel de abstraccio´n para evaluar algoritmos de control
centralizados, paralelos y distribuidos, estrategias de negociacio´n y
disen˜os organizacionales.
TÆMS provee una meta-estructura para la funcio´n de transicio´n
de estados del agente que se divide en cuatro partes: control, re-
copilacio´n de informacio´n, comunicacio´n y ejecucio´n de me´todos.
Primero los mecanismos de control establecen acciones de las otras
tres partes y posteriormente se ejecutan secuencialmente, tras lo
cual se repite el ciclo de meta-estados. Las acciones de recopilacio´n
de informacio´n preestablecidas incluyen acceso a nuevas estructuras
de tareas subjetivas recibidas y descubrir relaciones de coordinacio´n
con tareas de otros agentes. Las acciones de comunicacio´n prees-
tablecidas incluyen transmitir el resultado de la ejecucio´n de una
tarea, partes de la estructura de la tarea y comunicaciones de meta-
nivel.
En TÆMS las tareas se pueden descomponer en subtareas for-
mando una jerarqu´ıa con un nodo ra´ız llamado grupo de tareas.
Pueden existir mu´ltiples grupos de tareas al mismo tiempo. Las
otras relaciones entre tareas son activadores, facilitadores y obsta-
culizadores. Para evaluar la ejecucio´n de un conjunto de tareas se
tienen en cuenta el tiempo transcurrido y la calidad de la ejecucio´n
de las tareas. Un agente tiene creencias, lo que significa que cree la
parte de la estructura global de la tarea que puede ver. Los agentes
se pueden comprometer con otros agentes en la realizacio´n de tareas.
Cada agente tiene un scheduler local que organiza los recursos
computacionales del agente, es decir, determina que´ tareas del agen-
te se van a realizar y cua´ndo. El propo´sito de los mecanismos de
coordinacio´n es asegurar que el scheduler local dispone de la mejor
entrada posible que le permita construir un programa de gran uti-
lidad. En otras palabras, los mecanismos de coordinacio´n se usan
para permitir a un agente hacer un buen plan.
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2.3.2. RETSINA
RETSINA es un sistema multiagente abierto que provee infraes-
tructura para diferentes tipos de agentes deliberativos dirigidos por
objetivos [16, 21]. En este sentido la arquitectura RETSINA presen-
ta algunas de las ideas de los agentes BDI14. Los agentes de RET-
SINA esta´n compuestos por cuatro mo´dulos funcionales auto´nomos:
un mo´dulo de comunicacio´n, un planificador, un scheduler y un mo-
nitor de la ejecucio´n. Las comunicaciones utilizan el formato KQML.
Cada uno de los mo´dulos esta´ implementado como un hilo de eje-
cucio´n para permitir la concurrencia. Adema´s las acciones de los
planes generados se ejecutan tambie´n como hilos independientes de
forma concurrente.
Los agentes disponen de tres bases de datos principales: de obje-
tivos, de tareas y de creencias. La base de datos de objetivos esta´ im-
plementada como una cola de prioridad. Los objetivos ma´s priori-
tarios se resuelven primero. El mo´dulo de comunicaciones o el pla-
nificador pueden an˜adir nuevos objetivos a la cola cuando objetivos
complejos se descomponen en otros ma´s simples. La base de datos
de tareas contiene las acciones de un plan. El mo´dulo planificador
genera las tareas y el scheduler las retira cuando esta´n listas para
ejecucio´n. Y la base de datos de creencias almacena el conocimiento
del agente sobre el dominio en que se va a ejecutar el plan. El pla-
nificador consulta las creencias durante la planificacio´n como fuente
de hechos que afectan a sus decisiones de planificacio´n. Las acciones
pueden cambiar las creencias cambiando hechos del dominio.
2.3.3. MPA
MPA15 es una arquitectura disen˜ada espec´ıficamente para inte-
grar diversas tecnolog´ıas que permitan resolver problemas comple-
jos de planificacio´n, problemas que requieren ser resueltos de forma
coordinada por un conjunto diverso de expertos [26]. MPA dispone
de protocolos de comunicacio´n para la comparticio´n de informacio´n
entre los agentes. MPA es capaz de generar multiples planes alterna-
14Believes, Desires and Intentions.
15Multiagent Planning Architecture
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tivos en paralelo. Los agentes comparten interfaces de especificacio´n
uniformes bien definidas de forma que se pueden explorar diferentes
maneras de reconfigurar, reimplementar y an˜adir nuevas capacida-
des al sistema de planificacio´n.
Los agentes de planificacio´n surgen de la descomposicio´n de siste-
mas de planificacio´n y scheduling en mo´dulos independientes, siendo
cada uno de estos mo´dulos un agente. Para facilitar la construccio´n
de los agentes a partir de los sistemas heredados se proporcionan
librer´ıas en C y Lisp.
La definicio´n de unidades organizacionales entre los agentes per-
mite explorar pol´ıticas de control flexibles en la generacio´n de planes.
Se definen celdas ba´sicas y meta-celdas de planificacio´n, donde las
celdas ba´sicas proporcionan soluciones de forma secuencial, mien-
tras que las meta-celdas usan las celdas ba´sicas para la generacio´n
de soluciones cualitativamente diferentes de forma concurrente. Las
meta-celdas de planificacio´n permiten explorar de forma ra´pida el
espacio de soluciones de un determinado problema de planificacio´n.
Los meta-agentes de planificacio´n (agentes que controlan otros agen-
tes) definen diferentes estrategias de control sobre los agentes de
planificacio´n a su cargo.
MPA se ha usado en el desarrollo de varios sistemas de resolucio´n
de problemas de gran escala para el dominio de planificacio´n de
campan˜as ae´reas16.
16Air Campaign Planning (ACP).
Cap´ıtulo 3
PlanInteraction
En este cap´ıtulo se detalla el disen˜o de la arquitectura PlanIn-
teraction y la filosof´ıa de desarrollo empleada desde la visio´n ma´s
general de la arquitectura hasta los elementos ma´s concretos. En
primer lugar se ofrece una perspectiva global de los componentes
de la arquitectura. Seguidamente se introduce el modelo de agente
empleado y los distintos componentes que lo conforman, as´ı como
las distintas topolog´ıas de agentes que se proporcionan con la ar-
quitectura. A continuacio´n se explica co´mo se han resuelto otras
problema´ticas t´ıpicas de los MAS como son las comunicaciones, sin-
cronizacio´n y coordinacio´n entre agentes. Y por u´ltimo se comenta
brevemente un prototipo de interfaz gra´fica desarrollada para el uso
de la plataforma.
3.1. Arquitectura
Lo primero que se debe tener en cuenta para entender la apro-
ximacio´n de planificacio´n multiagente adoptada en PlanInteraction
es su origen en los poyectos predecesores, la arquitectura PELEA y
la plataforma Magentix2 expuestos en el cap´ıtulo 2. La idea inicial
es adaptar un sistema de planificacio´n monoagente de pro´posito ge-
neral a un sistema de planificacio´n multiagente.
El proceso de adaptacio´n de un sistema monoagente a uno multi-
agente conlleva introducir toda una serie de elementos para permitir
la coexistencia de varios agentes en un mismo entorno y su interope-
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rabilidad. Primero hay que disponer de un canal de comunicaciones,
independientemente de los protocolos u ontolog´ıas que se utilicen,
para el intercambio de informacio´n entre los agentes. Por otro la-
do se requieren sistemas de control para garantizar la unicidad de
agentes en el sistema, su correcto funcionamiento y el suministro de
informacio´n del sistema a los agentes emergentes. En segundo lugar,
se tienen que idear me´todos de sincronizacio´n entre los distintos pro-
cesos que puedan estar ejecutando los agentes. Finalmente hay que
determinar la constitucio´n de los agentes como entidades sociales,
proactivas y reactivas. Durante el presente cap´ıtulo se dara´ respuesta
a co´mo se han solucionado estas inco´gnitas.
Disen˜o
Desde la visio´n ma´s general de la arquitectura, podemos entender
PlanInteraction como un entorno en el que coexisten un conjunto
de agentes con capacidades de planificacio´n y/o ejecucio´n, una serie
de elementos de control, un simulador y una interfaz de interaccio´n
con el mundo real, tal y como se muestra el la figura 3.1.
Figura 3.1: Arquitectura PlanInteraction.
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A grandes rasgos, una posible instanciacio´n completa de la ar-
quitectura dispondr´ıa de (1) un agente de control que gestiona el
registro en el sistema de los dema´s agentes, controlando tambie´n el
momento de su finalizacio´n al cumplir sus objetivos; (2) un agente
de simulacio´n con capacidades para mantener una representacio´n del
mundo para un problema dado e interpretar y ejecutar sobre dicho
mundo las acciones que reciba de los agentes de planificacio´n, (3)
un agente reloj que marca los pasos de ejecucio´n para la simulacio´n
y (4) una serie de agentes de planificacio´n/ejecucio´n que reciben co-
mo entrada un determinado dominio y problema de planificacio´n e
interaccionan segu´n su propio criterio para generar un plan de ac-
ciones y ejecutarlo sobre el simulador o el entorno real.
La arquitectura PlanInteraction permite crear mu´ltiples configu-
raciones segu´n el tipo de problema que se vaya a tratar o las te´cnicas
que se quieran estudiar. La aproximacio´n general que se ha adop-
tado para la resolucio´n de los problemas de planificacio´n supone la
divisio´n de las tareas de planificacio´n y ejecucio´n, teniendo as´ı un
conjunto de agentes de planificacio´n y un conjunto de agentes de
ejecucio´n como se muestra en la figura 3.2.
Figura 3.2: Arquitectura PlanInteraction diferenciando planificacio´n y ejecucio´n.
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La divisio´n en dos conjuntos de agentes de ejecucio´n y agentes
de planificacio´n hace posible independizar el desarrollo de nuevas
te´cnicas de coordinacio´n para cada uno de ellos. As´ı, pues, ser´ıa
posible prescindir de la ejecucio´n para centrarse u´nicamente en la
planificacio´n y la coordinacio´n entre los agentes previa ejecucio´n.
O podr´ıan probarse te´cnicas de coordinacio´n y resolucio´n de con-
flictos para agentes de ejecucio´n que reciben un plan de acciones
para ser ejecutado. En la seccio´n 3.2 se definen de manera precisa
la estructura y funcionalidades de estos agentes y en la seccio´n 4
se vera´n varios casos de instanciaciones concretas probadas sobre la
arquitectura.
Componentes de desarrollo
Como se muestra en la figura 3.3, la implementacio´n de PlanIn-
teraction dispone de un nu´cleo principal alrededor del cual se han
desarrollado multitud de funcionalidades, todas ellas con la mayor
sencillez y generalidad posibles para facilitar su utilizacio´n o futuras
implementaciones y extensiones.
Figura 3.3: Componentes de desarrollo de PlanInteraction.
El nu´cleo principal de PlanInteraction esta´ compuesto por las
librer´ıas de Magentix2 y PELEA, as´ı como las APIs desarrolladas
para simplificar su utilizacio´n. Adicionalmente se ha desarrollado
para este conjunto de herramientas un modelo de especificacio´n de
comportamientos de los agentes, as´ı como las APIs oportunas.
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A partir de las librer´ıas de PELEA y sus APIs se han desarrollado
una serie de mo´dulos que aportan las funcionalidades de planifica-
cio´n y ejecucio´n a los agentes (caja “Modules” en la figura 3.3).
Estos mo´dulos se detallan en la seccio´n 3.2.3.
Las librer´ıas de Magentix2 y sus APIs aportan todo el sistema de
comunicaciones y de especificacio´n de agentes (caja “Agents/Facto-
ries” en la figura 3.3). En las secciones 3.2 y 3.2.1 se profundiza en
ello.
Adema´s de una serie de comportamientos necesarios para el con-
trol del sistema, para cada tarea t´ıpica del proceso de resolucio´n de
un problema de planificacio´n, as´ı como para las comunicaciones ne-
cesarias, se han desarrollado un conjunto de comportamientos que
se expondra´n en la seccio´n 3.2.4 (caja “Behaviours” en la figura 3.3).
Todo lo anterior supone el nu´cleo principal de la arquitectura
PlanInteraction, sin embargo se ha desarrollado una primera ver-
sio´n de interfaz de usuario para la configuracio´n de experimentos,
ejecucio´n y depuracio´n. En la seccio´n 3.5 se puede ver en que´ con-
siste exactamente (caja “GUI” en la figura 3.3).
Por u´ltimo, aunque no se trata de elementos espec´ıficamente
desarrollados para la arquitectura, se permite el desarrollo e in-
corporacio´n de todo tipo de te´cnicas sociales relacionadas con la
computacio´n multiagente como: protocolos, servicios, negociacio´n,
confianza, etc (caja “More” en la figura 3.3).
3.2. Agentes
En la seccio´n 2.2 se establecieron las caracter´ısticas que debe te-
ner un agente software para poder ser considerado como tal. A con-
tinuacio´n se plantea el disen˜o que se ha utilizado para proporcionar
esas caracter´ıstcas. En la figura 3.4 se puede apreciar la composi-
cio´n de un agente gene´rico de PlanInteraction (GA)1. Los GA esta´n
1General Agent of PlanInteraction Architecture
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compuestos principalmente por una capa de comunicaciones, una
base de datos de conocimiento (KDB)2, una base de datos de com-
portamientos (BDB)3, una cola de prioridad de comportamientos
(BPQ)4 y un conjunto de mo´dulos con funcionalidades de planifica-
cio´n/ejecucio´n.
Figura 3.4: Composicio´n de un agente GA.
Los GA esta´n desarrollados sobre los agentes conversacionales
proporcionados por Magentix2 (CAgents). Los CAgents ya imple-
mentan toda una serie de mecanismos de comunicacio´n tales como
protocolos, recepcio´n y env´ıo de mensajes y gestio´n de mu´ltiples con-
versaciones simulta´neas. Esta capa de comunicaciones es la que se
muestra en la parte inferior de la estructura del GA en la figura 3.4.
Otra de las caracter´ısticas heredadas de los CAgents es el flujo de
ejecucio´n dirigido por las conversaciones, i.e., los agentes disponen
de una serie de grafos de estados con capacidades de env´ıo, recep-
cio´n, espera y rechazo de mensajes (adema´s de otros de propo´sito
general), que permiten definir las divergencias o puntos de decisio´n
sobre las acciones a realizar por el agente tras un evento comuni-
cativo. Una u´ltima caracter´ıstica a tener en cuenta de los CAgents
es que los agentes pueden interpretar dos roles en las conversacio-
2Knowledge DataBase.
3Behaviours DataBase
4Behaviours Priority Queue
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nes: iniciador o participante. En la seccio´n 3.2.1 se especifica ma´s
claramente en que´ consiste esta representacio´n en forma de grafo,
as´ı como las posibilidades que ofrece; las diferencias entre los roles
de iniciador y participante y lo que conlleva el uso de un rol u otro;
y algunos de los protocolos de comunicacio´n desarrollados.
Cada GA dispone de una KDB interna. Esta base de datos al-
macena toda aquella informacio´n que el agente percibe del entorno,
ya sea mediante sensorizacio´n o por comunicacio´n con otros agentes.
Tambie´n puede almacenarse informacio´n auxiliar relativa a procesos
internos del agente.
La BDB es una coleccio´n de los comportamientos que puede
desempen˜ar un determinado agente. Los comportamientos consisten
en secuencias de estados (como los definidos para las comunicacio-
nes), con un propo´sito bien definido, a modo de tareas o procesos.
Los comportamientos esta´n relacionados con procesos cognitivos del
agente. Un ejemplo de comportamiento podr´ıa ser la obtencio´n de
un plan, ya sea mediante generacio´n propia o por solicitud a un
agente del sistema. El agente dispone de una BPQ de donde se van
seleccionando comportamientos para su ejecucio´n consecutivamente.
En la seccio´n 3.2.4 se puede ver ma´s informacio´n sobre los compor-
tamientos.
Por u´ltimo, cada agente posee una serie de mo´dulos que le apor-
tan funcionalidades de planificacio´n/ejecucio´n. Estos mo´dulos se han
desarrollado a partir de las APIs de PELEA. Los GA esta´n disen˜ados
de la forma ma´s flexible posible, de tal manera que puedan incluir el
subconjunto de mo´dulos que el disen˜ador escoja. Las posibles com-
binaciones de mo´dulos que contiene un agente da lugar a mu´ltiples
tipolog´ıas de agentes que se detallara´n en la seccio´n 3.2.5.
3.2.1. Comunicaciones
Como se ha comentado en la seccio´n 3.2, la especificacio´n y con-
trol de las comunicaciones viene heredado de los mecanismos propor-
cionados por Magentix2. El broker de comunicaciones que se utiliza
es Apache Qpid y los mensajes intercambiados entre los agentes si-
3.2. AGENTES 28
guen el esta´ndar FIPA-ACL.
Headers Meta-info
ConvId Identificador de la conversacio´n
Performative Performativa del mensaje
Language Lenguaje del mensaje
Ontology Ontolog´ıa del mensaje
Protocol Protocolo del mensaje
Sender Identificador del agente emisor del mensaje
Receivers Lista de identificadores de los receptores
Content Contenido del mensaje
Tabla 3.1: Formato de mensaje FIPA-ACL.
El broker de comunicaciones establece una direccio´n u´nica para
cada agente a partir de su identificador de agente, es por ello que
cada agente debe tener un identificador u´nico. Los mensajes recibi-
dos por el broker son redirigidos a la cola de mensajes del receptor
correspondiente. Cada agente procesa los mensajes de su cola de
mensajes de forma secuencial y as´ıcrona.
Roles
Los GA son una extensio´n de los agentes conversacionales de
Magentix2. Como se ha comentado previamente, estos agentes esta´n
guiados por las conversaciones, es decir, su ejecucio´n se basa en la su-
cesio´n de diversos protocolos comunicativos y la toma de decisiones
frente a la recepcio´n de mensajes. Los agentes pueden interactuar
en mu´ltiples conversaciones simulta´neamente y las conversaciones
pueden incluir a ma´s de dos agentes. Los agentes conversacionales,
deben representar un rol en las conversaciones, deben ser iniciado-
res o participantes.
Un agente iniciador es el que env´ıa el primer mensaje de una
conversacio´n al resto de agentes participantes de la conversacio´n.
Durante su ejecucio´n, un agente puede cumplir los dos roles, tan-
to de iniciador como de participante, para distintas conversaciones.
Para un determinado agente que cumpla el rol de participante, las
conversaciones no se crean hasta que se recibe un mensaje.
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Las conversaciones tienen un identificador generado a partir del
identificador del agente iniciador y un nu´mero de secuencia. Cada
conversacio´n que mantiene un agente resulta en un hilo de ejecucio´n
diferente. Los mensajes intercambiados entre los agentes deben in-
corporar este identificador para que los agentes puedan redirigir los
mensajes de la cola de mensajes a la conversacio´n correspondiente.
Grafos de estados
Los protocolos de comunicacio´n/ejecucio´n que van a seguir los
agentes se definen como grafos de estados. Magentix2 proporcio-
na toda una serie de estados con funcionalidades predefinidas y las
herramientas para su definicio´n. Una de las aportaciones de PlanIn-
teraction ha sido simplificar el proceso de definicio´n de estos estados
y transiciones mediante unas APIs de ma´s alto nivel. Los tipos de
estados permitidos se pueden consultar en la tabla 3.2.1
BEGIN Estado inicial
FINAL Estado final
ACTION Estado de propo´sito general
WAIT Estado de espera de recepcio´n de mensajes (puede tener timeout)
RECEIVE Estado de recepcio´n y manejo de mensajes
SEND Estado de construccio´n y env´ıo de un mensaje
NAM5 Estado de absorcio´n de mensajes
Tabla 3.2: Estados conversacionales de Magentix2.
En la definicio´n de estados u´nicamente hace falta indicar el ti-
po de estado que se quiere definir, el me´todo que va a realizar y,
dependiendo del tipo de etado, una informacio´n de configuracio´n.
La informacio´n de configuracio´n puede ser el timeout de un estado
WAIT o filtros de aceptacio´n de mensajes en los estados RECEIVE.
Para definir correctamente el flujo de ejecucio´n de un protocolo
de comunicacio´n se han de establecer las transiciones entre los es-
tados. Las transiciones son arcos unidireccionales entre un estado
origen y un estado destino. Un estado puede tener mu´ltiples arcos
de entrada y de salida. Si un estado tiene varios arcos de salida, la
5Not Accepted Message
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decisio´n de transicio´n se toma en el me´todo a ejecutar en dicho esta-
do. Existen unas ciertas relaciones de precedencia predefinidas entre
los estados. Los estados RECEIVE deben estar enlazados siempre
a continuacio´n de estados de tipo WAIT.
Grafo ba´sico de un agente
Los GA interpretan tanto el rol de iniciador como el de partici-
pante e incorporan un grafo ba´sico de estados (BSG)6 conversacio-
nales predefinido. Este grafo de estados se muestra en la figura 3.5:
Figura 3.5: Grafo ba´sico de un agente GA.
El BSG de un agente esta´ compuesto por un estado inicial (B),
un estado de propo´sito general (A), un estado de espera (W), un
estado de absorcio´n de mensajes (NAM) y un estado final (F). Ca-
da vez que un agente crea una conversacio´n, ya sea como iniciador
o como participante, se crea una instancia de su grafo asociado. El
comportamiento por defecto asociado al estado B de los GA es tran-
sitar al estado A o al estado W segu´n el rol que juegue el agente. Si
el agente es iniciador se transita al estado A, mientras que si es par-
ticipante se transita al estado W. El estado A del BSG es un estado
especial del agente en el que se decide el siguiente comportamiento
a ejecutar, como se vera´ en la seccio´n 3.2.4. El estado W es un es-
tado de espera general que prepara al agente para la recepcio´n de
cualquier mensaje. De esta forma queda reflejada la divisio´n entre el
funcionamiento proactivo del agente y el funcionamiento reactivo.
6Basic State Graph
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3.2.2. Conocimiento
A lo largo de la vida de un agente, e´ste va adquiriendo infor-
macio´n de toda ı´ndole que posteriormente le servira´ para razonar y
decidir sus acciones futuras. Esta informacio´n puede venir de tres
fuentes principales: el agente la conoce desde un principio, la obtiene
mediante sensorizacio´n o se la comunican otros agentes. Toda esta
informacio´n debe ser procesada y almacenada de forma adecuada
para su posterior recuperacio´n y consulta. Es por ello que los agen-
tes disponen de una KDB.
La KDB esta´ relacionada con las creencias de un agente BDI7.
Los agentes de las arquitecturas GPGP/TÆMS y RETSINA tam-
bie´n disponen de una. Los GA implementan esta base de datos de
forma sincronizada para evitar problemas de mu´ltiples accesos si-
multa´neos debido al paralelismo entre conversaciones.
La informacio´n contenida en la KDB se identifica como creencias
en la medida en que se considera cierta. Esto es as´ı debido a que los
agentes se encuentran en entornos muy dina´micos que evolucionan
con el paso del tiempo y es posible que un agente no disponga de
informacio´n actualizada del mundo.
3.2.3. Mo´dulos
Uno de los objetivos del proyecto PlanInteraction consiste en la
adaptacio´n de las te´cnicas de planificacio´n monoagente de la ar-
quitectura PELEA a un sistema multiagente, concretamente a uno
integrado con Magentix2. Para realizar esta adaptacio´n se han en-
capsulado los mo´dulos de la arquitectura PELEA descritos en la
seccio´n 2.1.2 y se han desarrollado unas APIs de comunicacio´n para
su utilizacio´n. Concretamente, los mo´dulos integrados actualmente
en PlanInteraction son Execution, Monitoring, Decision support y
High-level replanner. Aunque no es una parte integral de un agente
PELEA, el simulador de ejecucio´n de la arquitectura PELEA tam-
bie´n se ha implementado como un mo´dulo funcional de un GA.
7Believes, Desires, Intentions.
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Figura 3.6: Configuraciones de agentes segu´n mo´dulos funcionales.
Los GA pueden incorporar el nu´mero de mo´dulos funcionales que
el disen˜ador estime conveniente. Esta flexibilidad en la composicio´n
de los agentes hace de la arquitectura PlanInteraction un entorno
con multitud de configuraciones posibles a nivel de agente. Se puede
definir desde un agente que incorpore todos los mo´dulos, siendo una
representacio´n directa de un agente PELEA, hasta un agente que
incorpore un u´nico mo´dulo, como agente especializado en una deter-
minada tarea de planificacio´n y/o ejecucio´n, pasando por todas las
posibilidades intermedias. La figura 3.6 ilustra estas posibilidades.
Un GA puede incorporar nuevos mo´dulos funcionalidades que no
este´n directamente relacionadas con la planificacio´n o ejecucio´n. Pa-
ra ello es preciso que el desarrollador extienda de un mo´dulo gene´rico
para implementar las nuevas funcionalidades.
Con independencia de la generalidad en la configuracio´n de agen-
tes, desde un punto de vista pra´ctico se plantean dos configuraciones
concretas, una orientada a ejecucio´n y otra a planificacio´n. Esta cla-
sificacio´n es la que se refleja en la figura 3.6 como los agentes EA8
8Execution Agent
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y PA9. En la seccio´n 3.2.5 se detallan ma´s estos agentes y otros
proporcionados por la arquitectura PlanInteraction.
3.2.4. Comportamientos
Como se ha comentado en las secciones previas, los GA tienen un
grafo de estados de ejecucio´n dirigido por las comunicaciones (ve´ase
3.2.1), un conjunto de conocimiento que les permite razonar (ve´ase
3.2.2) y un conjunto de mo´dulos funcionales que les dota de capaci-
dades de planificacio´n o ejecucio´n (ve´ase 3.2.3). Sin embargo, no se
ha comentado la forma en que se definen los procesos concretos que
siguen los GA para interactuar, es decir, los comportamientos.
Un comportamiento es una rutina bien definida con unos ob-
jetivos determinados. Los GA disponen de una BDB que almacena
todos los comportamientos que puede realizar el agente. La arquitec-
tura PlanInteraction proporciona unas APIs de definicio´n de com-
portamientos como grafos de estados. Los estados que se emplean
para definir los comportamientos son los mismos que se especifican
en 3.2.1.
Los comportamientos se pueden abstraer como cajas negras para
las que hay que definir un estado de entrada, estados de salida y
todos los estados intermedios, as´ı como las transiciones entre ellos.
As´ı mismo, se pueden definir comportamientos mediante anidamien-
to de subgrafos, haciendo todav´ıa ma´s flexible la definicio´n de los
mismos e independizando procesos internos a un comportamiento.
Desde cada estado de un comportamiento se puede acceder a la
KDB del agente, as´ı como a las funcionalidades que proporcionan
los mo´dulos de planificacio´n/ejecucio´n.
La ejecucio´n de un determinado comportamiento puede estar mo-
tivado por una decisio´n propia del agente o por una reaccio´n ante
una interaccio´n con otros agentes. De esta forma distinguimos entre
comportamientos proactivos y comportamientos reactivos.
9Planning Agent
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Los GA disponen de una BPQ donde se an˜aden los comporta-
mientos proactivos que se van a ejecutar. Los me´todos de razona-
miento del agente son los que determinan en que´ orden se tienen
que ejecutar. Si el agente no implementa una lo´gica de decisio´n para
la seleccio´n de comportamientos, la BPQ funciona segu´n la te´cnica
First in, First out. Una alternativa a este funcionamiento ser´ıa ges-
tionar la BPQ conforme a un orden de prioridades preestablecido.
Otra decisio´n a tener en cuenta en el disen˜o de un GA es la accio´n
que se debe realizar cuando la BPQ queda vac´ıa.
Los comportamientos reactivos se ejecutan de forma as´ıncrona
bajo peticio´n expresa de otros agentes. Normalmente son peticiones
de informacio´n o realizacio´n de procesos a modo de servicios. La eje-
cucio´n de un comportamiento reactivo puede provocar la incorpora-
cio´n de un comportamiento proactivo a la cola de comportamientos.
Figura 3.7: Grafo ba´sico de un agente GA con comportamientos.
Los comportamientos se pueden definir de forma independiente
a un agente concreto, favoreciendo la reusabilidad, modificacio´n y
extensio´n de los mismos. En la definicio´n de los GA se debe indicar
cua´les son los comportamientos concretos que incorpora. Cuando se
an˜ade un comportamiento al GA e´ste queda almacenado en la BDB
y se enlaza de manera adecuada al BSG del agente. Los compor-
tamientos proactivos se enlazan con el estado de propo´sito general
(A-Action) del BSG y los comportamientos reactivos al estado de
espera (W-Wait) del BSG. En el estado A es donde el agente tie-
ne que decidir que´ comportamiento de la cola de comportamientos
3.2. AGENTES 35
proactivos se va a ejecutar a continuacio´n.
Los GA incorporan un conjunto de comportamientos predefini-
dos del sistema como: registro en el sistema, peticio´n del tiempo del
sistema, peticio´n de alarmas, peticio´n de informacio´n sobre los agen-
tes en la simulacio´n, etc. La figura 3.8 muestra el comportamiento
proactivo de un agente para registrarse en el sistema y la figura 3.9
muestra el comportamiento reactivo del agente controlador de se-
sio´n. Este u´ltimo agente se detalla en la seccio´n 3.2.5.
Figura 3.8: Comportamiento proactivo de registro.
Cuando un agente llega al sistema, el primer comportamiento que
ejecuta proactivamente es el de registro. En el estado S se env´ıa una
peticio´n de registro al agente controlador de sesio´n junto con la in-
formacio´n caracter´ıstica del agente. Una vez enviada la peticio´n, se
transita a un estado de espera W . Los estados R1 y R2 son estados
de recepcio´n de mensajes, cada uno con un filtro especificado para
tratar una respuesta diferente del agente controlador de sesio´n. As´ı,
en el estado R1 se tratar´ıa una aceptacio´n del registro y se proce-
sar´ıa la informacio´n enviada por el agente controlador de sesio´n y
en el estado R2 se tratar´ıa un rechazo de registro en el sistema. Una
vez se ha tratado la respuesta correspondiente, se transita de nuevo
al estado A del BSG para decidir el comportamiento que se va a
ejecutar a continuacio´n.
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Figura 3.9: Comportamiento reactivo de registro.
El agente controlador de sesio´n crea una conversacio´n como par-
ticipante cada vez que recibe una peticio´n de registro por parte de
otro agente. En primer lugar se transita hasta el estado de espera
W del BSG. La primera vez que se llega a este estado no se realiza
espera puesto que se dispone de un mensaje en la cola de mensajes
del agente. As´ı pues, se transita al estado de recepcio´n que puede
tratar dicho mensaje, esto es el estado R perteneciente al comporta-
miento reactivo de registro de agentes. En este estado se obtiene la
informacio´n del agente que solicita el registro, se procesa y se decide
si aceptar o rechazar. En caso de aceptar el registro se transita al
estado de env´ıo S1, donde se construye un mensaje de aceptacio´n
an˜adiendo la informacio´n de los agentes que comparten sesio´n con
el nuevo agente. En caso de rechazo se transita al estado de env´ıo
S2 donde se env´ıa un mensaje de rechazo. Finalmente se transita al
estado W donde se mantendra´ a la espera de una nueva peticio´n.
3.2.5. Agentes predefinidos
La arquitectura PlanInteraction dispone de unos agentes predefi-
nidos tanto para control del sistema como para llevar a cabo experi-
mentos de planificacio´n y ejecucio´n. Estos agentes se han desarrolla-
do como extensiones de un GA y pueden ser extendidos y modifica-
dos por los desarrolladores para otorgarles nuevas funcionalidades.
Agentes del sistema
El agente principal del sistema es el agente controlador de
sesio´n (SCA)10. El SCA es el encargado de registrar a los agentes,
10Session Controller Agent
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suministrar informacio´n sobre los agentes en la plataforma y enviar
mensajes de finalizacio´n a los agentes. Los agentes tienen que regis-
trarse con el SCA para que se les asigne un identificador de sesio´n
y poder conocer a los agentes con los que comparten sesio´n. Una
sesio´n viene identificada por el dominio y problema de planificacio´n
que se va a solucionar, de esta forma se pueden ejecutar distintas
simulaciones en la plataforma sin que colisionen ni interaccionen los
agentes y la informacio´n de cada simulacio´n. Algunos agentes pue-
den ofrecer funcionalidades independientes del dominio y problema
a solucionar, por lo que podr´ıan intervenir en distintas sesiones si-
multa´neamente.
El segundo agente ma´s relevante del sistema es el agente de
simulacio´n (SA)11. Este agente es el encargado de mantener la re-
presentacio´n del estado del mundo y aplicar sobre e´l las acciones de
los agentes de ejecucio´n. Incorpora la posibilidad de generar even-
tos exo´genos para provocar fallos en las acciones de los agentes de
ejecucio´n, propiciando as´ı comportamientos de replanificacio´n o re-
paracio´n en los agentes de planificacio´n/ejecucio´n.
El SA esta´ ı´ntimamente relacionado con el agente de reloj (Cl-
kA)12. El ClkA proporciona el tiempo global del sistema, informa al
SA tras cada ciclo de reloj para la actualizacio´n del paso de ejecu-
cio´n, y atiende peticiones de alarmas para pasos de ejecucio´n futu-
ros. Por cada sesio´n gestionada por el SCA existe un SA y un ClkA,
siendo el SCA quien establece la frecuencia del ciclo de reloj para el
ClkA.
El u´ltimo agente del sistema que se proporciona con la arqui-
tectura PlanInteraction es el agente de depuracio´n (DbgA)13.
Este agente se emplea para facilitar la depuracio´n de la informacio´n
relativa a cada agente y las interacciones producidas durante la re-
solucio´n de un problema de planificacio´n. El DbgA es creado por el
SCA cuando este u´ltimo se instancia en modo depuracio´n. Cuando
un agente se inicializa en modo de depuracio´n, todos los estados
11Simulation Agent
12Clock Agent
13Debug Agent
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de los comportamientos que incoropora se encapsulan en estados de
tipo SEND, de esta forma se puede enviar la informacio´n que nos
interese monitorizar del agente en cada uno de sus estados. El DbgA
recibe los mensajes de depuracio´n de los dema´s agentes, los procesa
y los guarda en un fichero de depuracio´n para posteriormente ser
interpretado. El contenido del fichero de depuracio´n se almacena en
XML para facilitar su procesamiento.
Agentes de planificacio´n y ejecucio´n
Como se indica en la seccio´n 3.2.3, se ha optado por una divisio´n
de las tareas de planificacio´n y ejecucio´n estableciendo de esta for-
ma dos tipos de agentes: un agente de planificacio´n (PA)14 y un
agente de ejecucio´n (EA)15.
El EA es un agente con razonamiento reactivo, trabaja en un ni-
vel ma´s cercano al mundo y por tanto sus respuestas tienen que ser
ma´s ra´pidas. Entre los mo´dulos funcionales que incorpora se cuentan
el mo´dulo Execution y el mo´dulo Monitoring de PELEA. Los EA
se identifican ma´s fa´cilmente con elementos del mundo real puesto
que son los que pueden modificar el mundo mediante sus acciones.
Los EA son los encargados de cargar los ficheros donde se especi-
fican el dominio y problema de planificacio´n a resolver. Cada EA
tiene sus propios ficheros de dominio y problema. En el fichero de
dominio se especifican sus capacidades mientras que en el fichero de
problema se especifican su conocimiento inicial (estado actual del
mundo) y sus objetivos. Puesto que no disponen de capacidades de
planificacio´n, deben comunicarse con un PA para obtener un plan
que posteriormente puedan ejecutar.
El PA es un agente deliberativo, utiliza te´cnicas heur´ısticas de
bu´squeda para encontrar soluciones factibles a un problema de pla-
nificacio´n dado un estado del mundo. Este tipo de agente incorpora
los mo´dulos Decision support y High-level replanner de PELEA.
Una de las caracter´ısticas ma´s relevantes de estos agentes es la ca-
pacidad heredada de PELEA de incorporar el planificador que se
14Planning Agent
15Execution Agent
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desee. Estos agentes funcionan a modo de proveedores de servicios
ofreciendo sus capacidades de planificacio´n a los EA.
En los experimentos llevados a cabo se han implementado otros
agentes con funcionalidades extendidas a partir de los agentes PA y
EA. En el cap´ıtulo 4 se detalla de que´ forma se han adaptado estos
agentes para casos concretos.
3.3. Sincronizacio´n e Interaccio´n
Los agentes son entidades auto´nomas, proactivas y reactivas, por
tanto, pueden realizar acciones en su entorno en cualquier momen-
to, ya sea por decisio´n propia o como respuesta a la interaccio´n con
otro agente (ve´ase 3.2.4). La proactividad de los agentes se define
mediante los comportamientos que ejecutan con el rol de iniciador
(ve´ase 3.2.1). La reactividad, por otro lado, se refleja en los compor-
tamientos que se ejecutan con el rol de participante.
Los agentes pueden involucrarse en procesos que requieran dis-
tintos protocolos de interaccio´n, desde una simple peticio´n a otro
agente para la realizacio´n de una accio´n (Request Interaction Proto-
col), hasta solicitud de propuestas para la realizacio´n de una accio´n
bajo determinadas condiciones (Contract Net) o diversos tipos de
subastas (English Auction, Dutch Acution, etc.).
La importancia de los protocolos de interaccio´n estriba en la sin-
cronizacio´n para la comparticio´n, procesamiento y ana´lisis de in-
formacio´n, as´ı como la ejecucio´n conjunta entre los agentes. Los
comportamientos de un agente pueden estar disen˜ados a partir de
un determinado protocolo de interaccio´n. En tal caso, las acciones
del protocolo donde interviene el iniciador constituyen un compor-
tamiento proactivo y las diferentes actuaciones de los participantes
constituyen comportamientos reactivos.
Disen˜ar los protocolos de interaccio´n de esta forma facilita la
sincronizacio´n entre los agentes, limita´ndola u´nicamente a gestio-
nar las respuestas recibidas por el iniciador. Esto es as´ı debido a
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que un agente so´lo puede ejecutar un hilo como iniciador, lo que
implica que solo puede manterner una conversacio´n como iniciador
simulta´neamente con el resto de agentes. Por tanto, todos los men-
sajes dirigidos a dicha conversacio´n se tratara´n en la medida en
que el protocolo de interaccio´n, representado como grafo de estados,
contemple estados WAIT y RECEIVE para gestionar los mensa-
jes de forma secuencial. Si los protocolos de los agentes no esta´n
bien disen˜ados puede ocurrir que un mensaje que llega a la cola de
mensajes se procese en un punto del protocolo que no tiene sentido
teniendo como resultado un funcionamiento inesperado y/o erro´neo.
Si las intervenciones de los participantes son simples, i.e., tan solo
se comunican con el iniciador, no supone ningu´n problema de sincro-
nizacio´n puesto que siempre esta´n preparados para servir peticiones.
Tan solo pueden surgir problemas de sincronizacio´n en protocolos
en los que el agente participante deba comunicarse con otros par-
ticipantes, con lo cual pasar´ıa a cumplir el rol de iniciador en otra
conversacio´n.
La arquitectura PlanInteraction permite la participacio´n de ma´s
de un iniciador en la misma conversacio´n, pero se desaconseja el uso
de este disen˜o debido a que aumenta considerablemente la cantidad
de sincronizaciones necesarias en los protocolos de interaccio´n de los
agentes. Un ejemplo de sincronizacio´n, utilizando un protocolo de
tipo paso de testigo, se muestra en la figura 3.10. En este ejemplo
el que tiene el testigo hace una peticio´n a los dema´s agentes de la
conversacio´n enviando un mensaje de tipo broadcast. A continua-
cio´n espera la respuesta de cada agente y cuando recibe el u´ltimo
mensaje continu´a con su ejecucio´n. El resto de agentes que actu´an
como participantes reciben la peticio´n, la procesan, responden con
la informacio´n oportuna y quedan a la espera de una nueva peticio´n.
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Figura 3.10: Sincronizacio´n simple de un broadcast de agente central.
En caso de que el resto de agentes tuviera el rol de iniciadores en
lugar de participantes, requerir´ıan de una segunda fase de sincroni-
zacio´n, en la que el agente con el testigo confirma que ha recibido
todos los mensajes y les despierta de su estado de espera para que
continu´en con su comportamiento. Este ejemplo se puede ver en la
figura 3.11.
Figura 3.11: Sincronizacio´n doble de un broadcast de agente central.
3.4. Coordinacio´n
Las interacciones entre los agentes de un MAS pueden estar mo-
tivadas por un intere´s comu´n, dotando a los agentes de un perfil
cooperativo, o por intereses privados que requieren de la participa-
cio´n de otros agentes para su consecucio´n, es decir, un perfil ma´s
competitivo o simplemente colaborativo. En cualquier caso, la in-
teraccio´n entre estos agentes, adema´s de sincronizacio´n de procesos
(ve´ase 3.3), requiere una coordinacio´n entre los mismos.
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La coordinacio´n entre agentes pretende evitar conflictos entre las
acciones que van a realizar los agentes en un espacio compartido. En
el a´mbito de los MAPS las acciones que realizara´n los agentes vienen
definidas por el plan generado para cada agente. Teniendo esto en
cuenta, se pueden distinguir tres puntos principales de coordinacio´n:
Pre-planning. La coordinacio´n entre los agentes se produce me-
diante algu´n proceso de reparto de objetivos previa generacio´n
del plan, i.e., los objetivos comunes de los agentes se reparten
de tal manera que los planes generados para cada agente sean
independientes.
During planning. En este caso la coordinacio´n se produce du-
rante la elaboracio´n del plan. Los agentes pueden construir el
plan an˜adiendo las acciones de forma consensuada siguiendo
algu´n protocolo de generacio´n y aceptacio´n de propuestas en-
tre los agentes. Como resultado se obtiene un plan comu´n para
los agentes conteniendo las acciones que debe realizar cada uno
de ellos.
Post-planning. La coordinacio´n despue´s de la planificacio´n pro-
cura resolver los posibles conflictos existentes entre planes, a
priori independientes, de un conjunto de agentes mediante algu´n
algoritmo de plan merging.
Cabe destacar que ninguno de los tres me´todos presentados es
mejor que los dema´s, sino que cada uno es adecuado para un deter-
minado tipo de dominios y problemas de planificacio´n teniendo en
cuenta las caracter´ısticas sociales de los agentes. Otra consideracio´n
a tener en cuenta es que la coordinacio´n pre-planning no garantiza
la ausencia de conflictos entre los planes generados posteriormente
para cada agente. Por tanto, puede resultar interesante la combina-
cio´n de me´todos de coordinacio´n como pre-planning y post-planning.
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En PlanInteraction tambie´n se incluyen tareas de ejecucio´n adema´s
de las tareas de planificacio´n. En la ejecucio´n de los planes es pre-
cisamente donde se pueden producir fallos debido a los conflictos
entre las acciones de los agentes. Por ello, tambie´n podemos encon-
trar varios puntos de coordinacio´n asociados a la ejecucio´n:
Pre-execution. La coordinacio´n antes de la ejecucio´n de una
accio´n puede estar asociada a la reserva de recursos. Mediante
la reserva de recursos los agentes saben antes de realizar una
determinada accio´n si los recursos necesarios para llevarla a
cabo esta´n disponibles.
During execution. En este punto se incluyen los casos en los que,
por algu´n motivo, el agente no puede alcanzar el estado previsto
mediante la realizacio´n de una accio´n y se solicita ayuda a otro
agente.
Post-execution. Este tipo de coordinacio´n puede ser necesario
en el caso de comunicados de finalizacio´n de acciones entre
agentes, para garantizar la consecucio´n de objetivos.
Las interacciones entre los agentes para la generacio´n de los pla-
nes se realizan aplicando el mismo me´todo de coordinacio´n. Por
tanto, los agentes que interactu´an se encuentran en el mismo punto
de procesamiento hasta el env´ıo de los planes para ejecucio´n. Los
me´todos de coordinacio´n asociados a la ejecucio´n hacen referencia a
las medidas que puede adoptar cada agente antes, durante y despue´s
de la ejecucio´n de cada una de sus acciones. Una vez se distribuyen
los planes entre los agentes para su ejecucio´n, cada agente sigue su
propio proceso individual e iterativo sobre las acciones del plan, por
lo que cada agente puede encontrarse en un punto de procesamiento
diferente y aplicar una coordinacio´n en ejecucio´n diferente. Un ejem-
plo de ello ser´ıa la solicitud de ayuda de un agente A a un agente
B para la realizacio´n de una accio´n de A. El agente A emplear´ıa
coordinacio´n during execution, mientras que el agente B emplear´ıa
coordinacio´n post-execution para comunicar a A que puede conti-
nuar con la ejecucio´n de su accio´n.
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3.5. Interfaz gra´fica
Otra de las aportaciones realizadas al proyecto PlanInteraction
es la implementacio´n de un prototipo de interfaz gra´fica para la
configuracio´n, ejecucio´n y depuracio´n de experimentos haciendo uso
de las APIs de la arquitectura PlanInteraction. La interfaz gra´fica
se ha desarrollado mediante la API Swing de Java.
Configuracio´n de simulaciones
Como se comento´ en 2.1.1 y 3.2.5, los agentes de ejecucio´n (EA)
son los encargados de leer los ficheros de dominio y problema que
van a tratar. En la configuracio´n de un experimento hay que indicar
cua´ntos EA van a intervenir y los ficheros de dominio y problema
asociados a cada agente. Del mismo modo hay que indicar los agen-
tes de planificacio´n (PA) que van a dar soporte de planificacio´n y el
tipo de planificador que van a usar. La interfaz gra´fica se encarga de
lanzar la ejecucio´n del agente controlador de sesio´n (SCA), el agente
de simulacio´n (SA) y el agente de reloj (ClkA) necesarios.
Una de las ventajas de la interfaz gra´fica radica en la facilidad pa-
ra definir y reconfigurar experimentos. Se puede modificar el nu´me-
ro y el tipo de los agentes, las relaciones prestablecidas entre ellos,
as´ı como otras caracter´ısticas individuales de cada agente. Otra po-
sibilidad es la recuperacio´n de experimentos preconfigurados que se
hubieran guardado en el sistema.
Depuracio´n de resultados
El ana´lisis de resultados y la depuracio´n de la ejecucio´n de pla-
nificadores y MAS son tareas complejas y tediosas en la mayor´ıa
de los casos. Los planificadores habitualmente actu´an como cajas
negras que reciben un problema a resolver y devuelven un plan como
solucio´n. Los planes para un determinado problema pueden constar
de innumerables acciones ordenadas temporalmente o causalmente.
Para poder llevar a cabo un ana´lisis de los resultados, ra´pido y
sencillo, es importante ofrecer esta informacio´n de la forma ma´s
intuitiva posible. En el caso de los MAS las dificultades se presentan
en el ana´lisis de las interacciones entre los agentes. Esto incluye el
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intercambio de mensajes y co´mo dicho intercambio influye en la
obtencio´n de resultados.
Figura 3.12: Interfaz gra´fica.
La figura 3.12 muestra algunas de las opciones de ana´lisis y de-
puracio´n que se ofrecen con la interfa´z gra´fica. En el cuadro superior
izquierda se muestran los planes parciales construidos de forma con-
junta entre los agentes durante una simulacio´n. Arriba a la derecha
se muestra el plan seleccionado a modo de grafo. Cada nodo del
grafo representa una accio´n del plan y el color determina el agente
que la tiene que llevar a cabo. El cuadro inferior izquierda lista los
mensajes intercambiados por el agente. Estos mensajes se pueden
seleccionar para mostrar una ventana con informacio´n ma´s detalla-
da sobre la interaccio´n. Por u´ltimo, el cuadro inferior derecha es la
representacio´n del agente como un grafo de estados, es decir, mues-
tra los comportamientos que contiene el agente.
Estas visualizaciones, unidas a informacio´n de estado de los agen-
tes durante la ejecucio´n, permiten llevar a cabo la depuracio´n de la
experimentacio´n. Se puede consultar el estado del conocimiento de
cada agente en cada paso de ejecucio´n, el punto concreto de un com-
portamiento en el que se encuentra y los mensajes intercambiados
con otros agentes paso a paso.
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Cap´ıtulo 4
Ejemplos de
implementacio´n
En el presente cap´ıtulo se exponen algunos ejemplos concretos
que se han implementado e integrado en la arquitectura PlanInte-
raction. Como se comento´ en la seccio´n 1 estos ejemplos de aplicacio´n
persiguen validar la arquitectura, as´ı como desarrollar investigacio-
nes paralelas sobre planificacio´n multiagente.
La validacio´n de la arquitectura tiene en cuenta tres aspectos:
configuracio´n de agentes, gestio´n de comportamientos y actos co-
municativos. La configuracio´n de agentes var´ıa segu´n el nu´mero de
agentes, sus mo´dulos funcionales y las relaciones existentes entre
ellos. La gestio´n de comportamientos cubre la propia especificacio´n
de los comportamientos, su asignacio´n a los agentes y la incorpo-
racio´n, seleccio´n y extraccio´n de la cola de comportamientos de los
agentes. Por u´ltimo, los actos comunicativos deben asegurar el co-
rrecto env´ıo y recepcio´n de todos los mensajes y las sincronizaciones
entre los agentes.
T´ıpicamente, la planificacio´n cla´sica ha trabajado con problemas
mono-agente de modo que la mayor´ıa de las colecciones de proble-
mas de planificacio´n son problemas definidos para un u´nico agente.
Para convertir un problema mono-agente a una especificacio´n multi-
agente se requiere generar un fichero para cada agente con sus capa-
cidades concretas y su conocimiento parcial sobre el mundo. En el
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dominio se especifica las acciones permitidas y en el problema se es-
pecifica el estado inicial del mundo y los objetivos a alcanzar. Estos
ficheros personalizados para cada agente son los que se suministran
a cada uno de los EA.
Los ejemplos de aplicacio´n que se presentan a continuacio´n esta´n
disen˜ados para el desarrollo de te´cnicas de planificacio´n multiagen-
te. En la seccio´n 4.1 se plantea un ejemplo de coordinacio´n during
planning como se planteo´ en la seccio´n 3.4, para dominios cla´sicos
de planificacio´n usando el planificador FMAP. En la seccio´n 4.2 se
presenta otra aproximacio´n a la coordinacio´n during planning para
un dominio me´dico real. Por u´ltimo, en 4.3 se presenta un ejemplo
de coordinacio´n a nivel de ejecucio´n en el dominio de los rovers, los
robots de exploracio´n de la NASA.
4.1. Planificacio´n multiagente cooperativa
Una de las aproximaciones estudiadas en planificacio´n multiagen-
te asume dominios totalmente cooperativos. Esta asuncio´n implica
que los agentes persiguen un objetivo comu´n sin tener en cuenta
objetivos privados ni preferencias personales. Al no existir intereses
particulares todos los agentes utilizan la misma funcio´n de utilidad
sobre las acciones del plan conjunto. Sin embargo, es posible que los
agentes dispongan de informacio´n privada sobre el estado del mundo
y, por tanto, sea imprescindible la comunicacio´n para la resolucio´n
del problema.
El planificador FMAP (Forward MAP) esta´ disen˜ado para resol-
ver problemas en un contexto cooperativo y es una versio´n mejorada
de un planificador previo que funciona con un tipo de razonamiento
regresivo o hacia atra´s [22, 23]. FMAP consta de tres partes funda-
mentales: (1) captacio´n del dominio y problema, (2) preproceso de
informacio´n y (3) algoritmo de construccio´n del plan. El preproceso,
a su vez, se puede dividir en tareas de grounding y comparticio´n de
grafos de informacio´n. El algoritmo de construccio´n del plan consis-
te en un proceso iterativo en el que los agentes proponen acciones
que refinan un plan dado y consiguen los objetivos pendientes del
plan.
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FMAP puede funcionar tanto en entornos monoagente como en
entornos multiagente. La diferencia entre unos y otros radica en la
inclusio´n de actos comunicativos en el preproceso y la construccio´n
del plan. Se ha llevado a cabo una adaptacio´n de FMAP indepen-
dizando estos actos comunicativos del resto del flujo de ejecucio´n.
De esta forma, se dispone del planificador FMAP como un mo´dulo
funcional de planificacio´n y los actos comunicativos como parte de
los comportamientos del agente en el proceso de planificacio´n.
En la figura 4.1 se muestra un posible escenario en el que dos
agentes (Ag1 y Ag2 ) asumen el rol de agencias de transporte y un
tercer agente (Ag3 ) gestiona el almace´n. Los agentes de transporte
reparten paquetes a trave´s de una red de ciudades. Los paquetes
pueden ser tanto materias primas como productos finales. El agente
del almace´n esta´ al cargo del almacenaje y suministro de paquetes a
los camiones. Los objetivos comunes que se persiguen consisten en
llevar el paquete p1 a la ciudad cA y el paquete p3 a la ciudad cE.
Figura 4.1: Escenario de transporte y almacenaje.
Este escenario incluye enlaces bidireccionales entre las ciudades
que permiten a los agentes de transporte desplazar camiones de una
ciudad a otra. Los agentes de transporte Ag1 y Ag2 pueden realizar
tres acciones diferentes: pueden cargar y descargar paquetes de los
camiones y pueden desplazar camiones de una ciudad a otra den-
tro de sus a´reas de trabajo. Las a´reas de trabajo de cada agente se
indican con c´ırculos de colores en la figura 4.1. De esta forma los
agentes de transporte deben interactuar y cooperar para repartir los
paquetes a un a´rea de trabajo diferente.
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Un posible plan para resolver este escenario consiste en que: (1)
Ag1 cargue la materia prima p3 en el camio´n t1, (2) Ag1 proporcio-
na t1 a Ag2 en alguna de las ciudades cB o cD y (3) Ag2 transporta
p3 hasta cE. Esto lleva a que el agente Ag1 comparta con el agente
Ag2 la informacio´n sobre la posicio´n del camio´n t1 una vez alcance
cB o cD.
El agente de almacenaje Ag3 esta´ al cargo de interactuar con los
camiones para almacenar materias primas y suministrar productos
finales. El almace´n tiene un palet donde se pueden apilar y desapi-
lar los paquetes. Los paquetes se intercambian en la ciudad en que
esta´ situado el almace´n, es decir, la ciudad cF.
Los agentes Ag2 y Ag3 tienen distintas a´reas de trabajo, por lo
que para conseguir el primer objetivo del problema (transportar el
producto p1 a cA), es preciso que ambos agentes interactu´en. Ag3
suministrara´ p1 a cF, informando a Ag2 sobre la posicio´n del paque-
te. Posteriormente, Ag2 cargara´ el p1 en el camio´n t1 y lo condu-
cira´ hasta cB o cD. Finalmente, Ag1 realizara´ el u´ltimo transporte,
repartiendo p1 en la ciudad cA.
A la hora de integrar este ejemplo en la plataforma de PlanIn-
teraction hay que determinar el conjunto de agentes que se va a
utilizar. Como se indica en las secciones 3.2.3 y 3.2.5, se ha optado
por una divisio´n de las tareas de planificacio´n y ejecucio´n en EAs
y PAs. Los agentes FMAP se corresponden con agentes PA de Pla-
nInteraction y cada uno de ellos estara´ asociado a un EA para la
ejecucio´n de sus planes. Los procesos descritos anteriormente, as´ı co-
mo las interacciones entre agentes se llevar´ıan a cabo entre los PAs.
La configuracio´n de agentes para el ejemplo anterior se muestra en
la figura 4.2, donde los agentes Ag1, Ag2 y Ag3 se identifican con
PA1, PA2 y PA3 respectivamente.
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Figura 4.2: Configuracio´n para el escenario de transporte y almacenaje.
Las interacciones que tienen lugar en este ejemplo de aplicacio´n
son las que siguen:
1. EAi, PAi → SCA : Los agentes EA y PA solicitan registrarse
en el sistema enviando un mensaje al SCA. El SCA les confirma
el registro informa´ndoles del resto de agentes presentes en la
simulacio´n.
2. EAi → PAi : Cada agente de ejecucio´n solicita un plan a su
agente de planificacio´n asociado, proporciona´ndole para ello el
dominio y problema a resolver.
3. PAi → PAj,∀i 6= j : Los agentes de planificacio´n interactu´an
unos con otros hasta que el plan comu´n esta´ formado.
4. PAi → EAi : Cada agente de planificacio´n comunica su parte
del plan a su agente de ejecucio´n asociado.
5. EAi → SA : Cada agente de ejecucio´n env´ıa al agente de simu-
lacio´n las acciones a ejecutar en el instante de tiempo actual.
6. EAi → ClkA : Cada agente de ejecucio´n solicita al agente de
reloj una alarma de finalizacio´n de las acciones en ejecucio´n.
7. ClkA→ SA : El agente de reloj informa al agente de simulacio´n
tras cada ciclo de reloj (paso de ejecucio´n), para actualizar el
estado del mundo.
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8. ClkA → EAi : El agente de reloj informa a los agentes de
ejecucio´n oportunos del vencimiento de las alarmas solicitadas.
9. EAi → SA : Los agentes de ejecucio´n avisados por el agente
de reloj solicitan al agente de simulacio´n el estado resultante
de la sensorizacio´n.
Tras la sensorizacio´n realizada en el punto 9, los agentes de eje-
cucio´n monitorizan la informacio´n necesaria para la consecucio´n del
plan. Como resultado de la monitorizacio´n pueden darse tres casos:
(1) el objetivo se ha alcanzado, (2) no se ha alcanzado el objetivo y
el estado es correcto o (3) no se ha alcanzado el objetivo y el estado
es erro´neo. En el primer caso la simulacio´n termina. En el segundo
caso, el agente de ejecucio´n retorna al punto 5, enviando al agente de
simulacio´n sus siguientes acciones del plan. Y en el u´ltimo caso, es
necesario una reparacio´n o replanificacio´n, lo que supone una nueva
interaccio´n con otro EA o con su PA asociado.
Las interacciones que se llevan a cabo en el punto 3 surgen del
propio funcionamiento de FMAP. En el preproceso de informacio´n
los PA generan grafos de informacio´n llamados DTGs1 a partir de
su conocimiento del mundo. Puesto que el conocimiento del proble-
ma esta´ distribu´ıdo, los PA incian un protocolo de comparticio´n de
los DTGs refinando el grafo propio hasta que ninguno an˜ade nueva
informacio´n a su DTG.
Durante el proceso de construccio´n del plan, las interacciones en-
tre los agentes siguen un protocolo similar al de comparticio´n de
DTGs. Este protocolo consiste en una serie de rondas de refina-
miento del plan. En cada ronda, los PA se turnan para proponer
una accio´n propia. Para decidir la mejor accio´n para la consecucio´n
de los objetivos, se utilizan funciones heur´ısticas. Al igual que en el
caso de los DTGs, el desconocimiento de informacio´n hace que los
agentes interactu´en para evaluar el valor de una determinada pro-
puesta. Finalmente, se an˜ade al plan la propuesta con mejor valor
de utilidad y se pasa a la siguiente ronda de propuestas. El proceso
finaliza cuando se han cubierto todos los objetivos del problema.
1Domain-Transition Graph
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4.2. Comorbilidad
La comorbilidad hace referencia a aquellos pacientes que padecen
mu´ltiples enfermedades de forma simulta´nea. En el a´mbito me´dico
se dispone de gu´ıas cl´ınicas (CPG)2 que proveen una serie de pautas
a seguir para el tratamiento de determinadas enfermedades. Nor-
malmente estas gu´ıas esta´n especializadas para el tratamiento de
enfermedades relativas al mismo a´rea de conocimiento. Esta distri-
bucio´n del conocimiento para la planificacio´n de tratamientos, unido
a la concurrencia de enfermedades en un mismo paciente, supone el
escenario ideal para la aplicacio´n de la arquitectura PlanInteraction.
El problema de adaptacio´n de tratamientos para pacientes co-
mo´rbidos requiere la conciliacio´n de las acciones recomendadas por
varias CPG independientes. Las interacciones que surgen entre estas
acciones pueden ser de varios tipos, por ejemplo conflictos entre los
medicamentos recomendados para cada enfermedad, efectos adver-
sos en el tratamiento de otras enfermedades, o planificacio´n inefi-
ciente de actividades.
En la figura 4.3 se muestra un ejemplo de configuracio´n de la
arquitectura de PlanInteraction para la simulacio´n de este escena-
rio [19]. Este ejemplo se centra en la coordinacio´n entre agentes de
planificacio´n. Cada agente de planificacio´n representa a un espe-
cialista cl´ınico con capacidades para (1) elaborar un plan de aten-
cio´n personalizado para una enfermedad (mo´dulo HTN Planner),
(2) coordinarse con otros especialistas compartiendo sus recomen-
daciones y experiencia (mo´dulo Coordination) y (3) detectar y resol-
ver conflictos entre sus recomendaciones y las de otros especialistas
(mo´dulo Conflict Solver).
El Initiator Agent se encarga de proporcionar a los agentes de
planificacio´n el problema global a resolver. Este problema viene es-
pecificado como una serie de tareas a realizar, de modo que el disen˜o
de un tratamiento para un paciente con comorbilidad consiste en un
proceso de planificacio´n cooperativa que itera sobre cada una de es-
2Clinical Practice Guideline.
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Figura 4.3: Configuracio´n de agentes para el dominio de la comorbilidad.
tas tareas.
El mo´dulo HTN Planner recibe la informacio´n del dominio y del
problema y elabora un TreeStub compuesto por un plan persona-
lizado para una enfermedad. El mo´dulo Conflict Solver utiliza un
proceso de plan merging combinando los dominios de dos TreeStubs.
Esto quiere decir que cada resolutor de conflictos hace uso de dos
fuentes de informacio´n diferente para la generacio´n de un tratamien-
to combinado sin conflictos.
El mo´dulo de coordinacio´n implementa el comportamiento mos-
trado en la figura 4.4 (ve´ase 3.2.4). En el primer estado el coordi-
nador recive el problema global (Receive Problem). A continuacio´n,
tras seleccionar una tarea espec´ıfica del problema y enviarla al otro
agente (Choose Goal), espera la recepcio´n de la tarea del otro agente
(Goal Agreement). Cuando ambos agentes esta´n conformes con la
tarea a resolver, cada uno llama a su planificador HTN para generar
un plan local (Make Plan). El planificador devuelve un TreeStub,
que se env´ıa al otro agente. En el siguiente estado (Receive Plan), el
coordinador recive el TreeStub del otro agente y el Conflict Solver
realiza un proceso de combinacio´n con su plan local (Share Merge).
A continuacio´n los agentes comparten sus tratamientos combina-
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dos y seleccionan el mejor como plan global final. El coordinador
tambie´n analiza si el proceso de planificacio´n ha terminado (End),
en cuyo caso se env´ıa el plan final en un mensaje ACL al Initia-
tor Agent. En otro caso, se selecciona la siguiente tarea a realizar
(Choose Goal).
Figura 4.4: Comportamiento de coordinacio´n.
El mejor plan se selecciona atendiendo a una funcio´n de utilidad
que puede incorporar mu´ltiples criterios cl´ınicos: (1) Eficiencia des-
de el punto de vista institucional, optimizando el uso de recursos
o el coste temporal; (2) Complejidad desde el punto de vista del
paciente, cuantificando la complejidad del re´gimen de medicacio´n y
seleccionando el ma´s sencillo.
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4.3. NASA Rovers
Los ejemplos de aplicacio´n mostrados previamente realizan coor-
dinacio´n entre los agentes a nivel de planificacio´n. Estos procesos de
coordinacio´n, ma´s deliberativos y de mayor abstraccio´n, obtienen
habitualmente mejores resultados sacrificando la reactividad del sis-
tema. Sin embargo, existen dominios de gran dinamismo en los que
la reactividad prima frente a la calidad. Las coordinaciones a nivel
de ejecucio´n son procesos reactivos que se basan en comportamien-
tos e informacio´n precompilada.
La coordinacio´n a nivel de ejecucio´n se da cuando surge un con-
flicto entre los planes de los agentes de ejecucio´n o cuando un agente
de ejecucio´n detecta un fallo en su plan. La primera situacio´n ocurre,
t´ıpicamente, cuando no se ha realizado coordinacio´n a nivel de plani-
ficacio´n y los EA ejecutan sus acciones en un entorno concurrente. El
segundo caso ocurre cuando (1) el entorno cambia inesperadamente,
(2) el resultado de una accio´n no obtiene los efectos esperados o (3)
no se ha realizado una coordinacio´n a nivel de ejecucio´n adecuada,
por ejemplo, para reservar un recurso. Mientras que la primera si-
tuacio´n es ma´s propia de agentes competitivos, la segunda puede
ocurrir en cualquier momento, incluso con agentes cooperativos.
La Mars Exploration Rover (MER) es una misio´n de la NASA
para la exploracio´n de Marte. En esta misio´n se enviaron dos robots
Rovers (Spirit y Oportunity) para explorar la superficie y geolog´ıa
de Marte. Los Rovers reciben sus instrucciones desde la Tierra. Es-
tas instrucciones son secuencias de acciones a realizar generadas por
un planificador central (CP). Al finalizar la ejecucio´n de las accio-
nes, los Rovers env´ıan sus resultados a la Tierra.
Los Rovers esta´n limitados por la energ´ıa, la capacidad de alma-
cenamiento, las oportunidades de descarga y el tiempo y ancho de
banda para completar sus observaciones. Estas limitaciones, unidas
a la incertidumbre del entorno, pueden causar problemas imprevis-
tos durante la misio´n y, por tanto, requerir la comunicacio´n con la
Tierra para la obtencio´n de un nuevo plan de acciones del CP.
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En este dominio el principal problema radica en la demora de
las comunicaciones debido a la distancia entre la Tierra y Marte.
Proporcionando a los Rovers capacidades de planificacio´n y coor-
dinacio´n se solventa este problema. De este modo, un Rover puede
decidir co´mo actuar frente a un imprevisto, de forma individual o
conjunta, en lugar de esperar una solucio´n desde el CP de la Tierra.
El escenario de la figura figura 4.5 consta de dos Rovers (Ra y
Rb), un spacecraft (D), tres waypoints (W1, W2 y W3), el lander (L)
y un planificador central. Inicialmente Ra, Rb y L se encuentran en
W2, D se encuentra en W1 y el planificador central se encuentra en
la Tierra.
Figura 4.5: Escenario de Rovers en Marte.
El Rover Ra dispone de un brazo robo´tico y de una ca´mara pa-
ra analizar rocas, mientras que Rb esta´ equipado con una ca´mara
panora´mica para tomar ima´genes de alta resolucio´n del terreno cir-
cundante. Se pueden llevar a cabo comunicaciones con L desde cual-
quier waypoint.
La tarea de Ra consiste en identificar rocas, analizarlas y enviar
los resultados a L. La tarea de Rb consiste en tomar ima´genes pa-
nora´micas y comunicarlas a L. Por su parte, D tiene que sobrevolar
el terreno y generar mapas de navegacio´n para los Rovers.
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Figura 4.6: Configuracio´n para el escenario de los Rovers.
Cada par de agentes {EAi, PAi} de la configuracio´n de la figura
4.6 se corresponde con uno de los Rovers o el spacecraft. El PA4
representa al planificador central situado en la Tierra. Las tareas
iniciales para la misio´n vienen dadas desde el centro de control en
la Tierra (PA4). A continuacio´n, estas tareas se dividen en un con-
junto de planes que se env´ıan a Ra, Rb y D segu´n sus capacidades.
Las interacciones que se dan en este caso de estudio son las mis-
mas que se exponen en la seccio´n 4.1 con alguna salvedad. En este
caso de estudio, independientemente de las interacciones que pudiera
haber entre los agnetes de planificacio´n, se introducen interacciones
entre los agentes de ejecucio´n (EAi → EAj,∀i 6= j). Un ejemplo de
estas interacciones consiste en la solicitud de ayuda entre dos Rovers
ante la imposibilidad de llevar a cabo una accio´n. Esta interaccio´n
se corresponde con el me´todo de coordinacio´n during execution de
la seccio´n 3.4. El agente que recibe la peticio´n de ayuda intervendr´ıa
en dos procesos de coordinacio´n (1) evaluacio´n de la peticio´n para
dar soporte previa ejecucio´n de su siguiente accio´n (pre-execution)
y (2) comunicado de finalizacio´n tras ayudar al primer Rover (post-
execution).
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La figura 4.7 representa el protocolo de solicitud de ayuda que
implementan los agentes de la simulacio´n.
Figura 4.7: Protocolo de coordinacio´n entre Rovers.
Cuando un agente de ejecucio´n detecta un fallo en la ejecucio´n
de su plan se inicia el protocolo de coordinacio´n entre Rovers. Si
(1) el agente sabe de la existencia de otros EA entonces env´ıa una
propuesta de ayuda a todos (2), en caso contrario termina el proto-
colo inicia´ndose una interaccio´n con el PA asociado para reparar el
plan del agente (repair). En la peticio´n de ayuda se proporciona la
informacio´n relevante sobre el problema encontrado para que los EA
puedan determinar si son capaces de solventar el problema. Una vez
evaluada la solicitud, los EA confirman o deniegan su disponibilidad
para reparar el fallo (3). Tras recibir todas las respuestas, el inicia-
dor se compromete con uno solo de los posibles colaboradores (4)
o, en caso de no existir compromiso de ayuda, el protocolo termina
(repair). El EA colaborador que realiza la reparacio´n informa de
la correcta o incorrecta finalizacio´n de la ayuda (5). Por u´ltimo, el
agente iniciador puede continuar con su ejecucio´n si la reparacio´n
se ha llevado a te´rmino correctamente (continue), o bien iniciar un
protocolo de reparacio´n (repair).
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Cap´ıtulo 5
Conclusiones, trabajos
futuros y publicaciones
En este cap´ıtulo se hace un compendio del trabajo realizado y
se exponen las conclusiones extra´ıdas del mismo. A continuacio´n se
enumeran las diferentes l´ıneas de trabajo futuro que quedan abier-
tas. Por u´ltimo se listan las publicaciones que han surgido de la
realizacio´n del presente trabajo.
5.1. Conclusiones
La l´ınea de desarrollo que sigue la ciencia de la computacio´n, y en
particular la inteligencia artificial, conduce al tratamiento de tareas
de creciente complejidad y, a menudo, de manejo de grandes con-
juntos de informacio´n. En la actualidad existen multitud de a´reas
en las que se utiliza planificacio´n para optimizar el uso de recur-
sos, mejorar la productividad o simplificar la ejecucio´n de procesos:
cadenas de montaje, planes de contingencia, autonomı´a robo´tica,
estrategias comerciales, gestio´n empresarial y de grupos, etc. Las li-
mitaciones computacionales y/o temporales para el tratamiento de
grandes conjuntos de datos ha llevado al desarrollo de te´cnicas basa-
das en la distribucio´n de la informacio´n para la resolucio´n de tareas,
siendo una de ellas las tecnolog´ıas multiagente.
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Este trabajo introduce nociones ba´sicas de planificacio´n automa´-
tica y tecnolog´ıas multiagente para abordar la planificacio´n multi-
agente como combinacio´n de ambas. Se ha hecho un resumen de las
principales arquitecturas de planificacio´n multiagente actuales, per-
mitiendo caracterizar las funcionalidades comunes de estos sistemas
y sus particularidades.
Este trabajo constituye la primera fase del proyecto PlanInte-
raction, la cual esta´ orientada al desarrollo de una arquitectura de
planificacio´n multiagente para el estudio de dina´micas sociales en
planificacio´n y ejecucio´n. La arquitectura PlanInteraction esta´ con-
cebida desde el inicio como una extensio´n multiagente de un sistema
consolidado de planificacio´n y ejecucio´n (PELEA), en contraposicio´n
a otras arquitecturas de planificacio´n multiagente tratadas en este
trabajo. La principal ventaja heredada de PELEA consiste en la in-
dependencia del planificador concreto empleado. Del mismo modo,
la arquitectura PlanInteraction se apoya en la plataforma Magen-
tix2 para el desarrollo del entorno multiagente, lo que permite la
reutilizacio´n de un gran conjunto de herramientas para entornos
multiagente como sistemas de comunicacio´n, disen˜o ba´sico de agen-
tes, sistemas de seguridad, sistemas de trazas, organizaciones, etc.
El grado de madurez alcanzado en la implementacio´n de la pla-
taforma permite el disen˜o y desarrollo de: agentes de planificacio´n
y/o ejecucio´n, mo´dulos funcionales generales o espec´ıficos para los
agentes, comportamientos de agentes representados como grafos de
estados, protocolos de comunicacio´n, coordinacio´n y sincronizacio´n.
La arquitectura PlanInteraction proporciona tambie´n un conjunto
de agentes y comportamientos predefinidos para una correcta simu-
lacio´n de planificacio´n y ejecucio´n. As´ı mismo, se dispone de una
interfaz gra´fica preliminar que permite la depuracio´n y ana´lisis de
resultados de las simulaciones llevadas a cabo en la plataforma.
Los casos de estudio desarrollados han permitido comprobar las
principales funcionalidades de la arquitectura en problemas reales.
Cada uno persigue estudiar distintas te´cnicas de coordinacio´n entre
agentes a nivel de planificacio´n/ejecucio´n. El uso de estas te´cnicas
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no garantiza una ejecucio´n de los planes libre de errores, pero mini-
miza los fallos debidos a ejecuciones concurrentes. La coordinacio´n
a nivel de ejecucio´n proporciona soluciones de menor calidad pero
ma´s ra´pidas y aptas para entornos de gran dinamismo. El uso de un
tipo de coordinacio´n no es excluyente sino incremental, es decir, se
puede hacer coordinacio´n pre-planning y reforzar la fiabilidad de la
ejecucio´n mediante coordinacio´n post-planning y during execution.
5.2. Trabajos futuros
El trabajo realizado hasta la fecha dentro del proyecto PlanInte-
raction ha supuesto un gran esfuerzo y dedicacio´n para sentar una
base so´lida sobre la que desarrollar nuevas l´ıneas de investigacio´n.
Por otro lado, este proyecto de investigacio´n recoge ma´s objetivos
de los que se han cubierto en el presente trabajo. A continuacio´n se
detalla alguno de los objetivos pendientes que se esta´n desarrollando
en la actualidad y las investigaciones en curso.
La arquitectura PlanInteraction, como extensio´n multiagente
de la arquitectura de planificacio´n y ejecucio´n PELEA, hace
uso exclusivamente de las funcionalidades de alto nivel, dejando
al margen la informacio´n de bajo nivel relacionada con el mun-
do f´ısico. La incorporacio´n del tratamiento del bajo nivel
permitira´ pasar de las simulaciones virtuales a las simulaciones
reales en el mundo f´ısico mediante el uso de robots.
En el a´rea de la planificacio´n cla´sica, siempre se han tratado
los problemas de planificacio´n como problemas monoagente.
Sin embargo, la complejidad de algunos problemas estudiados,
unido a la gran cantidad de informacio´n/combinatoria que su-
ponen, hace que sean inabordables por los planificadores cla´si-
cos. El uso de las tecnolog´ıas multiagente y la distribucio´n de la
informacio´n hacen posible el tratamiento de estos problemas.
El desarrollo de un me´todo automa´tico de agentizacio´n
de los problemas ser´ıa de gran utilidad para el estudio estan-
darizado de los problemas de planificacio´n cla´sicos en entornos
multiagente.
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En las simulaciones llevadas a cabo, las relaciones entre los
agentes esta´n predefinidas. Un comportamiento ma´s realista
de la plataforma, y en sinton´ıa con otros sistemas multiagente,
ser´ıa permitir la publicacio´n de servicios de los agentes.
De esta forma las relaciones e interacciones entre los agentes
ser´ıan el resultado de procesos de decisio´n de agentes inteligen-
tes. Un agente solo deber´ıa comunicarse con aquellos agentes
que sabe que le pueden proporcionar un servicio determinado
para no saturar el sistema de comunicaciones.
El proyecto PlanInteraction prevee el desarrollo de un fra-
mework completo para el estudio de te´cnicas de interaccio´n
entre agentes de planificacio´n y ejecucio´n. La interfaz gra´fica
introducida en este trabajo supone la primera aproximacio´n en
esta l´ınea.
Las investigaciones en curso contemplan el desarrollo de te´cni-
cas de interaccio´n entre agentes haciendo uso de teor´ıa de
juegos, negociacio´n y argumentacio´n. La incorporacio´n de estas
te´cnicas supondr´ıa la generacio´n de planes ma´s satisfactorios y
seguros para los agentes, tanto individual como colectivamente.
El resultado de un proceso de planificacio´n para un problema
dado, independientemente del me´todo empleado, depende del
conocimiento que se proporciona sobre el mismo. El conoci-
miento de los agentes sobre el mundo en el que interactu´an
puede provenir de los sensores que incorporan. De esta forma
la visio´n de cada agente sobre el mundo es parcial y caduca,
puesto que la veracidad de la informacio´n depende del instan-
te de tiempo en el que se obtuvo en un entorno dina´mico. El
tratamiento de la incertidumbre de la informacio´n pue-
de llevar al desarrollo de nuevas te´cnicas de planificacio´n y/o
coordinacio´n entre agentes.
Otro de los objetivos previstos dentro del proyecto PlanInterac-
tion consiste en el estudio de la asociatividad entre agentes
mediante la generacio´n de coaliciones, teamworks y organiza-
ciones. Actualmente se esta´ disen˜ando un me´todo de reparacio´n
de fallos a nivel de ejecucio´n como fase previa a la interaccio´n
entre agentes dentro de un teamwork.
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5.3. Publicaciones
Las investigaciones descritas en esta tesis han contribuido a la
publicacio´n de los siguientes art´ıculos:
I. Sa´nchez-Garzo´n, J. Ferna´ndez-Olivares, E. Onaindia, G. Mi-
lla, J. Jorda´n, and P. Castejo´n. A multi-agent planning ap-
proach for the generation of personalized treatment plans of
comorbid patients. In N. Peek, R. M. Morales, and M. Pe-
leg, editors, AIME, volume 7885 of Lecture Notes in Computer
Science, pages 23-27. Springer, 2013. (CORE A)
C. Guzma´n, P. Castejo´n, E. Onaind´ıa and J. Frank. Multi-agent
reactive planning for solving plan failures. International Con-
ference on Hybrid Artificial Intelligence Systems pp. In Press.
(2013) (CORE C)
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