We consider two classes of quasi-linear parabolic equations depending on a small parameter E. The asymptotic behavior of the solutions as t -X00 and E -O 0 is investigated by studying the associated Markov family. We find its dependence on the way t and E 1 go to infinity and on the initial point.
Section 1. As a rule, stationary problems arise in mathematical physics as the result of passing to limit as t -oo in the corresponding nonstationary problems. If, in a stationary problem, there is a parameter e that is supposed to be small, then the passage to limit in this parameter should be dealt with carefully. Generally speaking, one should return to the corresponding nonstationary problem and keep in mind that the limit of the solution of the nonstationary problem, as e-1, t -a 00, may depend on the way these parameters tend to infinity. Even in classical linear problems, one faces such a dependence on the way of passing to limit as E-1, t x.
Consider, for example, the Cauchy problem au6(t, X) E C a2lu aue at 2 ax2 ax x E R', t > 0, uE(0, x) = g(x). Suppose that the function b(x) vanishes at one and only one point a E R' and at this point the sign of b(x) changes from plus to minus. Then the result is fairly simple: lime-it. U'(t, x) = g(a) regardless of the way E-l and t tend to infinity [the function g(x) is assumed continuous and bounded]. Now, contrariwise, suppose that the function b(x) has a few stable zeroes [that is, zeroes at which the sign of b(x) changes from plus to minus]. Then the limit behavior of uE(t, x) as e-l, t -* is highly nontrivial: lim40 uE(t(E), x) depends, generally speaking, on x E R' and on the function t(E). This problem for linear parabolic equation of general form is examined in ref. 1 (see also ref. 2 ).
When considering nonlinear problems, one should bear in mind that nonlinearity often generates an additional possibility for a solution to be nonunique. So, in the case of nonlinear problems with small parameter, it is especially useful to turn to the corresponding evolutionary problem.
Here we will consider two problems, to be more exact, two classes of problems for quasi-linear parabolic equations with small parameter E, in which the limit behavior of a solution depends essentially on the way e and t tend to limit. ax'ax1 = ax' =LE(uE), t > 0O
x E Rr.
[I]
The coefficients are assumed bounded and smooth enough,
It is not difficult to prove that, say, the solution of the Cauchy problem for Eq. 1 converges, as e i 0, uniformly on the set 0 t -< T, x E Rr, to the solution of the first-order equation auo(t, x)/at = where X5X Es, (s, t ¢0, x E Rr), is a Markov family (3) constructed with the help of the stochastic differential equation
dXtx;e = \7(X X;E, uE,(t -s, X x;E))dWs + b(X`xE)ds,
[3]
Here W, is the Wiener process in R' (see ref.
3), E is the symbol of mathematical expectation. It is easy to prove that uniformly in every finite time interval [0, T], the solution of Eq. 3 converges in probability, as E 4, 0, to the trajectory of the dynamical system X, = b(Xx), XO = x. [4] We will assume that the following condition (condition A) is fulfilled: the field b(x) has n asymptotically stable equilibrium points K1, K2, ..., Kn, and every integral curve of the field b(x) (with the exception, maybe, of integral curves lyihg on the join of a finite number of some smooth manifolds of a smaller dimension) is attracted to one of the points Ki. The domain of attraction of a point Ki will be denoted by Di.
Let us designate (aij(x, a) = (aii(x, a))-' and introduce the functional So`t('p), which is defined by the formula Proc. NatL. Acad. Sci. USA 81 (1984) We will formulate the explicit result in the case of two stable equilibrium points K, and K2 (n = 2).
So, consider the Cauchy problem K2) ), then such a root z* exists. Under the condition v* = V12(z*) ¢ H12 n H`21, this root is the only one. In the case V12(g(K2)) < V2,(g(K2)), we put z* = g(K2)
and V* = V12(9(K2)). Here U is the height of the saddle point between the two minimums U(K1) and U(K2). From this we compute Vi,(a), zc, and z*.
In the case of more than two stable equilibrium points, one should take into account the partitioning of the set (Kj, K2, ..., K") into the hierarchy of cycles (see ref. 1) . Every cycle will, in a certain sense, play the role of a single stable state.
Here one should bear in mind that the structure of the partitioning into cycles [this partitioning is defined by the matrix Vij(a)] may depend on a.
It is also possible to consider mixed problems for Eq. 1. Section 3. This section is concerned with parabolic (possibly) degenerate equations with weak nonlinearity. First, we consider the following mixed problem [5] at ) _ 1 aijx) W-3 + f(x, u6) = ELUe + f(x, Ue), at 2 il~a x'axj t> O x E D C Rr; u (O, x) = g(x), U6(t, X)IxED = +(X). [6] We suppose that D is a bounded domain with a smooth boundary aD, and let g(x) be continuous in D U aD, g(x)1xEaD = qi(x). The f(x, ,ul(x)) = f(x, A2(x)) = f(x, p3(x)) = 0, x E D U aD; f(x, u) > Oforx E D U aD, u E (-oo, A D(x)) U (A2(x), U3(X)); f(x, u) < O for x E D U aD, u E (U3(X), 00) U (pU(X), p2(X)). If lim e t(E) = o0, then lim ue(t(E), x) = t '.A(x), for x E l n D, AO3(), for x E n+f D. Now we turn to the case p1(x) = p2(X) < A3(X), g(X) ¢ p1(x). We put G1 = {x E Rr:g(x) = 11t(x)}, G2 = {x E Rr; If limedI E t(E) = 00, and G2 n D = 0, then lime4o uE(t(e), x) 3X)
Let limEjo E t(c) = t, 0 < t < oa. Then the following assertions are valid:
1. Suppose that V(t, x) < 0 for (t, (U,(t(E)g X), .*s,U,(t(E), X)) __u t(X) for x E {x:(gl(x), ..., gn(x)) E Dk(x)}. In times t(e) -f/c, t > 0, the manifolds that divide the domains Dk, will be displaced, similarly to the way it was in the case of one equation. The description of the rule of the displacement of these dividing manifolds is a difficult problem, and there are still many unsolved questions here. Some results similar to Theorem 3 can be deduced from ref. 6 . I will mention, in conclusion, another problem where small parameter is in first-order derivatives. Suppose that D is a bounded domain in RC with a smooth boundary aD, n = n(x) being the normal to aD. We put Q = D x R l and denote by Ax the Laplace operator in x E R , Vy is the operator of taking a gradient in y E R'. Mathematics: Freidlin 
