ABSTRACT This paper presents a globalized robust optimization approach for a network design problem explicit incorporating traffic dynamics and demand uncertainty. In particular, a non-holding back cell transmission model (CTM) based network design problem of linear programming type is considered to describe dynamic traffic flows, and the normal range of the uncertain demand is assumed to be a box set, i.e., the uncertain demand outside box set is allowed. The major contribution of this paper is to formulate such a globalized robust network design problem as a tractable linear programming model and demonstrate the model robustness and flexibility by comparing its solution performance with the robust solution from the usual robust model and the adjustable robust solution from the adjustable robust model, respectively. A numerical experiment is conducted to demonstrate that the modeling advantage of the globalized robust optimization in terms of solution quality. The proposed globalized robust optimization approach may provide useful insights and have broader applicability in traffic management and traffic planning problems under uncertainty.
I. INTRODUCTION
The network design problem (NDP) seeks to optimize a certain objective by determining the investment schemes subject to the resultant flow pattern following some sort of equilibrium conditions. The objective is typically taken to be the total travel time cost. The investment decisions on the network affects the resultant flow pattern, which can be described by, for example, the principle of deterministic user equilibrium (DUE) or stochastic user equilibrium (SUE) [1] . Traditionally, the NDP is formulated as a bi-level program or equivalently, mathematical program with equilibrium constraints (MPEC). Therefore, it has
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become one of most difficult yet and challenging problems in the transportation research field [2] . A comprehensive review of NDP was provided by [2] - [7] . NDP has long been recognized as a decision-making tool and guideline for network planning and transportation policy evaluations.
However, a vast volume of literature published on the topic of NDP has focused only static NDPs. Lin et al. [8] pointed out that the static NDP models cannot capture the traffic interaction among adjacent links, time-varying demand and the linearization. Janson [9] and Waller [10] presented that the dynamic NDP model desirable than the static model. Therefore, to overcome these deficiencies, recently, a variety of papers have focused more on dynamic NDP [10] - [16] .
In dynamic NDP, dynamic traffic assignment (DTA) is generally used to model the time-dependent variation of traffic flows and travel behaviors and characterizes the transportation network flow pattern, which is recognized as a core component to analyze network design. According to Lin et al. [8] , DTA-based NDP model can be roughly categorized into two types: single-level models and bi-level models. The single-level models are those that only consider the single-destination system-optimal (SO) [17] or useroptimal (UO) [13] DTA. For example, Waller et al. [11] presented a single-level SO DTA-based NDP model, and Ukkusuri and Waller [13] introduced the UO versions of single-level DTA-based model. The common feature of these above-mentioned single-level models are the cell transmission model (CTM) [18] - [19] is used to model dynamic traffic flow propagation under either SO or UO assignment mechanism. Moreover, these single-level models are computationally tractable since these are formulated as the linear programming.
As the name suggests, the bi-level DTA-based NDP models are generally formulated as a bi-level linear program, in which the objective of the upper-level sub problem is SO, whereas the lower-level sub problem is UO that describes the route choice behavior of network users. Obviously, similar to the static NDPs, the bi-level dynamic NDP model is difficult to solve than the single-level model due to its structure. Therefore, some heuristics algorithms, such as simulation annealing [12] , genetic algorithm [12] , random search [12] , DantzigWolfe decomposition [8] and dual variable approximation [20] are used to solve the bi-level dynamic NDP model. It is noted that the above-mentioned DTA-based NDP models, whether the single-level or the bi-level, may exist the holding-back phenomenon [21] . Traditionally, the parameters are assumed to be deterministic in the above mentioned DTA-based NDP model. However, in reality, the transportation network is surrounded by a number of uncertainties, both from supply side as well as from the demand side. The evaluation of network performance without accounting for uncertainty can potentially lead to suboptimal network design decisions [22] . Thus, it is important to incorporate uncertainty into the DTA-based NDP from a pragmatic perspective. Therefore, in recent years, there has been tremendous interesting in developing the DTA-based NDP under uncertainty.
The general approaches of addressing uncertainty in DTA-based NDP studies can be roughly classified into four categories: chance-constrained programming (CCP) [23] - [25] , a two-stage stochastic programming with recourse (SLP2) [23] , [26] - [29] , scenario-based robust optimization [26] - [27] , [30] and set-based robust optimization [31] - [36] . The probability distributions of uncertain parameters are assumed to be known explicit in the model with the CCP, SLP and scenario-based robust optimization approach. However, in reality, these distributions may be unavailable (inaccurate) as we may have no (insufficient) data to calibrate the distributions, but only the partial information on the distribution, such as its first and second moments and its supports, may be available. Therefore, the set-based robust optimization approach may be more reasonable and applicable since it isn't necessary for the model users to know the probability distribution of uncertain parameters. The set-based robust optimization [37] - [43] is modeling methodology, combined with computational tools, to process optimization problems in which the parameters are uncertain and is only know to belong to some uncertainty set [41] . The goal of the set-based robust framework is to obtain a ''robust'' solution, which protects the decision maker against adverse realizations of the uncertainty [44] . Therefore, recently, the set-based robust optimization approach has attracted considerable attention in the NDP community [45] - [47] , especially for the DTA-based NDP or DTA [31] - [36] , [48] . For example, Chung et al. [31] introduced the set-based robust optimization approach to a single-level system optimal DTA-based NDP model under demand uncertainty, in which the demand uncertainty is assumed to belong to a box set. Yao et al. [32] proposed a robust system-optimal DTA model under demand uncertainty, where the uncertain demand belongs to a polyhedral, box, and ellipsoid, respectively. Chung et al. [48] presented a robust dynamic congestion pricing model under a box uncertain set for demand. Chung et al. [33] developed a distributional robust chance constrained optimization model for the CTM-based DTA under demand uncertainty in which the distribution of the uncertain demand belongs to a set that consists of all probability distributions that are consistent with the know mean and variance of uncertain demand. Sun et al. [34] extended this distributional robust chance constrained optimization approach into the DTA-based NDP model. However, most of the above-mentioned set-based robust models are overly conservative [49] . To alleviate the conservatism of the robust solutions, Ben-Tal et al. [49] developed an adjustable robust optimization (ARO) approach for general linear programming problems, and proposed the affinity adjustable robust counterpart (AARC) for linear programming problem by using the affine decision rules to address the difficulty that the adjustable robust counterpart (ARC) for linear programming problem is computationally intractable. Ben-Tal et al. [50] applied the ARO approach to develop a single-level CTM-based system-optimal DTA with polyhedral uncertainty set for demand. Sun et al. [51] extended the ARO approach into the DTA-based NDP. However, the traffic holding-back phenomenon may happen in the above-mentioned CTM-based NDP or DTA model. To eliminate holding-back phenomenon, Zhu and Ukkusuri [52] proposed a linear programming model to account for CTMbased system-optimal DTA problems for a generalized network with multiple OD pairs. On the other hand, the previous set-based robust NDP or DTA models all require that uncertain data can't beyond the defined uncertainty set. However, in reality, the realizations of the uncertainty may be outside the defined set. Although the probability of this case happening is small, once the realizations of uncertainty run out of the defined set, then the feasibility of the solution VOLUME 7, 2019 may be deteriorated. Thus, a globalized robust optimization (GRO) approach [53] - [55] was proposed and formulated the globalized robust counterpart (GRC) of the uncertain problem to control deterioration in performance when the uncertain data is outside the defined set, where the defined set is referred to as the normal range of the uncertainty.
In this paper, we applied the GRO approach for handling optimization problems with uncertain data proposed by Ben-Tal et al. [53] , [54] and the non-holding back CTMbased system-optimal DTA model proposed by Zhu and Ukkusuri [52] to the DTA-based NDP under demand uncertainty, in which the normal range of the uncertain demand is assumed to be a box set. A numerical example is represented in this paper to demonstrate the value of our proposed model in context of the stochastic DTA-based NDP. Moreover, the computation validity is illustrated in the proposed framework.
We highlight the main contributions of our work at a glance below:
We develop a GRO framework for the CTM-based NDP for multi-destination, system-optimal networks without holdingback phenomenon. Moreover, the GRO application can be extended into the CTM-based other problems e.g. the traffic signal optimization [27] and autonomous intersection control [56] .
An appealing feature of our globalized robust counterpart (GRC) problem is that it still has an LP formulation, so it is in general computationally tractable and can be solved in polynomial time by a few well-known solution algorithms.
The solution robustness and flexibility is demonstrated in our numerical experiment by comparing GRO solution performance with the robust solution from the usual robust model and the adjustable robust solution from the adjustable robust model, respectively.
The rest of this paper is organized as follows: In Section 2, we describe the deterministic CTM-based NDP with non-holding back flows for a generalized network with multiple OD pairs based on the formulation given by [52] . Section 3 presents the GRC of the dynamic NDP under demand uncertainty. Numerical experiments and results analysis are elaborated in Section 6. Finally, Section 5 concludes the paper and proposes the potential future extensions.
II. DETEMINSTIC MODEL
In this section, as a foundation for the globalized robust DTA-based NDP, we first present a deterministic CTMbased single-level system-optimal NDP with non-holding back flows for a generalized network with multiple OD pairs. The single-level structure is introduced since it provides an easier way to manipulate the globalized robust counterpart and make GRC to be computationally tractable for discussion convenience, the notation used throughout these models is presented in Table 1 .).
According to Zhu and Ukkusuri [52] , the CTM-based single-level SO NDP (SONDP) without holding back phenomenon model aims to minimize the sum of total travel cost and dummy variable m, where the dummy variable m is penalty scheme to address the holding-back issue in the SONDP model. To penalty unmet demand by the end of time horizon T , the travel cost in cell i during time interval t, c t i , is set as follows:
where M is a sufficiently large positive number, which can be represented as the cost of a vehicle that cannot arrive at the destination by the end on time horizon, because the penalty cost M is used in the objective function, the objective of the problem can be interpreted as minimizing the number of vehicles staying in the network by the end of modeling horizon [34] . By assuming linear relationship between the investment on the cell and the capacity expansion of that cell, the deterministic CTM-based single-level SONDP can be formulated as the following linear programming: 
t∈ i∈C\C s
Constraints (1) are demand satisfaction constraints for OD pairs w in time interval t. Constraints (2) and (3) represents aggregation of cell occupancy and outflow constraint, respectively. Constraints (4) and (5) refer to the flow conservation constraints in cell i in time interval t. Because only the source cells generate demand, the right-hand-side of (4) is set as f t−1 i and the right-hand-side of (5) is equal to 0. Constraint (6) bounds the total outflow rate of a cell by its current occupancy. Constraint (7) guarantees that the total inflow rate of a cell is bounded by its remaining capacity. Constraint (8) and (9) ensures the total inflow and outflow rate of a cell are limited by the expandable inflow and outflow capacity, respectively. Constraint (10) and (11) state the non-holding back constraints. The remaining constraints, from (12) to (17) , set the initial conditions and non-negativity conditions. Constraint (18) is a budgetary constraint. In fact, the above model is used as a pragmatic tool for system optimum dynamic traffic control and management, which provide useful managerial insights for enacting capacity expansion policies.
III. GLOABALIZED ROBUST MODEL
In this section, we formulate the globalized robust counterpart (GRC) of the SONDP model, which incorporates the demand uncertainty into a LP prgram via the globalized robust optimziation approach. In fact, uncertainty is unavoidable in real life. The uncertainty of transportation network exists in both supply side (roadway capacity variation) and demand side (travel demand fluctuation). To simplify calculation, we only assume the demand is uncertain in this paper. Moverover, in reality, the distributions of uncertain parameters may be unavailable (inaccurate) as we may have no (insufficient) data to calibrate the distributions. Therefore, in this paper, the probability distribution of the uncertain demand is assumed to be unknow. In the usual set-based robust opitmization approach, the uncertaity set is general assumed to be a box, polyherdral or ellipsoid. In this paper, the box set is assumed to be the normal range of uncertainty demand. This is because that the box set makes GRC to be a linear programming and computationally tractable.Therefore, for discussion convenience, the GRO approach used in this paper is based on the following accepted assumptions:
Assumption 1: the demand of the transportation network is uncertain, and we have not the knowledge of the uncertain demand.
Assumption 2: the normal range of the uncertain demand is a box set.
As the problem is a minimization problem and constaints (1) and (4) are the only set of constraints related to the demand generation in the determinstic SONDP model, constraint (1) and (4) can be rewritten as the following inequility constraints [26] : 
It is easy to identify that the optimal solution of SONDP model without constraint (19) is zero for all x and y. Obviously, zero is no longer the optimal solution to the problem if the constraints (19) are introduced. The introduction of constraint (19) makes zero it no longer the optimal solution of SONDP model. Thus, constraint (19) is always binding at the optimal solution and constraint (1) can be replace with (19) [32] . Similarity, constraint (5) can be reformulated VOLUME 7, 2019 as the following inequality constraints:
In the usual set-based robust opitmization approach, the uncertain papramters are assumed to belong to a bounded set, the volations of the constraints can't tolerate, even small ones. However, in the globalized robust optimizaiton methodology, the realizations of uncertainty are allowed to run out of the defined uncertain set, where it is refered to as the normal range of the uncertain data. Then, the infeasibility is tolertaed but it is controlled when the uncertain data is outside the uncertainty set. According to the Assumption 2, the normal range of of the uncertain demand d t w is set as follows:
whered t w and θ is the nominal demand and the demand uncertainty level, respectively. Then, accroding to Ben-Tal et al. [53] , the globalized robust counterpart (GRC) of the constraints (19) is wirtten as follows: . This choice of α t w reflects that decision maker is a somewhat ''irresponsible ''that decision maker. Accroding to Ben-Tal et al. [53] , α t w can be either a predetermined parameter or a variable. In the latter case, we can add constraints on α t w to limit its range. According to the above discussion, the GRC of the SONDP can be formulated as follow:
t∈ i∈C\C s ∀r,i∈r 
j∈C ∀r,(i,j)∈r
k∈C ∀r,(k,i)∈r
t∈ i∈C\C s ∀r,i∈r
Accroding to Ben-Tal et al. [53] , the GRC of the SONDP is reducible to a simple LP if the norms defining the distance function dist(d, U d ) are polyhedral (e.g. 1 or ∞ norms) and the normal rang uncertainty set U d is polyhedral. Next, accroding to Ben-Tal. et al. [53] , we use a linear control law and make asscoiated auxliary variables affinely dependent on the uncertain demand, specificially:
where µ
ijrt , µ sτ rt η sτ irt and π sτ ijrt are non-adjustable variables, I t = {0, 1, . . . , t − 1}. We obesrve that the method we arrive at is in fact the AARC method proposed by Ben-Tal et al. [53] , moreover, the AARC method is indeed bi-affine and so is amenable to treament by the gobalized robust counterpart (GRC) methodology [57] . Let us take the constriant (20) to illustrate the implementation of the linear control law and then the GRC. As we recall the origin constriant is of the form: 
By substituting the linear equalities shown in (37), (38) and (39) into the constraint (20), we have the following formulation
Furthermore, we assume the norm defining the distance function (23) is the 1 −norm. Thus, the GRC of constraint (20) can be rewritten as follows: 
where
is the ''global sensitivity parameters'' (previously denoted by α), which it can be viewed as the constants or variables. Here, rather than choosing these parameters in advance, we treat them here as variables, and to limits their variability by adding the following constraints: (46) Use similar method,, the complete GRC of the SONDP is formulated as follows:
s.t.
t∈ i∈C\C s r,i∈r 
− i∈C\C s r,i∈r t={τ +1,...,T }
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w∈W t∈
∀r,i∈r
k∈C ∀r∈R,(k,i)∈r
j∈C ∀r∈R,(i,j)∈r
i∈C\C s r,i∈r t={τ +1,...,T }
VOLUME 7, 2019 FIGURE 1. Cell representation of doan and ukkusuri network. 
Note that the sentivity parameters α i,τ s , i = 1, 2, . . . 12 are also viewed as variables and to limit their variability we add the following constraints:
, is the uppper bounds of global sensitivity variables. As be seen from its formlation, GRC is a linear programming, which it can be solved with the commerical software, such as CPLEX or GUROBI. Furthermore, accroding to Ben-Tal et al. [53] [54], when theᾱ i,τ s = ∞, the GRC becomes the AARC, and when the coefficient variables of x r,t i and y r,t i,j are fixed to zero, the GRC returns the classic robust conterpart (RC) [50] .
IV. NUMERICAL EXAMPLE A. SMALL NETWORK EXAMPLE
In this section, we present a numerical example to illustrate the validity and flexibility of GRC by comparing it with RC and AARC of the DTA-based SONDP, where RC is obtained by solving the CTM-based SONDP using (1+θ )d t w . In this numerical experiment, a network configuration is drawn in Fig.1 to demonstrate the performance of GRC from the illustrative example of Doan and Ukkusuri [21] . This cell network is composed of 8 cells and 8 cell connectors. There are two source cells (cell 1, 2), two sink cells (cell 7, 8) and four OD pairs (1-7, 1-8, 2-7 and 2-8). Expected the sink cell, all cell are considered for capacity expansion. The characteristics of the cells in the test network are outlined in Table 2 . The planning horizon T and cost coefficient c t i except the one the end of planning horizon is assumed to be 10 and 1, respectively. c T i is set to 10 to penalize the unmet demand. The parameters δ, φ andᾱ are assumed to be unity, i.e., δ t i = φ i = 1, ∀i ∈ C, t ∈ , andᾱ i,τ s = 1, i = 1, . . . , 12. The nominal demand of four OD pairs is shown in Table 3 . The RC, AARC and GRC of SONDP are solved with Gurobi using GAMS [58] on a PC with Intel processor 2.4 GHz and 4 GB of memory. Table 4 reports the optimal budget allocations obtained by solving the CTM-based SONDP (θ = 0), RC, AARC (ᾱ = ∞) and GRC (ᾱ = 1) when B = 100. This table clearly presents that the total budget is allocated to each cell non-uniformly no matter with which method is used. Figure 2 describes the total travel cost obtained by the RC, AACR and GRC under different uncertainty levels and budgets. As expected, the total travel cost obtained by RC, AARC and GRC are all in increasing trend with the uncertain level θ because the feasible region of three models becomes more conservative as θ grows. However, for the same uncertain level, the AARC and GRC yield the smaller total travel cost than RC, which implies that AARC and GRC are less conservative. Moreover, AARC yields the smaller VOLUME 7, 2019 total travel cost than the GRC because the parametersᾱ have no restriction. On the other hand, from Figure 2 , it can be seen that the travel cost by each of the three model decreases when the budget increases. It is because the feasible region of the all models becomes larger as B grows. Similarity, for the same budget, AARC and GRC yield the smaller total travel cost. This also shows that the AARC and GRC are less conservative, and AARC yields the smaller total travel cost than the GRC because the parametersᾱ have no restriction.
To illustrate the effect of the uncertain demand on the feasibility for the three models when the demand beyond the uncertainty set, we randomly generated 100 travel demand vectors, in which the demand of each O-D pair is uniform distributed between 0 and (1 + 100θ )d t w . For each random demand vector, the total travel cost associated with the optimal budget allocations for the three models were computed. Table 5 presents the infeasibility of RC, AARC and RC model under different uncertainty level when B = 10, where the infeasibility of the model refers as the percentage of the total 100 random demand that makes the constraints is violated. It can be seen that the infeasibility of RC, AARC and GRC increase with the uncertainty level. For same uncertainty level, the infeasibility of RC and AARC is same, and is more than the GRC. This implies that the GRC is more reliable when the demand beyond the uncertainty set. Table 6 further illustrates the infeasibility of RC, AARC and GRC under the different B when θ = 1.0. Obviously, the infeasibility of RC, AARC and GRC all decrease with an increasing value of the budget B. Similarity, for the same budget, the infeasibility of RC and AARC is same, and more than the GRC. Thus, the results precisely show that the GRC is more reliable when the demand beyond the uncertainty set. To compare the operating behaviors of the total travel cost for the three model when the uncertain demand beyond the defined box set, we randomly generated 100 travel demand vectors, in which the demand of each O-D pair is uniform distributed between 0 and 4d t w . For each random demand vector, the total travel cost associated with the optimal capacity expansion plans for the three models were computed. The mean, standard deviation and maximum of the total travel cost associated with the optimal budget allocations for the RC, AARC and GRC models are shown in Table 7 . From Table 7 , we can observe that the mean, standard deviation, and maximum of the total travel cost obtained by the RC, AARC and GRC almost remain unchanged for all confidence levels up to B = 20. This is because that the optimal capacity expansion plans of RC, AARC and GRC are the same under the different uncertainty levels up to B = 20. When B ≥ 30, the mean of the total travel cost obtained by the RC, AARC and RC increase with the uncertainty level θ , this is also because that the uncertain demand may increases as θ grows. However, the standard deviation and maximum of the total travel cost obtained by the RC, AARC and GRC decreases with the uncertainty level θ . The mean, standard deviation and maximum of the total travel cost for three models decrease with the budget B. This is because that the constraints of three models become less restrictive as B grows. Meanwhile, for the same budget and uncertain level, the mean standard deviation and maximum of the total travel cost obtained by AARC and GRC is less than RC. It is continuing to show that the AARC and GRC are less conservative than RC. On the other hand, the mean standard deviation and maximum of the total travel cost obtained by GRC is more than AARC. It is caused by the parametersᾱ has no restriction. 
B. NGUYEN AND DUPIUS NETWORK EXAMPLE
Another network from Nguyen and Dupius [59] network with 13 nodes, 19 links and 4 OD pairs is selected to increase the size of the problem. The cell representation for the network, consisting of 60 cells, is shown in Fig. 3 .
The setting for the network is as follows: time interval is taken at 10s and the time period is of 300s; jam density for all the cells except the source and sink cells is 200 vehicles/mile, which is 16.67 vehicles/cell; the saturation flow capacity is 1800 vph, which is 10 vehicles/time step; other parameters not specified are assumed the same as defined previously. The nominal demand is input to the network in the first 10 intervals as following: 5 vehicles/time step for OD pair (1, 13), 10 vehicles/time step for OD pair (1, 26), 7.5 vehicles/time step for OD pair (14,13) and 7.5 vehicles/time step for OD pair (14, 26) . Also, the penalty cost (M) for unmet demand is set to be 10000. Table 8 and Table 9 show similar results as the previous small example. GRC and AARC approach improves the total travel cost compared to the RC model. Also, we can observe that GRC approach provides better results than AARC and RC in terms of the solution infeasibility.
The GRC and AARC problem with 60 nodes and 30 planning horizon has 11,535,832 and 5,790,036 constraints and 51,729,944 and 26,446,817variables, respectively. It is solved in about 8h and 4h on a PC with Intel Quad-core processor 2.4GHz and 16G of memory,respectively.
V. CONCLUSION
This paper applies the globalized robust optimization methodology to the CTM-based single-level system-optimal NDP (SONDP) without holding-back phenmenon model under demand uncertainty. Under the assumption that the normal range of the uncertain demand is a box set, the GRC of SONDP model is proposed, and compared it with AARC and RC of DTA-based NDP. The numerical experiment shows that AARC and GRC are less conservative than RC, and AARC is less conservative than GRC, but the feasibility of AARC inferior to GRC when the demand beyond the normal range of the uncertain demand. This paper opens up many research direction. First, in this paper, the normal range of the uncertain demand is refered as the box set, however, it is a bit conservative. The GRC model with various types of normal range including a polyhedral set or an ellipsoidal set should be investigated to find a less conservative solution. Second, in reality, both demand and supply are uncertain. One can incoporate uncertain demand and supply into the proposed framework in future studies [60] . Finally, this paper only focus on the single-level model. However, NDP is the bi-level by nature. Extending the GRO approach to the bi-level framework is an important research direction in future. 
