Abstract. The study of linear stability of traffic models is a widely established approach to study the ability of traffic models to describe emergent traffic jams. Here, besides deriving a collection of useful formulas for stability analyses, the main attention will be put on the characteristic speeds, which correspond to the group velocities of the linearized model equations. Most macroscopic traffic models containing a dynamic velocity equation predict two characteristic speeds, one of which is faster than the average velocity. This has been claimed to constitute a theoretical inconsistency. It is shown, however, that microscopic carfollowing models show the same characteristic speeds and that the apparent inconsistency can be resolved by a careful theoretical analysis.
Introduction
Understanding traffic congestion has puzzled not only traffic engineers, but a large number of physicists as well [1, 2, 3, 4] . Scientists have been particularly interested in emergent traffic jams, which are related to instabilities in the traffic flow. Such instabilities have been found in empirical data [5] , but also in recent experiments [6] .
The theoretical analysis is usually done by computer simulations or by linear stability analysis. This method has been used since the early days of traffic engineering [7] and traffic physics [8, 9] . Here, we will perform the analysis for macroscopic and microscopic models in parallel, as there should be a correspondence between the properties of both kinds of models. In contrast to previous publications, the analysis of macroscopic traffic equations is done for a model that considers a dependence of the optimal velocity function and the traffic pressure on the average velocity, not only the density. Such a dependence results for models which represent vehicle interactions realistically, taking into account a velocity-dependent safety distance [10] . This is, for example, important to avoid accidents. As a consequence, the instability conditions are changed significantly (see Sec. 2) .
Besides determining the stability threshold, our main focus will be on the calculation of the characteristic speeds of the partial differential equations underlying the macroscopic traffic model (see Sec. 2.4). It turns out that one of the two characteristic speeds is greater than the average velocity. However, we will seek to explain why this does not constitute a problem, in contrast to earlier interpretations of this observation [11, 12] . For comparison, we perform a similar stability analysis of a simple car-following model (see Sec. 3). Here, we find the same result, that one of two characteristic speeds is larger than the average velocity. This supports the previous claim that the fast characteristics is not a theoretical inconsistency of macroscopic traffic equations, as is summarized in Sec. 5.
Linear Instability of Macroscopic Traffic Models
Let us start our analysis from the continuity equation ∂ρ(x, t) ∂t + V (x, t) ∂ρ(x, t) ∂x = −ρ(x, t) ∂V (x, t) ∂x
for the vehicle density ρ(x, t) as a function of freeway location x and time t, and a macroscopic equation for the average velocity V (x, t) of the type discussed in Sec. 4.3.2 of Ref. [10] . Assuming repulsive vehicle interactions that depend on the vehicle distance and vehicle speed, but (for simplicity) not on the relative velocity, it reads
Herein, P 1 and P 2 are contributions to the "traffic pressure", and V o (ρ, V ) is the "optimal velocity" function. Our stability analysis starts with an initial state of uniform vehicle density ρ e . The related homogeneous and stationary solution V e (ρ e ) of the velocity equation (2) is, then, given by the implicit equation
With this, we can define the deviations
Inserting ρ(x, t) = ρ e + δρ(x, t) and V (x, t) = V e + δV (x, t) into the continuity equation, performing Taylor approximations, where necessary, and dropping all non-linear terms because of the assumption of small deviations δρ(x, t)/ρ e ≪ 1 and δV (x, t)/V e ≪ 1, we end up with the following linearized equation:
Analogously, the linerarized dynamical equation for the average velocity becomes
The terms on the right-hand side in the first square bracket may be considered to describe dispersion and interaction effects contributing to the "traffic pressure", while the terms in the second square bracket result from the socalled relaxation term, i.e. the adaptation of the average velocity V (x, t) to some "optimal velocity" V o (ρ, V ) with a relaxation time τ .
Solution Ansatz and Complex Numbers
In order to understand the dynamics of traffic flows, it is important to find out whether and under what conditions variations in the traffic flow can grow and eventually cause traffic congestion. For this, it is useful to make the solution ansatz δρ(x, t) = δρ 0 exp iκx + (λ − iω)t = δρ 0 e λt e i(κx−ωt) , δV (x, t) = δV 0 exp iκx + (λ − iω)t = δV 0 e λt e i(κx−ωt) .
Because of exp(iκx) = cos(κx) + i sin(κx) (see Appendix A), ansatz (7) assumes that the perturbation of the stationary and homogeneous traffic situation can be represented as a periodic function with the wave number κ and wavelength 2π/κ. The wave frequency of Eq. (7) is ω, while δρ 0 exp(λt) and δV 0 exp(λt) are the amplitudes at time t. That is, if the "growth rate" λ is greater than zero, even small perturbations will eventually grow, which can give rise to "phantom traffic jams". For λ < 0, however, the initial perturbation will be damped out and the stationary and homogeneous solutions will be re-established, i.e. it is stable with respect to small perturbations. Below we will see that, for each specification of κ and the average density ρ e , there exist two solutions l ∈ {+, −} with the frequencies ω l (κ) and the growth rates λ l (κ). All the corresponding specifications of ansatz (7) are solutions of the linearized partial differential equations. The same applies to their superpositions. The general solution for an arbitrary initial perturbation is of the form
Solution of the Related Eigenvalue Problem
In order to find the possible κ-dependent wave numbers ω and growth rates λ, we insert ansatz (7) into the linearized macroscopic traffic equations (5) and (6) and use the relationship i 2 = −1. The result can represented as an eigenvalue problem:
where
Here, we have used the abbreviatioñ
Equation (9) is fulfilled only for certain values ofλ(κ), the so-called "eigenvalues". These depend on the average density ρ e and solve the characteristic polynomial of second order inλ, which is obtained by determining the determinant
of the matrix M and requiring that it becomes zero. The corresponding characteristic polynomial reads
and has the two solutions
Unfortunately, the square root contains a complex number, which makes it difficult to see the sign of the real value λ ofλ. However, we can apply the useful formula
which is derived in Appendix A. From this and Eq. (17), we get the following relationship for the real part of the eigenvalues:
(20) The expression for the imaginary part gives
Derivation of the Instability Condition
A transition from stable to unstable behavior, i.e. the change from negative to positive values of λ ± (κ) occurs only for the eigenvalueλ + (κ), namely under the condition
This implies
and, therefore,
Inserting the above definitions of ℑ and ℜ, we eventually find
From this and definition (18), we can derive the following condition for the instability threshold:
Assuming the relationships
and ∂P 2 /∂V ≤ 0, the condition for Re(λ + ) > 0 becomes
We notice that this instability condition is not fulfilled, if the average velocity V o (ρ, V ) changes little with the density ρ, which is typically the case for small densities, and in many models also for large ones. However, λ + (κ) may be greater than zero at medium densities, where |dV e /dρ| is large according to empirical observations. The related instability mechanism is based on a reduction of the average velocity with increasing density. Due to the continuity equation, this tends to cause a further compression (but the "traffic pressure" terms P 1 and P 2 counteract this reinforcement mechanism). As a consequence of the inequality (27), we can state that in particular the speed-dependence of the traffic pressure term P 2 and the optimal velocity V o tends to make traffic flow more stable with respect to perturbations. The speed-dependence also resolves problems related to the fact that ∂P 1 /∂ρ may become negative in a certain density range. This would imply a negative discriminant of the square root, if the negative contribution ∂P 1 /∂ρ < 0 was not compensated for by (∂P 2 /∂V ) 2 /ρ e 2 [11, 10] . The case ∂P 1 /∂ρ < 0 could also cause negative accelerations and speeds, particularly at the end of congestion areas, which would not be realistic. Again, the second pressure contribution P 2 can resolve the problem, if properly chosen.
Derivation of the Group Velocity
Let us now study the propagation speed of small perturbations. These are given by the group velocities
as derived in Appendix (B). The group velocity is obtained by differentiation of Eq. (21) with respect to κ, i.e.
which is implied by Eqs. (20) and (21), we may also write
Particularly at the stability threshold with λ + = 0, we find
(32) For λ + = 0, Eq. (20) implies that the second eigenmode decays quickly due to
(33) That is, the group velocity c + corresponding to the solution with the unstable eigenvalue λ + is negative with respect to the average velocity V e . Propagation at the positive speed c − with respect to the average velocity V e is related with a mode that decays quickly (see also Ref. [13] ), namely at the same rate 1/τ at which the vehicle speeds adjust. Therefore, the forwardly propagating mode cannot emerge by itself. It could only be produced by a particular specification of the initial condition, enforcing a finite amplitude of the forwardly moving mode. Remember, however, that the validity of the above equations is restricted to the validity range of linearized traffic equations. Finite amplitudes are outside of this range of validity.
Rather than studying the situation at the instability threshold, one may also study the situation in the limit τ → ∞ of slow adaptation to changed traffic conditions. Considering the definitions (18) to (18), we then have 1/τ (κ) = 0, |ℑ(κ)| = 0, and
For ℜ ≤ 0 we have √ ℜ 2 + ℑ 2 = |ℜ| = −ℜ and, due to Eqs. (20) and (21), in the limit τ → ∞ we find λ ± = 0 and
This again implies formula (33).
Payne's Traffic Model
For the sake of simplicity, let us shortly study Payne's macroscopic traffic model [14, 15] , which has a solely densitydependent optimal velocity
and the pressure gradients
Again, traffic flow becomes unstable if the equilibrium velocity V e (ρ) decreases too rapidly with an increase in the density. Generally, greater relaxation times τ tend to imply larger instability regimes. For the characteristic speeds at the instability threshold with ρ e |dV e /dρ| = 1/(2ρ e τ ), we find
(39) This implies c ± = 0 whenever the vehicle speed cannot vary, namely at density zero and at maximum density, where |dV e (ρ e /dρ| = 0.
Linear Instability and Characteristic Speeds of the Optimal Velocity Model
We have seen that macroscopic traffic models behave unstable with respect to small perturbations in a certain density range, where the average velocity changes too rapidly with the density. The same is true for many car-following models. As an example, we will shortly discuss the dynamic behavior of the optimal velocity model. While its stability has been already studied in the past [9] , we will focus here on the characteristic speeds, in order to show that characteristic speeds greater than the average velocity are not an artifact of macroscopic traffic models.
According to the optimal velocity model, the change of the speed v i (t) of vehicle i is given by
and the temporal change of the distance d i (t) = x i−1 (t) − x i (t) to the leading vehicle i − 1 is determined by
In the above equations, the distance-dependent function v o (d i ) is called the optimal velocity function and τ is again the relaxation time for adjustments of the speed. For our analysis we imagine the situation of N vehicles i distributed over a circular road of length L. This allows us to assume periodic boundary conditions. The stationary solution for this case is given by dv i /dt = 0 and dd i /dt = 0, which implies
We are now interested how the deviations from this solution, i.e. the variables 
For the analysis of stability, we use the solution ansatz
where κ = 2πk/L is the so-called wave number, which is inversely proportional to the wave length 2π/κ = L/k. Note that, due to the assumed periodic boundary conditions, possible wavelength are fractions L/k of the length L or the circular road. The shortest wave length is given by the average vehicle distance d e = L/N , i.e. k ∈ {1, 2, . . . , N }. Summing up the functions (45) over these values of k results in the Fourier representation of δv j (t) and δd j (t):
where the parameters δv k and δd k are determined by the initial conditions of all vehicles j.λ = λ − iω are the so-called eigenvalues, whose real part λ describes an exponential growth (if λ > 0) or decay (if λ < 0), and whose imaginary part ω reflects oscillation frequencies. δd 0 and δv 0 denote oscillation amplitudes. Inserting this into (44) and dividing by e i2πjk/N +λt , we finally obtaiñ
Multiplying Eq. (47) withλ and inserting Eq. (48) for λδd 0 in the square brackets gives, after division by δv 0 , the characteristic polynomial in the eigenvaluesλ, namelỹ
The solutionsλ(k) of this polynomial are the eigenvalues. They read
Unfortunately, the square root contains a complex number, which makes it difficult to see the sign of the real value λ ofλ. However, considering e ±iϕ = cos(ϕ) ± i sin(ϕ) and defining the real part
of the expression under the root and its imaginary part
we can again apply the useful formula (19), from which we can conclude that λ = Re(λ) = 0 if
see Eq. (24). Inserting Eqs. (51) and (52), we find
which finally results in the condition
The limit 2πk/N → 0 follows from cos(ϕ) ≈ 1 − ϕ 2 /2 and sin(ϕ) ≈ ϕ in the limit of small wave numbers κ = 2πk/L, i.e. large wave lengths 2π/κ = L/k. In fact, it can be demonstrated by numerical analyses that
constitutes the instability condition of the optimal velocity model (40). In other words, if the velocity changes too strongly with the distance, small variations of the vehicle distance or speed will grow and finally cause emergent waves, i.e. the formation of one or several traffic jams. Since the origin of such a breakdown can be infinitesimally small, these traffic jams seem to have no origin. In such situations, one speaks of "phantom traffic jams". A closer analysis for realistic speed-distance relationships v o (d) shows that traffic tends to be unstable at medium densities ρ = 1/d, while it tends to be stable at small and large densities (where the speed does not change much with a variation in the distance). Only a sufficient reduction in the adaptation time τ can avoid an instability of traffic flow, while large delays in the velocity adjustment lead to growing perturbations of traffic flow. We conclude this section with an analysis of the group velocity c ± with respect to the average velocity v o (d e ), at which perturbations of traffic flow propagate. Relative to the average motion of vehicles with speed v e (d e ), the characteristics propagate at the speed
which can be derived analogously to Eq. (29), using Eq. (19) and κ = 2πk/L. According to Eq. (31) and due to the series expansion cos(x) ≈ 1 − x 2 /2, at the instability threshold with λ ± = 0 and dv o (d e )/dd > 1/(2τ ) we get
It is remarkable that the group velocity of the optimal velocity model can again exceed the average vehicle velocity v o (d e ), namely by an amount c
However, as in the previous section, this larger group velocity is related to a negative real part λ − of the eigenvalue, i.e. it does not play a practically relevant role.
Correspondence of the Optimal Velocity Model with the Macroscopic Payne Model
As the Payne model has been claimed to be a macroscopic approximation of the optimal velocity model, it is interesting to compare the instability conditions and characteristic speeds of both models. Therefore, let us make the identifications
Then, we can derive
Inserting this into Eq. (38) gives
or
(62) This shows the agreement of the instability conditions (38) and (56) and of the characteristic speeds (39) and (58) at the instability threshold.
Summary, Conclusions, and Outlook
In this paper, we have started with a linear instability analysis of macroscopic traffic models consisting of the continuity equation and a partial differential equation for the dynamics of the average velocity. In contrast to previous calculations, we have performed the analysis for a generalized model that takes into account speed-dependencies of the optimal velocity and the traffic pressure terms. Such speed-dependencies result when realistic vehicle interactions are considered, and when the possibility of accident and negative vehicle speeds shall be avoided [16, 10] . Requirements for realistic models would probably be
and
These conditions are, for example, fulfilled by the gaskinetic based traffic model (GKT model), see Ref. [17] . Our main attention, however, was dedicated to the problem of characteristic speeds faster than the average vehicle speed. This problem was, for example, raised by Daganzo [11] and addressed by Aw and Rascle [12] . We have made several discoveries, which are relevant for the discussion of this problem:
1. The faster characterstic speed is related with a negative real part of the eigenvalue, which causes a fast decay of the corresponding eigenmode. Therefore, this eigenmode will not emerge by itself. 2. Considering that the derivation of the characteristic speeds is based on linearized model equations, the assumption of a finite initial amplitude of the fast propagating eigenmode may not be assumed, as this is outside of the validity range of a linear stability analysis. 3. The characteristic speeds agree exactly with the average vehicle velocities whenever there is no variation in vehicle speeds, i.e. when the velocity (or density) is zero or maximum. 4. Characteristic speeds faster than the average vehicle velocity are not a theoretical inconsistency of macroscopic traffic models. They can be also derived from microscopic car-following models, in which vehicle velocities are non-negative and limited to a certain maximum speed. In particular, for the macroscopic Payne model and the optimal velocity model, we have shown the correspondence not only of the instability thresholds, but also of the formulas for the characteristic speeds.
Given this situation, one must say that characteristic speeds faster than the average speed of vehicles does not constitute a theoretical inconsistency of traffic models and does not need to be "healed" by particularly constructed macroscopic traffic models. The characteristic speeds are rather a problem of interpretation. In fact, the derivation of the formula for the group velocity underlying the determination of the characteristic speeds (see Appendix B),
shows that the group velocities do not necessarily correspond to the velocities of the waves composing a wave packet. There is also no direct correspondence to particle or vehicle velocities. The group velocity is nothing more than a matter of the phase relations between oscillations of successive vehicles in an eigenmode. It is illustrative to note that v o (d e ) + c + (d e , k) (and likewise V e (ρ e ) + c + (ρ e , κ)) may become negative, even if the assumed traffic model is specified in a way that excludes negative vehicle velocities. At the instability threshold, (in a resting frame of reference) the corresponding characteristics moves at the speed
Since Q e (ρ) = ρV e (ρ) represents the "fundamental diagram", dQ e (ρ)/dρ describes the negative speed of kinematic waves in the congested regime [13] . This does not constitute any theoretical inconsistency. The negative speed is just a result of the fact that, whenever vehicles leave a congested area, the congestion front moves backward. Another example is the speed of sound in a gas with a densitydependent pressure P (ρ), which is given by the formula c ± = ∓ ∂P (ρ)/∂ρ, even though the gas molecules do not move on average. Hence, characteristics moving at a negative speed or at a speed greater than the average speed do not constitute a theoretical inconsistency, as the speed of the characteristics does not correspond to the speed of vehicles. 
A Derivation of Formula (19)
Remeber that a complex number
can be represented in two-dimensional space with coordinates ℜ = Re(z) = r cos(ϕ) and ℑ = Im(z) = r sin(ϕ), respectively, called the real part and the imaginary part. The absolute value is given as
where z = ℜ − iℑ = re −iϕ is the conjugate complex number. The angle ϕ is determined by
and the exponential functions is defined as for real numbers by the infinite series expansion
where l! = l · (l − 1) . . . 2 · 1. Therefore, the relationships for exponential functions apply also to the case of complex numbers, i.e. the product of two complex numbers z 1 = ℜ 1 + iℑ 1 = r 1 e iϕ1 and z 2 = ℜ 2 + iℑ 2 = r 2 e iϕ2 is given by
= r 1 e iϕ1 r 2 e iϕ2 = r 1 r 2 e i(ϕ1+ϕ2) = r 1 r 2 cos(ϕ 1 + ϕ 2 ) + ir 1 r 2 sin(ϕ 1 + ϕ 2 ) .
As the real and imaginary part are linearly independent of each other, this implies ℜ 1 ℜ 2 − ℑ 1 ℑ 2 = r 1 r 2 cos(ϕ 1 + ϕ 2 ) and ℜ 1 ℑ 2 + ℑ 1 ℜ 2 = r 1 r 2 sin(ϕ 1 + ϕ 2 ). The inverse of a complex number is given by
The imaginary unit i has the property i 2 = −1 and may, therefore, be written as i = √ −1 = e iπ/2 . The square of complex numbers z = re ±iϕ = r cos(ϕ) ± i sin(ϕ) ,
can, on the one hand, be written as z 2 = r 2 cos 2 (ϕ) ± 2i cos(ϕ) sin(ϕ) − sin 2 (ϕ) .
On the other hand, using the well-known law e x1 · e x2 = e x1+x2 for the exponential function, we find the alternative representation z 2 = r 2 e ±iϕ 2 = r 2 e ±i2ϕ = r 2 cos(2ϕ)±i sin(2ϕ)] .
Comparing the real parts and using the trigonometric relationship sin 2 (x) + cos 2 (x) = 1, we find cos(2ϕ) = 1−2 sin 2 (ϕ) = 1−2 1−cos 2 (ϕ) = 2 cos 2 (ϕ)−1 , 
and cos 2 (ϕ/2) = 1 2 1 + cos(ϕ) .
Therefore, the square root of a complex number is given by √ z = √ re ±iϕ/2 = √ r cos(ϕ/2) ± i sin(ϕ/2) = 1 2 r + r cos(ϕ) ± i 1 2 r − r cos(ϕ) .
Considering ℜ = r cos(ϕ), ℑ = r sin(ϕ), and ℜ 2 +ℑ 2 = r 2 , we end up with the desired equation 
