Abstract-In many detection and estimation problems associated with processing of second-order stationary random processes, the observation data are the sum of two zero-mean second-order stationary processes: the process of interest and the noise process. In particular, the main performance criterion is the signal-to-noise ratio (SNR). After linear filtering, the optimal SNR corresponds to the maximal value of a Rayleigh quotient which can be interpreted as the largest generalized eigenvalue of the covariance matrices associated with the signal and noise processes, which are block multilevel Toeplitz structured for -dimensional vector-valued second-order stationary -dimensional random processes x . In this paper, an extension of Szegö's theorem to the generalized eigenvalues of Hermitian block multilevel Toeplitz matrices is given, providing information about the asymptotic distribution of those generalized eigenvalues and in particular of the optimal SNR after linear filtering. A simple proof of this theorem, under the hypothesis of absolutely summable elements is given. The proof is based on the notion of multilevel asymptotic equivalence between block multilevel matrix sequences derived from the celebrated Gray approach. Finally, a short example in wideband space-time beamforming is given to illustrate this theorem.
I. INTRODUCTION
Multidimensional discrete random processes appear in many signal processing applications. In imaging problems, observation data are often modeled by 2-D discrete random processes. However, many examples can also be found where data are 3-D such as, for instance, hyperspectral imaging (x-spatial dimension 2 y-spatial dimension 2 wavelength; see, e.g., [1] ) or interferometric synthetic aperture radar (IF-SAR) imaging (x-spatial dimension 2 y-spatial dimension 2 elevation; see, e.g., [2] and [3] ) for which multidimensional processing is used (see, e.g., [4] - [6] ). Furthermore, in some applications, the data can be vector-valued (e.g., in array processing). In those applications, if the random process is second-order stationary, its covariance matrix will be structured. More specifically, consider a m-dimensional vector-valued second-order stationary p-dimensional random process x i ;i ;...;i 2 m and a block of n 1 2 n 2 2 111 2 n p samples. If the data are grouped into a vector by stacking the data of the different dimensions in alphabetical order, the vector's covariance matrix will have an m block p-level Toeplitz structure (e.g., see [7] in the scalar case). In many detection and estimation problems associated with processing of such p-dimensional random processes, the data are the sum of two zero-mean second-order stationary processes: the process of interest and the noise process. In this case, the main performance criterion is the signal-to-noise ratio (SNR), or the signal-to-interference-plus-noise ratio (SINR), in the presence of interference processes and background noise. After linear filtering, the optimal SNR corresponds to the maximal value of a Rayleigh quotient, which can be interpreted as the largest generalized eigenvalue of the covariance matrices associated with the signal and noise processes.
In this paper, we study the problem of the influence of the size of the samples vector along with the different dimensions, on the generalized eigenvalues of m block p-level Toeplitz matrices. More specifically, we assume that the number of samples along with the different dimensions n 1 ; n 2 ; . . . ; n p tend to infinity with p and m fixed and analyze the asymptotic generalized eigenvalue distribution of such matrices.
The problem of the asymptotic eigenvalue distribution of Toeplitz matrices was first analyzed by Grenander and Szegö, whose famous result asserts that the eigenvalues of a sequence of Hermitian Toeplitz matrices asymptotically behave like the samples of the Fourier transform of its entries [8] . However, this analysis has been performed by use of sophisticated mathematics under the general hypothesis that the Toeplitz matrix is generated by a measurable and bounded spectrum. Then, Gray has proposed a simpler proof of this result for banded Toeplitz matrices [9] (called finite-order Toeplitz matrices) and then for infinite-order Toeplitz matrices, under the assumption of absolutely summable elements, based on the asymptotic equivalence between two matrices [10] . Following this approach and under the same assumption, the Grenander and Szegö result has been later extended to the eigenvalues of block Toeplitz with Toeplitz block matrices where both the size and the number of blocks tend to infinity [11] , then to the eigenvalues of block Toeplitz where only the size of blocks tends to infinity in [12] . Let us note that extension of the celebrated Grenander and Szegö result has been also extensively studied in the mathematical literature under the general assumption that the involved Toeplitz, block Toeplitz, multilevel Toeplitz matrices are generated by integrable spectra (e.g., see [14] and [15] ) for the asymptotic eigenvalue and generalized eigenvalue distribution. However, the highly sophisticated mathematical tools employed in these papers are sometimes beyond the grasp of the engineering community. Consequently, the results obtained in these papers have not received appreciation they deserve in the signal processing literature. In the present work, we propose an extension of Szegö's theorem to the generalized eigenvalues of m block p-level Toeplitz matrices, under the hypothesis of absolutely summable elements, which relies on an extension of the notion of asymptotic equivalence between matrix sequences established by Gray in [9] . An example of application of this theorem to the wideband space-time beamforming has been given in [16] . This paper is organized as follows. In Section II, we give an interpretation of the generalized eigenvalues of Hermitian matrices from the point of view of SNR after linear filtering. Then, in Section III, the notation of m block p-level Toeplitz matrices and m block p-level circulant matrices are introduced and preliminary results about asymptotic equivalence between multilevel matrix sequences are given. Then, a generalized eigenvalue distribution theorem of m block p-level Toeplitz matrices which is our main result is proven in Section IV. Finally, a short example is given in Section V to illustrate this theorem. 
II. SNR AFTER LINEAR FILTERING
This ratio is closely related to the generalized eigenvalue problem. Indeed, by taking the complex gradient of (1) w.r.t. w and setting the result to zero, we obtain: R s w = r(w)R n w. This is the expression of a generalized eigenproblem. Therefore, the stationary points w and stationary values r(w) of the Rayleigh quotient (1) are, respectively, the generalized eigenvectors and eigenvalues of (R s ; R n ) denoted k (Rs; Rn) which are real-valued and positive. In particular, the maximum of this SNR is given by the maximum generalized eigenvalue of (Rs; Rn). Moreover, since generally Rn is positive definite, these generalized eigenvalues are given by the eigenvalues 1 of R 01 n Rs that are denoted by k (R s ;R n ) = k (R 01 n R s ).
III. NOTATIONS AND PRELIMINARY RESULTS
We first formalize the definition of the structured m block p-level Toeplitz and m block p-level circulant matrices and extend the asymptotic equivalence of matrix sequences to multilevel matrix sequences. Then, we give some preliminary lemmas necessary to prove our main result in Section IV.
Definition 1 (m Block p-LevelToeplitz Matrix):
Given a multi-index n p = (n 1 ;n 2 ; . ..;n p ), an m block p-level Toeplitz matrix A n ;m is defined recursively as follows. If p = 1 and m = 1, then it is a customary Toeplitz matrix of order n1. If p > 1 and m = 1, then A n ;1 can be partitioned into n 1 Now, we define multilevel asymptotic equivalence that extends the asymptotic equivalence introduced by Gray [9] for p = 1.
Definition 3 (Multilevel Asymptotic Equivalence):
Let fA n ;m g n and fB n ;m g n be sequences of mn 1 n 2 ...n p th square matrices where m is fixed. These matrices are said to be multilevel asymptotically equivalent 2 and noted A n ;m B n ;m if the following conditions hold: 1) A n ;m M < 1 and B n ;m M < 1 2) lim n ;n ;...;n !1 A n ;m 0 B n ;m = 0 where k:k is the spectral norm and j:j is a normalized Frobenius norm ... Then, we prove in the Appendix the following lemma about the asymptotic eigenvalue distribution of multilevel asymptotically equivalent matrices. 
where Un is defined as in (2) We are now ready to state the following lemma. 3 The p-level circulant matrix structure is easily shown by noticing that the sequence defined by (3) is (n ; n ; . . . ; n )-periodic. 4 Let us note that contrary to the original Toeplitz case, the matrices C (a) are no longer circulant, nor is 1 1 
IV. BLOCK MULTILEVEL TOEPLITZ MATRICES GENERALIZED EIGENVALUE DISTRIBUTION THEOREM
The aim of this section is to extend Szegö's theorem to the case of the generalized eigenvalues of Hermitian block multilevel Toeplitz matrices, under the assumption that the elements generating the matrices are absolutely summable. To prove this extension, three preliminary lemmas are necessary. More precisely, we first prove in Lemma 3 that the eigenvalues of Hermitian block multilevel Toeplitz matrices generated from absolutely summable sequences are bounded by the minimum and maximum eigenvalues of the matrix-valued multidimensional Fourier transforms of the sequences. Then, this lemma is used for the proof of the multilevel asymptotic equivalence between the inverse of a positive definite Hermitian block multilevel Toeplitz matrix and the inverse of its multilevel asymptotically equivalent block multilevel circulant matrix, given by Lemma 4. Furthermore, Lemma 5 shows that the product of the inverse of a positive definite Hermitian block multilevel Toeplitz matrix by a Hermitian block multilevel Toeplitz matrix is multilevel asymptotically equivalent to the product of the inverse of the Hermitian block multilevel circulant matrix by a Hermitian block multilevel circulant matrix, both derived from (3). Finally, using this multilevel asymptotic equivalence and Lemma 1, we straightforwardly obtain extended Theorem 1.
Lemma 3:
Let fa m ;m q ;q ;...;q g q ;q ;...;q be Hermitian, Proof: This lemma is proven in the first step of the proof of [11, Lemma 1] for Toeplitz block Toeplitz matrices, i.e., for p = 2, m = 1 and in [13] for Hermitian block Toeplitz matrices, i.e., for p = 1, and arbitrary m. The extension to arbitrary p and m is straightforward. , the associated block multilevel circulant matrices C n ;m (a) and C n ;m (b) issued from ( As shown in [9] and [10] , and combined with the fact that, for all n 1 ; n 2 ; . . . ; n p , the eigenvalues of (B n ;m ) 01 A n ;m lie in I ! , Theorem 1 leads to the following corollary.
Corollary 1: For any positive integer l, the smallest and the largest l generalized eigenvalues of (A n ;m ; B n ;m ) are convergent in n 1 ; n 2 ; . . . ; n p and where the eigenvalues are ranked in decreasing order.
V. ILLUSTRATION
An application of this corollary to the asymptotic optimal detection for wideband space-time beamforming has been given in [16] . In this case, the optimal space-time SINR is given by the maximal generalized eigenvalue of the signal and interference plus noise covariance matrices. Since both matrices are Hermitian block-Toeplitz structured, corollary 1 applies (with p = 1, n 1 corresponding to the number of taps and m corresponding to the number of sensors). Using this corollary, closed-form expressions for the asymptotic optimal SINR performance bound has been proven when the number of taps increase to 1, where the number of sensors is fixed.
In particular if Ss(f), Sj(f), 2 n , B, and (; f0 + f) denote, respectively, the power spectral densities of the signal of interest and of J interferences, the power of the spatially white background noise, the bandwidth of the signals around the center frequency f0 and the steering vectors associated with de direction of arrival and the frequency f 0 + f , the asymptotic SINR for the optimal space-time beamforming sampled at the Shannon rate is given by max f 2I fS s (f )
where Rn(f) 
VI. CONCLUSION
In this paper, we have given an extension of Szegö's theorem to the generalized eigenvalues of Hermitian block multilevel Toeplitz matrices that has been proven using Gray's machinery under the hypothesis of absolutely summable elements. Among the applications of this theorem, one of its corollary allows one in particular to derive asymptotic bounds of the SNR performance. A short example in wideband space-time beamforming has been given to illustrate this theorem. Cn ;m (a) = (B n ;m ) 01 A n ;m 0 (B n ;m ) 01 C n ;m (a) + (B n ;m ) 01 C n ;m (a) 0 C n ;m (b) 01 C n ;m (a) (B n ;m ) 01 A n ;m 0 C n ;m (a) + C n ;m (a) (B n ;m ) 01 0 C n ;m (b) 01 and using Lemma 3 and 4, Condition 2 of the multilevel asymptotic equivalence is satisfied.
Proof of Theorem 1: Using Lemma 5, (Bn ;m ) 01 An ;m is multilevel asymptotically equivalent to (C n ;m (b)) 01 C n ;m (a).
Then using Lemma 1, we have with E k ;...;k the sparse n 1 n 2 ::n p 2n 1 n 2 ::n p matrix whose elements are zero except the unit term at the alphabetical position (k1; . . . ; kp),
we straightforwardly obtain Consequently, the limit of the first term of (7) exists and [see the equation at the top of the page].
Hence, for any polynomial P , we have 
