In this paper, the Bayesian prediction intervals (BP I s) of future generalized order statistics are obtained under a mixture of two components of generalized exponential distributions in case of one and two-sample schemes. Based on a type-II censored sample from a real data set, the BP I s of the remaining observations are obtained.
INTRODUCTION
Gupta and Kundu [18] introduced the two-parameter generalized exponential distribution (GE) as an alternative to the gamma, Weibull and log-normal distributions and studied its different properties. Some of the recent references on GE distribution are Gupta and Kundu [19] [20] [21] [22] [23] [24] [25] , Raqab [42] , Raqab and Ahsanullah [43] , Raqab and Madi [44] , Jaheen [28] , Kundu and Gupta [35] , Kundu et al. [36] , Sarhan [45] , Zheng [48] , Singh et al. [46] , Kim and Song [33] , Chen and Lio [15] and Yarmohammadi [47] . It can be observed that that the generalized exponential distribution is a sub-model of the exponentiated Weibull distribution introduced by Mudholkar and Srivastava [38] and later studied by Mudholkar et al. [39] , Mudholkar and Hutson [37] and Kim and Song [34] .
Generalized order statistics (gos s) concept was introduced by Kamps [30] as a unified approach to several models of ordered random variables such as upper order statistics, upper record values, sequential order statistics, ordering via truncated distributions, censoring schemes, among others.
Kamps and Gather [31] , Keseling [32] , Cramer and Kamps [16] , Ahsanullah [7] , Habibullah and Ahsanullah [26] , Pawlas and Szynal [40] , Raqab [41] , Ahmad and Fawzy [5] , AL-Hussaini and Ahmad [9, 10] , AL-Hussaini [8] , Jaheen [27, 29] ], Ahmad [1] [2] [3] , Ateya and Ahmad [13] and Barakat et al. [14] among others, utilized the gos s in their works.
Several authors have predicted future order statistics and records from homogeneous and heterogeneous populations that can be represented by single-component distribution or finite mixtures of distributions, respectively. For more details, see AL-Hussaini and Ahmad [10] , Ali Mousa [11] and AL-Hussaini [8] . Recently, a few of authors utilized the gos s in Bayesian inference. Such authors are AL-Hussaini and Ahmad [10] , Jaheen [27, 29] and Ateya and Ahmad [13] . A random variable T is said to have a finite mixture of GE with parameters θ j = (τ j , α j ) , j = 1, 2, ..., k, if its probability density function (pdf ) is given by f Θ (t) = k j=1 p j f j (t; θ j ), (1.1) where θ = (p 1 , p 2 , ..., p , θ 1 , θ 2 , ..., θ k ),
For a value t i of the random variable T , let
So, the probability density function (pdf ) , reliability function (rf ) and hazard rate function (hrf ) of the component j can be written in the forms
The pdf (1.1) and the corresponding rf and hrf , at a value t i , can be written as
In case of the mixture of two components, p 1 ≡ p and p 2 ≡ 1 − p. Ateya [12] proved that any finite mixture of GE distributions is identifiable.
BAYESIAN PREDICTION INTERVALS OF FUTURE GOS'S IN CASE
OF ONE-SAMPLE SCHEME 
and the conditional pdf of the a th future gos, t * a , a = 1, 2, ..., n − r, given the past observations t, is in the form(see Ateya and Ahmad [13] )
and γ r = k + (m + 1)(n − r). Substitution of (1.7), (1.8) and (1.9) in (2.1) we get the the likelihood function and the conditional pdf in the forms
To derive the predictive density function, we must construct the posterior density function which needs to construct the prior density function as follows
is Gamma (c 7 , c 8 ) with respective densities
From equations (2.6) to (2.10) in equation (2.5), we can write the prior density function of the parameters (p, τ 1 , τ 2 , α 1 , α 2 ) as follows 
, m = −1
From (2.4) and (2.12), the predictive pdf of the a th future gos, t * a , given the past observations t is in the form
where
and
To obtain (1 − τ )×100% BP I for t * a , say (L, U ), we solve the following two nonlinear equations, numerically,
Eqs. (2.15) and (2.16) can be solved by using Newton-Raphson iteration form as follows
17)
where the initial values L 0 , U 0 can be taken equal to t r . The integrals in (2.17) and (2.18) can be obtained using the routine QDAGI in IM SL library.
Bayesian Prediction Intervals of Future Order Statistics
In this case the predictive pdf of the future ordered observation t * a given the past observations t can be written from (2.14), when m = 0, k = 1, s = 1, for t * a > t r , as
dθ By choosing
the function f * 1 (t * a | t) will be a pdf . Using the iteration forms (2.17) and (2.18) and the routine QDAGI in IM SL library to compute the integrals we obtain the prediction bounds of t * a .
Bayesian Prediction Intervals of Future Record
In this case the predictive pdf of the future upper record observation t * a given the past observations t can be written from (2.14) when m = −1, k = 1, s = 1 in the form
the function f * 2 (t * a | t) will be a pdf . Using the iteration forms (2.17) and (2.18) and the routine QDAGI in IM SL library to compute the integrals, we get the prediction bounds of t * a . 
BAYESIAN PREDICTION INTERVALS OF FUTURE GOS'S IN CASE OF TWO-SAMPLE SCHEME
where ω
and γ * i = K + (M + 1)(N − i). Substitution of (1.7), (1.8) and (1.9) in (3.1) we get
From the posterior pdf (2.12) and the pdf (3.2), the predictive density function of Y b can be written in the form
To obtain (1 − τ )×100% BP I for Y b , say (L, U ), we solve the following two nonlinear equations, numerically,
Eqs. (3.5) and (3.6) can be solved by using Newton-Raphson iteration form as follows
Bayesian Prediction Intervals of Future Order Statistics
In this case the predictive pdf of the future ordered observation y b given the past observation t can be written from (3.4), when
By choosing
the function g * 1 (y b | t) will be a pdf . Using the iteration forms (3.7) and (3.8) and the routine QDAGI in IM SL library to compute the integrals we obtain the prediction bounds of the b th future ordered observation.
Bayesian Prediction Intervals of Future Record
In this case the predictive pdf of the future record observation y b given the past observations t can be written from (3.4) when
the function g * 2 (y b | t) will be a pdf . Using the iteration forms (3.7) and (3.8) and the routine QDAGI in IM SL library to compute the integrals, we get the prediction bounds of the b th future record observation.
RESULTS

Simulated Results
In the prediction problem, a 95% one-sample BP I of the future (ordered and upper record) observations, t * a , a = 1, 2, 3, is obtained. Also, a 95% two-sample BP I for the future (ordered and upper record) observation, y b , b = 1, 2, 3, is obtained as follows: In our study, In one and two-sample schemes, observe the following:
1. For fixed sample size n and a certain t * a , the length of the BP I and its Percentage coverage decrease, by increasing r, 2. For fixed sample size n and r, and for a certain t * a , the length of the BP I and its Percentage coverage increase, by increasing a,
Data Analysis
In this subsection, We provide a data analysis to see how the mixture of GE(α, τ ) model works in practice. The data analyzed here represent ordered lifetimes of 20 electronic components, which from a mixture of two Weibull(α, β) distributions. This data is from Ahmad and Ali [6] and its elements are shown as follows 0.03, 012, 0. 22, 0.35, 0.73, 0.79, 1.25, 1.41, 1.52, 1.79,1.8, 1.94, 2.38, 2.4, 2.87, 2.99, 3.14, 3 .17, 4.72 and 5.09.
In addition to the mixture of two GE(τ, α) distributions, the mixture of two Weibull(α, β) distributions is used.
The following table shows the MLE s of the unknown parameters and the corresponding Kolmogorov-Smirnov (K − S) test statistic for each mixture model. 
CONCLUSIONS
In this paper, the Bayesian prediction problem of future generalized order statistics is studied under a mixture of two components of generalized exponential distributions. A simulation study is carried out to study the behavior of the length and the percentage coverage of the BP I s under various n and r.
A real data set from a mixture of two Weibull(α, β) distributions is introduced and analyzed using a mixture of two generalized exponential GE(τ, α) distributions. A comparison is carried out between the mentioned mixtures based on the corresponding Kolmogorov-Smirnov (K − S) test statistic to emphasize that the GE(τ, α) mixture model fits the data better than the other mixture model. Based on a type-II censored sample from the real data, the BP I s of the remaining observations are obtained.
