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ABSTRAK 
Klasifikasi penjurusan siswa adalah proses pengelompokkan siswa sesuai dengan kemampuan (nilai), 
bakat dan minat yang relatif sama sehingga pelajaran yang akan diberikan kepada siswa akan lebih 
fokus dan terarah. Proses klasifikasi data siswa dapat digali polanya dalam bidang ilmu data mining, 
yaitu proses mendapatkan hubungan atau pola dari suatu data yang besar sehingga memberikan 
indikasi yang bermanfaat. SMA Negeri 1 Pontianak merupakan salah satu lembaga pendidikan yang 
mulai memperkenalkan penjurusan dan membaginya dalam dua pilihan jurusan, yaitu “IPA” dan 
“IPS”. Kurikulum yang digunakan SMA Negeri 1 Pontianak saat ini ialah Kurikulum 2013,  yang 
mengatur proses penyortiran penjurusan siswa kelas X (sepuluh) berdasarkan nilai rata-rata rapor 
SMP, nilai Ujian Nasional SMP, dan nilai tes MTK, IPA, dan IPS. Salah satu metode yang dapat 
digunakan untuk menyelesaikan masalah klasifikasi data mining ialah metode Algoritma C4.5. 
Algoritma C4.5 digunakan untuk membentuk pohon keputusan yang membagi kumpulan data yang 
besar menjadi himpunan-himpunan record yang lebih kecil dengan menerapkan serangkaian aturan 
keputusan untuk mengklasifikasikan data. Pada penelitian ini, penjurusan siswa diklasifikasi 
berdasarkan nilai tes akademik MTK, IPA, dan IPS, nilai rata-rata rapor SMP untuk mata pelajaran 
MTK, IPA, dan IPS, nilai Ujian Nasional SMP untuk mata pelajaran MTK dan IPA, dan minat siswa. 
Berdasarkan hasil penelitian, didapatkan hasil klasifikasi penjurusan siswa yang sudah diuji sesuai 
dengan tingkat akurasi sebesar 89.74%. 
Kata Kunci: Data Mining, Algoritma C4.5, Pohon Keputusan, Klasifikasi, Penjurusan Siswa 
 
1. PENDAHULUAN 
1.1 Latar Belakang 
Penjurusan adalah proses penempatan 
atau penyaluran dalam pemilihan program 
pengajaran kepada siswa. Sekolah Menengah 
Atas (SMA) merupakan salah satu lembaga 
pendidikan yang mulai memperkenalkan 
jurusan dan membaginya dalam beberapa 
pilihan jurusan. Penjurusan sangat penting 
untuk mengelompokkan siswa sesuai dengan 
kemampuan (nilai), bakat dan minat yang 
relatif sama agar selanjutnya, pelajaran yang 
diberikan kepada siswa lebih fokus dan 
terarah.  Dalam sistem penjurusan ini, siswa 
diberi kesempatan memilih jurusan, baik itu 
jurusan “IPA” atau “IPS”, sebelum nantinya di 
klasifikasi keputusan jurusannya menurut nilai 
dan minat masing-masing siswa, sehingga 
nanti pilihan siswa dan hasil akhir keputusan 
jurusan siswa dapat berbeda karena 
menyesuaikan kemampuan (nilai) siswa 
tersebut. 
SMA Negeri 1 Pontianak merupakan salah 
satu sekolah unggulan yang menerapkan 
proses penjurusan bagi siswanya, untuk dibagi 
menjadi 2 jurusan, yaitu “IPA” dan “IPS”. 
Kurikulum yang digunakan SMA Negeri 1 
Pontianak saat ini ialah Kurikulum 2013, yang 
mengatur proses penjurusan dengan 
menggunakan nilai rapor dan nilai UN SMP, 
serta nilai test penjurusan. Penjurusan mulai 
dilakukan pada saat murid duduk di bangku 
kelas X (sepuluh). Tes penjurusan diikuti oleh 
seluruh siswa kelas X yang kemudian akan 
disortir bersama dengan nilai rapor dan nilai 
UN SMP masing-masing siswa.  
Dalam proses penjurusan, siswa diberi 
kesempatan memilih jurusan, baik itu jurusan 
IPA atau IPS, sebelum nantinya di klasifikasi 
keputusan jurusannya menurut nilai dan minat 
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masing-masing siswa, sehingga nanti pilihan 
siswa dan hasil akhir keputusan jurusan siswa 
dapat berbeda karena menyesuaikan 
kemampuan (nilai) siswa tersebut. 
Penelitian sebelumnya yang berkaitan 
dengan data mining penjurusan siswa telah 
dilakukan oleh Obbie Kristianto, yaitu 
penjurusan siswa SMAN 6 Semarang dengan 
penerapan algoritma ID3. Aplikasi dibuat 
dengan bahasa pemograman java dan berhasil 
menentukan penjurusan siswa sesuai dengan 
kebutuhan [1]. Penelitian lainnya dilakukan 
juga oleh Eka Budi Rahayu, dengan judul 
penelitian “Algoritma C4.5 Untuk Penjurusan 
Siswa SMA Negeri 3 Pati” dimana pada 
penelitian tersebut menggunakan perangkat 
lunak RapidMiner sebagai alat untuk 
permodelan menhasilkan rule/aturan yang 
akan digunakan untuk klasifikasi penjurusan. 
Aplikasi klasifikasi penjurusan siswa yang 
dibuat dapat mengklasifikasikan siswa untuk 
penjurusan ke kelas IPA dan IPS [2]. 
Berdasarkan pemaparan singkat tersebut, 
maka penelitian selanjutnya akan dibuat suatu 
aplikasi yang dirancang untuk dapat 
mengklasifikasikan penjurusan siswa dengan 
studi kasus SMA Negeri 1 Pontianak. Aplikasi 
penjurusan akan dibuat dengan algoritma C4.5 
yang akan di proses secara otomatis di dalam 
aplikasi tanpa menggunakan perangkat lunak 
machine learning tertentu untuk membuat 
permodelan dan rule/aturan klasifikasi. 
1.2 Tujuan Penelitian 
Tujuan penelitian ini adalah merancang 
dan mengaplikasikan algoritma C4.5 dalam 
mengolah data siswa SMA untuk 
diklasifikasikan menjadi penjurusan siswa dan 
dapat mengetahui tingkat akurasi hasil 
klasifikasi penjurusan siswa. 
1.3 Manfaat Penelitian  
Manfaat dari penelitian ini adalah aplikasi 
dapat digunakan untuk memudahkan proses 
klasifikasi penjurusan siswa bagi lembaga 
pendidikan yang membutuhkan khususnya 
sekolah menengah atas. 
 
2. LANDASAN TEORI 
2.1. Data Mining 
Data Mining adalah suatu istilah yang 
digunakan untuk menguraikan penemuan 
pengetahuan di dalam database. Data mining 
adalah proses yang menggunakan teknik 
statistik, matematika, kecerdasan buatan, dan 
machine learning untuk mengekstraksi dan 
mengidentifikasi informasi yang bermanfaat 
dan pengetahuan yang terakit dari berbagai 
database besar [3]. 
Hal penting yang terkait dengan data 
mining adalah: 
1. Data mining merupakan suatu proses 
otomatis terhadap data yang sudah ada. 
2. Data yang akan diproses berupa data yang 
sangat besar. 
3. Tujuan data mining adalah mendapatkan 
hubungan atau pola yang mungkin 
memberikan indikasi yang bermanfaat 
Salah satu teknik data mining ialah 
klasifikasi. Klasifikasi adalah proses untuk 
menemukan model atau fungsi yang 
menjelaskan atau membedakan konsep atau 
kelas data, dengan tujuan untuk dapat 
memperkirakan kelas dari suatu objek yang 
labelnya tidak diketahui. Model itu sendiri 
bisa berupa aturan “jika-maka”, berupa 
pohon keputusan, formula matematis atau 
neural network. 
Proses klasifikasi biasanya dibagi 
menjadi dua fase : learning dan test. Pada 
fase learning, sebagian data yang telah 
diketahui kelas datanya diumpankan untuk 
membentuk model perkiraan. Kemudian 
pada fase test model yang sudah terbentuk 
diuji dengan sebagian data lainnya untuk 
mengetahui akurasi dari model tersebut. 
Bila akurasinya mencukupi model ini dapat 
dipakai untuk prediksi kelas data yang 
belum diketahui. 
2.2. Algoritma C4.5 
Algoritma C4.5 merupakan salah satu 
algoritma yang digunakan untuk membentuk 
pohon keputusan. Metode pohon keputusan 
mengubah fakta yang sangat besar menjadi 
pohon keputusan yang merepresentasikan 
aturan. Aturan dapat dengan mudah dipahami 
dengan bahasa alami. Dan mereka juga dapat 
diekspresikan dalam bentuk bahasa basis data 
seperti Structured Query Language untuk 
mencari record pada kategori tertentu. 
Algoritma Pohon Keputusan C4.5 atau 
Classification version 4.5 adalah 
pengembangan dari algoritma ID3. Oleh 
karena pengembangan tersebut, algoritma 
C4.5 mempunyai prinsip dasar kerja yang 
sama dengan algoritma ID3. 
Secara umum, proses algoritma C4.5 
untuk membangun pohon keputusan adalah 
sebagai berikut. 
1. Pilih atribut sebagai akar 
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2. Buat cabang untuk tiap-tiap nilai 
3. Bagi kasus dalam cabang 
4. Ulangi proses untuk setiap cabang sampai 
semua kasus pada cabang memiliki kelas 
yang sama [4]. 
Secara khusus, algoritma C4.5 Decision 
Tree menggunakan kriteria split yang telah 
dimodifikasi yang dinamakan Gain Ratio 
dalam proses pemilihan split atribut. Split 
atribut merupakan proses utama dalam 
pembentukan pohon keputusan (Decision 
Tree) di C4.5 [5].  
Tahapan dari algoritma C4.5 adalah 
sebagai berikut. 
a. Menghitung nilai Entropy,  
b. Menghitung nilai Gain Ratio untuk 
masing-masing atribut,  
c. Atribut yang memiliki Gain Ratio 
tertinggi dipilih menjadi akar (root) dan 
atribut yang memiliki nilai Gain Ratio 
lebih rendah dari akar (root) dipilih 
menjadi cabang (branches),  
d. Menghitung lagi nilai Gain Ratio tiap-tiap 
atribut dengan tidak mengikutsertakan 
atribut yang terpilih menjadi akar (root) di 
tahap sebelumnya,  
e. Atribut yang memiliki Gain Ratio 
tertinggi dipilih menjadi cabang 
(branches),  
f. Mengulangi langkah ke-4 dan ke-5 sampai 
dengan dihasilkan nilai Gain = 0 untuk 
semua atribut yang tersisa.  
Untuk menghitung nilai Entropy dapat 
dihitung dengan persamaan : 
       ( )  ∑         
 
       (1) 
dimana: 
S = himpunan kasus 
A  = fitur  
n = jumlah partisi S 
   = proporsi dari    terhadap S 
 
Sementara itu nilai information gain 
(Gain) dapat dihitung menggunakan 
persamaan : 
    (   )         ( )  ∑
    
   
        (  )      (2) 
dimana: 
S = himpunan kasus 
A  = atribut 
n = jumlah partisi atribut A 
|  | = jumlah kasus pada partisi ke-i 
|S| = jumlah kasus dalam S 
 
Selanjutnya nilai Split Info dapat dihitung 
dengan persamaan : 
         (   )    ∑
  
 
    
 
   
  
 
  (3) 
dimana: 
S  = himpunan kasus 
A  = atribut. 
Si  = jumlah sampel untuk atribut i 
 
Maka nilai Gain Ratio yang menentukan 
sebuah atribut dapat dijadikan akar maupun 
cabang suatu pohon keputusan dapat dihitung 
dengan persamaan: 
         (   )   
    (  )
         (  )
  (4) 
dimana: 
S   = himpunan kasus 
A   = atribut. 
Gain(S,A)  = info gain pada atribut A 
SplitInfo(S,A)  = split info pada atribut A 
2.3. Pohon Keputusan 
Pohon Keputusan (Decision Tree) 
merupakan algoritma pengklasifikasian yang 
sering digunakan dan mempunyai struktur 
yang sederhana dan mudah untuk 
diinterpretasikan [6]. 
Pohon yang terbentuk menyerupai pohon 
terbalik, dimana akar (root) berada di bagian 
paling atas dan daun (leaf) berada di bagian 
paling bawah. Pohon keputusan merupakan 
model klasifikasi yang berbentuk seperti 
pohon, dimana pohon keputusan mudah untuk 
dimengerti meskipun oleh pengguna yang 
belum ahli sekalipun dan lebih efisien dalam 
menginduksi data. Pohon keputusan baik 
digunakan untuk klasifikasi atau prediksi [7]. 
Tampilan graph pohon keputusan dapat dilihat 
pada Gambar 1. 
 
 
 
Gambar 1. Konsep Dasar Graph Pohon 
Keputusan 
 
Proses pada pohon keputusan adalah 
mengubah bentuk  data (tabel) menjadi pohon, 
mengubah model pohon menjadi rule, dan 
menyederhanakan rule [8].  
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Konsep pohon keputusan secara garis 
besar dapat dilihat pada Gambar 2. 
 
 
 
Gambar 2. Konsep Pohon Keputusan 
 
Manfaat utama dari penggunaan pohon 
keputusan adalah kemampuannya untuk 
membuat proses pengambilan keputusan yang 
kompleks menjadi lebih simpel sehingga 
pengambil keputusan akan lebih 
menginterpretasikan solusi dari permasalahan. 
2.4. Confusion Matrix 
Untuk permasalahan dalam klasifikasi, 
pengukuran yang biasa digunakan adalah 
precision, recall dan accuracy. Nilai tersebut 
dapat dihitung dengan confusion matrix. 
Confusion Matrix ialah sebuah tabel yang 
terdiri atas banyaknya baris data uji yang 
diprediksi benar (positive) dan tidak benar 
(negative) oleh model klasifikasi [9]. Tabel 
confusion matrix dapat dilihat pada Tabel 1. 
 
Tabel 1. Confusion Matrix 
 
Classified 
Negative 
Classified 
Positive 
Actual 
Negative 
a b 
Actual 
Positive 
c d 
 
Isian “a” berisi jumlah data negatif 
hasil awal yang sama dengan hasil negatif 
klasifikasinya. Isian “b” berisi jumlah data 
negatif hasil awal yang berubah menjadi hasil 
positif di hasil klasifikasinya. Isian “c” berisi 
jumlah data positif hasil awal yang berubah 
menjadi hasil negatif klasifikasinya. Isian “d” 
berisi jumlah data positif hasil awal yang sama 
menjadi hasil positif di hasil klasifikasinya. 
Total jumlah isian “b” dan “c” merupakan 
selisih jumlah perbedaan hasil yang dihasilkan 
setelah proses klasifikasi. Dari hasil selisih 
tersebut bisa dihitung nilai akurasinya. 
1. Precision 
Precision adalah bagian data yang di ambil 
sesuai dengan informasi yang dibutuhkan. 
Rumus Precision adalah : 
  (
 
   
)          (5) 
 
2. R e c a l l  
Recall adalah pengambilan data yang 
berhasil dilakukan terhadap bagian data 
yang relevan dengan query. Rumus Recall 
adalah : 
   (
 
   
)         (6) 
3. A cc ur acy  
Accuracy adalah persentase dari total data 
ujicoba yang benar diidentifikasi. Rumus 
Accuracy adalah : 
  (
   
            
)         (7) 
 
 
3. METODOLOGI PENELITIAN 
Penelitian ini menggunakan metodelogi 
penelitian yang mencakup studi pustaka, 
kemudian dilakukan observasi dan 
pengumpulan data, selanjutnya analisa 
kebutuhan, kemudian dilakukan perancangan, 
dan terakhir dilakukan pengujian sistem.  
 
4. PERANCANGAN DAN 
IMPLEMENTASI 
4.1.  Data Penelitian 
Data penelitian yang digunakan adalah 
data siswa kelas X SMA Negeri 1 Pontianak 
Tahun Ajaran 2015/2016. Data didapatkan 
dari Wakil Kepala Sekolah (WaKa) 
Kurikulum SMA Negeri 1 Pontianak. Data 
didapat kemudian dilakukan proses analisis 
data sehingga didapatkanlah data yang berupa 
tabel data kasus yang siap untuk dilakukan 
data mining. Selanjutnya data yang bersifat 
numerik ditransformasikan menjadi 
kategorikal dengan range klasifikasi nilai pada 
Tabel2. 
 
Tabel 2. Klasifikasi Nilai 
Nilai Klasifikasi Nilai 
86 - 100 A 
71 - 85 B 
56 - 70 C 
41 - 55 D 
≤ 40 E 
 
Data berjumlah 392 data. Data kemudian 
akan dibagi menjadi 2 kelompok, yaitu data 
testing dan data training.. Data training 
berfungsi untuk proses permodelan atau 
pembelajaran terhadap metode pohon 
keputusan algoritma C4.5, sedangkan data 
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testing digunakan untuk menguji permodelan 
yang sudah terbentuk. 
4.2. Variabel Penelitian 
Variabel penelitian yang akan digunakan 
sebagai atribut data untuk proses data mining 
klasifikasi ialah nilai tes MTK, nilai tes IPA, 
nilai tes IPS, nilai rata-rata rapor MTK,  nilai 
rata-rata rapor IPA, nilai rata-rata rapor IPS, 
nilai UN MTK, nilai UN IPA, minat siswa, 
dan kelas keputusan. Kelas keputusan ialah 
variabel target penelitian yang berisi 2 nilai 
kelas, yaitu “IPA” dan “IPS”. 
4.3. Diagram Alir Perangkat Lunak 
Metode yang diusulkan untuk aplikasi 
penjurusan siswa ialah metode klasifikasi data 
menggunakan algoritma C4.5 pohon 
keputusan. Adapun diagram alir dari aplikasi 
ditunjukkan seperti pada Gambar 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 3. Diagram Alir Perangkat Lunak 
 
Berikut ini penjelasan dari diagram alir 
pada Gambar 3: 
1. Proses dimulai. 
2. Input data siswa yang akan diproses. 
3. Pre-processing data dilakukan dengan 
mentransformasikan data atribut yang 
bersifat numerik ke kategorikal, serta 
membagi data yang akan diolah menjadi 2 
kelompok yaitu, data training dan data 
testing. 
4. Data training dilakukan sebagai 
permodelan pembelajaran data mining 
untuk mendapatkan pohon keputusan dan 
aturan atau rule terbentuk. 
5. Aturan berhasil terbentuk dari proses 
permodelan data training yang sempurna. 
6. Data testing dilakukan yaitu dengan 
menguji proses penjurusan siswa dengan 
aturan yang terbentuk oleh data testing. 
7. Klasifikasi IPA dan IPS merupakan hasil 
yang diharapkan. Jika proses tidak 
berhasil, maka diulangi kembali proses  
Data Training. Jika berhasil, maka proses 
selesai. 
8. Proses selesai. 
4.4 Entity Relationship Diagram (ERD) 
Struktur logika dari basis data dapat 
digambarkan dalam sebuah grafik dengan 
menggunakan Entity Relationship Diagram 
(ERD). ERD merupakan hubungan antara 
entitas yang digunakan dalam sistem untuk 
menggambarkan hubungan antara entitas atau 
struktur data dan relasi antar file.  
Pada perancangan aplikasi dibutuhkan 
hubungan antara entitas Data Mining, Data 
Siswa, dan Pohon Keputusan. Hubungan yang 
diperlukan ialah proses Data Mining akan 
memerlukan Data Siswa yang selanjutnya 
akan menghasilkan Pohon Keputusan. Pada 
entitas Pohon Keputusan terdapat key atribut 
untuk proses klasifikasi yaitu atribut rule. 
Rancangan ERD aplikasi dapat dilihat pada 
Gambar 4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 4. Entity Relationship Diagram 
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4.5 Data Flow Diagram 
Pengembangan sistem menggunakan 
Data Flow Diagram (DFD) sebagai media 
untuk menjelaskan semua alur data beserta 
proses-proses yang terdapat di dalam sistem. 
a. Diagram Konteks 
Diagram Konteks adalah tingkatan 
tertinggi dalam diagram aliran data dan hanya 
memuat satu proses, menunjukkan sistem 
secara keseluruhan. Diagram konteks aplikasi 
dapat dilihat pada Gambar 5. 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 5. Diagram Konteks 
 
Aliran data bersumber dari masukan oleh 
user ke dalam sistem yaitu, atribut dan nilai 
atribut. Atribut yang diperlukan berupa nama, 
kelas, nilai tes MTK, nilai tes IPA, nilai tes 
IPS, nilai rata-rata rapor MTK, nilai rata-rata 
rapor IPA, nilai rata-rata rapor IPS, nilai UN 
MTK, nilai UN IPA, minat siswa, dan hasil 
keputusan. Kemudian masuk ke proses sistem 
dan menghasilkan keluaran penjurusan siswa. 
 
b. DFD Level 1 
Proses diagram konteks atau DFD level 0 
akan dipecah lagi ke dalam DFD level 1, 
terlihat pada Gambar 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 6. DFD Level 1 
Aliran data bersumber dari masukan 
atribut dan nilai atribut yang diperlukan ke 
dalam proses 1.0 untuk kemudian dilakukan 
training data dan menghasilkan keluaran 
berupa info data kasus, info pohon keputusan, 
info pembentukan aturan. Masukan atribut dan 
nilai atribut yang sama juga diperlukan untuk 
proses 2.0, untuk kemudian dilakukan proses 
testing data yang menggunakan aturan yang 
sudah terbentuk dari pohon keputusan. Hasil 
keluarannya ialah info pengujian data. 
 
c. DFD Level 2 
Proses DFD level 1 dipecah lagi dan 
dibagi dua untuk proses Training dan Testing. 
Untuk DFD Level 2 Proses Training dapat 
dilihat pada Gambar 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 7. DFD Level 2 Proses Training 
 
Proses 1.1 merupakan proses pengaturan 
data kasus yang akan di proses data mining 
untuk dicari pola klasifikasinya sesuai 
algoritma C4.5. Proses 1.2 menunjukkan 
proses pembentukan pohon keputusan yang 
nantinya akan menjadi hasil keluaran akhir 
proses berupa pohon keputusan dan 
aturan/rule. Selanjutnya untuk DFD Level 2 
Proses Testing dapat dilihat pada Gambar 8. 
 
 
 
 
 
 
 
 
 
 
 
 
Gambar 8. DFD Level 2 Proses Testing 
Pohon keputusan 
 
2.1       
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Selanjutnya pada Gambar 8, dijelaskan 
aliran proses 2.1 yaitu pengujian data testing. 
Masukkannya ialah atribut dan nilai atribut 
data dan aturan pohon keputusan yang akan 
menghasilkan info pengujian data berupa hasil 
proses klasifikasi penjurusan. 
 
4.4 Perancangan Antarmuka 
Perancangan antarmuka bertujuan untuk 
memudahkan dalam merancang tampilan 
aplikasi yang akan dibuat untuk menentukan 
tahap pembuatan aplikasi seperti misalnya tata 
letak menu, tombol, tampilan warna, dan 
form-form yang dibutuhkan tampak lebih baik 
dan terstruktur sesuai dengan kebutuhan 
pengguna dalam menggunakan sistem aplikasi. 
Struktur menu yang dirancang untuk aplikasi 
penjurusan dapat dilihat pada Gambar 9. 
 
 
 
 
 
 
 
 
 
Gambar 9. Struktur Menu 
 
5. PENGUJIAN DAN PEMBAHASAN 
5.1 Pengujian Aplikasi 
Pengujian aplikasi bertujuan untuk 
mengetahui berfungsinya aplikasi yang sudah 
dibuat sesuai dengan yang diharapkan. 
Pengujian aplikasi dilakukan pada Web 
Browser. Pengujian dilakukan untuk setiap 
menu utama pada aplikasi. Tampilan utama 
aplikasi dapat dilihat pada Gambar 10. 
 
 
 
Gambar 10. Tampilan Utama Aplikasi 
a. Menu Data Siswa 
Menu data siswa adalah menu untuk 
memasukkan dan mengatur data siswa yang 
siap untuk diklasifikasi penjurusan. Data siswa 
yang digunakan adalah data siswa SMA 
Negeri 1 Pontianak kelas X Tahun 2015/2016. 
Setelah data dimasukkan, maka data siswa 
dapat ditampilkan, seperti pada Gambar 11. 
 
 
Gambar 11. Tampilan Data Siswa 
 
Selanjutnya semua data yang sudah 
dimasukkan dibagi menjadi 2 kelompok data, 
yaitu data training dan data testing. Pembagian 
data dilakukan dengan perbandingan 90:10. 
Pembagian data dilakukan di sub menu Partisi 
Data seperti pada Gambar 12. 
 
 
Gambar 12. Tampilan Partisi Data 
 
b. Menu Mining C4.5 
Menu mining C4.5 adalah salah satu 
proses utama dari aplikasi penjurusan ini. Pada 
menu ini dilakukan proses mining seluruh data 
training sesuai dengan metode pohon 
keputusan algoritma C4.5.  
Proses perhitungan dilakukan secara 
otomatis di aplikasi. Perhitungan mencakup 
nilai entropy setiap atribut, information gain, 
split info, dan gain ratio. 
Tampilan tabel hasil perhitungan pada 
proses mining untuk menentukan akar/root 
pohon keputusan dapat dilihat pada Gambar 
13. 
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Gambar 13. Tampilan Perhitungan Node Akar 
 
Dari proses perhitungan penentuan akar 
pohon keputusan, kemudian dilakukan 
kembali proses perhitungan secara terus-
menerus untuk menentukan cabang-cabang 
pohon keputusan. Proses data mining akan 
selesai jika semua atribut sudah masuk ke 
kelas atau variabel targetnya masing-masing. 
Proses akan berlangsung cukup lama sesuai 
dengan banyaknya data yang diolah. 
Pemberitahuan “Proses Mining Selesai’ akan 
muncul pada akhir proses mining, menandakan 
proses mining berjalan sempurna.  
Setelah proses data mining selesai maka 
akan terbentuk pohon keputusan dan 
serangkaian aturan/rule yang akan digunakan 
untuk proses data testing. Aturan yang 
dihasilkan berjumlah 162 aturan.  
Aturan yang ditampilkan berupa aturan 
“IF” dan “THEN”. Pada aturan juga terdapat 
id rule yaitu nomor urutan pembentukan 
cabang pohon keputusan. Aturan yang didapat 
berjumlah cukup banyak dikarenakan data 
yang diolah cukup banyak dan untuk 1 data 
terdapat atribut dan nilai atribut yang banyak 
pula.  
Berikut ditampilkan 3 aturan atau rule 
dari total 162 aturan klasifikasi penjurusan 
yang dapat dilihat pada Gambar 13. 
 
 
Gambar 13. Tampilan 3 Aturan 
 
c. Menu Kinerja 
Menu kinerja adalah menu untuk menguji 
aturan atau rule yang sudah terbentuk dari 
permodelan data training menggunakan 
metode pohon keputusan algoritma C4.5. Data 
testing yang digunakan sebanyak 39 data dari 
keseluruhan data siswa yang digunakan untuk 
proses pengujian aplikasi. Pengujian data 
testing dapat berjalan dengan baik ditandai 
dengan semua data dapat diklasifikasikan ke 
kelas “IPA” maupun “IPS”. 
Dari 39 data siswa didapatkan siswa yang 
diklasifikasikan ke kelas IPA berjumlah 29 
siswa dan siswa yang diklasifikasikan ke kelas 
IPS berjumlah 10 siswa. Pada masing-masing 
data siswa juga dicantumkan nomor id rule. 
Rule inilah yang berperan untuk 
mengklasifikasikan data ke kelasnya sesuai 
dengan algoritma C4.5 pada proses data 
testing. Hasil pengujian data testing 
ditampilkan pada Gambar 14. 
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Gambar 14. Tampilan Pengujian Data Testing 
 
d. Menu Penentu Keputusan 
Menu penentu keputusan digunakan 
untuk menguji cobakan1 data tunggal akan 
diklasifikasikan ke salah satu kelas penjurusan 
IPA atau IPS.Data siswa dimasukkan sesuai 
dengan variabel atribut yang diminta ke dalam 
form input data, kemudian data tersebut akan 
mendapat hasil klasifikasi penjurusannya. 
Telah dilakukan 3 pengujian data pada 
menu penentu keputusan. Hasilnya dapat 
dilihat pada Gambar 15. 
 
 
Gambar 15. Hasil Pengujian Penentu 
Keputusan 
 
Data yang sudah dimasukkan dapat 
diklasifikasi dengan baik. Pada pengujian data 
pertama hasil yang dihasilkan ialah “IPS” 
dengan id rule: 84. Pada pengujian kedua, 
hasil yang didapatkan ialah “IPS”, dengan id 
rule: 159. Pada pengujian ketiga, hasil yang 
didapatkan ialah “IPA”, dengan id rule: 2. 
 
5.2 Evaluasi Hasil 
Dari hasil pengujian aplikasi, semua 
dataset berhasil diklasifikasikan ke kelas 
keputusan “IPA” dan “IPS”. Didapatkan 
jumlah hasil selisih perbedaan untuk 
keputusan awal sebelum proses mining dan 
sesudah proses mining C4.5. Selanjutnya akan 
dilakukan evaluasi hasil. 
Evaluasi dilakukan dengan 
mengembangkan hasil klasifikasi data mining. 
Penilaian hasil kinerja proses diukur dengan 
confusion matrix. Tabel penilaian confusion 
matrix diisi berdasarkan hasil yang didapat 
dari data testing. Hasil awal atau hasil asli 
klasifikasi penjurusan siswa yang didapat dari 
sekolah dibandingkan dengan hasil klasifikasi 
menggunakan metode algoritma C4.5.  
Jumlah seluruh data yang dinilai ialah 
sebanyak 39 data. Untuk kolom negatif diisi 
sebagai nilai “IPS”, sedangkan untuk kolom 
positif diisi sebagai nilai “IPA”. Hasil 
keputusan awal sebelum dilakukan proses 
C4.5 diperoleh keputusan kelas IPS sebanyak 
8 siswa sedangkan keputusan kelas IPA 
sebanyak 31 siswa. Untuk hasil setelah proses 
C4.5 ialah diperoleh keputusan kelas IPS 
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sebanyak 10 siswa dan keputusan kelas IPA 
sebanyak 29 siswa.  
Hasil yang tetap sama dari hasil 
keputusan awal “IPS” menjadi hasil klasifikasi 
C4.5 “IPS” berjumlah 7 data, sedangkan hasil 
yang berubah dari hasil keputusan awal “IPS” 
menjadi hasil klasifikasi C4.5 “IPA” 
berjumlah 1 data. Hasil yang tetap sama dari 
hasil keputusan awal “IPA” menjadi hasil 
klasifikasi C4.5 “IPA” berjumlah 28 data, 
sedangkan hasil yang berubah dari hasil 
keputusan awal “IPA” menjadi hasil 
klasifikasi C4.5 “IPS” berjumlah 3 data. 
Sehingga kemudian didapatkan jumlah selisih 
perbedaan hasil dataset sebelum dan sesudah 
di proses mining dan dapat dihitung tingkat 
akurasi klasifikasi. Tabel penilaian aplikasi 
klasifikasi penjurusan dapat dilihat pada Tabel 
3. 
Tabel 3. Tabel Penilaian 
 
Hasil Klasifikasi C4.5 
IPS IPA 
Hasil Awal 
IPS 7 1 
IPA 3 28 
 
Precision: P  = 
  
    
              
Recall: R  = 
  
    
              
Accuracy: A  = 
    
    
              
 
Dari tabel penilaian didapatkan selisih 
hasil klasifikasi berjumlah 4 data. Dari selisih 
ini dapat dihitung tingkat akurasinya yaitu 
sebesar 89.74%.  
 
6. KESIMPULAN 
Berdasarkan hasil penelitian dan 
pengujian dapat diambil beberapa kesimpulan 
sebagai berikut : 
1. Aplikasi klasifikasi penjurusan siswa 
dengan algoritma pohon keputusan C4.5 
dapat mengklasifikasi penjurusan siswa . 
2. Hasil penilaian tingkat kinerja hasil 
klasifikasi penjurusan siswa dengan 
menggunakan tabel penilaian confussion 
matrix menghasilkan nilai accuracy 
sebesar 89.74%, nilai precision sebesar 
96.55%, dan nilai recall sebesar 90.32%. 
 
7. SARAN  
Saran yang diajukan untuk  penelitian 
selanjutnya, ialah sebagai berikut: 
1. Dilakukan penambahan atribut untuk 
klasifikasi penjurusan SMA, seperti 
contohnya nilai IQ.  
2. Pengembangan aplikasi selanjutnya dapat 
lebih diperbaiki khususnya dalam efesiensi 
waktu pemrosesan data mining agar tidak 
memakan waktu yang banyak. 
3. Dapat menggunakan data uji yang 
memiliki missing value dan menambahkan 
fungsi import data pada aplikasi 
selanjutnya agar data tidak perlu 
dimasukkan satu per satu oleh admin.  
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