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data results demonstrate the capability of the constellation to determine 3-D concentration profiles that account for ~<86%> of the total known mass of material released.
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Introduction
The improvement of ground test validation capability in the form of rapid and accurate evaluation of sensor technologies has recently been targeted by the Joint Program Executive
Office for Chemical and Biological Defense (JPEO-CBD) as an important technical objective [1] . The goal of the effort reported in this paper is to develop a system that is capable of Passive sensing of chemical vapor clouds relies on both the spectral signatures of the target species as well as the radiance contrast between the vapor and the background scene. The AIRIS sensor units are comprised of a long wave infrared (LWIR) focal plane array-based camera which views the far field through a low-order, tunable Fabry-Perot etalon [3, 4] . The tunable etalon provides the spectral resolution necessary to resolve structured absorption and emission from molecular vapors. The focal plane array (FPA) enables radiance measurements of sufficient sensitivity that the species-specific column densities of chemical clouds may be determined with only a couple of degrees effective temperature difference between the vapor and the background. We present a synopsis of the development of the PSI tomographic system by first describing results obtained using synthetic data. This exercise has allowed us to better understand the absolute capability of the algorithm in the case of limited measurement network (only three sensors). Finally, we present the results obtained from the tomographic analysis of the infrared imagery from the DPG disseminations.
Experimental Configuration and Theoretical Basis of the Approach

AIRIS Sensor Technology
The AIRIS-Wide Area Detector (WAD) instrument has been described in detail elsewhere [5, 6] . The basic AIRIS optical configuration is shown in Figure 2 
Radiative Transfer and Sensor Signal Model
The detection approach is based on the change in passive infrared radiation received by the spectrally resolving sensor due to the presence of a chemical cloud. The basic process can be described by a three layer model, as shown by Flanigan [7] and is illustrated in Figure 3 . The total infrared radiance incident on the sensor at a given wavelength is the sum of the contributions from each layer and is given by: 
where C i is the average concentration of the chemical compound over the line of sight through the cloud, l ( i ρ is the chemical column density) and σ i (λ) is the wavelength-dependent absorption coefficient. The sum over index i in Eq. (2) is over all spectrally relevant chemical species.
The differential radiance observed by the sensor as a result of the presence of the chemical cloud can be approximated as:
where ) ( λ N is the radiance measured at the sensor in the absence of the chemical cloud (t C 1) and is defined as:
In order to determine the chemical simulant spectral transmission, t C from measured sensor radiometrics, and therefore obtain its column density, we make use of a fundamental assumption:
we assume that the chemical cloud attains atmospheric temperature due to rapid mixing with the surrounding air. This assumption allows for the approximation that N C ≈N A and N A can be determined from a measurement of the local air temperature. Furthermore, to first order, this assumption also relaxes the need to have implicit knowledge of the atmospheric attenuation, t A between the cloud and the sensor. This approach has been used in previous work [8] . We note that atmospheric temperature generally decreases with increasing height above ground level and that for clouds which rise high (several hundred meters) above the ground, it is necessary to address the decrease in air temperature with altitude as the cloud mass will be underestimated if the cloud temperature is presumed to be equal to the ground-level atmospheric temperature. The majority of the concentration profiles estimated in this work are calculated for elevations within tens of meters of the ground however, so we do not address variation of air temperature with altitude here.
With the assumption that the cloud temperature is equal to the ambient air temperature, the cloud transmission can be determined from Eq. (1) and Eq. (4) as follows:
where N sensor is the sensor measurement, and N A is the Planck radiance for a blackbody at ambient air temperature, which can be measured locally. The temperature values are typically obtained from a weather station which is positioned in proximity to the chemical release.
The most complex problem left to be addressed in order to solve Eq. (5) The Adaptive Cosine Estimator (ACE)-based approach to target detection is described in more detail elsewhere [9] . ACE follows from an "unstructured background" model. The unstructured background model assumes that, while one can determine an average spectrum for a background type, there is inherent spectral variability within the material type and that, with the exception of lucky coincidences, one cannot accurately represent a measured spectrum by a linear combination of the average spectra of each material type (as is commonly used in Subspace-Generalized Likelihood Ratio Test approach [9] ). For the field data that we have investigated to date, the unstructured background model appears to provide a better estimate of the observed backgrounds than Subspace-GLRT approaches. Within this model, the spectra of background pixels are described as random vectors whose likelihood of occurrence is described by a probability distribution function. The unstructured background model can be described by the following expression:
where µ is the mean spectrum of the spectral/spatial datacube, S is a reference spectrum (absorption coefficients) for the chemical vapor of interest, and ν is a random vector which is characterized by a probability distribution function. The parameter α S , as defined in Eq. (6), is the differential radiance spectrum due to the presence of the chemical cloud as expressed in Eq. (3). In the event that ν is normally-distributed or elliptically-distributed, Eq. (6) can be expressed in terms of a noise-whitened variable:
where Γ is the covariance matrix of the non-target-containing pixels and n is a random vector whose elements, when averaged over the entire datacube, have zero mean and unit standard deviation. By working in a noise-whitened space, bands with low signal-to-noise are de-weighted in the analysis and bands with high signal-to-noise receive proportionally higher weight.
Following Eq. (7), the ACE detection metric is:
Values of D ACE range from zero to unity, where unity indicates perfect correlation between the test spectrum and the target spectrum and zero indicates no correlation. "Target present" is declared when D ACE exceeds a user-specified threshold. One of the practical challenges in applying ACE is determining which pixels in the scene to use to calculate µ and Γ . Eq. (7) may be inverted to calculate target spectrum amplitudes. Pixels exhibiting anomalously large values of Mahalanobis distance, typically values greater than that which would lead to inclusion of 99% of data from a multivariate normal distribution, are identified and the mean and covariance are recalculated with those points excluded. In practice, when the cloud occupies a small fraction of the scene, nominally a several percent of the pixels or less, this method of estimating the background mean and covariance has the effect of excluding most of the target-signaturecontaining pixels.
The least-squares-optimum estimate of target signature amplitude is:
Based on Eq. (9), the differential radiance spectrum resulting from the presence of the chemical in the field of view of the sensor (
) is determined for each datacube acquisition and for each pixel satisfying the D ACE user-specified threshold. Consequently, the radiance at the sensor in the absence of the chemical cloud is calculated as follows:
where N sensor (λ) is the measured radiance spectrum and αŜ is the best fit to the model as defined above. Equation (10) 
where
is the derivative Planck function with respect to temperature averaged over the wavelengths in the datacube and
is the average differential radiance between a blackbody at the air temperature and the estimated background spectrum.
The capability of the detection approach to accurately measure the chemical column density was initially validated under controlled conditions in the laboratory. The laboratory testing involved observing varying concentrations of a chemical in an absorption cell of known length viewed against a blackbody of known temperature. The cell was filled with a given mixture ratio of 1,1,1,2-tetrafluoroethane (R134a)/nitrogen, such that column densities of 100-500 mg/m 2 were achieved. Directly behind the absorption cell, a large surface area blackbody was heated in order to achieve a temperature differential of ~ 3 °C with respect to the ambient temperature. Data was acquired for several R134a column densities, and the imagery was processed according to the principles described above. Figure 4 illustrates R134a identification for all pixels inside the absorption cell. Figure 5 shows the comparison between the known column density and the calculated chemical column density based on the application of Eq. (11) . Results indicate that errors associated with ACE-based column density estimation are less than 10% when the uncertainty in the ambient temperature measurement is ~ ± 0.3°C.
The primary error contributions to the chemical cloud density measurement are defined through a simple error propagation analysis of Eq. (11) . The uncertainty in the column density value is evaluated as follows:
where σ α is the uncertainty in the ACE-based statistical estimate of the target spectrum amplitude, σ Nsensor is the error associated with the sensor radiometric measurement (results from the uncertainty associated with the radiometric calibration of the sensor as well as the sensor Noise Equivalent Spectral Radiance (NESR)), and σ TA is the uncertainty in the ambient temperature measurement. Figure 6 illustrates the overall error contributions from each of these elements under typical measurement conditions. In a field deployment situation, where a single weather station can be positioned some distance away from the actual chemical cloud, the uncertainty in the ambient temperature measurement can easily approach ± 1.0°C. Consequently, it can be observed from Figure 6 that the uncertainty associated with the temperature measurement introduces the largest error (~17 µFlicks) to the overall sensor radiometric measurements.
3.
Computed Tomography Algorithm for use with Passive Standoff
Detection of Chemical Clouds
Combinations of an integrating measurement technique and CT have been used in many different fields for the study of diverse phenomena [10] . Several examples include measurement of soot volume fractions in a flame based on integrated light absorption measurements [11] , measurement of plasma emission intensity distributions by use of integrated emission measurements [12] , and measurement of density distributions in fluid flows by use of interferometry via integration of the refractive index [13] .
The most difficult problem for optical tomography as applied to chemical cloud concentration mapping is the lack of sufficient projection data for reconstruction; it is not feasible (cost prohibitive) to acquire column density from the cloud using very many sensors.
The ability to provide a good tomographic reconstruction of a chemical cloud is dependent on the number of sensors used as well as the geometric positioning of the sensors. The quality of the reconstruction as a function of these parameters was a primary focus in determining the tomographic method used for the system.
We are given a number of optical density projections ψ p (x,z) ≡ ρ (ψ p (x,z)), where ψ p is the column density measurement at each pixel identified as containing the simulant in the 2-D plane orthogonal to the sensor line of sight, and from which the chemical cloud concentration function C(x,y,z) is to be reconstructed:
where the integration is along the line of sight y. Therefore, given ψ p for p=1,….,P one needs to find an estimate of C(x,y,z). The full 3-D C(x,y,z) is generated by stacking each of the reconstructed 2-D concentration distributions, C(x,y). Many algorithms have been developed for the reconstruction process, and the choice of usage is governed by factors such as computational power and speed, as well as the spacing and projection data available. The choice of CT algorithm for our application was based on the need to generate the highest fidelity reconstructions with limited projection data and without any a priori knowledge of the chemical cloud concentration distribution. There are generally two types of CT algorithms that have been extensively used in the physical sciences: transform based and series-expansion based.
The transform algorithms are based on the Fourier and Radon transforms. The Fourier algorithms make use of the projection (or central-section) theorem [14] , which relates the one-dimensional Fourier transform of a projection of an object to the two-dimensional transform of the object itself. In a limited projection data case however, there are gaps in the transform information that must be filled before the inverse transformation can provide a reasonable reconstruction of the original object [10] . The Radon transform-based reconstruction algorithms are iterative methods similar to the Fourier approaches but with the iteration carried out between the object domain and the Radon (projection) domain. Support and range constraints are applied on the object in the spatial domain, and the measured projections are injected at each iteration into the projection space [10] . The transformations are carried out by projection and filtered backprojection. The fundamental problem with transform-based algorithms is that they implicitly assume that the number of projections is very large. Feng et al. [15] proposed an optimization approach to try to do a reconstruction from only 3 separate projection views. This approach however, works only for continuous and smooth object density functions. Furthermore, the algorithms require the line integrals to be taken along uniformly spaced and parallel projections. Expansion algorithms are iterative methods that divide the volume of interest into voxels, and one tries to assign a concentration value to each voxel in such a way that the inferred path integrals match the observed integrals. The mathematical definition of the algorithm is as follows [10] :
where Oj is the j th object concentration value corresponding to position (x j, y j, z j ) in the reconstruction space and b is a basis function that weights the contribution of each voxel. The (x j, y j, z j ) positions form a rectangular space with M(x direction), N (y direction), Q (z-direction)
sides. The (x, z) plane is the plane of the column density image and the integral is along y.
Eq. (14) can be written in simple matrix form, ψ = WO:
where O j is the local value of the object field C(x,y,z) at the j th voxel, and w ij is the weighting factor which relates the proportion of the j th voxel being interrogated by the finite width. The In the Algebraic Reconstruction Technique (ART), the solution to the matrix equation is established through an iterative process, in which, an initial estimate of C(x,y) for each cell in a single plane is given, followed by a calculation of the column density, Ψ p , which is compared to the measured value for the projection. A correction to the initial value of C(x,y) is then performed, and the process is repeated until a given convergence criteria is achieved. The ART technique is a widely used reconstruction method and is generally simple and flexible.
Verhoeven [10] presented a study on the effectiveness of this algorithm and looked at its reconstruction ability by investigating the reconstruction of three simulated objects from three different geometries. His conclusion was that the best reconstruction is produced in the geometry including fewer views, but which are spread over a larger angle.
There are several other expansion-based algorithms that attempt to solve the matrix equation. According to work by Todd et al. [16] Let us define C(x j, y j, z j ) = O j , as the object concentration value at the j th voxel, as suggested previously. In this case, for each voxel, there is a Poisson distributed random variable O j , with mean j O that can be generated independently (While the presumption that projection measurements follow Poisson statistics is not rigorously correct for the column densities estimated here, in practice it appears to be a reasonable assumption and it has the benefit of constraining estimated concentration values to be greater than zero.):
The j th voxel produces a line integral at ψ p , which is an independent Poisson variable with an expectation value defined as (the projection of the estimated optical density vector):
w pj is the probability (projection) matrix identical to the transfer matrix from voxel j to the set of parallel projections p (defined in Eq. (15)). Since O j are independent variables, a linear combination of these two variables follows Poisson statistics. Therefore, the likelihood of the observed data is:
In other words, this is the probability under the Poisson model that the given line integrals Ψ p are observed if the true optical density is O j .
The log-likelihood function under MLEM formalism is then defined as: The reconstruction of Function C is shown in Figure 9c . As a result of the increased spatial complexity of Function C, two sensor views cannot provide sufficient projection data to enable accurate estimation of the third strongest peak of the function. It is apparent that some of the intensity is distributed along the entire estimation grid. The estimated distribution has a nearness value of 0.38 and estimated concentrations are in error by as much as 40%. The need for additional projection data becomes even more evident when the CT algorithm is used to estimate Function D. In the case of only two sensors, when cloud's axis of symmetry is not parallel to one of the viewing axes, non-zero column density measurements can only be interpreted as increased dispersion. This effect can be observed in the reconstruction of Function D, as shown in Figure 9d ; the estimated distribution is characterized by an increased width along one of the axes. The nearness value is 0.70 and is indicative of a low fidelity estimation; estimation errors are as high as 50%. These errors point out the need for an additional instrument to reduce the ambiguity in the two sensor data set.
For comparison with the two sensor simulation we added a third sensor whose line-ofsight was oriented at 45 degrees with respect to the first two sensors and used the CT algorithm to estimate Function D again. The estimated function is illustrated in Figure 10 . The addition of the third sensor decreases (improves) the nearness value from 0.70 to 0.27. The errors associated with the reconstruction were reduced from ~50% to <20% and the directionality of Function D with respect to the two orthogonal primary grid axes is now accurately estimated. As might be expected, the addition of a fourth sensor (at 135 degrees) reduces estimation errors to < 10% and improves the nearness value to 0.10. The reconstruction of Function D with 4 sensors is shown in Figure 11 .
In summary, our simulations lead us to conclude that the tomography algorithm cannot to within 10%, even for very complex distributions. It is important to note however, that in real field deployment scenarios, the ability of the sensors to achieve a highly accurate determination of the cloud column density is dependent on the level of air temperature to background thermal contrast encountered by the sensors from each viewing location. As a result, it is very likely that some sensors may not provide enough column density (projection) data needed to generate accurate 3-D concentration distributions.
A 4-sensor constellation may be degraded to a 3-or even a 2-sensor constellation depending on the quality of the column density measurement associated with each sensor. As a consequence, from a real world application perspective, it is important to provide a sufficient number of sensors in order to obtain quality column density data from at least 3 -4 viewing projection angles that are needed for accurate reconstructions.
Dugway Proving Ground (DPG) Field Data and Tomographic
Results
The data acquired by the sensor constellation during the field trials at DPG in 2006 was based on observing explosive disseminations of glacial acetic acid (AA), tri-ethyl phosphate (TEP) and R134a. All three chemicals display unique spectral signatures in the 8 -11 µm spectral region and are amenable to standoff detection by passive infrared sensors such as AIRIS. The majority of the releases involved dissemination of between 15 kg and 120 kg of material however three disseminations exceeded 220 kg. We present analysis of seven dissemination experiments here.
Three sensors were available for field measurements and they were deployed in the 0, 45, However, low wind conditions allowed some chemical releases, such as the TEP case in Figure 12b , to be detected for as long as 14 minutes. In Figure 12 , the AA cloud was observed as high as 100 meters above the ground, but the TEP cloud climbed as high as ~300 meters. For demonstration purposes, we focus only on the acetic acid release shown in Figure 12a , and then provide a summary of the complete analysis. An example of the AA concentration distribution within the first 12 meters above the ground level is shown in Figure 14 . We are in the process of validating the concentration results obtained from the tomographic reconstruction of standoff passive AIRIS data against the raw concentration measurements collected with the point sensors. This approach will provide a better understanding for the ability of the proposed CT method to accurately retrieve cloud concentrations observed from true standoff ranges.
Conclusions
We have defined the methodology and demonstrated the ability to use passive infrared multispectral imaging to track and quantify chemical clouds via computed tomography (CT).
The CT algorithm has been demonstrated to be capable of 3-D reconstruction of chemical clouds 
