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1. INTRODUCTION 
Let 8 be a bounded domain in RN. With 
Qu = - DiCQ”(X, u) Dp + b’(x, u) Zd] + c’(x, u) I)$.4 + d(x, 24) 24, (1.1) 
we shall study the equation 
Qu = f(x3 u) + &Ax, u) - Di gicx, ux (1.2) 
where for each SE R, g,(x, s)EL’(D). (In (1.1) and (1.2) we use the sum- 
mation convention for i, j= l,..., N.) For each s, Di g(x, s) gives rise to a 
distribution in H-‘(D), where H-‘(8) = [Hh(L?)]* and ffA{52) = W$2(9). 
Consequently L), gi(x, u) gives rise to a nonlinear distribution. In this paper 
we establish two results for nonlinear distributions, one for nonlinear dis- 
tributions satisfying a linear growth condition and another involving Q at 
resonance. The former result is stated in Section 1, and the latter in Sec- 
tion 4. 
The L? in which we study Eq. (1.2) will have a specialized property 
enjoyed by N-balls. N-cubes, and many other bounded domains with fairly 
smooth boundaries. As is well known to any bounded domain 52 in RN, 
there is associated a sequence of numbers Otl, <A,< ... < 
A,< **. + i-co and a sequence of functions {tin};=, in uh(L?)r, C”(G) 
with the properties 
-Atin = &Gn for n = 1, 2,...; (1.3) 
{*“>nm= 1 is a complete orthonormal system in L*(sZ). (1.4) 
It follows furthermore from the Marcinkiewicz interpolation theorem (see 
[2, p. 671 and [9, p. 1121) that @,EL~(S~), for n = 1,2 ,..., and $2 an 
arbitrary bounded open connected set. However, we shall require more. We 
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shall call 8 a domain of type A (and henceforth work with only such 
domains in this paper) if it has the following two properties: 
1+9, and D&,, are in L”(0), i = l,..., N and n = 1, 2,...; (1.5) 
given $ E C,“(G) and E > 0, 3 constants cl,..., c, such that 
IId-W1+ - +wkJIL<~and 
llDi~-(c~Di~l+ “’ +CnDilCIn)IIu3<E for i = l,..., N. (1.6) 
For Sz = (0, ?I)~, the eigenfunctions of -d are of the form 
sin mIxI *. . sin mNxN and it is easy using (1.3) and (1.4) to show that 52 is 
a domain of type A. Also, it follows by induction from (1.3), (1.4) and [4, 
Theorem8.131 that if aL?ECk+2, then I[#--(c,$~ + ... +c,$,)II~+~,~~~, 
-+ 0 as n -+ co. Consequently, we see from the Sobolev imbedding theorem 
[4, Theorem 7.261 that D is a domain of type A if LXJ E CNf ‘. From now 
on, we shall assume that g is a domain of type A. Also, we shall write HA 
for HA(Q). 
We shall also assume with respect to the operator Q in (1.1) the 
following: 
(Q-l) The coefficients a”(~, s), bi(x, s), c’(x, s), and d(x, s) satisfy the 
usual Caratheodory conditions: For each fixed s E R, the functions a”(~, s), 
b’(x, s), c’(x, s), and d(x, s) are measurable on 0; for a.e. x E 52, the said 
functions are continuous on R. 
(Q-2) 3 a nonnnegative function a(x)~.L~(L2) and a constant u], 20 
such that l&(x, s)l <a(x)+~~l~J, VSER and a.e. ~~52, i,j= l,..., N. 
(Q-3) a”(~, s) = a”(~, s) for every s E R and a.e. x E 1;2, i, j = l,..., N. 
(Q-4) Q is uniformly elliptic almost everywhere in L2: i.e., there is a 
constant ve > 0 such that 
u”(X, S) titj3vQ1512 
for every SER, a.e. XESZ, and every <ER~(I<I~=<:+ ... +<L). 
(Q-5) 3 a nonnegative function ME L’(Q) and a constant qb >O 
such that 
Ibitx, s)l G b(x) + ~bl’d and IC’(X, S)l < b(X) + ~,lsl, vf E R 
and a.e. x E Sz, j = l,..., N. 
(Q-6) 3 a nonnegative function d,(x) E L2(9) and constants r,to and 
qdr where ‘lo is nonnegative such that 
I4x3 311 G do(x) + ?obl 
and a.e. x E LJ. 
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(Q-7) b* = sup{ llbi( 1, s) + ci( *, s)ll m : s E R, i = l,..,, N) < co. Also, set 
VI =v e-b*(NA;1)1/2. Then v1 >O. 
We note in particular that if b’(x, s) = - c’(x, s) for s E R and a.e. x E Sz 
for i = l,..., N, then (Q-7) holds automatically. 
To Q in (1.1) we associate the following form Z?(w, u, u) which for each 
fixed w E HA is bilinear in u and u, 
2(w, u, v) = j. [a”(~, w) D,u D,v + b’(x, w) uD,u 
+ C’(X, W) U DiU + d(Xy W) UU], (1.7) 
where u, w E HA and u~H;n W’@(sZ). It follows from (Q-2), (Q-5), and 
(Q-6) that 9(w, u, u) is finite-valued for u, w, and u in the aforementioned 
spaces. Using the eigenfunctions in (1.3) and (1.4) we set 
1:=infd(w, u, u)/(u, u) 
(1.8) 
24 & O,u=c,$,+ ... +c,$,, w=y,ll/,+ ... +Y,+n, 
where n is an arbitrary positive integer, cl,..., c, and yi,..., y,, are constants, 
and (., * ) is the t*(a) inner product. If the coefficients of Q did not 
depend on u, if aii and d were also in L”(B), and if b’= c’, then J: would 
be the usual first eigenvalue associated with a linear self-adjoint elliptic 
operator (see [4, p. 2131); so we view A: as a generalized first eigenvalue 
associated with the quasilinear elliptic operator Q. 
We claim that under assumptions (Q-1)-(4-7), A,* > -co. To see this, 
we observe from (1.5) and (1.7) with Du = (Dl u,..., D,u) and /lull: = (u, u) 
that 
for u=cItil + *.. + c,$,. Since u E H&it is well known that 
llu112~~;“*lIl~~1112~ (1.8’) 
Consequently, we see from this last inequality and (Q-7) that 
=%w u, ~~~~,lII~~lll:+~,ll~ll:~ 
where v1 > 0. But then it follows from (1.8) and (1.8’) that A: 2 
v,l, + qd> -cc and our assertion is established. 
Next, we introduce some notions concerning the f given in (1.2). In par- 
ticular, we shall assume 
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(f-l) f(x, S) meets the same Caratheodory conditions that a”(~, s) 
meets in (Q-l) above. 
(f-2) For each r > 0, 31;, E L’(G) such that If(x, s)j < [Jx) for Is] Q r 
and a.e. XEQ. 
(f-3) 3~~ >0 and a nonnegative function h, E L*(G) such that 
sfx, s) < (1: - 81) s* + h,(x)lsl, Vlsl E R and a.e. x E Sz. 
We note that (f-3) is a generalization of the notion that 
lim suplS, _ co f(x, s)/s < J.: uniformly for x E 52. 
For the g’s introduced in (1.2), we shall assume 
(g-l) g,(x, s), g,(x, s),..., g,,,(x, S) meet the same Caratheodory con- 
ditions that &(x, s) meets in (Q-l) above. 
(g-2) 3~~ with 0 < c2 < s1 and a nonnegative function ~,(x)EL*(SZ) 
such that Ig,(x, s)l 6 s&j + h*(x), Vs E R and a.e. x E a. 
(g-3) 3v, 20 satisfying the inequality in (1.9) and a nonnegative 
function h, E L*(Q) such that 
I&(X, 811 G VA4 + b(X), t/s E R and a.e. x E 52, i = l,..., N. 
We set cj=sl -c2 and observe from (g-2) that c3 >O. Then with 1: 
defined in (1.8), q* in (Q-6), v, in (Q-7), and I, in (1.3), the inequality that 
we wish v2 to satisfy is the following. 
(a) if 1: - qd<s3, then v2 < v,(A,N-~)“*, 
(b) if I:-~,>E~, then v,<v,(n,N-‘)‘/*~,(~~-~~)~~. (1.9) 
If (g-l), (g-2), and (g-3) hold and if we set 
G(u)(u) = 1, Cd x, u] u + g,(x, 24) D,u + .** + g,(x, u) D,u-J (1.10) 
for u and u E HA, then it is clear that for each fixed u E HA, G(u) E H-‘(g); 
hence the term nonlinear distributions in the title of this paper. Also, from 
(g-2) and (g-3), we see that g,(x, s), g,(x, s),..., gN(x, S) satisfy a linear 
growth condition. In particular, if these said functions all grow sublinearly, 
then (g-2) and (g-3) are automatically satisfied. [gO(x, S) grows sublinearly 
means: given E > 0, 3h, E L*(Q) such that (g,(x, s)l < sl.sl +&(x), VSE R 
and a.e. x E Sz.] 
The first result we establish is 
THEOREM 1. Let Sz be a domain of type A and assume (Q-l)-(Q-7), 
(f-lt(f-3) and (g-l)-(g-3). Then there exists a distribution solution UE HA 
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Of QU = f(X, U) + g,(Xy U) - Di gi(X, U) with f(Xy U) E L’(Q) and f(X, U) u E 
L’(l-2). 
The second theorem of this paper can be found in Section 4. 
To be quite explicit, what we mean by UEHA being a distribution 
solution of Qu =f(x, U) + gO(x, U) - Digj(x, u) is 
2(u, ~3 4) = J1, fk u) 4~) + G(u)(4), w E cty WI, (1.11) 
where L?(u, U, 4) is defined by (1.7) and G(U)(#) by (1.10). 
Theorem 1 can be viewed in some respects as an extension of the results 
obtained in [S, Corollary 2.12(b), p. 5751 and of [3, Theorem 1, p. 41. 
If [E L’(Q) and #E L”(Q), we shall use the notations (c, $) =f [$. 
Thus (c, $) is well defined for [E L’(O) and $ E L”(Q), or both [ and 
If9 EL*(Q). 
2. FUNDAMENTAL LEMMAS 
From the start in proving Theorem 1 we can assume without loss of 
generality that 
1::>0. (2.1) 
Indeed, equation QU = f(x, U) + g,(x, U) - Di gi(x, U) is equivalent to 
Q,u=~,(x, U) + g,(x, u)- Digj(x, u), where Q,u= Qu+Lu andf,(x, u)= 
f(x, U) + lu. The generalized first eigenvalue associated with the quasilinear 
elliptic operator Q, will be 2: + 1 which is positive if 1 is chosen sufficiently 
large. Also 
so f, has the same relationship to Ai+ + A that f had to L:. Consequently f, 
satisfies (f-l )-(f-3). Also, the coefficient for u in Q, becomes d(x, U) + 1. 
Hence the lower bound in (Q-6) becomes v~+ A. Since (1: +A)- 
(~d+A)=A:-~d~ we see that inequality (1.9) remains unchanged. 
Therefore conditions (g-l)-(g-3) are satisfied as before and our assertion 
that we can assume that (2.1) holds is correct. 
LEMMA 1. Let F(x) be a nonnegative function in L’(Q) and suppose 
f(x, s) satisfies (f-l) and g,(x, s), g,(x, s),..., gN(x, s) satisfj (g-l). Assume 
also that If(x, s)l <F(x), lgdx, s)l <F(x), and lgi(X, s)l <F(x) for SE R, 
a.e. XEG?, and i= l,..., N. Assume furthermore that Q satifies (Q-l )-(Q-7) 
258 VICTOR L. SHAPIRO 
and that (2.1) hol&. Then if n is a given positive integer, there are constants 
(ykj;=l and afunction u=y,@,+ ... +ynJln such that 
2(uv ~3 +,J = (ft.3 u)> ti,c) + G(~)(tid, k = l,..., n. (2.2) 
In (2.2), 9(w, U, v) is defined in (1.7) and G(u)($~) by (1.10). To 
establish the lemma, for each c( E R”, we introduce an n x n matrix A(a) 
with components A,,(a) given as 
&,(a) = -w&? Ii/r, J/k). k, 1 = l,..., n, 
where the summation convention is used for q = l,..., n. 
We observe from (Q-l), (Q-2), (Q-5), (Q-6), and (1.5) that 
&,(a) E CW”) for k,l=l,..., n, 
Next, we see that for /I= (pi,..., fin)e R” that 
B/J/cl(~) BI= -%,*,9 PIICIIY B/d/c). 
(2.3) 
(2.4) 
But it follows from (1.4) and (1.8) that 
&vv G B/J,,(a) B/Y Vtx, b E R”, (2.5) 
and consequently from (2.1) that for every o! E R”, the matrix A(a) is non- 
singular. Therefore the inverse matrix [A(U)] -’ exists. Since JI is arbitrary 
in R” in (2.5), it follows that 
IIC~~~~l~lII~~~~:~-‘~ Va E R”, (2.6) 
where Il.llA designates the usual n x n matrix norm. 
Next, for each c1 E R”, we set 
U@) = (fC.2 ~qYkJ VQk) + (gd.9 a&q), tik) 
+ (iTit. c(y+q)7 Di+k) (2.7) 
for k = l,..., n. It follows from the hypothesis of the lemma that 
IS/c(a)1 62(F, l+/cl > + f (F1 lDiti/cl>, 
i=l 
for k = l,..., n and every CL E R” where FE L’(L?). But then we obtain from 
(1.5) and this last inequality that there is a constant rl such that 
ISk( < rl for every o! E R”, k = l,..., n. We set 
S(u) = (~,(~L &(a)) (2.8) 
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and conclude from (2.7), (f-l), (q-l), and the hypothesis of the lemma that 
S is a continuous map of R” into the closed ball of R” with center 
0 and radius n’12r 1. (2.9) 
Next, we set Y(a)= [A(a)]-‘S(a) and observe from (2.6), (2.8), and 
(2.9) that F(a) is a continuous function of a which maps R” into the closed 
ball of R” with center 0 and radius (n:)-‘n’/2r,. Consequently, Y is a 
continuous map of this last mentioned closed ball into itself. We invoke the 
Brouwer fixed point theorem and conclude that there exists y = 
(Y 1 ,*a., y,) E R” such that 5(y) = y, i.e., [A(y)] -‘S(y) = y. But then A(y) y = 
S(y). Ak,(y) yl=S,(y). We set u=y,l(/, + .*. +y,ll/, and obtain from (2.3) 
and (2.7) 
for k= l,..., n. But from (1.10) we see this is the same as (2.2) and the 
proof of the lemma is complete. 
The next lemma we prove 
LEMMA 2. Let n be a given positive integer. Also, let f(x, s) satisfy 
(f-l)-(f-3) and g,(x, s), g,(x, s),..., g,(x, s) satisfy (g-l )-(g-3). Suppose that 
Q satisfies (Q-l)-(Q-7) and that (2.1) holds. Then there is a function 
u=yIIc/I+ *.. + ydn, where Ye,..., yn are constants such that 
s(“7 W ti/c)= (ft.3 u)P $k) + (gO(‘3 u)Y Icl/c) + (gi(*3 u), Di#k) 
for k = l,..., n. 
For each positive integer M, set 
/ 
f (x7 JO, S3M 
f M(X9 s) = fk s), -M<S<M 
fb, -m s< -M. 
Define g,“(x, s), g;M(x, s) ,..., g,“(x, s) in a similar manner. Then it follows 
from (f-2), (g-2), and (g-3) that there is an FE L’(Q) such that 
If M(X9 s)l G @), I g,“k s)l G WI, and IgM(x, s)l G F(x) for SE R, a.e. 
x E Sz, and i = l,..., N. 
Consequently it follows from Lemma 1 that there exists constants 
{yM}y=, such that 
u”=yfyl+ .*. +y,“*, (2.10) 
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and satisfies (2.2) with f replaced by f” and g, and gi by g,M and gy, i.e., 
2(UM~UM,tik)= (f”(‘, u”), ‘h/c) + (k$(*3 u”)~ e/c) + (kff.3 u”h Dih) 
(2.11) 
for k = l,..., M. 
Now it follows from their definitions and (f-3), (g-2), and (g-3) that 
Pk s) G (&+ - ~Jb12 + h,(xM, Ig,M(x, s)l < E2bl +h2@), Ig~@~ s)l 4 
v21s1 +h3(x), Vs E R and a.e. x E 52. Similar inequalities will prevail a.e. EL! if 
we replace s by U”(X) given in (2.10). Consequently, if we multiply both 
sides of (2.11) by yf and sum on k, we obtain 
2(U”, u”, U”K(G-~3w%+ [llh,ll2+ Il~2ll*1ll~% 
+ (IgM(*? U”)I, lDiuMl >7 (2.12) 
where s3 = s1 - e2 >O. From (1.8) we see that the left-hand side of (2.12) 
major&es A: )( 2P II z. Consequently, 
Ilu”Il~<~;‘<lgM(~, ~9, lDiUMO+E~1[:llhtl12+ ll~2112111~“l12. (2.13) 
Next, we see from (Q-4)-(Q-7) and (1.7) that 
v,lllDU”llI: G d(U”, MM, u”) + ~*~1’211~Ml12 IlIDU”II12 - ?M%> 
where DuM = (D, @,..., D,,,u”) and v, > 0. Now as is well known (Iu~I(~ 6
A; 1/2(I(D~M))( 2. We therefore obtain from (Q-7) and this last inequality that 
VI Ill Du”“lI/: < LiYu”, u”, u~)--~JIu~II$, where v, >O. But then we obtain 
from (2.12) that 
v,I~IDu~J((:~(~:-~~~-&~)IIu~II:+ <Igf”(., u”)I, lDiU”l) 
+ Cllh1ll:+ ll~211*111~%. (2.14) 
We claim 
IIIDu”IIl z is uniformly bounded in M. (2.15) 
To establish (2.15), we have to consider two cases: Case I when 
A:-v,<&~ and Case11 when A:--v~~&~. 
Suppose Case I prevails. Then we obtain from (g-3) and (2.14) that 
hlll~~“III:~ V2~“*11~% lIl~~“ll12 
+ Cllhllz+ ll~21121 II@‘l12+~“211~3112111D~MII12~ 
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Once again using the fact that (l&“‘lIZ < 1;‘/*ll)D~~111~, we see from this last 
inequality that 
for M= 1,2,.... By the inequality in (1.9)(a), the coefficient of (IJDu”‘I][~ is
positive in (2.16). Also the right-hand side of the inequality in (2.16) is a 
finite constant. It therefore follows that (JIDu”‘[~(~ is uniformly bounded in 
M, and assertion (2.15) is established for Case I. 
Suppose Case II prevails. Then we obtain from (2.13) and (2.14) that 
for M= 1, 2,.... Using (g-3) on the right-hand side of this last inequality, we 
furthermore see that 
Consequently, 
[VI - v: - Vd) ~;‘ww”*V,1 III~~“II12 
<(nf-q,) E,‘k”* 1 (Ilh,ll* + ll~2112) + ~1’211~3112 
for M= 1, 2,.... By (1.9)(b), the coefficient of JIIDu”“I(I 2 in this last inequality 
is positive. Also the right-hand side of this last inequality is a finite con- 
stant. It therefore follows that (IJDu”II12 is uniformly bounded in M, and 
assertion (2.15) is established for Case II. Hence, the proof of assertion 
(2.15) is complete. 
Next we observe from (1.3), (1.4), and (2.10) that lllDu”lll: = 
A,(yy)* + .a* + I,($‘)‘. Since 0 < i, < I, d . . . d A,, it follows from (2.15) 
and this last fact that (y;c”)’ + ... + (r,“)* is uniformly bounded in M. 
Using the compactness of bounded sets on the real line, one finds there 
exists subsequences {yp’p) and constants yk such that lim,,, ykM,‘= yk for 
k = l,..., n. For ease of notation, we shall assume this takes place for the full 
sequence and record this fact as 
We set 
lim yp=yk, k = l,..., n. (2.16’) 
M+ca 
u=y1*1+ ..- +r,+n (2.17) 
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and recall from (1.5) that $k~ P(sZ) n L”(Q) for k= l,..., n. Likewise 
Dit+Gk E P(G) n L”(a) for k = l,..., n and i= l,..., N. Consequently, we 
obtain from (2.10), (2.15), and (2.16’) that 
(a) lim,,, u”(x) = U(X) uniformly for x E Q, 
(b) lim,,, Did”(x) = D,u(x) uniformly for x E 52 and i= l,..., N. 
(2.18) 
It follows from (Q-l) and (2.18)(a) and (b) that 
2rnm u@(x,u~) Dju"(x)Di~k(~)=a~(x,u)Dju(x)Di~k(~) 
for a.e. XER and k= l,..., n. Likewise, it follows from (Q-2), (1.5), and 
(2.18) that there exists a function a* E L*(O) such that 
(a'i(x,~M)DjuM(~)Di@k(~)J da*(x) 
for a.e. x E R, k = l,..., n, and M = 1, 2,... We conclude from the above limit 
and the Lebesgue dominated convergence theorem that 
Iim (a”(.,~) DjuM,DiJ/k)=(uv(~,u)Dju,Di~k) (2.19) 
M-cc 
for k = l,..., n. In a similar manner using (Q-5) and (Q-6), we show 
lim (b’(., u”) u",Ditik) = (b’(., u) u, Ditjk), M-m 
lim (ci(.,uM) DiuM, l(/k)= (ci(+,u)Diu, I/~), (2.20) M-m 
:yrn <4., u”) u”, $k) = (4., u) u, tik) 
for k = l,..., n. 
From the definition off”, g,M, and gy, i= l,..., N, given at the beginning 
of the proof of the lemma and from (2.17) and (2.18)(a) and (b) we observe 
that 
lim f”(x, u”) =f(x, u), 
M-m 
lim g,“(x, UT= go@, u), M+m 
and (2.21) 
lim gM(x, u”) = gi(x, u), 
M-cc 
a.e. in 52, i= l,..., N. 
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Also from (1.5), (2.10), (2.17), and (2.18)(a), we see that {z?(x)}~=, is 
a uniformly bounded sequence both in M and x. Consequently, it follows 
from (f-2), (g-2), and (g-3) that there exists a function h: E L’(Q) such that 
If”(x, u”)l + I$#(& u”)l + Igy(x, U”)I + ... + Igfk U”)I <G(x) 
a.e. in 52. We conclude from (2.21) and the Lebesgue dominated con- 
vergence theorem that the limit as M + cc for the right-hand side of (2.11) 
is 
for k= l,..., n. But from (1.7), (2.19), and (2.20), we see that the limit as 
M + cc of the right-hand side of (2.11) is d(u, U, tik), k = l,..., n. Con- 
sequently, 
~(uT ~3 $k)= (ft.3 ti/c) + <g(.v u), ti/c) + (gd.2 u), Dil(lk) 
for k = l,..., n, and the proof of Lemma 2 is complete. 
The next lemma we prove is the following: 
LEMMA 3. Suppose Q satisfies (Q-l )-(Q-7), that f satisfies (f-l )-(f-3), 
md go, g, ,..., g, satisfy (g-l)-(g-3). Suppose also that for every positive 
integer n, there is a u”= y;lC/, + ... +rt+,,, where r;,...,yz are constants 
which satisjies 
Q(un> ~“3 y/c)= <f(-, u”), +k) + <go(., u”), $k) + <gi(*, u”), D&k) 
for k = l,..., n. (2.22) 
Assume furthermore that there is a constant K such that 
IlID~“llI 2 G K for n = 1, 2,.... (2.23) 
Then there is a constant K* such that 
(If(., zP)l, lu”l)<K* for n= 1, 2 ,.... (2.24) 
Multiplying both sides of (2.22) by y; and summing over k = l,..., n, we 
obtain 
qun, u”, u“)= <f(*v un)v u”) + <go(., un), u”> + <gi(., un)v Diu”). 
Consequently, we have from (1.8) and (2.1) that 
OG <f(eT un)T u”> + (go(*, un), u”) + <gi(*, u”), Diu”). (2.25) 
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A, = {x E 52: u”(x) f(x, u”(x)) 2 0} 
B,= (~~52: unf(x, u”(x))<O), 
(2.26) 
and observe from (f-3) that 
s u”(x)f(x, U”(X))~(~:-&,)IIU”lI:+ 11~111211~“112* Al 
Now as is well known, JJzPll 2 < A;‘/*~~~Du~JII *. Therefore it follows from 
(f-3) and (2.23) that there is a constant K, such that 
I $f(x, u”(x)) <K,, n = 1, 2,.... (2.27) 4 
Next, we observe from (g-2), (g-3), and (2.23) that there is a constant K2 
such that 
(go(*, ~~1, u”> + <gi(., u”), Diu”) G K2 
for n = 1, 2,.... Owing to (2.25), (2.26) and the fact that 52 = A, u B,, 
- 6” U”(X) Ax, u”(x)) G j u”(x) Ax, u”(x)) + K2, n = 1, 2,... 
A” 
follows. But then from (2.27) we have 
- I B” Ox) f( x, u”(x)) G K, + K2, n = 1, 2,... 
This fact, in conjunction with (2.26) and (2.27) give us 
CM., Ol, l~“l > G 2K, + K,> n = 1, 2,... 
However, this is (2.24) with K* = 2K, + K,, and the proof of the lemma is 
complete. 
LEMMA 4. Suppose the conditions in the hypothesis of Lemma 3 hold. 
Then the sequence { f(x, u”) }z= 1 is absolutely equiintegrable. 
To be precise, what we mean by absolutely equiintegrable is the 
following: given E > 0 there exists a 6 > 0 such that if E c Q with pL( E) .C 6, 
then SE If(x, u”)l dx < E for n = 1,2,..., where p is N-dimensional Lebesgue 
measure. 
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First, we choose r > 0 so that 
K*/r < .zf 2, (2.28) 
where K* is the constant in Lemma 3. Next, using (f-2), we choose 
[,EL’(O) such that 
If(x, z)l 6 C,(x) for a.e. xesZ and jz[ 6r. (2.29) 
Also we set 
A,= {xd: lu”(x)j <r} 
B,= (~~52: lu”(x)l >r}, 
(2.30) 
and choose 6 > 0 such that 
P(E) < 6* .c, L(x) dx < 42. (2.31) 
Now suppose p(E) < 6 as in (2.31). Then it follows from Lemma 3 and 
(2.29)-(2.31) that 
I Ifk u”(x))l dx G IW)f(x, u”(x))l dx E I EnA n i,(x) dx+ r-’ ftnA n 
< 42 i- K*/r 
for n = 1, 2,.... From (2.28), we see that the right-hand side of this last 
established inequality is <E. Consequently {j-(x, rP)};=, is absolutely 
equiintegrable, and the proof of the lemma is complete. 
3. PROOF OF THEOREM 1 
As we pointed out in the beginning of Section 2, without loss of 
generality, we can assume that n: > 0. It then follows from Lemma 2 that 
there is a sequence {u,};= , with the properties 
u,=r;*,+ ..* +r;*,, (3.1) 
~(%zY %I, $A= co.3 &A It//c) + (go(., 4, W + (gk, %A Ditik) (3.2) 
for k=l ,..., n, where ($k}ps, is the sequence with properties (1.5) and 
(1.6) and y;,..., y; are constants. 
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Multiplying both sides of (3.2) by y; and summing on k from 1 to n, we 
see from (3.1) that 
Consequently, if follows from (f-3), (g-2), and (g-3) that 
where s3 = E, - s2 > 0. We infer from this last inequality and (1.8) that 
Il~nll:~~;‘(Igi(~~ d, lDiU”l) +~;‘(Il~1112+ llM2)ll%ll2. (3.4) 
Also we see from (1.7) and (Q-4)-(Q-7) that 
Using the fact that IIu~~~~~~;*‘*IIIDu~J(I~, we obtain from (Q-7) and this 
last inequality that 
where v, > 0. But then we obtain from (3.3) that 
v~lllDu~lll~~~~~~?~~E~~lIU~ll~+ (Igi(‘7 Un)19 IDiunl) 
+ (IW,ll*+ ll~2112)11~“112~ (3.5) 
for n = I,.... We claim there is a constant K such that 
IIIDu, Ill 2 6 K for n = l,.... (3.6) 
To prove this last assertion, we have to consider two cases: Case I 
whenl: - yld < sj and Case II when 1: - qd> s3. The establishing of asser- 
tion (3.6) under these two cases, using (3.4) and (3.5), proceeds exactly in 
the same manner as the proof of assertion (2.15) in Lemma 2 using (2.13) 
and (2.14). All one has to do is replace M by n. Consequently assertion 
(3.6) is established. 
From the fact that (3.6) holds, it follows that there is a subsequence of 
{ u,}F= , , which for ease of notation we shall take to be the full sequence 
with the following properties: 
there is a u E HA such that lim IIu, - uJI 2 = 0, (3.7) “-US 
lim u,(x) for a.e. x E 52, (3.8) 
n-m 
lim (Diu,, w) = (D,u, w), vwEL*p), i= l)...) N. (3.9) 
n-m 
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Next, we fix i and j and set 
z,(x) = ld(x, 24,) - u”(x, u)l 2 
and observe from (3.8) and (Q-l) that 
lim z,(x) = 0, Va.e. x E Sz. 
n-cc 
(3.10) 
(3.11) 
With a(x) and vu as in (Q-2), we set 
Z,(x) = CWx) + Il,IU”I + ?A4 I’ (3.12) 
and observe from (3.8) that lim, _ m Z,(x) = 4[a(x) + tf,lu(x)l]* a.e. in Q. 
Also, we have that 
Iz,(x)l d Z,(x) fora.e. x~SZandn=l,.... (3.13) 
Since awl*, it follows from (3.7) that 
lim J Z,(x) = 4 JI, [4x) + ?MXh I’. (3.14) n-m * 
We invoke [6, Theorem 16, p. 891 with z, replacingf, and Z, replacing g, 
and conclude from (3.10~(3.14) that lim, _ o. fn z,(x) = 0. Now i and j 
were fixed but arbitrary; so we record this fact, using (3.10), as 
lim I[u~(x, ~4~) - uV(x, u)l12 = 0 
n-cc 
for i, j= l,..., N. 
This last fact in conjunction with (1.5), (3.6) and Schwartz’s inequality 
shows that for fixed k, 
lim ([a”(., u,) - a”( ., u)] Diu,, Ditik) = 0. (3.15) 
n-cc 
From (3.9) in conjunction with (Q-2), we also see that 
lim, _ m (a”( *, u) Dju,, Ditik) = (a”(*, u) Dju, D&). We conclude from 
this last fact in conjunction with (3.15) that 
lim (a”(*, u,) Dju,, Dit,bk) = (a”(., u) Dju, Dit+bk) (3.16) 
n-m 
for k = 1, 2,... 
Using (Q-5), (Q-6), (g-2), and (g-3), we proceed in a manner similar to 
that which we just did above and obtain 
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(a) lim, + m (bit., 4 4, Di$k) = Cbi(‘7 u, & Di$k), 
W lim,+ m Cc’(‘, un) DiUnv $/cl) = (ci(‘, u, Di”, $k), 
W lim,,, W, %I) k, $k) = (4.9 u) 4 #k), (3.17) 
(4 lim,+, (g,C, 4, Iced = (g& 4, kd, 
(e) lim,+ oo (giC.7 Un)9 Dilclk) = (gi(‘, uh Ditik). 
Next, from (3.6) and Lemma 4, we see that the sequence {f(x, u”)} is 
absolutely equiintegrable. Since 52 is a bounded domain, it follows that 
3K** such that jn If(x, u,)l G K** for n = 1, 2,.... Also, we see from (f-l) 
and (3.8) that lim, _ m f[x, u,(x)] =f[x, u(x)] for a.e. EQ. We conclude 
from Fatou’s Lemma [7, p. 241 that jn If(x, u)\ Q K**. Consequently, 
f(x, u) E L’(Q). (3.18) 
Furthermore, we obtain from Egoroffs theorem [6, p. 721 in conjunction 
with uniform absolute continuity that 
(3.19) 
for k= 1, 2,.... 
From (1.7), (3.16), and (3.17)(a-c), we see that 
lim -9(u,, u,, ek) = S(v 2.4 tik) for k = 1, 2,.... n-+02 
Likewise, from (3.17)(d), (e), and from (3.19) we see that 
lim C(f(~, 4, $k) + (got’? un)3 It//c) + <gi(‘* un), Dilclk)l n-m 
We conclude from (3.2) that 
9(% u, e/J = s, f( x7 u) tik + (got., ~1, *k) + (Si(., u), Ditik) (3.20) 
for k= 1, 2,..., where 
MEHA. (3.20’) 
Next let 4 be a given function in C;(Q). Since 8 is a domain of type A, 
it follows from (1.6) that there is a sequence of functions of the form #,, = 
c;JI* + . . . + c;$, such that 
lim II~-hA,=0. (3.21) n-m 
NONLINEAR DISTRIBUTIONS 269 
Multiplying both sides of (3.20) by c; and then summing on k from 1 to n, 
we see that (3.20) holds with tik replaced by 4,. From (3.20’), (Q-2), and 
(Q-5) we see that a”(~, U) Dp and b’(x, u) u are in L’(Q) for i= l,..., N. 
Likewise, from (Q-5) and (Q-6), we see that ci(x, u) D,u and d(x, u) u are 
in L’(a), also. Therefore it follows from (1.7) and (3.21) that 
lim 2(u, 24, 4,) = Z?(u, U, 4). (3.22) 
?l--rm 
In a similar manner, from (3.18), (3.20’), (g-2), and (g-3), 
f(X, U) #n+ <g,(‘, U)v dn> + (g,(‘, Uh Di#n> 1 
follows. As mentioned earlier, (3.20) holds with I+G~ replaced by 4,. We 
therefore conclude from this last limit, (3.22) and (1.10) that 
x, u) 4 + G(u)(4), vf$ E C,m(Q). (3.23) 
From (3.20’), we see that UE HA and from (3.23) that u is indeed a dis- 
tribution solution of Qu =f(x, U) + g,(x, u) + Di gi(x, u). 
To complete the proof of the theorem, it remains to show that 
Z.&X, u)EL’(SZ) for we already know from (3.18) that f(x, u)EL’(S~). 
From (3.8) and (f-l), we see that 
lim u,(x) fCx, u,(x)1 = 4x1 fC4 u(x)1 a.e. 4. (3.24) “+m 
On the other hand, from (3.6) and Lemma 3, we see that there is a 
constant K* such that jn [u,(x)1 lf[x, u,(x)]1 <K* for n = 1,2,.... 
Consequently it follows from Fatou’s Lemma [7, p. 241 and (3.24) 
that jn IWI Ifk 44116 K*. H ence uf(x, U)E L’(Q) and the proof of 
the theorem is complete. 
4. RESONANCE AND NONLINEAR DISTRIBUTIONS 
In this section, we apply the results and techniques of the last two sec- 
tions to obtain results at resonance for our quasilinear operator Q. (In the 
case of Eq. (l-2), we have a result at resonance if either lim,, --a, f(x, s)/s 
or KG,, -,~(x,s)/s=~: on a set of positive measure in Sz, [3, p. 21.) In 
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order to handle problems of this nature, we introduce a self-adjoint, 
uniformly elliptic operator L along the lines of [4, p. 2123. In particular, let 
Lu = - D,[a”(x) Dju + /I?‘(x) u] + j’(x) D,u + 6(x) u, (4.1) 
where the operator L meets the following conditions: 
(L-l) a”(x), /I’(x), and 6(x) are in L”(Q), i,j= l,..., N; 
(L-2) aij(x) = a”(x), a.e. in 0, i, j= l,..., N; 
(L-3) 3 a constant qL>O such that 
a”(x) 5it,2rlL1512 
for a.e. x E Sz and 5 E R”. 
To L we associate the bilinear form 
LY(u, u) = (a” Dju, D,o) + (B’u, Diu) + (D,u, fiiu) + (6u, u), (4.2) 
defined for all U, UE HA. It follows from [4, p. 213-2141 that there exists a 
sequence of numbers 
a,<a,<a,< ‘.. <a,< ... -+ +oo (4.3) 
and a sequence of functions { #,,}c= 1in HA with the properties 
~(A, 0) = a,(479 0>7 Vu E HA and n = 1, 2,..., (4.4) 
Ml>~= I is a complete orthonormal sequence in L2(Q). (4.5) 
Furthermore, we have c1 defined as follows: 
o1 = inf Y(u, u)/(u, u) u f O,ueH;. (4.6) 
Also, it is shown in [4, p. 2141 that pi is a simple eigenvalue and that 
d,(x) ’ 0, VXESZ. (4.7) 
We shall say Q is *-related to L if the following two properties hold: 
mu, u) < =qu, u, u) for u=c;$,+ ... +c;$~, (4.8) 
where n is an arbitrary positive integer and the sequence { $,,}F=, is given 
by (1.3) and (1.4); 
a, = A:, (4.9) 
where 1: is defined by (1.8). 
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We observe in particular that L is *-related to L, i.e., to itself. We now 
give an example of a nonlinear Q which is *-related to L. 
Let Lu meeting (L-l)--(L-3) be given. Define 
cl’i(x,s)=a’i(x)[l+(l+.?-l] for xE52andsER (4.10) 
for i, j = l,..., N. Also, define b’(x, s)=/?‘, c’(x, s) =pi, and d(x, s) = 6 for 
i = l,..., N. Then it follows from (1.7) and (4.2) that 
2?(w, u, u)- cY(u. u) = (a”(1 + w’))’ D,u, Dju) (4.11) 
for U, w E HA. It follows from (L-3) that the expression on the right side of 
(4.11) is nonnegative. Therefore, 9(w, U, U) 3 Y(u, U) for U, w E HA. We 
conclude first that (4.8) holds and next from (4.6) that S(w, U, U) 2 0, /lull z 
for U, w E Hh. Consequently it follows from (1.8) that 1: > cr,. 
What remains to verify in the assertion Q is *-related to L is to show 
that there exists a sequence { un};= 1 in HA such that 
We set u, = nd,; then it follows from (4.4) that Y(u,, u,)/(u,, u,) = 0,. 
Thus from (4.5) and (4.1 l), we have that 
for n = 1, 2,... 
Set A(x)=#(x) Diq5, Did,. Since 4, EH~ and &oLm(S), then A 20 
a.e. in 52 and in L'(G). Given E > 0, choose Sz, c c 52 such that JnPn,. A < E. 
From [4, p. 2141, we also have that 4i E C(Q). So from (4.7), we see that 
4, takes a positive minimum in $2;2,. Call it yE. Therefore 
But then the limit superior as n + cc of the expression on the right-hand 
side in this last inequality SE. Hence the limit of the expression on the left- 
hand side is <O since E is arbitrary. We conclude from (4.8) and (4.13) that 
(4.12) is established, and the proof of the assertion is complete. 
In the above example, the coefficients of Q were in L”(a). It is possible 
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to give examples where this is not the case. Take 52 = unit N-ball and 
choose 
a”(x,s)= [l +(l- 1X12))l’4(1 +s2)-11 for i = l,..., N, 
ctyx, s) = 0 for i#j, i,j= l,..., N. 
(4.14) 
Also take b’(x, S) = c’(x, s) = d(x, S) = 0. Then it follows from (1.7) that 
$(w,u,u)=j [1+(1-~x(2))“4(1+w~)-‘]D;uDiu. 
a 
Using the fact that D,$, E L”(Q) combined with the techniques above, it is 
easy to show that Q is *-related to -d. We note that for fixed s E R, 
a”(~, S) defined in (4.14) above is not in L”(0), but is in L2(9) and does 
meet condition (Q-2). 
In stating the next theorem, we shall need the following conditions: 
(f-4) 3 a nonnegative function h4(x)e L’(Q) such that sf(x, S) < 
1.~1 h4(x), VSE R and a.e. XESZ; 
(g-4) 3 a nonnegative function h,(x)~L’(a) such that jg,(x, s)l 6 
h,(x) and \gi(x, s)l <h,(x), VEER and a.e. XESZ, i= l,..., N. 
We shall also need the following definition. 
f, (x) = lim sup f(x, S) 
s-CT2 
and f-(x) = lim inf j-(x, s). (4.15) 
s--+ -m 
The next theorem we prove is 
THEOREM 2. Let Sz be a domain of type A, let Qu be given by (1.1) and 
Lu by (4.1). Assume (Q-1)-(4-7), (L-1)(L-3), and that Q is *-related to L. 
Suppose that (f-l), (f-2), (f-4), (g-l), and (g-4) hold. Suppose furthermore 
that the following limits exist a.e. in 52: lim, _ +m g,(x, s) = g,,(x), 
lim s + +.,, gi(x, s) = gik (.v), i = L..., N. rf 
and (4.16) 
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where 4, > 0 is the first eigenfunction of L, then there exists a distribution 
solution u E HA of 
Q”=J:u+f(x, u)+ gO(x, u)-Digi(x, u, (4.17) 
with f(x, u) E L’(Q) and uf(x, u) E L’(a). 
It is clear that this theorem constitutes an extension of the result given in 
[3, Theorem 4, p. 131 (see also [ 1, Proposition IV.23) for the case of 
second order linear elliptic operators. Since L is *-related to itself, even in 
this special case, it gives a new result for nonlinear distributions. 
In a similar manner, we can obtain an analogue of [3, Theorem 31 for 
domains of type A and Q*-related to L. We shall do so in a sequel to his 
current paper dealing with results for higher order ellipticity. Meanwhile 
for an extension of [3, Theorem 31 to quasilinear elliptic operators on the 
N-torus, we refer the reader to [S]. 
To prove the theorem, from the start, using the same reasoning as in the 
first paragraph of Section 2, we can assume that 1: > 0 and hence from 
(4.9) that 
01 >O. 
Next, we consider the equation 
Qu=(AT-n-‘)u+f(x,u)+gO(x,u)-Dig,(x,u), 
(4.17’) 
where n is a positive integer with n PI < A.:. We set 
f,,(x,s)=(G-nnl)s+f(x,s) 
and observe from (f-4) that 
(4.18) 
sfJx, s) < (A.: -n-l) s2 + IsI h4(x). 
Therefore f,,Jx, s) meets (f-l)-(f-3). Also, it follows from (g-4) that g, 
meets (g-2) with c2 = 0 and gi meets (g-3) with v1 = 0 for i= l,..., N. Con- 
sequently, the conditions in the hypothesis of Lemma 2 for Qu= 
fin(x, u) + g,,(x, u) - Digi(X, u) are met. Using (4.18), we invoke Lemma 2 
and obtain 
u,=r;** + ... +y:*,, (4.19) 
where y;,..., y; are constants such that 
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for n > (,I:)-’ and k = l,..., n. Multiplying both sides of this equality by y; 
and summing on k, we obtain 
JY%, U”, %I)= (~:-n-l)(% U”> + UC., %I), U”> 
+ (gCl(‘7 unh un> + (ITit’ Un)3 D;“n> 
for n a positive integer with n > (n,*)-‘. 
We claim there is a constant K such that 
(4.20) 
lIID~,lll2 B K for every n > (A:))‘. (4.21) 
Suppose (4.21) does not hold. Then there is a subsequence of (u,,} which 
for ease of notation we shall take to be the full sequence, with the following 
properties: 
lim I(IDu,II(~= +co; (4.22) 
n430 
there is a u E Hi such that lim I(u, - VII 2 = 0, (4.23) 
n-n, 
where 0, = ~nIlll~~,III 2; 
lim u,(x) = u(x) 
n-m 
for a.e. x E Sz; (4.24) 
lim s w Div, = s w Div, VWEL2(12), i= l)...) N. (4.25) n-cc Q R 
We first show 
II412 f 0. (4.26) 
To see this fact, we observe from (4.8), (4.20), (f-4), and (g-4) that 
Y(u,,, ~&(~:-~~‘)ll~,ll:+ CllUz+ Il~,l121114zl12+~“211M2111D~nll12. 
(4.27) 
Also, we see from (L-l)-(L-3), and (4.2) that 
T(un, ~~~~y1~/lI~~~Ill~~~llB~ll~II~~ll~II~~~~ll2~Il~IIaolI~~Il~~ 
where qL > 0. Setting b* = sup[ l\fi’l\ 00,..., IIp”II ,] and recalling that 
11~,112~~11’2111~~,1112~ we observe from this last inequality in conjunction 
with (4.27) that 
~~IlID~,lIl2 d CU: - np ‘)A;1’2+2p*N1’2+ l1611m~;“2-JllUnl12 
+~“211~,112+ Cllhllz+ ll~sll21 A1”2. 
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Dividing both sides of this last inequality by [IJDu,III *, observing from 
(4.23) that IM2 + IIullz, and using (4.22) we see that 
If llullz = 0, then qL < 0. But this contradicts (L-3). Hence, IIul12 # 0, and 
(4.26) is established. 
Next, we propose to show that 
fJ = h4, a.e. in 52, where K~ is a constant. (4.28) 
In order to establish this we introduce the notation 
for w E L2(Q). (4.29) 
Also we note from (L-l)-(L-3), (4.6), and (4.17) that Y(u, u), defined by 
(4.2), gives rise to an inner product in HA. It follows from (4.4) and (4.5) 
that {d,(~,)-1’2),“=I g ives rise to a complete orthonormal system in HA 
with respect to this inner product. Also, it follows from (4.4) (4.5), and 
(4.29) that u, = u,,/J(IDu,))I, satisfies the following two relationships with 
respect o the inner products (., . ) and Z(‘, .): 
k=l k=l 
As a consequence, we obtain from (4.8) (4.9) and (4.20) that 
,T, (“k-oI)hdk)i2 
G lll~~nlll;‘~ (f(-, d, urn> +(ad., dun> + (giC.9 4, Diu,)). 
(4.30) 
Now, IlID~,lll2= 1, 11~,112~~11’2, and it follows from (4.3) and (4.17’) that 
there is a constant rcl > 0 such that 
ak-a,>K,,ok for k = 2, 3,.... 
We consequently conclude from (4.30), (f-4), and (g-4) that 
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From (4.23) and (4.29) we see that t?,(k) -+ t?(k). So using (4.22) we 
obtain from this last inequality, on passing to the limit as n + co, that 
for every integer J B 2. 
But this implies in turn that a,JG(k)l 2 = 0 for k > 2. From (4.3) and (4.17’), 
we consequently obtain that B(k) = 0 for k = 2, 3,4,.... Since { #,>pz, is a 
complete orthonormal system in L*(Q), this tells us that u = G(l) 4r a.e. in 
Sz, and the assertion in (4.28) is established. 
From (4.26) we see that K,, #O. We shall suppose rcO>O in (4.28) and 
show that this gives rise to a contradiction of the first inequality in (4.16). 
A similar proof shows that rcO <O leads to a contradiction of the second 
inequality in (4.16). 
Now rcO > 0 together with (4.7) and (4.28) implies that 
u(x) > 0 for a.e. x E 8. (4.31) 
Next we see from (4.6), (4.8), (4.9) and (4.20) that 
fl-‘<un5 4) d <ft., un), un> + (gCl(‘, Un), un> + (gi(‘, unh Di”n> 
for n > (A:))‘. Consequently, dividing both sides of this inequality by 
III~~,lll 2 gives 
Since u,(x) = l(lD~,(J~~u,,(x), 4.22) (4.24), and (4.31) give 
lim u,(x) = co for a.e. x E 52; (4.33) 
n+m 
Consequently we see from (4.15) and the hypothesis of Theorem 2 that 
lim sup f(x, u,(x)) Gf, (x), 
n-02 
j\mrn gdx, u,(x)) = g,+(x), (4.34) 
lim gi(x, %(X))= gi+(X) 
,I * cc 
for i= 1 ,..., N and a.e. ~~52. Also, we see from (g-4) that 
I(&(‘, %I), orI---u)I d ll~sll2ll~“-~II2~ 
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and 
lgcdx9 4) u(x)1 6 WMx)l for a.e. x E 0. 
We conclude from (4.23) and the first inequality in (4.35) that 
lim (go(.,z4n),un-u)=0 
n-rm 
(4.35) 
and from (4.34), the Lebesgue dominated convergence theorem, and the 
second inequality in (4.35) that 
lim (gd~, 4, u> = (g,+,u). n-m 
Consequently we have 
lim (goL 4J,u,> = (.a+, 0). (4.35’) n-m 
Next we observe from (g-4), (4.34), and the hypothesis of the theorem 
that for fixed i, 
IgJx9 U,) - gj+(X)J 6 2hJ-X) a.e. X E Q. 
From (4.34), the Lebesgue dominated convergence theorem, and this last 
inequality, we get 
lim Ilgit’, &I - gi+ II2 =O. 
n-m 
This fact in conjunction with Schwartz’s inequality and the observation 
that llDiunll 2 6 1 gives that for fixed i, 
lim (gi(.,z4n)-gi+,Dju,)=0. 
“-.0X 
On the other hand, from (4.25) we see that 
We conclude from these last two limits that 
lim <gi(*, u,,), D,u,> = (gi+ 9 D,u). (4.36) n-m 
Next, we observe from (f-4) that 
h(xht(x)l -f(x, %J Q(X) 2 0 for a.e. x E Q. 
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Also, from (4.23) we see that lim,_ o. jn hJu,J = jn h,lol. Consequently, we 
obtain from Fatou’s lemma [7, p. 241, (4.24), (4.31), and (4.34) that 
lim inf ( -f,( ., un), 0,) = lim inf 
n-m n-m [J 
khLl -fk %) un - khl sz 1 1 D 
+I4 -f,(x)u-j/4lul> -jJ+U. 
We conclude from (4.32), (4.35’), (4.36), and this last computation that 
- *f+ 5 U<<(go+5U)+(gi+,Diu). (4.37) 
Now by assumption u = JC~~~, where rcO > 0. Replacing u by rcOdI in (4.37) 
gives a direct contradiction to the first inequality in (4.16). From (4.26), we 
see that IQ, can never be zero. If we assume u = ~,,dr, where rce < 0, similar 
reasoning gives a direct contradiction to the second inequality in (4.16). All 
this was based on the assumption that (4.21) does not hold. We conclude 
that (4.21) is indeed true. 
We return to (4.20) and observe from (4.6), (4.8), and (4.9) that 
o~(f(.,~n),~n)+ (go(.,Un),Un)+ (gi(.,un),Diun) (4.38) 
for n > (A:))‘. We set 
and 
B,={xEQ:f(x,u,)u,<0}. 
From (f-4), Schwartz’s inequality, and (4.21), we have that 
i A"f(xA)%~ llMli2G”ZK for n> (A:))‘. (4.39) 
On the other hand, we have from (4.38) that 
- B.f( 5 x7 42) %YG i Anf( x, u,) u,+ <got.> 4, u,> + (gi(., u,), DA> 
It follows therefore from (g-4), (4.21), (4.39), and this last inequality that 
f&(x, u,) u, is uniformly bounded for n > (A:)-‘. But this fact coupled 
with (4.39) show that there is a constant K* such that 
s u-(x, urr) %I G K* for n > (AT)-‘. (4.40) R 
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Following the exact procedure we used to obtain Lemma 4 from Lemma 3, 
we obtain from (4.40) that the sequence 
{fh %l)>nm_ 1 is absolutely equiintegrable for n > (A:)-‘. (4.41) 
Next, we see from (4.21) that there is a function UE Ht and a sub- 
sequence of {a,};= 1, which for ease of notation we take to be the full 
sequence, such that 
(i) lim n _ m u,(x) = u(x) a.e. in a; 
(ii) lim n-a0 lI%--ll2=0; (4.42) 
(iii) lim n~oo(~,D,u,)=(w,Diu>,Vw~L2(R),i=1 ,..., N. 
From (f-l) and (4.42)(i), we have that 
lim fb, 4) =fb, u) a.e. in Q. (4.43) n-rcc 
From (4.41) and the fact that Q is a bounded domain, we infer that there is 
a constant K** such that 
.c U-(x, 41 G K** for n > (A:))‘. (4.44) n 
It then follows from Fatou’s lemma [7, p. 241, (4.40) (4.43), and (4.44) 
that 
m, u) E L’(Q) and dx, u) L’W). (4.45) 
Next let IJ?~ be a function in the orthonormal system given in (1.4). 
Proceeding exactly as we did in the proof of Theorem 1, we obtain from 
(4.42)(i)-(iii) that (3.16) and (3.17)(a)-(e) hold. Also, we obtain from 
Egoroffs theorem, (4.41), and (4.43) that 
We consequently conclude from (4.19’) on passing to the limit as n -+ cc 
that 
$(UT 4 tik) = V<% *k > + <f(., u), lClk > 
+ <go(‘, uh $/c) + (S;(., u), Di$/c) (4.46) 
for k = 1, 2,.... Since 0 is a domain of type A, it follows from (4.46) just as 
in the proof of Theorem 1 that if +E C?(Q), 
‘(~9 u, d)=‘f<~, 4) + (ft.> ~1.4) + <g,(., u), 4) + <Sit., u), Dib>. 
280 VICTOR L. SHAPIRO 
Hence, u E HA is a distribution solution of (4.17), and this fact coupled with 
(4.45) concludes the proof of Theorem 2. 
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