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PATTERN RECOGNITION ON ORIENTED MATROIDS:
SYMMETRIC CYCLES IN THE HYPERCUBE GRAPHS
ANDREY O. MATVEEV
Abstract. If V is the vertex sequence of a symmetric 2t–cycle in the
hypercube graph with the vertices {1,−1}t, then for any vertex T of the
graph there exists a unique inclusion–minimal subset of V such that T
is the sum of its elements. We present a simple combinatorial statistic
on decompositions of vertices of the hypercube graphs with respect to
symmetric cycles and describe their basic metric properties.
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1. Introduction
Let H := (Et, {1,−1}
t) be the oriented matroid, on the ground
set Et := {1, . . . , t}, whose set of topes {1,−1}
t is the vertex set of
a t–dimensional geometric hypercube in Rt; we substitute the familiar sign
components + and − of topes by the real numbers 1 and −1 respectively.
This oriented matroid is realizable as the arrangement of coordinate hyper-
planes in Rt, see [3, Example 4.1.4].
The tope graph T (L(H)) of the oriented matroid H is the hypercube
graph with 2t vertices, that is the Hamming graph H(t, 2) closely related
to the Hamming association scheme (also called the t–cube) H(t, 2). See
e.g. [1, 2, 4, 6, 7, 8, 10, 11, 12, 15, 16] on such graphs and association
schemes.
Key words and phrases. Autocorrelation, discrete Fourier transform, graph distance,
Hamming association scheme, Hamming distance, Hamming graph, hypercube graph, ori-
ented matroid, tope graph.
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The vertex set of the hypercube graph H(t, 2) is the tope set of H, that
is the collection of all words (we regard them as row vectors from Rt)
T := (T (1), . . . , T (t)) ∈ {1,−1}t; vertices T ′ and T ′′ are adjacent in H(t, 2)
iff there is a unique component e ∈ Et such that T
′(e) = −T ′′(e).
Recall that the vertices of H(t, 2) are in one–to–one correspondence with
the elements of the Boolean lattice of subsets of the set Et: it is convenient to
regard the power set 2Et of the set Et as the collection {T
− : T ∈ {1,−1}t}
of the negative parts T− := {e ∈ Et : T (e) = −1} of topes of the oriented
matroid H.
Let R := (R0, R1, . . . , R2t−1, R0) be a symmetric 2t–cycle (symmetric
cycle, for short) in H(t, 2), that is, Rk+t = −Rk for each k, 0 ≤ k ≤ t − 1.
The vertex sequence of any (t − 1)–path in R is a basis of Rt; indeed,
the absolute value of the determinant of the matrix composed of those row
vectors is 2t−1. This in particular means that the vertex sequence V(R)
:= (R0, R1, . . . , R2t−1) of the cycle R is a maximal positive basis of Rt,
see [13].
For any vertex T of H(t, 2) there exists a unique inclusion–minimal sub-
set Q(T,R) ⊂ V(R) such that
T =
∑
Q∈Q(T,R)
Q .
For all topes T ∈ {1,−1}t, the linearly independent sets Q(T,R) ⊂ Rt are
of odd cardinality; they can be explicitly described as follows [13, Cor. 2.2]:
Q(T,R) := −(T−)
(
max+
(
−(T−)V(R)
))
, T ∈ {1,−1}t ,
where −(T−)V(R) is the sequence of topes obtained from the vertex se-
quence V(R) by reorientation on the negative part T− of T ; max+(·) is the
subset of all topes from the resulting sequence that have inclusion–maximal
positive parts, and the outermost operation −(T−)(·) means the reverse re-
orientation on the ground subset T−.
If we consider the vertex set {1,−1}t of the hypercube graph H(t, 2) as
the disjoint union
⋃˙
T∈{1,−1}t{T} of the singleton sets of its vertices, then
{1,−1}t =
⋃˙
T∈{1,−1}t
{ ∑
Q∈Q(T,R)
Q
}
.
In other words, for any symmetric cycle R in H(t, 2) we have
{1,−1}t =
⋃˙
S⊆Et
{ ∑
Q∈
−S(max+(−SV(R)))
Q
}
;
note that if a pair {P ′, P ′′} is the neighborhood of a word P in the cycle −SR
then P ∈ max+(−SV(R)) iff |(P
′)−| − 1 = |P−| = |(P ′′)−| − 1.
In Section 2 we find the cardinalities |Q(T,R)| of the decompositions of
topes, in the context of arbitrary simple oriented matroids. In Section 3 we
list some metric relations for the sets Q(T,R). In Section 4 we describe
PATTERN RECOGNITION ON ORIENTED MATROIDS 3
a basic statistic associated with the vertices of hypercube graphs and their
symmetric cycles.
2. Decompositions of Topes with Respect to Symmetric Cycles
in the Tope Graphs
Let M := (Et,T ) be a simple oriented matroid (it contains no loops,
parallel or antiparallel elements) with set of topes T . Let us fix in the tope
graph of M a symmetric cycle R with vertex sequence V(R)
:= (R0, R1, . . . , R2t−1). If T ∈ T , then we define the row distance vec-
tor zT,R := (zT,R(0), zT,R(1), . . . , zT,R(2t−1)) ∈ ℓ
2(Z2t) of the cycle R with
respect to the tope T as follows:
zT,R(k) := d(T,R
k) , 0 ≤ k ≤ 2t− 1 ,
where d(T ′, T ′′) denotes the graph distance between topes T ′ and T ′′, that
is the Hamming distance between the words T ′ and T ′′. If we let 〈T ′, T ′′〉
:=
∑
e∈Et
T ′(e)T ′′(e) denote the standard scalar product on Rt, then 〈T ′, T ′′〉
= t− 2d(T ′, T ′′) and, as a consequence, d(T ′, T ′′) = 12(t− 〈T
′, T ′′〉).
Let I and C denote the 2t × 2t identity matrix and basic circulant per-
mutation matrix, respectively, with the rows and columns indexed from 0
to 2t−1. If v ∈ ℓ2(Z2t), then we denote by vˆ := (vˆ(0), vˆ(1), . . . , vˆ(2t−1)) the
discrete Fourier transform (see e.g. [9, 18]) of the vector v. If w ∈ ℓ2(Z2t),
then we let 〈〈v,w〉〉 :=
∑2t−1
k=0 v(k)w(k) denote the complex inner product
on ℓ2(Z2t), where · means complex conjugation.
For any tope T ∈ T , we have
|Q(T,R)| = t−
1
8
zT,R · (2I−C
−2 −C2) · zT,R
⊤
= t−
1
4t
2t−1∑
k=0
| ˆzT,R(k)|
2 · sin2 pik
t
, (2.1)
|Q(T,R)| =
1
8
zT,R · (6I− 4C
−1 − 4C+C−2 +C2) · zT,R
⊤
=
1
4t
2t−1∑
k=0
| ˆzT,R(k)|
2 · (cos2 pik
t
− 2 cos pik
t
+ 1) , (2.2)
|Q(T,R)| =
t
2
+
1
8
zT,R · (2I − 2C
−1 − 2C+C−2 +C2) · zT,R
⊤
=
t
2
+
1
4t
2t−1∑
k=0
| ˆzT,R(k)|
2 · (cos2 pik
t
− cos pik
t
) (2.3)
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and
|Q(T,R)| =
3t
4
−
1
8
zT,R · (C
−1 +C−C−2 −C2) · zT,R
⊤
=
3t
4
+
1
8t
2t−1∑
k=0
| ˆzT,R(k)|
2 · (2 cos2 pik
t
− cos pik
t
− 1) , (2.4)
see [14].
Let aT,R ∈ ℓ
2(Z2t) denote the autocorrelation (see e.g. [5, Section 4.3]) of
the distance vector zT,R, defined by
aT,R(m) :=
2t−1∑
n=0
zT,R(n)zT,R((n +m) mod 2t) , 0 ≤ m ≤ 2t− 1 ;
note that aT,R(k) = aT,R(2t− k), 1 ≤ k ≤ 2t− 1. Recall that ˆaT,R
= (| ˆzT,R(0)|
2, | ˆzT,R(1)|
2, . . . , | ˆzT,R(2t− 1)|
2).
 Let b := (2, 0,−1, 0, . . . , 0,−1, 0) be the first row of the
matrix 2I−C−2 −C2. Eq. (2.1) is equivalent to the
relation t− |Q(T,R)| = 116t 〈〈 ˆaT,R, bˆ〉〉, and Parseval’s relation im-
plies that
t− |Q(T,R)| = 18 〈〈aT,R,b〉〉
= 18 (2aT,R(0)− aT,R(2) − aT,R(2t− 2))
= 18(2aT,R(0) − 2aT,R(2)) .
 Let b := (6,−4, 1, 0, . . . , 0, 1,−4) be the first row of the
matrix 6I−4C−1−4C+C−2+C2. Eq. (2.2) is equivalent to |Q(T,R)|
= 116t 〈〈 ˆaT,R, bˆ〉〉; Parseval’s relation implies that
|Q(T,R)| = 18 〈〈aT,R,b〉〉
= 18(6aT,R(0)− 4aT,R(1) + aT,R(2) + aT,R(2t− 2)− 4aT,R(2t− 1))
= 18(6aT,R(0) − 8aT,R(1) + 2aT,R(2)) .
 Let b := (2,−2, 1, 0, . . . , 0, 1,−2) be the first row of the
matrix 2I−2C−1−2C+C−2+C2. Eq. (2.3) is equivalent to |Q(T,R)|
− t2 =
1
16t 〈〈 ˆaT,R, bˆ〉〉, and we have
|Q(T,R)| − t2 =
1
8 〈〈aT,R,b〉〉
= 18(2aT,R(0)− 2aT,R(1) + aT,R(2) + aT,R(2t− 2)− 2aT,R(2t− 1))
= 18(2aT,R(0) − 4aT,R(1) + 2aT,R(2)) .
 Let b := (0,−1, 1, 0, . . . , 0, 1,−1) be the first row of the
matrix C−1 + C − C−2 − C2. Eq. (2.4) is equivalent to |Q(T,R)|
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−3t4 =
1
16t 〈〈 ˆaT,R, bˆ〉〉, and we have
|Q(T,R)| − 3t4 =
1
8 〈〈aT,R,b〉〉
= 18(−aT,R(1) + aT,R(2) + aT,R(2t− 2)− aT,R(2t− 1))
= 18(−2aT,R(1) + 2aT,R(2)) .
We come to the conclusion:
Proposition 2.1. LetM be a simple oriented matroid, and V(R) the vertex
sequence of a symmetric cycle R in the tope graph of M. If T is a tope
of M, then for the inclusion–minimal subset Q(T,R) ⊂ V(R) such
that T =
∑
Q∈Q(T,R)Q, we have
|Q(T,R)| = t− 14
(
aT,R(0) − aT,R(2)
)
, (2.5)
|Q(T,R)| = 14
(
3aT,R(0)− 4aT,R(1) + aT,R(2)
)
, (2.6)
|Q(T,R)| = t2 +
1
4
(
aT,R(0)− 2aT,R(1) + aT,R(2)
)
(2.7)
and
|Q(T,R)| = 3t4 +
1
4
(
−aT,R(1) + aT,R(2)
)
, (2.8)
where aT,R is the autocorrelation of a distance vector of the cycle R with
respect to the tope T .
3. Basic Metric Properties of Decompositions
In this section we consider a simple oriented matroid M := (Et,T ) with
distinguished symmetric cycle R in its tope graph. If T ∈ T , then we have
∑
Q∈Q(T,R)
d(T,Q) =
∑
Q∈Q(T,R)
1
2
(t−〈T,Q〉) =
1
2
|Q(T,R)|t−
1
2
∑
Q∈Q(T,R)
〈T,Q〉
︸ ︷︷ ︸
‖T‖2=t
.
Remark 3.1. For any tope T of M we have
∑
Q∈Q(T,R)
d(T,Q) =
1
2
(
|Q(T,R)| − 1
)
t (3.1)
and
|Q(T,R)| = 1 +
2
t
∑
Q∈Q(T,R)
d(T,Q) . (3.2)
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Now suppose that T 6∈ V(R) and Q(T,R) := {Q1, . . . , Q|Q(T,R)|}. Note
that
t = ‖T‖2 = 〈T, T 〉 =
〈 ∑
Q∈Q(T,R)
Q,
∑
Q∈Q(T,R)
Q
〉
= |Q(T,R)|t+ 2
∑
1≤i<j≤|Q(T,R)|
(
t− 2d(Qi, Qj)
)
= |Q(T,R)|t+ 2
(|Q(T,R)|
2
)
t− 4
∑
1≤i<j≤|Q(T,R)|
d(Qi, Qj) .
Remark 3.2. For a tope T of M, such that T 6∈ V(R), we have∑
1≤i<j≤|Q(T,R)|
d(Qi, Qj) =
1
4
(
|Q(T,R)|2 − 1
)
t , (3.3)
|Q(T,R)| =
√
1 + 4
∑
i<j d(Q
i,Qj)
t
. (3.4)
Moreover,
∑
1≤i<j≤|Q(T,R)|
d(Qi, Qj) =
1
2
(|Q(T,R)|+ 1)
∑
Q∈Q(T,R)
d(T,Q) . (3.5)
4. Symmetric Cycles in the Hypercube Graphs
We now turn to an investigation of the combinatorial properties of the
vertex set {1,−1}t of the hypercube graphH(t, 2) and its symmetric cycles.
Let R be a symmetric cycle, with its distance vectors zT,R, T ∈ {1,−1}
t.
According to Eq. (2.5), we have
∑
T∈{1,−1}t
|Q(T,R)| =
∑
T∈{1,−1}t
(
t−
1
4
2t−1∑
n=0
zT,R(n)
(
zT,R(n)− zT,R((n + 2) mod 2t)
))
= 2tt−
1
4
2t−1∑
n=0
∑
T∈{1,−1}t
zT,R(n)
(
zT,R(n)− zT,R((n + 2) mod 2t)
)
= 2tt−
1
2
t
∑
T∈{1,−1}t
zT,R(n)
(
zT,R(n)− zT,R((n + 2) mod 2t)
)
= t
(
2t −
1
2
∑
0≤i,j≤t
p
2
iji(i− j)
)
,
where for any vertices X,Y ∈ {1,−1}t, such that d(X,Y ) = 2, the quan-
tity |{Z ∈ {1,−1}t : d(Z,X) = i, d(Z, Y ) = j}| =: p2ij is the same; this is an
intersection number of the Hamming association scheme H(t, 2), see e.g. [12,
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§21.3]. Thus, we have∑
T∈{1,−1}t
|Q(T,R)| = t
(
2t −
1
2
∑
1≤i≤t;
j∈{i−2,i+2}:
0≤j≤t
(
t− 2
i+j
2 − 1
) (
2
i−j
2 + 1
)
︸ ︷︷ ︸
1 when j ∈ {i− 2, i+ 2}
i(i − j)
)
= t
(
2t −
1
2
∑
1≤i≤t;
j∈{i−2,i+2}:
0≤j≤t
(
t− 2
i+j
2 − 1
)
i(i− j)
)
.
Since
s(t) :=
∑
1≤i≤t;
j∈{i−2,i+2}: 0≤j≤t
(
t− 2
i+j
2 − 1
)
i(i − j) = 2s(t− 1) = 2t ,
we come to the following conclusion:
Remark 4.1. Let R be a symmetric cycle in the hypercube graph H(t, 2).
(i) We have∑
T∈{1,−1}t
|Q(T,R)| =
t
2
∑
1≤i≤t;
j∈{i−2,i+2}:
0≤j≤t
p
2
iji(i− j)
=
t
2
∑
1≤i≤t;
j∈{i−2,i+2}:
0≤j≤t
(
t− 2
i+j
2 − 1
)
i(i− j) ,
(4.1)
that is, ∑
T∈{1,−1}t
|Q(T,R)| = 2t−1t (4.2)
—the number of edges in H(t, 2).
(ii) Eqs. (4.2) and (3.1) yield∑
T∈{1,−1}t
∑
Q∈Q(T,R)
d(T,Q) = 2t−2(t− 2)t . (4.3)
If j is an odd integer, 1 ≤ j ≤ t, then define
cj(t) :=
∣∣{T ∈ {1,−1}t : |Q(T,R)| = j}∣∣ ;
thus, we have ∑
1≤j≤t:
j odd
cj(t) = 2
t .
Since ∑
1≤j≤t:
j odd
jcj(t) :=
∑
T∈{1,−1}t
|Q(T,R)| = 2t−1t =
∑
0≤i≤t
i
(
t
i
)
,
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by Remark 4.1(i), the quantities cj(t) are read off from Eq. (4.2):
Theorem 4.2. Let R be a symmetric cycle, with vertex set V(R), in
the hypercube graph H(t, 2). Consider, for the vertices T ∈ {1,−1}t of
the graph H(t, 2), the inclusion–minimal subsets Q(T,R) ⊂ V(R) such
that T =
∑
Q∈Q(T,R)Q.
For any odd integer j, 1 ≤ j ≤ t, we have
cj(t) :=
∣∣{T ∈ {1,−1}t : |Q(T,R)| = j}∣∣ = 2(t
j
)
. (4.4)
In other words, the polynomial
γt(x) :=
∑
1≤j≤t:
j odd
cj(t)x
j ,
in the variable x, is
γt(x) = 2
∑
1≤j≤t:
j odd
(
t
j
)
xj . (4.5)
We can define γ1(x) as 2x. The polynomials γt(x), where 2 ≤ t ≤ 10, are
collected in the following table:
t γt(x) :=
∑
T∈{1,−1}t x
|Q(T,R)|
2 4x
3 6x + 2x3
4 8x + 8x3
5 10x + 20x3 + 2x5
6 12x + 40x3 + 12x5
7 14x + 70x3 + 42x5 + 2x7
8 16x + 112x3 + 112x5 + 16x7
9 18x + 168x3 + 252x5 + 72x7 + 2x9
10 20x + 240x3 + 504x5 + 240x7 + 20x9
In view of the simplicity of the statistic on the vertices and symmetric
cycles of the hypercube graphs, given by the polynomials γt(x), there are
many ways to describe the binomial–type combinatorial properties of the
quantities cj(t). For instance, if t is even, then for any odd integer j,
1 ≤ j < t, we have cj(t) = ct−j(t); if t is odd, then for any odd integer j,
1 ≤ j ≤ t, we have jcj(t) = (1 + t− j)c1+t−j(t), and so on.
Appendix: Symmetric Cycles in the Hypercube Graph, and
Equinumerous Decompositions of Vertices
In this appendix we count the number of symmetric cycles R of the
graph H(t, 2) that provide equinumerous decompositions Q(T,R) of a ver-
tex T ∈ {1,−1}t.
It is easy to see that each of the 2t vertices of the hypercube graphH(t, 2)
belongs to 12 t! symmetric cycles. Indeed, the graph H(t, 2) regarded as
the Hasse diagram of the tope poset of an oriented matroid (realizable as the
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arrangement of coordinate hyperplanes in Rt) can be based at any tope B ∈
{1,−1}t, and such a poset, with its least element B contained in t! maximal
chains, is a principal order ideal of a binomial poset whose factorial function
is n!, see [17, Example 3.18.3b]. It now suffices to note that any symmetric
cycle ofH(t, 2) containing B as its vertex is the union of two maximal chains
of the tope poset based at B. Thus, there are 12t · 2
t · 12 t! symmetric cycles
in H(t, 2):
#{R : R symmetric cycle of H(t, 2)} = 2t−2(t− 1)! .
See [19, A002866] on the corresponding integer sequence.
Recall that for any symmetric cycle R of H(t, 2) we have∑
T∈{1,−1}t
|Q(T,R)| = 2t−1t = 2
∑
1≤j≤t:
j odd
j
(
t
j
)
,
see Remark 4.1 and Theorem 4.2. As a consequence, we have∑
R:
R symmetric cycle of H(t, 2)
∑
T∈{1,−1}t
|Q(T,R)| = 2t−1(t− 1)!
∑
1≤j≤t:
j odd
j
(
t
j
)
.
Since ∑
R:
R symmetric cycle of H(t, 2)
|Q(T,R)| = 12t 2
t−1(t− 1)!
∑
1≤j≤t:
j odd
j
(
t
j
)
= (t−1)!2
∑
1≤j≤t:
j odd
j
(
t
j
)
,
for any vertex T ∈ {1,−1}t of the graph H(t, 2), we come to the following
result:
Proposition 4.3. For any vertex T ∈ {1,−1}t of the hypercube graphH(t, 2),
and for an odd integer j, 1 ≤ j ≤ t, we have
#{R : R symmetric cycle of H(t, 2), |Q(T,R)| = j} = (t−1)!2
(
t
j
)
.
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