Background {#Sec1}
==========

A multilayer perceptron network trained with a highly popular algorithm known as the error back-propagation (BP) has been dominating in the neural network literature for over two decades (Haykin [@CR9]). BP uses two practical ways to implement the gradient method: the batch updating approach that accumulates the weight corrections over the training epoch before performing the update, while the online learning approach updates the network weights immediately after each training sample is processed (Wilson and Martinez [@CR29]).

Note that training is usually done by iteratively updating of the weights that reduces error value, which is proportional to the negative gradient of a sum-square error (SSE) function. However, during the training of feedforward neural networks (FNN) with SSE, the weights might become very large or even unbounded. This drawback can be addressed by adding a regularization term to the error function. The extra term acts as a brute-force to drive unnecessary weights to zero to prevent the weights from taking too large values and then it can be used to remove weights that are not needed, and is also called penalty term (Haykin [@CR9]; Wu et al. [@CR30]; Karnin [@CR12]; Reed [@CR22]; Saito and Nakano [@CR23]).

There are four main different penalty approaches for BP training: weight decay procedure (Hinton [@CR10]), weight elimination (Weigend et al. [@CR28]), approximate smoother procedure (Moody and Rognvaldsson [@CR17]) and inner product penalty (Kong and Wu [@CR13]).

In the weight decay procedure, the complexity penalty term is defined as the squared norm of the weight vector, and all weights in the multilayer perceptron are treated equally. In the weight elimination procedure, the complexity penalty represents the complexity of the network as function of weight magnitudes relative to a pre-assigned parameter (Reed [@CR22]).

In approximate smoother procedure, this penalty term is used for a multilayer perceptron with a single hidden layer and a single neuron in the output layer. Compared with the earlier methods, it does two things. First, it distinguishes between the roles of weights in the hidden layer and those in the output layer. Second, it captures the interactions between these two sets of weights, however, it is much more demanding in computational complexity than weight decay or weight elimination methods. In Kong and Wu ([@CR13]) the inner-product form is proposed and its efficiency in general performance of controlling the weights is demonstrated. Convergence of the gradient method for the FNN has been considered by Zhang et al. ([@CR38], [@CR37]), Wang et al. ([@CR27]) and Shao and Zheng ([@CR24]).

The convergence of the gradient method with momentum is considered in Bhaya and Kaszkurewicz ([@CR1]), Torii and Hagan ([@CR26]), Zhang et al. ([@CR36]), in Bhaya and Kaszkurewicz ([@CR1]) and Torii and Hagan ([@CR26]) under the restriction that the error function is quadratic. Inspired by Chan and Fallside ([@CR2]), Zhang et al. ([@CR36]) considers the convergence of a gradient algorithm with adaptive momentum, without assuming the error function to be quadratic as in the existing results. However, in Zhang et al. ([@CR36]), the strong convergence result is based on the assumption that the error function is uniformly convex, which still seems a little intense.

The size of a hidden layer is one of the most important considerations when dealing with real life tasks using FNN. However, the existing pruning methods may not prune the unnecessary weights efficiently, so how to efficiently simplify the network structure becomes our main task.

Recently, considerable attention has been paid to the sparsity problems and a class of regularization methods was proposed which take the following form:$$\documentclass[12pt]{minimal}
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The focus of this paper is on extension of $\documentclass[12pt]{minimal}
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                \begin{document}$$L_{1/2}$$\end{document}$ regularization beyond its basic concept though its augmentation with a momentum term. Also, there are some other applications of FNNs for optimization problems, such as the generalized gradient and recurrent neural network methods shown as Liu et al. ([@CR14]) and Liu and Cao ([@CR15])

It is well known that a general drawback of gradient based BP learning process is its slow convergence. To accelerate learning, a momentum term is often added (Haykin [@CR8]; Chan and Fallside [@CR2]; Qiu et al. [@CR21]; Istook and Martinez [@CR11]). By adding momentum to the update formula, the current weight increment is a linear combination of the gradient of the error function and the previous weight increment. As a result, the updates respond not only to the local gradient but also to recent gradient in the error function. Selected reports discuss the NN training with momentum term in the literature (Torii and Hagan [@CR26]; Perantonis and Karras [@CR19]; Qian [@CR20]).

As demonstrated in Torii and Hagan ([@CR26]), there always exists a momentum coefficient that will stabilize the steepest descent algorithm, regardless of the value of the learning rate (we will define it below). In addition, it shows how the value of the momentum coefficient changes the convergence properties. Momentum acceleration, its performance in terms of learning speed and scalability properties is evaluated and found superior to the performance of reputedly fast variants of the BP algorithm in several benchmark training tasks in Perantonis and Karras ([@CR19]). Qian ([@CR20]) shows that in the limit of continuous time, the momentum parameter is analogous to the mass of Newtonian particles that move through a viscous medium in a conservative force field.

In this paper, a modified batch gradient method with smoothing $\documentclass[12pt]{minimal}
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                \begin{document}$$L_{1/2}$$\end{document}$ regularization and in the adaptive momentum algorithm (BGAM). In addition, without the requirement that the error function is quadratic or uniformly convex, we present a comprehensive study of the weak and strong convergence for BGSAM which offers an effective improvement in real life application.

The rest of this paper is arranged as follows. The algorithm BGSAM is described in "[Batch gradient method with smoothing *L*~1/2~ regularization and adaptive momentum (BGSAM)](#Sec2){ref-type="sec"}" section. In "[Convergence results](#Sec5){ref-type="sec"}" section, the convergence results of BGSAM are presented, and the detailed proofs of the main results are stated in the "[Appendix](#Sec9){ref-type="sec"}". The performance of BGSAM is compared to BGAM and the experimental results shown in "[Numerical experiments](#Sec6){ref-type="sec"}" section. Concluding remarks are in "[Conclusions](#Sec7){ref-type="sec"}" section.
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Here and below, some definitions and notations used in e.g. Wu et al. ([@CR30]), Shao and Zheng ([@CR24]), and Wu et al. ([@CR30]), Shao and Zheng ([@CR24]) have been re-defined and used without repeatedly citing the references. We consider a FNN with three layers, and we denote the numbers of neurons of the input, hidden and output layers by *p*, *q* and 1, respectively. Suppose that $\documentclass[12pt]{minimal}
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The detailed BGAM algorithm is presented as follows. We denote $\documentclass[12pt]{minimal}
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The gradient of the error function with respect to *W* as in ([6](#Equ6){ref-type=""}), and the gradients of the error function with respect to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$w_{i0}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$w_{ik}$$\end{document}$ are then as follows:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} E_{w_{i0}}(W) & = \sum _{j=1}^Jg'_{j}(w_0\cdot G(V \xi ^j))g(w_i \cdot \xi ^j) +\lambda \frac{f'(w_{i0})}{2f(w_{i0})^{\frac{1}{2}}} \end{aligned}$$\end{document}$$$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} E_{w_{ik}}(W) & = \sum _{j=1}^Jg'_{j}(w_0\cdot G(V \xi ^j))w_{i0}g'(w_i\cdot \xi ^j) \xi _k^j +\lambda \frac{f'(w_{ik})}{2f(w_{ik})^{\frac{1}{2}}} \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$i=1,2,\ldots ,q,~~k=1,2,\ldots ,p$$\end{document}$.
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Convergence results {#Sec5}
===================

The following assumptions are needed to introduce the relating convergence theorems of BGSAM. (*A*1)\|*g*(*t*)\|, $\documentclass[12pt]{minimal}
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Assume conditions (*A*1)--(*A*2) is valid. Then there are some positive constants $\documentclass[12pt]{minimal}
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**Theorem 1** {#FPar1}
-------------
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Numerical experiments {#Sec6}
=====================

This section presents the simulations that verify the performance of BGAM and BGSAM. Our theoretical results are experimentally verified with the 3-bit parity problem, which is a typical benchmark problem in area of the neural networks.
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The performance results of BGAM and BGSAM are shown in the following figures. Figures [2](#Fig2){ref-type="fig"}, [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"} present the comparison results for learning rate $\documentclass[12pt]{minimal}
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From Figs. [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}, it can be seen that the error function decreases monotonically and the norm of the gradient of the error function approaches zero as depicted by the convergence theorem, respectively. Also Fig. [3](#Fig3){ref-type="fig"} show us that our modified algorithm overcomes the drawbacks of numerical oscillations, i.e., for BGSAM the norm of gradient curve is much smoother than BGAM. The reason as the following: Since the derivative of \|*x*\| jumps from $\documentclass[12pt]{minimal}
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                \begin{document}$$w_{ik}$$\end{document}$ is close to zero. In the meantime, it can be seen that BGSAM convergence faster than BGAM. Fig. [4](#Fig4){ref-type="fig"} demonstrates that the effectiveness of the algorithm BGSAM in controlling the magnitude of weights is better than BGAM.Fig. 2The curve of error functionFig. 3The curve of norm of gradientFig. 4The curve of norm of weight

Conclusions {#Sec7}
===========

In this paper, the smoothing $\documentclass[12pt]{minimal}
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                \begin{document}$$L_{1/2}$$\end{document}$ regularization term with adaptive momentum is introduced into the batch gradient learning algorithm to prune FNN. First, it removes the oscillation of the gradient value. Second, the convergence results for three-layer FNN are proved under certain relaxed conditions. Third, the algorithm is applied to a 3-bit parity problem and the related results are supplied to support the theoretical findings above. Finally, this new algorithm will also effective for other types neural networks or big data processing.

Appendix {#Sec9}
========

In the following section three useful lemmas are given for convergence analysis for BGSAM algorithm. For the sake of description, we introduce the following notations:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} G^{n,j} & = G(V^n \xi ^j)\nonumber \\ \psi ^{n,j} & = G^{n+1,j}-G^{n,j}\nonumber \\ \Delta w_{i}^n & = w_{i}^{n+1}-w_{i}^n \quad for ~i=1,2,\ldots q\nonumber \\ \Delta w_{0}^n & = w_{0}^{n+1}-w_{0}^n \end{aligned}$$\end{document}$$

Using the error function ([11](#Equ11){ref-type=""}) we have$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} E\left( W^{n+1}\right) & = \sum _{j=1}^Jg_j\left( w_0^{n+1}\cdot G\left( V^{n+1} \xi ^j\right) \right) +\lambda \sum _{i=1}^q\sum _{k=0}^pf\left( w_{ik}^{n+1}\right) ^{{\frac{1}{2}}}\\ E\left( W^{n}\right) & = \sum _{j=1}^Jg_j\left( w_0^{n}\cdot G\left( V^{n} \xi ^j\right) \right) +\lambda \sum _{i=1}^q\sum _{k=0}^pf\left( w_{ik}^{n}\right) ^{{\frac{1}{2}}} \end{aligned}$$\end{document}$$

**Lemma 1** {#FPar2}
-----------

(Wu et al. [@CR31], Lemma 1) *Suppose that*$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \lim \limits _{k\rightarrow \infty }\left\| x^{k+1}-x^k\right\| =0, \quad \lim \limits _{k\rightarrow \infty } \left\| \frac{\partial F(x^k)}{\partial x}\right\| =0, \end{aligned}$$\end{document}$$*then, there exists*$\documentclass[12pt]{minimal}
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The above lemma is crucial for the strong convergence analysis, and it basically follows the same proof as Lemma 1 in Wu et al. ([@CR31]). So its proof is omitted.

Now, we give the **proofs of Theorem**[1](#FPar1){ref-type="sec"} through the following 4 steps.

**Step 1.** We show the following inequalities holds$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \left\| \psi ^{n,j} \right\| ^2 & \le C_2\sum _{i=1}^q\left\| \Delta w_i^{n}\right\| ^2\nonumber \\ & \le C_2\eta ^2(1+\alpha )^2\sum _{i=1}^q\left\| E_{w_{i}}(W^n)\right\| ^2\quad j=1,2,\ldots ,J. \end{aligned}$$\end{document}$$

*Proof* {#FPar3}
-------

With the assumption (*A*1), ([16](#Equ16){ref-type=""}) and the definition of *G*(*x*), it is easy to show that there exists a positive constant $\documentclass[12pt]{minimal}
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By the Lagrange mean value theorem, (*A*1) and ([16](#Equ16){ref-type=""}), we obtain that$$\documentclass[12pt]{minimal}
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Furthermore, in terms of ([9](#Equ9){ref-type=""}) and ([10](#Equ10){ref-type=""}) we can show that$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \Vert \Delta w_{i}^n\Vert & = \left\| -\eta E_{w_{i}}(W^n)+\alpha _{w_{i}}^n\cdot \Delta w_{i}^{n-1}\right\| \nonumber \\ & \le \eta (1+\alpha )\Vert E_{w_{i}}(W^n)\Vert \end{aligned}$$\end{document}$$

On the basis of the above inequalities ([20](#Equ20){ref-type=""}) and ([21](#Equ21){ref-type=""}) we immediately have ([19](#Equ19){ref-type=""}). $\documentclass[12pt]{minimal}
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**Step 2.** We show the following monotonicity of the sequence $\documentclass[12pt]{minimal}
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*Proof* {#FPar4}
-------
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By the Taylor mean value theorem with Lagrange remainder to *g*(*t*) at the point $\documentclass[12pt]{minimal}
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Together with ([10](#Equ10){ref-type=""}) and ([14](#Equ14){ref-type=""}), we get$$\documentclass[12pt]{minimal}
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Using ([10](#Equ10){ref-type=""}) and ([13](#Equ13){ref-type=""}), we obtain$$\documentclass[12pt]{minimal}
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Apply the Taylor mean value theorem with Lagrange remainder, we have$$\documentclass[12pt]{minimal}
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Substituting ([25](#Equ25){ref-type=""}) and ([26](#Equ26){ref-type=""}) into ([27](#Equ27){ref-type=""}) and using the Lagrange mean value theorem for *f*(*x*), we have$$\documentclass[12pt]{minimal}
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According to ([21](#Equ21){ref-type=""}) and ([28](#Equ28){ref-type=""}) we can conclude$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned}&E(W^{n+1})-E(W^{n})\nonumber \\&\quad \le -\eta \left\| E_{W}(W^n)\right\| ^2+M\lambda \sum _{i=1}^q \sum _{k=0}^p (\Delta w_{ik})^2+ \delta _1+\delta _2+\delta _3\nonumber \\&\quad =-\eta \left\| E_{W}(W^n)\right\| ^2+M\lambda \left[ \sum _{i=1}^q \Vert \Delta w_{i}\Vert ^2+ \Vert \Delta w_{0}\Vert ^2\right] + \delta _1+\delta _2+\delta _3\nonumber \\&\quad \le -\eta \left\| E_{W}(W^n)\right\| ^2+M\lambda \eta ^2(1+\alpha )^2 \left\| E_{W}(W^n)\right\| ^2 +\delta _1+\delta _2+\delta _3\nonumber \\&\quad \le -\eta (1-\lambda \eta (1+\alpha )^2M)\left\| E_{W}(W^n)\right\| ^2+\delta _1+\delta _2+\delta _3 \end{aligned}$$\end{document}$$
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It follows from ([16](#Equ16){ref-type=""}), ([18](#Equ18){ref-type=""}), ([19](#Equ19){ref-type=""}) and the Cauchy-Schwartz inequality that$$\documentclass[12pt]{minimal}
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**Step 3.** we show $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\lim \nolimits _{n\rightarrow \infty }\Vert E_W (W^n)\Vert =0.$$\end{document}$

*Proof* {#FPar5}
-------

From Step 2, we know that the nonnegative sequence $\documentclass[12pt]{minimal}
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Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$$\begin{aligned} \lim \limits _{n\rightarrow \infty }\left\| E_W(W^n)\right\| ^2=0 \end{aligned}$$\end{document}$$Thus$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \lim \limits _{n\rightarrow \infty }\left\| E_W (W^n)\right\| =0. \end{aligned}$$\end{document}$$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\square$$\end{document}$

**Step 4.** Add the assumption (*A*4), we show $\documentclass[12pt]{minimal}
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*Proof* {#FPar6}
-------

Note that the error function *E*(*W*) defined in ([11](#Equ11){ref-type=""}) is continuous and differentiable. According to ([21](#Equ21){ref-type=""}) and ([34](#Equ34){ref-type=""}), we get$$\documentclass[12pt]{minimal}
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                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\begin{aligned} \lim \limits _{n\rightarrow \infty } \left\| W^{n+1}-W^n\right\| =0 \end{aligned}$$\end{document}$$

According to the assumption (*A*4), ([34](#Equ34){ref-type=""}), ([35](#Equ35){ref-type=""}) and Lemma [1](#FPar2){ref-type="sec"}, there exists a point $\documentclass[12pt]{minimal}
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Now, we proved the Theorem [1](#FPar1){ref-type="sec"} by Step 1--Step 4.
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