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Introduction
Previous approaches to digital Jordan curve theorems have either been "graphtheoretical"
or "topological". The latter approach was pioneered by Khalimsky (see and independently by Kovalevsky (see [ll, 121) and a proof (which is independent of the corresponding Euclidean theorem) of a two-dimensional digital topological Jordan curve theorem was given in [5] . On the other hand, the methods of [ lo] may be used to give a somewhat simpler proof of a topological digital Jordan curve theorem by applying the Euclidean Jordan curve theorem for polygons.
Graph-theoretical
Jordan curve theorems (for structures which are not graphs in the strict sense of the term) were first proved by Rosenfeld [ 16,171 and generalized by Kong and Roscoe in [9] where other references are given. Other theorems of a similar type occur in papers by Stout [ 191 and Klette and Voss [6] and a topological proof of Rosenfeld's graph-theoretic result is given in [7] .
The topological results of Khalimsky et al. [5] and Kovalevsky [ 1 l] and the earlier papers of Rosenfeld [16, 17] dealt with a fixed topological space or a fixed pair of graph-like structures respectively. In later papers (such as [6] or [9] ) types of Jordan curve theorems were proved in a more general setting. In this paper we will attempt to reconcile the two approaches by showing that both the purely topological digital Jordan curve theorem of [5] as well as the graph-theoretical results of Rosenfeld [ 161 and some results of Klette and Voss [6] , follow from a graph-theoretic Jordan curve theorem (for a fairly wide class of planar graphs) which in turn is a consequence of the classical (Euclidean)
Jordan curve theorem and Kuratowski's theorem.
Digital Jordan curve theorems in two dimensions
Our aim in this section will be to prove a Jordan curve theorem for a class of planar graphs. We will then indicate how two of the best-known graph-theoretical and topological digital Jordan curve theorems follow from our result. In the Appendix, we define almost all of the graph-theoretical terms used in this section. More details can be found in [l] . We are grateful to T. Yung Kong for a considerable simplification of the proof of the theorem. If u is a vertex of a graph G, then N(u, G) will denote the induced subgraph of G whose vertex set consists of the neighbours of u in G. A graph G is said to be it follows that H has at most two components.
Since G is connected, for any vertex v E G\C, there is a shortest path from v to C. This shortest path meets C only at its final vertex and the penultimate vertex must lie in H. Thus every vertex of G\C lies in the same component of G\C as some vertex in IX It follows that G\C has at most two components.
(b) Suppose now that G is planar and that G' is a plane representation of G (see Appendix). Let ICI d enote the union in R2 of the arcs which represent the edges of the induced cycle C. ICI is a Jordan curve in R2 and hence by the classical Jordan curve theorem R2\ICI has two components, A and B say. We will show that A contains a vertex of G'. To this end, we suppose to the contrary, then since C is an induced cycle, it follows that no edges of G' can lie in A. Let u, v and w denote consecutive vertices of C and note that u and w are not adjacent since C is an induced cycle of length greater than 3. Let H be a Hamiltonian cycle of N(v, G); then since u and w are not adjacent, it follows that both paths in H whose endpoints are u and w must contain vertices of N( v, G) distinct from u and w. Choose vertices in each of these two paths and denote them by a and b respectively. Now add a new vertex p in A to the graph G' and join p by arcs in A to the points pu, p. and pw (which represent the vertices u, u and w) and denote by G" the resulting plane graph; however, G" contains a subdivision of the complete bipartite graph K3,3 based on the two sets of vertices {p, pa, pb} and {p,, pu, p,} respectively. This contradiction of (the easy part of) Kuratowski's theorem shows that A (and similarly B) must contain a vertex of G'.
Since A and B are the Euclidean components of [w2\ICI, every path from a vertex in A to a vertex in B must meet ICI. Thus no vertex of G' in A is adjacent to a vertex of G' in B. Hence G\C has at least two components. 0
Remark. We note that we have in fact proved that in any plane representation of G, the components of G\C are represented in different Euclidean components of
R2\ICI.
An important example of a graph satisfying the conditions of the theorem is the infinite digital plane Z x Z with the graph structure induced by the Khalimsky topology [5] (where as usual [p, q] E E(Z x Z) if and only if { p, q} is (topologically) connected).
Another example is the infinite hexagonal net r, of Klette and Voss [6] whose vertices may be taken to be the integer lattice points of R2; this latter graph has the added attraction of being regular of degree 6. More generally, adding exactly one diagonal in each unit square of the rectangular integer lattice in R2 produces a planar locally Hamiltonian connected graph, to which Theorem 1 then applies.
Digital images however, are usually modelled using rectangular finite subsets of the lattice points of integers in R2. A Jordan curve theorem for such subsets of Z2 with the Khalimsky topology was proved in [5] . Let G denote the graph induced by the Khalimsky topology on any such set of integer lattice points. G has a set of distinguished vertices 
A note on higher dimensions
Digital analogues of the Jordan-Brouwer theorem for Euclidean spaces are again of two types:
( One advantage of the topological approach is that, as mentioned above, the three-dimensional result in (1) above is readily generalized to higher dimensions while the results of (2) are not.
One might hope, after studying Section 2 of this paper, that there might exist a purely graph-theoretical (strictly speaking hypergraph-theoretical) Jordan surface theorem which has as corollaries all of the above-mentioned results. This seems to
be an interesting open question-one of the main obstacles to settling the problem seems to be a lack of any Kuratowski-type theorem for hypergraphs in [w3 and higher dimensional Euclidean spaces.
Appendix: A glossary of graph-theoretical terms
Almost all the graph-theoretical terms used in Section 2 (and not defined there) are defined below; for further details, the reader should consult a text on graph theory, such as [l] .
If G is a graph (finite or infinite), V(G) will denote the set of vertices and E(G) the set of edges of G. If u E V(G), then u is a neighbour of z, if [u, V] E E(G). The degree of a vertex is the cardinality of its set of neighbours. A cycle is a connected graph in which every vertex has degree 2. A path is a connected graph without cycles in which every vertex has degree at most 2. A cycle in a graph G is called Hamiltonian if its vertex set is V(G). The length of a cycle or path is the cardinality of its set of edges. A graph F is an induced subgraph of a graph G if F is a subgraph of G and whenever u, z, E V(F) and [u, v] 
E E(G) then [u, V] E E(F).
A graph G is said to be planar if it has a representation in R2 such that: (The proof of the necessity is simple.) 
