We study an NP-hard problem motivated by energy-efficiently maintaining the connectivity of a symmetric wireless sensor communication network. Given an edge-weighted n-vertex graph, find a connected spanning subgraph of minimum cost, where the cost is determined by letting each vertex pay the most expensive edge incident to it in the subgraph. We provide an algorithm that works in polynomial time if one can find a set of obligatory edges that yield a spanning subgraph with O(log n) connected components. We also provide a linear-time algorithm that reduces any input graph that consists of a tree together with g additional edges to an equivalent graph with O(g) vertices. Based on this, we obtain a polynomial-time algorithm for g ∈ O(log n). On the negative side, we show that o(log n)-approximating the difference d between the optimal solution cost and a natural lower bound is NP-hard and that there are presumably no exact algorithms running in 2 o(n) time or in f (d) · n O(1) time for any computable function f .
Introduction
We consider a well-studied graph problem arising in the context of saving power in maintaining the connectivity of symmetric wireless sensor communication networks. Our problem, which falls into the category of survivable network design [27] , is formally defined as follows (see Figure 1 .1 for an example). We denote the minimum cost of a solution to an MinPSC instance I = (G, w) by Opt(I). Throughout this work, weights always refer to edges and cost refers to vertices or subgraphs. For showing hardness results, we will also consider the decision version of MinPSC, which we call k-PSC. Herein the problem is to decide whether an MinPSC instance I = (G, w) satisfies Opt(I) ≤ k. Figure 1 .1 reveals that computing a minimum-cost spanning tree typically does not yield an optimal solution for MinPSC (also see Erzin et al. [15] for a further discussion concerning the relationship to minimum-cost spanning trees). In this work, we provide a refined computational complexity analysis by initiating parameterized complexity studies of MinPSC (and its decision version). In this way, we complement previous findings mostly concerning polynomial-time approximability [2, 10, 15] , heuristics and integer linear programming [2, 16, 26] , and computational complexity analysis for special cases [9, 10, 15, 21] .
Our contributions. Our work is driven by asking when small input-specific parameter values allow for fast (exact) solutions in practically relevant special cases. Our two fundamental "use case scenarios" herein are monitoring areas and infrastructure backbones. Performing a parameterized complexity analysis, we obtain new encouraging exact algorithms together with new hardness results, all summarized in Table 1.1: In Section 2, we provide an (exact) algorithm for MinPSC that works in polynomial time if one can find a set of obligatory edges that can be added to any optimal solution and yield a spanning subgraph with O(log n) connected components. In particular, this means that we show fixed-parameter tractability for MinPSC Table 1 .1: Overview on our results, using the following terminology: n-number of vertices, m-number of edges, g-size of a minimum feedback edge set, ddifference between optimal solution cost and a lower bound (see Problem 4.1), c-connected components of subgraph consisting of obligatory edges (see Definition 2.3). MinPSC-AL is the problem of computing the minimum value of d (Problem 4.1), d-PSC-AL is the corresponding decision problem.
problem result reference
Sec. 2
MinPSC solvable in O(ln(1/ε) · (36e 2 / √ 2π) c · n 4 / √ c) time with error probability at most ε MinPSC-AL NP-hard to approximate within a factor of o(log n)
Theorem 4.2(i) d-PSC-AL W [2]-hard when parameterized by d Theorem 4.2(ii)
k-PSC not solvable in 2 o(n) time unless ETH fails Theorem 4.2(iii) with respect to the parameter "number c of connected components in the spanning subgraph consisting of obligatory edges". Cases with small c occur, for example, in grid-like sensor arrangements, which arise when monitoring areas [34, 35] . In Section 3, we provide a linear-time algorithm that reduces any input graph consisting of a tree with g additional edges to an equivalent graph with O(g) vertices and edges (a partial kernel in terms of parameterized complexity, since the edge weights remain unbounded). Combined with the previous result, this yields fixed-parameter tractability with respect to the parameter g (also known as the feedback edge number of a graph), and, in particular, a polynomialtime algorithm for g ∈ O(log n). Such tree-like graphs occur when monitoring backbone infrastructure or pollution levels along waterways.
We provide some negative (that is, intractability) results in Section 4: We show that o(log n)-approximating the difference d between the minimum solution cost and a natural lower bound is NP-hard. Moreover This section presents an algorithm that solves MinPSC efficiently if we can find obligatory edges that can be added to any optimal solution and yield a spanning subgraph with few connected components. This is the case, for example, when sensors are arranged in a grid-like manner, which saves energy when monitoring areas [34, 35] . To find obligatory edges, we use a lower bound (v) on the cost paid by each vertex v in the goal function of MinPSC (Problem 1.1).
Definition 2.1 (vertex lower bounds). Vertex lower bounds are a function : V → N such that, for any solution T = (V, F ) of MinPSC and any vertex v ∈ V , it holds that max {u,v}∈F
Example 2.2. A trivial vertex lower bound (v) is given by the weight of the lightest edge incident to v because v has to be connected to some vertex in any solution. Moreover, since any edge {u, v} incident to a degree-one vertex u will be part of any solution, one can choose so that (u) = w({u, v}) and (v) ≥ w({u, v}.
Clearly, coming up with good vertex lower bounds is a challenge on its own. Once we have vertex lower bounds, we can compute an obligatory subgraph, whose edges we can add to any solution without increasing its cost:
Definition 2.3 (obligatory subgraph). The obligatory subgraph G induced by vertex lower bounds : V → N for a graph G = (V, E) consists of all vertices of G and all obligatory edges {u, v} such that min{ (u), (v)} ≥ w({u, v}).
The better the vertex lower bounds , the more obligatory edges they potentially induce, thus reducing the number c of connected components of G . Yet already the simple vertex lower bounds in Example 2.2 may yield obligatory subgraphs with only a few connected components in some applications:
Example 2.4. Consider the vertex lower bounds from Example 2.2. If we arrange sensors in a grid, which is the most energy-efficient arrangement of sensors for monitoring areas [34, 35] , then G has only one connected component.
The number of connected components may increase due to sensor defects that disconnect the grid or due to varying sensor distances within the grid. The worst case is if the sensors have pairwise distinct distances. Then, G has only one edge and n − 1 connected components.
The number c of connected components in G can easily be exploited in an exact O(n 2c )-time algorithm for MinPSC, 1 which runs in polynomial time for constant c, yet is inefficient already for small values of c. We will show, among other things, a randomized algorithm that runs in polynomial time for c ∈ O(log n): Theorem 2.5. MinPSC with vertex lower bounds is solvable
time by a randomized algorithm with error probability at most ε for any given ε ∈ (0, 1), and
where c is the number of connected components of the obligatory subgraph G .
Remark 2.6. The deterministic algorithm in Theorem 2.5(ii) is primarily of theoretical interest, because it classifies MinPSC as fixed-parameter tractable parameterized by c. Practically, the randomized algorithm in Theorem 2.5(i) seems more promising. The number of connected components of obligatory subgraphs has recently also been exploited in fixed-parameter algorithms for problems of servicing links in transportation networks [7, 19, 30, 31] , which led to practical results.
The rest of this section proves Theorem 2.5. The proof also yields the following deterministic algorithm for MinPSC, which will be interesting in combination with the data reduction algorithm in Section 3. It is much faster than the trivial algorithm enumerating all of the possibly n n−2 spanning trees:
Like some known approximation algorithms for MinPSC [2, 21] , our algorithms in Theorem 2.5 work by adding edges to G in order to connect its c connected components. In contrast to these approximation algorithms, our algorithms will find an optimal set of edges to add. To this end, they work on a padded version G • of the input graph G, in which each connected component of G is turned into a clique. Then, it is sufficient to search for connected subgraphs of G
• that contain at least one vertex of each connected component of G : We can always add the edges in G to such subgraphs in order to obtain a connected spanning subgraph of G. Definition 2.8 (padded graph, components). Let : V → N be vertex lower bounds for a graph G = (V, E). We denote the c connected components of the obligatory subgraph G by
• ) with edge weights w • : E • → N is obtained from G with edge weights w : E → N by adding zero-weight edges between each pair of non-adjacent vertices in G i for each i ∈ {1, . . . , c}.
To solve a MinPSC instance (G, w) with vertex lower bounds : V → N, we have to add c − 1 edges to G in order to connect its c connected components. These edges have at most 2c − 2 endpoints. Thus, we need to find a minimum-cost connected subgraph in G • that -contains at most 2c − 2 vertices, -contains at least one vertex of each connected component of G ,
-such that each of its vertices v pays at least the cost (v) that it would pay in any optimal solution to the MinPSC instance (G, w).
We will do this using the color coding technique introduced by Alon et al. [1] : randomly color the vertices of G • using at most 2c − 2 colors and then search for connected subgraphs of G
• that contain exactly one vertex of each color. Formally, we will solve the following auxiliary problem on G
• . Note that, in the definition of MinPCCS, the function : V → N does not necessarily give vertex lower bounds, but makes sure that each vertex v ∈ V pays at least (v) in any feasible solution to MinPCCS. In contrast to the usual way of applying color coding, we cannot simply color the vertices of our input graph G completely randomly and then apply an algorithm for MinPCCS: One component of G could contain all colors and, thus, a connected subgraph containing all colors does not necessarily connect the components of G . Instead, we employ a trick that was previously applied mainly heuristically in algorithm engineering in order to increase the success probability of color coding algorithms [4, 8, 13 ]: Since we know that our sought subgraph contains at least one vertex of each connected component of G , we color the connected components of G using pairwise disjoint color sets. Herein, we first "guess" how many vertices c i of each connected component G i of G the sought subgraph will contain and use c i colors to color each component G i . We thus arrive at the following algorithm for MinPSC: Algorithm 2.10 (for MinPSC).
an upper bound ε ∈ (0, 1) on the error probability. Output: A solution for I that is optimal with probability at least 1 − ε.
1. c ← number of connected components of the obligatory subgraph G . 2. for each c1, c2, . . . , cc ∈ N + such that
choose pairwise disjoint Ci ⊆ {1, . . . , 2c − 2} with |Ci| = ci for i ∈ {1, . . . , c}.
4.
repeat
for i ∈ {1, . . . , c}, randomly color the vertices of component G i of G using colors from Ci, let the resulting coloring be col : V → N.
6.
Solve MinPCCS instance (G • , w • , col, , C) using dynamic programming. 7. let T = (W, F ) be the best MinPCCS solution found in any of the repetitions.
We will now prove the correctness of Algorithm 2.10. First, with the following lemma, we prove that, if Algorithm 2.10 chooses a suitable coloring in line 5, then the MinPCCS instance solved in line 6 has a solution corresponding to an optimal solution of our input MinPSC instance. We will analyze the probability of such a suitable coloring later.
Lemma 2.11. Let I = (G, w) be a MinPSC instance, : V → N be vertex lower bounds for G = (V, E), and c be the number of connected components of G = (V, E ). Then, there is an optimal solution T = (V, F ) for I such that (i) the set W ⊆ V of vertices incident to an edge in F \ E has at most 2c − 2 vertices, and
(ii) for C = {1, . . . , |W |} and any coloring col : V → C inducing a bijection between W and C, there is a solution T = (W, F ) to the MinPCCS
Proof. (i) Let T = (V, F ) be an optimal solution for (G, w) that contains all edges of G = (V, E ) and a minimum number of edges of E \ E . In order to connect the c connected components of G , it contains c − 1 edges in E \ E . These can have at most 2c − 2 endpoints. Thus, |W | ≤ 2c − 2.
(ii) Consider the graph T = (W, F ) with the edge set
We will show that T is a solution for MinPCCS. We first analyze its cost.
Observe that (v) ≤ max {u,v}∈F w({u, v}) for all v ∈ V by Definition 2.1.
By assumption, col is a bijection between W and C. Thus, in order to show that T is a solution for the MinPCCS instance (G
Towards a contradiction, assume that T = (W, F ) is not connected. Then, choose two vertices u and v in W that are not connected in T and have minimum distance in T . By (2.1), all edges of T = (V, F ) between vertices in W are also in T . Thus, by choice of u and v, the shortest path p between u and v in T has no inner vertices in W . Then, by choice of W , p consists only of edges of G . Thus, u and v are in one connected component of G . If {u, v} is an edge of G , then it is in T by (2.1). Otherwise, G
• contains the edge {u, v} of weight w
• ({u, v}) = 0 by Definition 2.8, which is also in T by (2.1). Thus, u and v are connected in T , contradicting our assumption.
In Lemma 2.11, we proved that, if Algorithm 2.10 chooses a suitable coloring in line 5, then the MinPCCS instance solved in line 6 has a solution corresponding to an optimal solution of our input MinPSC instance. We will use the following lemma together with Lemma 2.11 to prove that, in this case, the solution returned by Algorithm 2.10 in line 8 is an optimal solution to the input MinPSC instance.
Lemma 2.12. Let (G, w) be an MinPSC instance, : V → N be vertex lower bounds for G = (V, E), and c : V → C be a coloring such that, for i = j, the sets of colors of vertices in the connected components G i and It remains to analyze the cost of T as a solution to the MinPSC instance (G, w). To this end, let F = (F ∩ E) ∪ E be the edge set of T and observe that -for all edges {u, v} ∈ F , one has w
-for all edges {u, v} ∈ F \ F , one has w
Thus, the cost of T is
In Lemmas 2.11 and 2.12, we have shown the correspondence between solutions of the input MinPSC instance and the MinPCCS instances solved in line 6 for suitable vertex colorings. We now show how to solve the MinPCCS instances in line 6. To this end, we use a dynamic programming algorithm inspired by an algorithm used for finding signalling pathways in biological networks [29] : it finds trees containing one vertex of each color in a vertex-colored graph. Our case is complicated by the non-standard goal function in MinPCCS (Problem 2.9).
Proof. Consider an MinPCCS instance I := (G, w, col, , C), where G = (V, E).
In the following, we will use, by convention, w(e) = ∞ for any e / ∈ E and min ∅ = ∞.
We solve I using dynamic programming. For any color set C ⊆ C and any pair of vertices {v, q} ⊆ V , we denote by P (v, q, C ) the subproblem of computing a feasible solution T = (W, F ) to the MinPCCS instance (G, w, col, , C ) that minimizes
under the constraints that v ∈ W and
(such a solution might not exist for some choices of v and q). Note that the only difference between Φ(v, q, T ) and the goal function of MinPCCS (Problem 2.9) is that the vertex v pays exactly max{ (v), w({v, q})}. However, by the constraint (2.2), v still pays at least the heaviest edge incident to v in T . Denoting
the cost of an optimal solution to the
We first show "≥". To this end, let T = (W, F ) be an optimal solution to P (v, q, C ) with |C | ≥ 2. Without loss of generality, assume that T is a tree. Then, we consider two cases: v is a cut vertex or a leaf of T . If v is a cut vertex of T , then T decomposes into two proper subtrees T 1 and T 2 only intersecting in v. For i ∈ {1, 2}, let C i be the set of colors of the vertices
If v is not a cut vertex of T , then it is a leaf of T . Let u be its neighbor in T and {u, q } ∈ F be an edge in T maximizing w({u, q }). Then, T − {v} is a feasible solution for P (u, q , C \ {col(v)}). Since w({u, q }) ≥ w({u, v}), we get
We have proved "≥" of (2.3) and now prove "≤".
Regarding (2.3a), note that, by taking the unions of the vertex sets and edge sets of two optimal solutions for P (v, q, C 1 ) and P (v, q, C 2 ) with C 1 ∪ C 2 = C and C 1 ∩ C 2 = {col(v)}, we get a feasible solution T for P (v, q, C ). Since these are edge-disjoint and intersect only in v, we get
Regarding (2.3b), let T be an optimal solution to P (u, q , C \ {col(v)}) for any u ∈ N (v) and q ∈ N (u) such that w({u, q }) ≥ w({u, v}) and w({v, q}) ≥ w({u, v}). Adding the edge {u, v} to T gives a feasible solution T for P (v, q, C ). We get
This concludes our proof of (2.3), which we will now use to compute a table with the entries D[v, q, C ] for all color subsets C ⊆ C, vertices v ∈ V and q ∈ N (v). Thus, in total, we compute at most 2 |C| n 2 table entries, which we do by subsets C ⊆ C of increasing cardinality, so that we can use previously computed values via recurrence (2. 
, or in none of C 1 and C 2 . Thus, the total time spent in computations for (2.3a) is
In (2.3b), we iterate over all u ∈ N (v) and q ∈ N (u). Thus, the total time spent in computations for (2.3b) is
Remark 2.14. Lemma 2.13 directly yields Proposition 2.7: for solving an MinPSC instance (G, w) with G = (V, E), we can simply choose : V → N, v → 0, the color set C = {1, . . . , n}, an arbitrary bijection col : V → C, and solve the MinPCCS instance (G, w, col, , C), which is equivalent by Lemmas 2.11 and 2.12.
We can finally prove the running time, error probability, and derandomization of Algorithm 2.10, thus proving Theorem 2.5. Since A i and A j are independent, the probability that all vertices of W get pairwise distinct colors is
The probability that a repetition of the loop in line 4 does not yield a correct coloring is thus 1 − p. The probability that all t repetitions are wrong is 
we get that the number of iterations of the loop in line 2 is
The running time of the algorithm is thus
To derandomize the algorithm, we use (d, k)-perfect hash families F of functions f : {1, . . . , d} → {1, . . . , k} such that, for each subset W ⊆ {1, . . . , d} of size k, at least one of the functions in F is a bijection between W and {1, . . . , k}. Let n i be the number of vertices in component G i . Instead of coloring the vertices in each component G i for i ∈ {1, . . . , c} with colors from C i randomly in line 5, we color them using all of the functions in F i of a (n i , c i )-perfect hash family F i .
One can construct a (n i , c i )-perfect hash family F i with e ci c i O(log ci) log n i functions in e ci c i O(log ci) n i log n i time [12, Theorem 5.18] . Thus, in each iteration of the loop in line 2, we generate the families F i for all i ∈ {1, . . . , c} in
Then, in line 5, we color the vertices of all components of G according to
functions.
Thus, the overall running time of the deterministic algorithm is c
Parameterizing by the feedback edge number
This section studies the complexity of MinPSC parameterized by the feedback edge number-the minimum number of edges one has to delete in order to turn a graph into a tree. This parameter can be computed in linear time by computing a spanning tree and counting the remaining edges. The motivation for studying this parameter is twofold. From a theoretical point of view, the cost of any spanning tree of the input graph gives an upper bound on the cost of an optimal solution. The remaining edges are a feedback edge set whose size limits the freedom for improving this upper bound. In practice, graphs with small feedback edge number may appear when monitoring backbone infrastructure or waterways (for example, when deleting canals, the remaining, natural waterways usually form a forest [18] ). Hence, it is natural to ask whether MinPSC is significantly easier on graphs with small feedback edge number than on general graphs. In this section, we answer this question in the affirmative by proving the following theorem.
Theorem 3.1. In linear time, one can transform any instance I = (G, w) of MinPSC with feedback edge number g into an instance I = (G , w ) and compute a value d ∈ N such that G has at most 40g − 26 vertices, 41g − 27 edges, and Opt(I) = Opt(I ) + d.
In terms of parameterized complexity theory, Theorem 3.1 gives a partial kernel [5] of linear size for k-PSC parameterized by the feedback edge number, leaving k and the edge weights unbounded. By applying first Theorem 3.1 to shrink a MinPSC instance and then applying Proposition 2.7 to solve the shrunk instance, we can solve MinPSC in polynomial time on graphs with feedback edge number g ∈ O(log n):
We point out that, in practice, it seems more promising to solve the shrunk instance using Theorem 2.5 instead of Proposition 2.7, although it will not give a provably better result than Corollary 3.2.
To prove Theorem 3.1, we first present data reduction rules for the following intermediate variant of MinPSC, which allows for annotating each vertex v with the minimum cost (v) it has to pay in any optimal solution. We will then show how to transform an instance of this variant to the original problem. Note that Annotated MinPSC can be seen as special case of MinPCCS (Problem 2.9) where each vertex is assigned a distinct color. Each instance of MinPSC (Problem 1.1) can be transformed into an equivalent instance of Annotated MinPSC with (v) = 0 for each vertex v ∈ V .
Our data reduction rules shrink the input graph and, at the same time, compute the value d as specified in Theorem 3.1. Initially, d = 0. The general approach is common to many results that upper-bound the size of the graph in terms of its feedback edge number [3, 20, 25, 32] : To this end, it is sufficient to reduce the number of degree-one vertices and the lengths of paths of degree-two vertices. We will see that the second part-shrinking paths-is the challenging one. Like our dynamic programming algorithm for MinPCCS (see Lemma 2.12), it is complicated by the nonlinear goal function of Annotated MinPSC: even if we knew that an optimal solution does not contain all edges of a path, it is not obvious which edge of the path the optimal solution will skip (we will see that it is not always the heaviest edge). Our first data reduction rule for Annotated MinPSC removes degree-one vertices.
Reduction Rule 3.4. Let v be a vertex with exactly one neighbor u. Then, update (u) := max{ (u), w({u, v})}, delete v and the edge {u, v}, and increase d by max{w({u, v}), (v)}. Proof. Correctness. Let I a = (G, w, ) be an instance of Annotated MinPSC, let v be a vertex in G with N (v) = {u} and let I a = (G , w , ) be the instance after deleting v using Reduction Rule 3.4. We will show that Opt(I a ) = Opt(I a )+ max{w({u, v}), (v)}.
By definition of Annotated MinPSC (Problem 3.3), there is a connected spanning subgraph T = (V, F ) in G such that x∈V max{max {x,y}∈F w({x, y}), (x)} = Opt(I a ). Then, T = (V , F \ {u, v}) is a connected spanning subgraph of G and the cost for each vertex except for u and v in T is the same as in T . The cost for u in T also is exactly the cost for u in T since (u) ≥ w({u, v}). Since the cost for v in T is exactly max{w({u, v}), (v)} and v is missing in T , it holds that Opt(I a ) ≥ Opt(I a ) + max{w({u, v}), (v)}. For the other direction, we use a solution T = (V , F ) in G such that x∈V max{ (x), max {x,y}∈F w({x, y})} = Opt(I a ). Then, T = (V, F ∪ {u, v}) is a connected spanning subgraph of G. The cost of each vertex except for u and v in T is the same as in T . The cost for v in T is max{w({u, v}), (v)} since {u, v} is the only edge incident to v. The cost for u in T is exactly the cost for u in T since (u) ≥ w({u, v}). Henceforth, we assume that no degree-one vertices are left. Our second data reduction rule upper-bounds the length of paths of degree-two vertices. Let P = (v 0 , v 1 , . . . , v h ) be such a path with h > 8 and all inner vertices having degree two, that is, deg(v i ) = 2 for 1 ≤ i ≤ h − 1. Observe that at most one edge of the path is not in a solution-a connected spanning subgraph of G. Thus, there are two cases: either all edges of P or all but one edge of P are in the solution. We can encode this in a shorter path containing the edge that yields the highest benefit when omitted in a connected spanning subgraph. Remarkably, this is not necessarily the heaviest edge, as shown in Figure 3. 1. Besides such a most beneficial edge, we also need to keep the first and last edge in the path as the benefit of omitting them depends on the rest of the solution. We formalize this as follows. 
If β({v j , v j+1 }) ≥ β({v k , v k+1 }), then we say that {v j , v j+1 } is more beneficial. For any most beneficial edge {v i , v i+1 } on P , that is, an edge maximizing β, we define the representative rep(P ) = (v 0 , v 1 , u 1 , v i , v i+1 , u 2 , v h−1 , v h ) of P as a path with new vertices u 1 and u 2 ,
and new incident edges of weights
We will replace P by rep(P ). At the same time, we have to adjust the value of d for Theorem 3.1. To this end, observe that each vertex v j with j ∈ {2, . . . h − 2} \ {i, i + 1} pays max{ (v j ), w({v j−1,vj }), w({v j , v j+1 })} before replacement and is deleted after replacement. Moreover, the new vertices u 1 and u 2 pay exactly (u 1 ) and (u 2 ), respectively, after replacement and are not part of the instance before replacement. Thus, we increase d by
and the second data reduction rule works as follows.
Reduction Rule 3.7. Let P = (v 0 , v 1 , . . . , v h ) be a path with h > 8 such that deg(v 0 ) > 2, deg(v h ) > 2, and deg(v i ) = 2 for i ∈ {1, 2, . . . , h − 1}. Replace P by rep(P ) and increase d by adj(rep(P )).
In order to prove the correctness of Reduction Rule 3.7, we first prove that omitting a more beneficial edge in a sufficiently long induced path results in a better solution.
is an connected subgraph and the cost of T is at most the cost of T . 
Thus, by assumption and the definition of β, the cost of T is at most the cost of T and since T is connected, so is T .
Lemma 3.9. Reduction Rule 3.7 is correct and can be exhaustively applied in linear time.
Proof. Correctness. Let P = (v 0 , v 1 , . . . , v h ) be a path with h > 8 in the input instance I = (G, w) such that deg(v 0 ) > 2, deg(v h ) > 2, and deg(v i ) = 2 for i ∈ {1, 2, . . . , h−1}. Let I = (G , w ) be the instance obtained via Reduction Rule 3.7 by replacing P by rep(P ) for some most beneficial edge {v i , v i+1 }. To show that the data reduction rule is correct, we show that Opt(I) = Opt(I ) + adj(rep(P )).
Let T = (V, F ) be a connected spanning subgraph of minimum cost for I. At most one edge of P may be missing from T since T is connected. By Lemma 3.8, we may assume without loss of generality that, if any, then only {v 0 , v 1 }, {v i , v i+1 }, or {v h−1 , v h } are missing. We will construct an optimal solution T for the instance I and show that the costs of T and T differ by exactly adj(rep(P )).
To this end, let F = F \ {{v j , v j+1 } | 1 ≤ j ≤ h − 2} be the set of all edges in T that are not between degree-two vertices in P and choose
that is, T contains all new edges of rep(P ) and it contains {v i , v i+1 } if and only if T does. We will show that the cost of T and T differ by exactly adj(rep(P )).
Let c be the cost of the common subgraph (V, F ) of G and G . Also observe that the edge weights w and w before and after data reduction coincide on F . Thus, both T and T pay the same amount c for (V, F ), that is, the same amout for each vertex that is not a degree-two vertex in P .
If {v i , v i+1 } ∈ F , then the whole path P is contained in T and the total cost for all vertices v j for 1
The cost for rep(P ) excluding v 0 and v h in T is
Hence, the costs of T are higher than the costs of T by
and we obtain Opt(I) ≥ Opt(I ) + adj(rep(P )) if {v i , v i+1 } ∈ F . Now, consider the case
and the cost for v i and v i+1 is max{ (v i ), w({v i−1 , v i })} and max{ (v i+1 ), w({v i , v i+1 })}, respectively.
Hence, also in the case {v i , v i+1 } / ∈ F , we get Opt(I) ≥ Opt(I ) + adj(rep(P )). It remains to show Opt(I) ≤ Opt(I ) + adj(rep(P )). First, notice that, since
The same holds true for {u 1 , v i }, {v i+1 , u 2 }, and {u 2 , v h−1 } by analogous arguments. Thus, {v i , v i+1 } is a most beneficial edge in rep(P ). Hence, there is an optimal solution T * for G that either contains the whole path rep(P ) or all except for the edge {v i , v i+1 }. Thus, translating T * , whose cost is Opt(I ), into a solution for G by executing the construction of T from T backwards results in a solution of cost Opt(I ) + adj(rep(P )) for G. Thus, Opt(I) ≤ Opt(I ) + adj(rep(P )).
Running time. For each degree-two vertex, we have to compute whether it is part of a path of length at least nine. This can be done in constant time per vertex as we only have to check, for each degree-two vertex, whether its two neighbors have degree two as well and store the length of the path until both ends are reached. All of the other computations, including insertions and removals, take constant time per vertex as only degree-two vertices are involved. Thus, the reduction rule can be applied exhaustively in linear time.
So far, our data reduction rules turn an instance I of MinPSC into an instance I a of Annotated MinPSC. We now show how to transform any instance I a of Annotated MinPSC back into an instance I of MinPSC. Lemma 3.10. In linear time, one can transform any instance I a of Annotated MinPSC into an instance I of MinPSC so that Opt(I a )+ v∈V (v) = Opt(I ). The instance I contains at most 2n vertices and at most n + m edges.
Proof. Let I a = (G, w, ) be an instance of Annotated MinPSC, with G = (V, E). We construct an instance I = (G , w ) for MinPSC in linear time such that Opt(I a )+ v∈V (v) = Opt(I ). Initially set G := G and w := w. Introduce for each vertex v with (v) > 0 a new vertex u and an edge {u, v} with w ({u, v}) = (v). Thus, it is ensured that v has to pay at least (v). Reduce d by (v) since the new vertex u pays exactly (u) in any optimal solution to G . All operations take constant time per vertex and it is easy to verify that G contains at most 2n vertices and at most n + m edges.
We now give an upper bound on the size of graphs reduced by Reduction Rules 3.4 and 3.7. Combined with Lemma 3.10, this yields a proof of Theorem 3.1.
Proposition 3.11. Let I = (G, w, ) be an instance of Annotated MinPSC and let g be the feedback edge number of G. If Reduction Rules 3.4 and 3.7 cannot be applied to I, then G contains at most 20g − 13 vertices and 21g − 14 edges.
Proof. Let F be a feedback edge set of G = (V, E) of size g. Let W ⊆ V be the set of all endpoints of edges in F , formally, W = {v ∈ V | ∃e ∈ F : v ∈ e} and let V 1 ⊆ W be the set of all vertices in W that have degree one in the tree T = (V, E \ F ). Since T contains |V 1 | leaves, it contains at most |V 1 | − 1 vertices of degree at least three.
We now analyze the number of vertices of degree at least three in G. To this end, denote F := {e 1 , . . . , e g }, T
(0) := T , and by T (i) for i ∈ {1, . . . , g}, the graph obtained from T by inserting the edges e 1 , . . . , e i . Obviously, T (g) = G. Let F 1 be the set of edges e i ∈ F that are incident to exactly one degreeone vertex of T (i−1) and F 2 be the set of edges e i ∈ F that are incident to two degree-one vertices of T (i−1) . Since G contains no degree-one vertices, it holds that |V 1 | = |F 1 | + 2|F 2 |. Note that each insertion of an edge e i ∈ F 1 into T (i−1) may increase the degree of one vertex to three. Each of the remaining g − |F 1 | − |F 2 | insertions may increase the degree of two vertices to 3. Hence, there are at most
We now analyze the number of paths of degree-two vertices in G . Since T is a tree with at most |V 1 | − 1 vertices of degree at least three, there are at most |V 1 | − 2 paths of degree-two vertices between vertices of degree at least three in T . Since T is a tree, there are at most |V 1 | paths of degree-two vertices with an endpoint in V 1 .
We again insert the edges in F and analyze the number of paths of degree-two vertices in T (0) , . . . , T (g) = G. For each edge e i = {u, v} ∈ F 2 , T (i−1) contains one path ending in u and one ending in v that are joined into one by {u, v} in T (i) . Thus, T (i) contains one degree-two path less than T (i−1) . Each edge e i = {u, v} ∈ F 1 continues one path of T and hence increases the number of paths of degree-two vertices by at most two. Altogether, the number of paths of degree-two vertices is thus upper-bounded by
Altogether, G contains at most 2g − 1 vertices of degree at least three, no degree-one vertices, and at most 3g − 2 paths consisting of degree-two vertices. Since Reduction Rule 3.7 is not applicable, the length of such paths is at most eight. The graph G therefore contains at most 18g − 12 degree-two vertices (as the two endpoints of each path do not have degree two) and, hence, at most 20g − 13 vertices and 21g − 14 edges in the resulting (annotated) graph (g of them are edges from the feedback edge set).
We now have all ingredients to prove Theorem 3.1.
Proof of Theorem 3.1. Let (G, w) be an instance of MinPSC, let g be the feedback edge number of G and let F be a feedback edge set of size g in G = (V, E).
First apply Reduction Rules 3.4 and 3.7 exhaustively in linear time and call the resulting graph G . By Proposition 3.11, G contains at most 20g − 13 vertices and 21g − 14 edges. Remark 3.12. In the proof of Proposition 3.11, we show that a graph reduced with respect to Reduction Rules 3.4 and 3.7 has at most 3g − 2 paths of degreetwo vertices. One can easily construct a reduced graph with 3g − 3 such paths: Start with a complete binary tree, replace each edge by a path of six degree-two vertices, and add a perfect matching between its leaves. This perfect matching is a minimum feedback edge set, thus has size g. The resulting graph has 3g − 3 paths of degree-two vertices.
We conjecture that one can also show an upper bound of 3g − 3 on the number of paths of degree-two vertices and an upper bound of 2g − 2 on the number of vertices of degree at least three. Notice that the latter immediately implies the former. Adding this to the proof of Proposition 3.11 would lead to an upper bound of 20g − 20 vertices and 21g − 21 edges in the graph of the reduced instance and 40g − 40 vertices and 41g − 41 edges in Theorem 3.1. This bound would be tight as shown in Figure 3 .2, where the feedback edge number is 2, the number of vertices in the reduced graph is 40, and the number of edges is 41. The construction can be extended to any feedback edge number.
(see Definition 2.1). Vertex lower bounds immediately yield lower bounds on the total cost of optimal solutions. In this section, we show that the latter are much harder to exploit algorithmically.
For example, if the weights w : E → N of the edges in a graph G = (V, E) are at least one, then the vertex lower bounds given by (v) := min {u,v}∈E w({u, v}) ≥ 1 for each vertex v ∈ V (see Example 2.2) immediately yield a "large" lower bound of at least n on the cost of an optimal solution. This implies that even constant-factor approximation algorithms (e. g. the one by Althaus et al. [2] ) can return solutions that are, in absolute terms, quite far away from the optimum. Furthermore, it follows that Proposition 2.7 already yields fixed-parameter tractability for k-PSC parameterized by the solution cost k.
A more desirable and stronger result would be a constant-factor approximation of the difference d between the optimal solution cost and a lower bound or a fixed-parameter tractability result with respect to the parameter d [6, 11, 17, 24] . However, we show that such algorithms (presumably) do not exist. Herein, we base some of our hardness results on the Exponential Time Hypothesis (ETH) as introduced by Impagliazzo and Paturi [22] and on the W-hierarchy from parameterized complexity theory [14] . The ETH is that 3-Sat cannot be solved in 2 o(n+m) time, where n and m are the number of variables and clauses in the input formula, respectively. Moreover, proving that a parameterized problem is W-hard with respect to some parameter k shows that there is (presumably) no f (k) · n O(1) -time algorithm, where n denotes the input size. To state our hardness results, we use the following problem variant, which incorporates the lower bound. For a MinPSC-AL instance I = (G, w), we denote by Opt(I) the minimum value of (4.1) (we also refer to Opt(I) as the margin of I). For showing hardness results, we will also consider the decision version of the problem: By d-PSC-AL, we denote the problem of deciding whether an MinPSC-AL instance I = (G, w) satisfies Opt(I) ≤ d.
Theorem 4.2.
(i) MinPSC-AL is NP-hard to approximate within a factor of o(log n). We next verify Definition 4.5(ii) with α = 1, that is, we show that the margin of the optimal solution for the instance I of MinPSC-AL is at most the cost of the optimal solution for the instance I of Minimum Set Cover. To this end let F ⊆ F be a set cover of minimum size and thus Opt(I) = |F |. We construct a connected spanning subgraph T of G with margin ρ = |F | as follows. First, add all edges incident to s to T . Second, for each S ∈ F add for each u ∈ S the edge {v u , v S } to T . Observe that T is indeed a connected spanning subgraph: All vertices in V F are connected via s by the edges with weight one. Furthermore, each vertex in u is connected to at least one vertex in F since F is a set cover.
Next, observe that the lower bound of any connected spanning subgraph in G is 2n + m + 1: Each vertex v u ∈ V U has to pay two (all incident edges of v u in G have weight two), each vertex v S ∈ V F has to pay one, and s hast to pay one, too. We next argue that the overall cost of T is at most 2n + m + 1 + Opt(I) and thus the margin ρ of T is Opt(I). Compared to the lower bound 2n + m + 1, the following additional cost is incurred by T : Each vertex v S with S ∈ F pays additionally one (in total two) since it is incident to a weight-two edge in T that has the other endpoint in V U . Thus, the overall cost is 2n + m + 1 + Opt(I) and Opt(I ) ≤ Opt(I).
We finally verify Definition 4.5(iii) with β = 1, that is, we show how to transform solutions for the instance I = (G, w) of MinPSC-AL into set covers for I. To this end, let T be a connected spanning subgraph of G. We construct a set cover F for I as follows. First, recall that each vertex v u ∈ V U has to pay two (all incident edges of v u in G have weight two) and each vertex v S ∈ V F has to pay one. Denote by V ⊆ V F the vertices that have an incident edge with weight two in T . Observe that the margin of T is ρ = |V |. We show that the set F = {S ∈ F | v S ∈ V } corresponding to V forms a set cover in I. To this end, consider any element u in I. Since T is connected, it follows that at least one edge e incident to v u is in T . By construction, the second endpoint of e is in V F and thus, e = {v u , v S } for some S ∈ F. By definition of F , we have S ∈ F and the set S contains u. Thus, u is covered by F . Finally note that the cost ρ of F is equal to the cost ρ of T .
Observe that the above argument holds for any connected spanning subgraph of G and thus we have Opt(I) ≤ Opt(I ). Since we already showed Opt(I ) ≤ Opt(I) it follows that Opt(I ) = Opt(I). Hence, we arrive at | Opt(I) − ρ| = | Opt(I ) − ρ |. Proof. We slightly enhance Transformation 4.4 using the decision versions of the problems and setting d := k. Note that we showed in the proof of Lemma 4.7 that there is a set cover of size k in the given Minimum Set Cover instance if and only if there is a connected spanning subgraph T with cost 2m + n + 1 + d in the constructed d-MinPSC-AL-instance. Finally, observe that the reduction creates a graph where the number of vertices is O(n + m).
Combining the known intractability of k-Set Cover with Lemmas 4.7 and 4.8, we can finally prove Theorem 4.2.
Proof of Theorem 4.2. Part (i) follows from Lemma 4.7 and the fact that Minimum Set Cover is NP-hard to approximate within a factor of o(log n) [28] . Part (ii) follows from Lemma 4.8 and the fact that k-Set Cover is W [2] -complete parameterized by the solution size k [14] . Part (iii) follows from Lemma 4.8, the observation the the corresponding reduction runs in polynomial time, and the fact that k-Set Cover cannot be solved in 2 o(n+m) time unless the ETH fails [23] .
Note that the parameter c studied in Section 2 is upper bounded by n. Thus, Theorem 4.2(iii) also implies that assuming ETH is true, there is no 2 o(c) (n + m)
O(1) -time algorithm for MinPSC. Note that our randomized algorithm in Theorem 2.5(i) has running time 2 O(c) n 4 .
Conclusion
We believe that both our randomized fixed-parameter algorithm exploiting vertex lower bounds and our data reduction rules (a partial kernelization for the parameter "feedback edge number") are worth implementing and testing. Empirical work thus is a natural next step on our agenda; however, we believe that our algorithms are less suited for random test data (as typically used in published work so far) because our algorithms make explicit use of structure in the input which presumably occurs in real-world monitoring instances. An important theoretical challenge is to find good vertex lower bounds for exploitation in Section 2. This goes hand in hand with identifying scenarios where (more) obligatory edges are given by the application (e. g., this may be the case in communication networks with designated hub nodes). Finally, we identified positive results for two natural network parameters; thus, the search for further useful parameterizations is a generic but nevertheless promising undertaking. Ideally, this should be driven by using data from real-world applications and analyzing their structural properties.
