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Abstract
We prove existence and uniqueness of maximal global hyperbolic de-
velopments of vacuum general relativistic initial data sets with initial data
(g,K) in Sobolev spaces Hs ⊕Hs−1, N ∋ s > n/2 + 1.
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1 Introduction
One of the many contributions of Yvonne Choquet-Bruhat to the foun-
dations of mathematical general relativity is the proof of the local well-
posedness of the initial value problem for the Einstein equations [18], fol-
lowed by the celebrated Choquet-Bruhat – Geroch theorem [7], which
asserts that to every smooth vacuum general relativistic initial data set
(S , g,K) one can associate a unique, up to isometries, smooth solution of
the vacuum Einstein equations. Now, there is a gap between the smooth-
ness assumed in this last result and the classical local existence theory [20],
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where solutions with Sobolev initial data (γ,K) ∈ Hs ⊕ Hs−1 are con-
structed for s > n/2 + 1. The aim of this work is to make a step towards
bridging this gap. It is a great pleasure to dedicate the following theorem
to Yvonne Choquet-Bruhat for her ninetieth birthday:
Theorem 1.1 Consider a vacuum Cauchy data set (S , γ,K), where S
is an n-dimensional manifold, γ ∈ Hs
loc
(S ) is a Riemannian metric on
S , and K ∈ Hs−1
loc
(S ) is a symmetric two–tensor on S , satisfying the
general relativistic vacuum constraint equations, where N ∋ s > n/2 + 1,
n ≥ 3. Then there exists a Lorentzian manifold (M , g) with a Hsspace,loc-
metric, unique up to isometries within the Hsspace,loc class, inextendible in
the class of globally hyperbolic space–times with a Hsspace,loc vacuum metric
and with an embedding i : S → M such that i∗g = γ, and such that K
corresponds to the extrinsic curvature tensor of i(S ) in M .
We have considered the vacuum Einstein equations for definiteness,
similar results can be established for Einstein equations coupled with ap-
propriate matter sources, e.g. for the Einstein-minimally coupled scalar
field equations, or the Einstein-Yang-Mills-Higgs equations, or in fact for
any quasi-linear systems of wave-equations in space-dimensions n ≥ 1.
The manifold (M , g) of the theorem is called the maximal globally
hyperbolic vacuum development of (S , γ,K); it is yet another classical
result of Yvonne Choquet-Bruhat that (M , g) is independent of s for s >
n/2 + 1.
To avoid ambiguities, global hyperbolicity here is the requirement that
every inextendible causal curve meets i(S ) precisely once.
There is little doubt that the condition N ∋ s > n/2+1 can be relaxed
to R ∋ s > n/2 + 1 using paradifferential techniques, see e.g. [2, 28]. We
reduce this question to the problem of verifying conditions H1-A3, p. 11,
compare Theorem 3.1 below. It is conceivable that the result generalises to
more general classes of initial data for which local existence and uniqueness
of solutions holds, such as e.g. those considered in [22–24, 29, 30, 32, 33],
but this remains to be seen.
The proof here is an adaptation of that in [9], using the Planchon-
Rodnianski uniqueness argument [30],1 an extension of the analysis in [4,
Appendix A] to Lorentzian manifolds with Hsspace,loc metrics, and the
causality theory for continuous metrics in [13]. In fact, this last work
was carried out with the current problem in mind.
It might be useful to comment upon the differentiability thresholds
that arise in previous proofs of the theorem. First, all previous proofs
use various elements of causality theory which have only been consistently
developed using standard approaches for smooth, or C2 [11] metrics. So,
without further detailed justifications, that part of the proof that appeals
to causality theory would require at least C2-differentiability of the metric.
The original proof in [7] assumes explicitly smoothness at the outset, and
invokes existence and uniqueness of geodesics, which fails for metrics which
are not C1,1. Similarly geodesics are invoked in the proofs given in [8, 19,
31].
This author’s argument in [9] (which proves a more general result con-
cerning orbits of Killing vectors, with the Choquet-Bruhat – Geroch the-
orem in the smooth category of metrics being a straightforward conse-
1The reference [30] is not available at the time of publication of this work, but the relevant
argument can be found in [12, Section 4.3].
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quence of Proposition 2.2 there) was presented for smooth metrics be-
cause neither the low-differentiability causality theory, nor the Planchon-
Rodnianski uniqueness argument [30] were available at the time. As such,
the proof in [9] was written using arguments which were expected to gen-
eralise to metrics with Sobolev differentiability if the associated causality
theory goes through. Inspection of [9] shows that the elements of causality
theory needed there arise in the proof of Lemma 2.3 of that reference, and
are
(1) existence and causality of accumulation curves;
(2) the fact that a causal curve which is not null everywhere can be
deformed to a timelike curve at end points fixed; and
(3) existence of null geodesic generators of ∂DJ .
It is not obvious, but proved in [13] (see also [16]), that point (1) remains
true for continuous metrics, but that point (2) is wrong for continuous
metrics; then the usual arguments addressing (3) fail. This part of the
argument is replaced by the rather more involved argument starting after
the proof of Lemma 3.5, p. 14 below.
2 Existence of maximal developments
As a first step in the proof of the Choquet-Bruhat – Geroch theorem,
one constructs space-times which are maximal with respect to a set of
properties. This begs the question, if and when is such a construction
possible. We start by addressing this. Some notation is in order.
Let W denote a set of properties of a manifold, possibly equipped with
some supplementary structure such as a metric. Here all manifolds are
connected, paracompact, Hausdorff, of at least C1-differentiability class.
When talking about space-time, the dimension will be denoted by n + 1.
Thus, spacelike hypersurfaces, or their models, will be of dimension n.
The property W will include differentiability requirements, e.g. Ck,α, or
analyticity, or some Sobolev class, and it might, or might-not, include
some further requirements.
A manifold will be said to be Lorentzian if it is equipped with a metric
tensor, perhaps defined only almost everywhere, of a differentiability class
adapted to W . For example, a natural class W could be manifolds with a
Ck,α atlas, k ≥ 1, and metrics of Ck−1,α-differentiability class. It is useful
to keep in mind that W can denote a rather complicated structure. For
the purpose of the Cauchy problem in general relativity we will be using
a Hsspace,loc-structure, defined as follows:
Definition 2.1 Let s ∈ R. A Lorentzian manifold (M , g) will be said
to have a metric of Hsspace,loc-differentiability class if every point p ∈ M
has a coordinate neighborhood Up = I × Vp, where I ⊂ R is the range
of a local time coordinate t ≡ x0, with the following properties: On every
level set Sτ ⊂ Up of the coordinate t the metric components gµν are of
Hs-differentiability class, and their time-derivatives of order 0 ≤ k ≤ ⌊s⌋
are of Hs−k-differentiability. Furthermore the functions
I ∋ t 7→ ‖∂k0 gµν |St‖Hs−k , 0 ≤ k ≤ ⌊s⌋ ,
are continuous.
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Thus, the subscript “space” inHsspace,loc denotes the fact that the differ-
entiability of the metric is defined in terms of Sobolev spaces on spacelike
hypersurfaces. The subscript “loc”, shorthand for “local”, refers to the
fact that the integrals defining the Hs norms are finite on conditionally
compact sets, but not necessarily so for sets with non-compact closure.
Our results show that the definition is well suited for the problem at
hand when s ∈ N, s > n/2 + 1. It is likely that it will require fine-tuning
for other values of s.
One expects that the maximal atlas compatible with a Hsspace,loc struc-
ture has transition maps which are of differentiability class Hs+1space,loc. A
version of this, which constitutes one of the elements of the proof of The-
orem 1.1, is established in Proposition 3.7 below for s ∈ N satisfying
s > n/2 + 1.
Since all our manifolds are assumed to be C1, maps between them will
also be C1 in any case, unless explicitly indicated otherwise.
A Lorentzian manifold will be called vacuum if the equations Rµν = 0
can be defined, perhaps in a distributional sense, and if Rµν = 0 holds.
Note that the Christoffel symbols can be defined for metrics with gµν ∈
L∞
loc
and which have distributional derivatives in L1
loc
. The equationRµν =
0 can be defined in a distributional sense if moreover the distributional
derivatives of the metric are in L2
loc
.
The standard theory of PDEs leads to Hsspace,loc-solutions of the Ein-
stein equations with R ∋ s > n/2+1, with an atlas in which the coordinate
functions are harmonic [20, 30] (compare [12, Section 4.3]).
The work in [24] together with [27, Theorem 7.1] establishes local ex-
istence of vacuum metrics in dimension 3+1 for asymptotically flat initial
data on R3 with trK = 0 and (γ,K) ∈ Hs
loc
× Hs−1
loc
with s > 2; see
also [5]. The more recent results of [25] are expected to lower this thresh-
old to s = 2.
As we will be solving the Cauchy problem, we will need to consider an
embedding i of a spacelike hypersurface S into (M , g). The embedding
should be compatible with the available structures; we will say that i is
W -compatible when this is the case. For example, for Ck,α, or smooth, or
analytic, manifolds it is natural to consider maps which are also of Ck,α
class, or smooth, or analytic. So, in this case, a W -compatible embedding
is required to be Ck,α, or smooth, etc. For manifolds withHsspace,loc metrics
it is natural to consider embeddings i : S → M such that the pull-backs
(γ,K) of the metric and of the extrinsic curvature from i(S ) to S are
in Hs
loc
⊗ Hs−1
loc
; this is our definition of W -compatible embedding for
Hsspace,loc manifolds. The resulting hypersurfaces i(S ) will be called W -
compatible.
A reader only interested in smooth vacuum space-times can assume
that W is the property that (M , g) is a smooth, Hausdorff, paracompact,
connected globally hyperbolic vacuum manifold with a smooth metric. A
W -compatible embedding i then means that i is smooth and that i(S ) is
Cauchy, while aW–compatible submanifold means a smooth submanifold.
Similarly for Ck,α or analytic manifolds.
As such, the next theorem works with any notions of W–manifold and
W–compatible embedding which can be formulated within the framework
of set theory as described e.g. in [21, Appendix], under the following pro-
viso: The propertyW will be said to be chain-inheriting if both the mani-
fold M of (2.2) and the associated embedding ı¯ of S have the propertyW
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whenever all the manifolds M˜ in the union there and the embeddings ı˜ do.
An example of chain-inheriting property W is “M is a C1 manifold with
a continuous metric of X-differentiability”, where X stands for Ck, with
k ∈ N ∪ {∞, ω}, or Ck,α, or Hsspace,loc, with the corresponding property
for the embeddings.
To make things clear, for the purposes of Theorem 1.1 the property W
in Theorem 2.2 below is: “(M , g) is a Hausdorff, paracompact, connected
vacuum C1 manifold with a Lorentzian metric ofHsspace,loc-differentiability
class”. However, we did not formulate the result in this way as Theorem 2.2
has wider applicability, e.g. for the construction of extensions of black-hole
exteriors.
We have:
Theorem 2.2 Let S be a n-dimensional manifold and let (M , g, i) be a
Lorentzian (n+ 1)-dimensional W -manifold (M , g) with a W–compatible
embedding i : S → M . Suppose that the property W is chain-inheriting,
and that
the only isometry of a W -manifold (M , g) which is the identity
on a W -compatible hypersurface is the identity map. (2.1)
Then there exists a Lorentzian W -manifold (M˜ , g˜, ı˜) with a W -compatible
embedding ı˜ : S → M˜ and a C1 isometric embedding Φ : M → M˜
satisfying ı˜ = Φ ◦ i such that M˜ is inextendible in the class of Lorentzian
W -manifolds with a W -compatible embedding of S .
Remarks 2.3 1. The C1-differentiability threshold for S and M can-
not be weakened in the proof below, since we are using the Whitney
embedding theorem to turn the collection of manifolds into a set. The
author ignores whether or not the C1-differentiability is necessary.
2. One expects the differentiability of Φ to be determined by that of the
metric. For example Φ will be Ck+1,α if the metric is Ck,α; smooth or
analytic if the metric is, etc. This is proved by a bootstrap argument
applied to (2.5) below. See [10, Appendix A] for the analytic case.
3. The maximal manifolds (M˜ , g˜) need not be unique, and may depend
upon W . A non–trivial example of W dependence, with W = Ck,α,
is given by a class of Robinson–Trautman (RT) space–times studied
in [14], which for k + α ≥ 123 do not admit any non–trivial future
extensions, while for k+α < 118 possess an infinite number of non–
isometric vacuum RT extensions.
Proof: For ℓ ≥ n let Aℓ denote the set of subsets of Rℓ which are n–
dimensional, paracompact, connected, Hausdorff, C1 manifolds, set A∞ =
∪∞ℓ=0Aℓ. By a famous theorem of Whitney [34] every such manifold can
be embedded in Rℓ for some ℓ, which shows that every manifold has a
representative which is an element of A∞. It follows that without loss
of generality a manifold can be viewed as an element of A∞, and we
shall do so. With this definition the collection of all C1 manifolds is A∞,
and therefore is a set. It follows from the axioms of set theory that the
collection of all C1 manifolds which are W -manifolds forms a set. Now, a
Lorentzian manifold can be identified with a subset of the bundle T 0,2M of
2–covariant tensors on M . Next, a map i from S to M can be identified
with a subset of the product S × M . One easily concludes, using the
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axioms presented in e.g. [21, Appendix], that the collection, say MW,S ,
of Lorentzian W -manifolds with a W -compatible embedding of S forms
a set.
Let (M , g) be a LorentzianW -manifold withW -compatible embedding
i : S → M . Consider the subset MW (M, g, i) of MW,S defined as the
set of those Lorentzian manifolds (M˜ , g˜, ı˜) with embedding of S for which
there exists an isometric C1 embedding Φ : M → M˜ with aW -compatible
embedding ı˜ = Φ ◦ i. On MW (M, g, i) we can define a relation ≺ as
follows: (M˜, g˜, ı˜) ≺ (M˜1, g˜1, ı˜1) if there exists an isometric C1 embedding
Φ˜ : M˜ → M˜ 1 satisfying Φ˜ ◦ ı˜ = ı˜1. We claim that ≺ is a partial order.
Here the only non-obvious property is antisymmetry, namely if (M˜, g˜, ı˜) ≺
(M˜1, g˜1, ı˜1) and (M˜1, g˜1, ı˜1) ≺ (M˜, g˜, ı˜), then (M˜, g˜, ı˜) = (M˜1, g˜1, ı˜1). So
let Φ˜ : M˜ → M˜ 1 and Φ˜1 : M˜ 1 → M˜ be the relevant embeddings:
M˜
Φ˜

S
i //
ı˜
22
ı˜1
++
M
Φ
<<②②②②②②②②②
Φ1
""❊
❊❊
❊❊
❊❊
❊
M˜ 1 .
Φ˜1
GG
Then Φ˜1 ◦ Φ˜ is an isometry of (M˜ , g˜) which is the identity on ı˜(S ). By
(2.1) the map Φ˜1 ◦ Φ˜ is the identity on M˜ , thus Φ˜ ◦ Φ˜1 is the identity on
M˜ 1 as well, proving that (M˜, g˜, ı˜) = (M˜1, g˜1, ı˜1) up to isometry, as desired.
If A ⊂MW (M, g, i) is a chain, define
M =
(
∪(M˜,g˜,ı˜)∈AM˜
)
/ ∼ , (2.2)
where for p ∈ M˜ and q ∈ M˜ 1 we set p ∼ q iff q = Φ(p), where Φ : M˜ →
M˜ 1 is the isometric C
1 embedding such that Φ◦ ı˜ = ı˜1. It is not too difficult
to show that M is a manifold (Hausdorff, paracompact, connected), and
a Lorentzian metric g can be defined on M in the obvious way. By the
chain-inheriting property, M is a W -manifold. Since every M˜ such that
(M˜, g˜, ı˜) ∈ A can be embedded in M as
M˜ ∋ p 7→ [p]∼ ∈ M ,
it follows that M is an upper bound for A. The Kuratowski-Zorn Lemma
(cf. e.g. [21]) shows that MW (M, g, i) has maximal elements, which had
to be established. ✷
Before continuing, it appears useful to exhibit classes of space-times in
which condition (2.1) is satisfied. The simplest case is that of Ck,α man-
ifolds, where k + α ≥ 3, with Ck−1,α metrics, and with C1 submanifolds
and embeddings:
Proposition 2.4 Let (M , g) be a C2,1, connected Lorentzian manifold
with a C1,1 metric, let Ψ : M → M be a C1 map such that
Ψ∗g = g , Ψ
∣∣
S
= id (S 6= ∅) ,
where S is either
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1. an open set, or
2. S = {p} is a point p ∈ M , in which case we further assume that
Ψ∗(p) is the identity, or
3. a C1 submanifold of codimension 1, in which case we moreover as-
sume that Ψ preserves time-orientation.
Then
Ψ = id .
Remark 2.5 Note that each of the conditions is necessary, and that in
point 1 and 3 neither size nor completeness requirements are imposed on
S.
Proof: Suppose first that S is an open set, let S˜ be the largest open set
such that Ψ
∣∣
S˜
= id. Suppose that S˜ is not closed, thus there exists p ∈ ∂S˜,
let O be any neighbourhood of p with a local coordinate system such that
xµ(p) = 0. Continuous differentiability of Ψ implies, in local coordinates,
Ψµ(0) = 0 ,
∂Ψµ
∂xν
(0) = δµν . (2.3)
From Ψ∗g = g one has
gαβ(x) = gµν (Ψ(x))
∂Ψµ
∂xα
∂Ψν
∂xβ
, (2.4)
∂2Ψµ
∂xα∂xβ
= Γσαβ(x)
∂Ψµ
∂xσ
− Γµνρ (Ψ(x))
∂Ψν
∂xα
∂Ψρ
∂xβ
, (2.5)
where Γ denotes the Christoffel symbols of the metric g. Indeed, recall
that (2.5) is obtained by differentiating (2.4) and algebraic manipulations
when Ψ is C2.
When Ψ is assumed to be C1 only, the same manipulations show that
(2.5) holds in a distributional sense. But since the right-hand side is
continuous, we conclude that Ψ is C2 in any case.
Setting Aαβ ≡
∂Ψα
∂xβ
, from (2.5) one obtains the following system of
ODE’s along rays emanating from the origin:
dΨµ
dr
= Aµβ
xβ
r
, r =
(∑
(xα)2
)1/2
,
dAµβ
dr
=
(
Γσαβ(x)A
µ
σ − Γ
µ
νρ (Ψ(x))A
ν
αA
ρ
β
) xα
r
.
The initial conditions (2.3) together with uniqueness of solutions of systems
of ODE’s imply Ψµ = xµ in O, which leads to a contradiction, and shows
that ∂S˜ = ∅, thus S˜ = M . This proves point 1.
Note that we have also shown that if Ψ(p) = p and Ψ∗(p) = id, then
Ψ = id on a neighborhood O of p, hence Ψ = id by point 1, and point 2 is
proved as well.
Suppose now that S is a hypersurface, let p ∈ S. Then Ψ∗ is the
identity on TpS and preserves time-orientation. Elementary algebra shows
that Ψ∗(p) is the identity: Indeed, this is straightforward if TpS is spacelike
or timelike. If S is null, let n, ℓ, eA, A = 2, . . . , n, be a basis of TpM such
that n and ℓ are null, the eA’s are ON and orthogonal to ℓ and n, with
ℓ and eA tangent to S. Then Ψ
∗ is a Lorentz transformation that leaves
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invariant ℓ, the eA’s, the space spanned by ℓ and n, and preserves time-
orientation, hence is the identity. The result follows now by point 2. ✷
Recall thatwave coordinates, often also called harmonic coordinates,
are defined by the requirement that ✷gx
µ = 0, where ✷g denotes the
d’Alembert operator of a metric g. We have the following “Lipschitz-
harmonic” version of Proposition 2.4:
Proposition 2.6 Let (M , g) be a globally hyperbolic connected Lorentzian
(n+ 1)-dimensional manifold with differentiable spacelike Cauchy surface
S . Let Ψ : M → M be a time-orientation preserving C1 map such that
Ψ∗g = g , Ψ
∣∣
S
= id .
If M can be covered by wave-coordinates patches in which the metric is
C0,1, then
Ψ = id .
Remark 2.7 We have chosen the wave-coordinates condition for definitess.
The argument applies to any systems of coordinates in which ✷gx
µ =
Fµ(x, g) with Lipschitz functions Fµ.
Proof: Equation (2.5), understood distributionally, in coordinates where
g is Lipschitz, shows that Ψ is C1,1.
Let p ∈ S , since Ψ∗ is an isometry and leaves TpS invariant, it pre-
serves (TpS )
⊥. As Ψ preserves time-orientation, Ψ∗ maps the unit normal
to S to itself. It follows that Ψ∗ is the identity at p. Since p is an arbitrary
point on S , we find that Ψ∗ is the identity on S ; in local coordinates,
∂Ψµ/∂xν |S = δµν .
Let O denote a conditionally compact domain of definition of some
wave-coordinates in which the metric is locally Lipschitz, thus
0 = ✷gx
µ = −gαβΓµαβ . (2.6)
Let SO;τ ⊂ O denote the level set within O of a differentiable time function
t:
SO;τ := {t = τ} ∩ O .
Note that we are not assuming that t = x0.
Consider a point x with coordinates xµ such that Ψ(x) ∈ O. Contract-
ing (2.5) with the inverse metric, and using the wave-coordinates condition,
one obtains
✷gΨ
µ(x) = gαβ(x)
(
∂2Ψµ
∂xα∂xβ
− Γσαβ(x)
∂Ψµ
∂xσ
)
= −gαβ(x)Γµνρ (Ψ(x))
∂Ψν
∂xα
∂Ψρ
∂xβ
. (2.7)
Setting ψµ := Ψµ − xµ, this can be rewritten in the form
✷gψ
µ(x) = −gαβ(x)Γµνρ (x+ ψ(x))
(
∂ψν
∂xα
+ δνα
)(
∂ψρ
∂xβ
+ δρβ
)
= −gαβ(x)Γµνρ (x+ ψ(x))
∂ψν
∂xα
(
∂ψρ
∂xβ
+ 2δρβ
)
−
(
gαβ(x)− gαβ (x+ ψ(x))
)
Γµαβ (x+ ψ(x))︸ ︷︷ ︸
0
. (2.8)
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Here we have added the last, vanishing term to make it clear that the last
line can be estimated, almost everywhere, by a multiple of |ψ| when the
metric is Lipschitz.
To continue, we will need:
Lemma 2.8 If ψµ = 0 on SO;τ , then ψ
µ = 0 on the domain of dependence
DJ (SO;τ ,O).
Proof: The argument proceeds via a standard energy inequality, but some
care is needed to take into account the low differentiability, and the fact
that (2.8) only holds in local coordinates.
Let SO;τ,n ⊂ SO;τ be an exhaustion of SO;τ by compact submanifolds
with smooth boundary. Let X be any differentiable timelike vector field
on M and let Tµν be the energy-momentum tensor associated with ψ,
defined as
Tµν :=
∑
α
(
∂µψ
α∂νψ
α −
1
2
gσρ∂σψ
α∂ρψ
αgµν + ψ
αψαXµXν
)
. (2.9)
Then Tµν is locally Lipschitz.
Consider the domain of dependence DJ (SO;τ,n,O). For smooth met-
rics, it is well known that this is a set with Lipschitz boundary, which is
spacelike or null almost everywhere. The result remains true for continuous
metrics, as seen by noting that ∂DJ(SO;τ,n,O) can be written, locally, as
an achronal graph. Such graphs are sandwiched between graphs of future-
and past light-cones of any of their points, which easily implies the result.
For t ≥ τ define
Ωn,t = D
+
J (SO;τ,n,O) ∩ {τ ≤ x
0 ≤ t} ,
Tn = supp∈D+J (SO;τ,n,O)
t(p) ,
In = {t ∈ [τ, Tn] : Ψ = id on Ωn,t} .
(Note that Tn < ∞.) The set In is not empty, since τ ∈ In. Clearly, In
is closed in [τ, Tn]. We will show that In is also open in [τ, Tn], which will
prove that
ψ = 0 on D+J (SO;τ,n,O). (2.10)
Let, thus s ∈ In. Since Ψ is the identity on Ωn,s, there exists T > s such
that Ψ(Ωn,T ) ⊂ O. Hence (2.8) applies on Ωn,t for τ ≤ t ≤ T and so there
exists a constant C such that there we have, almost everywhere,
|∇µT
µ
ν | =
∣∣∣∣∑
α
✷gψ
α∂νψ
α +∇µ(ψ
αψαXµXν)
∣∣∣∣
≤ C(|ψ2|+ |∂ψ|2) .
As already pointed-out, the last term in (2.8) has been estimated by C|ψ|
using the fact that the metric is Lipschitz-continuous. The estimation
of the remaining terms is straightforward, for example terms of the form
(∂ψ)3 in ∇µT µν have been estimated by C|∂ψ|2.
Letting
En(t) =
∫
SO;t∩Ωn,T
T µνX
νdSν ,
9
and using the Stokes’ theorem for Lipschitz vector fields on Lipschitz do-
mains (see Corollary A.2, Appendix A; compare [15, 17, 26]) one obtains,
for some constant Cn,
∀ τ ≤ t ≤ T En(t) ≤ Cn
∫ t
τ
En(s)ds .
Here we have used that ψ = 0 on SO;τ and, as before, ∂ψ = 0 on SO;τ as
well. Gronwall’s Lemma gives En(t) = 0 for 0 ≤ t ≤ T . This proves that
In is open, and establishes (2.10).
The fact that Ψ = id on D−J (SO;τ,n,O) is obtained in an identical way.
Since
∪nDJ (SO;τ,n,O) = DJ (SO;τ ,O) ,
Lemma 2.8 follows. ✷
Returning to the proof of Proposition 2.6, let h be any complete Rie-
mannian metric on M . Let p ∈ S , denote by Bp(n) the open h-distance
ball centred at p of radius n, and let
Kn := J−(Bp(n)) ∩ J+(Bp(n)) .
For smooth metrics it is a standard fact that the interior K˚n of Kn is a
globally hyperbolic subset of M , with Cauchy surface S ∩ K˚n; this can
be seen to remain true for continuous metrics using the results in [13]. It
also follows from the results in [13] that ∂Kn is a Lipschitz topological
hypersurface, with K˚n lying on one side of ∂Kn. Since Bp(n) ⊂ K˚n we
have
∪nK˚n = M .
Let q ∈ M , we want to show that Ψ(q) = q. There exists n such that
q ∈ K˚n. Compactness shows that Kn can be covered by a finite number
of conditionally compact wave-coordinates patches Uℓ, ℓ = 1, . . . , N(n), in
which the metric is Lipschitz-continuous.
Choose any smooth differentiable structure on M compatible with the
C1 atlas in which the metric is continuous. By [13] or [16] there exists a
smooth Cauchy time function t on M so that S = {t = 0}. Set
Jn := {τ ∈ R : Sτ ∩Kn 6= ∅} ,
In := {τ ∈ Jn : Ψ = id on Sτ ∩Kn} ,
where Sτ denotes the τ -level set of t. Since causal curves are transverse
to the Sτ ’s, Jn is a closed interval containing the origin; in fact:
Jn = [ min
p∈Kn
t(p), max
p∈Kn
t(p)] .
Now, In 6= ∅ as 0 ∈ In, and In is clearly closed in Jn. We wish to show
that In = Jn, hence Ψ is the identity on Kn. For this, it remains to show
that In is open.
Let then t ∈ In, and consider those Uℓ’s that intersect St, renumbering
we can assume that this happens for ℓ = 1, . . . , N for some N = N(t).
Then Ψ is the identity on SUℓ;t for all ℓ = 1, . . . , N so that, by Lemma 2.8,
the map Ψ is the identity on
∪Nℓ=1DJ(SUℓ;t,Uℓ) .
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We claim that for t′ close enough to t we have
St′ ∩Kn ⊂ ∪
N
ℓ=1DJ (SUℓ;t,Uℓ) . (2.11)
Indeed, suppose that this is not the case, then there exists a sequence ti → t
and points qi ∈ Sti ∩Kn such that qi does not belong to the set appearing
at the right-hand side of the inclusion (2.11). By compactness, passing to
a subsequence if necessary, qi converges to q ∈ St ∩Kn. Then q ∈ SUℓ;t
for some ℓ. But DJ(SUℓ;t,Uℓ) forms a neighborhood of SUℓ;t, and so
qi ∈ DJ (SUℓ;t,Uℓ) for all i large enough, which gives a contradiction.
So (2.11) holds for all t′ close enough to t, which establishes openness
of In, and finishes the proof of Proposition 2.6. ✷
One can use [20, Theorem III] to cover a manifold with aHsspace,loc met-
ric, s > n/2 + 1, by wave-map coordinate patches. However, when trans-
formed to wave-coordinates, the metric will be ofHs−1space,loc-differentiability
class only in general. The requirement of existence of the embedding
Hs−1 ⊂ C0,1 leads to the threshold s > n/2 + 2 for the applicability of
Proposition 2.6 for general Hsspace,loc metrics.
On the other hand, solutions of the vacuum Einstein equations can be
constructed directly by patching-together domains of definition of wave-
coordinates [29, 30], and then Proposition 2.6 applies without loss of dif-
ferentiability for the metric when s > n/2 + 1.
3 Global uniqueness
3.1 An abstract theorem
In the context of Hsspace,loc-Lorentzian manifolds, a hypersurface S will be
said to be compatible if S is a coordinate-level set of a coordinate system
in which the metric is of Hs+1space,loc-differentiability class.
We will prove a somewhat more general version of Theorem 1.1, where
the differentiability index s ∈ R is only assumed to satisfy s > n/2, as
needed to ensure continuity of the metric,2 provided that the following
conditions hold:
H1. The harmonically-reduced vacuum Einstein equations with initial
data in Hs
loc
(S) × Hs−1
loc
(S), S ⊂ {t = 0} ⊂ Rn+1 have local so-
lutions.
H2. Two solutions g1 and g2 in H
s
space,loc globally coordinatized by har-
monic coordinates with the same data on S ⊂ {t = 0} ⊂ Rn+1
coincide on DJ,g1(S) ∩DJ,g2(S).
3
A0. A time-orientation-preservingC1 isometry of (M , g), with g ∈ Hsspace,loc,
which is the identity on the initial data hypersurface is the identity
everywhere.
A1. Let Φ be a C1 isometry of two Lorentzian manifolds with Hsspace,loc
metrics. Then Φ is of Hs+1space,loc-differentiability class.
2Minor variations of our conditions would be appropriate for metrics which are of
Hsspace,loc ∩ C
0-differentiability class, with s ≤ n/2. Similarly one could use more general
spaces of metrics and maps, with correspondingly modified conditions H1-A3.
3We use causal-theory terminology and notation from [11].
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A2. For any compatible spacelike acausal hypersurface S and for any
initial data (ψ, χ) ∈ Hs+1
loc
(S)×Hs
loc
(S) the Cauchy problem
✷gf = 0 , f |S = ψ , ∂f |S = χ ,
has a unique solution of Hs+1space,loc-differentiability class in the J-
domain of dependence of S.
A3. If Ψ is of Hs+1space,loc-differentiability class and g is in H
s
space,loc, then
Ψ∗g is in Hsspace,loc.
We note that H1-H2 and A2-A3 are needed for local existence and
uniqueness of solutions near the initial data hypersurface. Hypothesis A0
is used in the proof of existence of maximal developments. The hypothesis
A1 is used to extend isometries in the proof of uniqueness of maximal
globally hyperbolic developments.
We claim that:
Theorem 3.1 Under the remaining hypotheses of Theorem 1.1, suppose
instead that R ∋ s > n/2. If moreover the hypotheses H1, H2, and A0-A3
hold, then the conclusions of Theorem 1.1 hold.
The key to the proof is the following proposition:
Proposition 3.2 Let s > n/2, let (Ma, ga), a = 1, 2, be vacuum globally
hyperbolic Hsspace,loc space-times with C
1 Cauchy surfaces Sa and with
Hsspace,loc ×H
s−1
space,loc initial data, and suppose that (M2, g2) is maximal.
Let O ⊂ M1 be a globally hyperbolic neighborhood of S1, with Cauchy sur-
face S1, and suppose there exists an injective time-orientation preserving
isometry ΨO : O → M2, such that ΨO(S1) is acausal. If the hypotheses
H2 and A1-A3 hold, then there exists an injective isometry
Ψ : M1 → M2, (3.1)
such that Ψ|O = ΨO.
Before passing to the proof of Proposition 3.2, let us note that Theo-
rem 3.1 is a corollary thereof:
Proof of Theorem 3.1: The existence of some vacuum globally hyper-
bolic development, and uniqueness-up-to-isometry in a globally hyperbolic
neighborhood of i(S ), are standard consequences of hypotheses H1, H2,
A2 and A3. The existence of maximal vacuum globally hyperbolic devel-
opments follows from hypothesis A0 and Theorem 2.2.
It should be clear from Proposition 3.2 that two maximal vacuum glob-
ally hyperbolic developments are isometrically diffeomorphic: Indeed, let
(Ma, ga, ia), a = 1, 2, be two such developments, with Sa = ia(S ).
Let Oa ⊂ Ma be isometric globally hyperbolic neighborhoods of i(Sa),
with injective time-orientation preserving isometries ΨO1 : O1 → O2,
ΨO2 : O2 → O1, the existence of which has just been pointed out. Propo-
sition 3.2 provides injective isometries
Ψ1 : M1 → M2 , Ψ2 : M2 → M1 . (3.2)
The construction so far gives, in fact, Ψa|Oa = ΨOa , Ψ1 ◦ i1 = i2, and
Ψ2 ◦ i2 = i1. This implies that Ψ2 ◦Ψ1 is the identity on S1, and thus Ψ1
and Ψ2 are inverse to each other by hypothesis A0. ✷
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To complete the proof of Theorem 3.1 it remains to establish Proposi-
tion 3.2:
Proof of Proposition 3.2: The condition that s > n/2 guarantees
that the metric is continuous, and so the causality theory of [13] with
continuous metrics applies.
Consider the collection X of all pairs (U ,ΨU ), where U ⊂ M1 is a
neighborhood of S1 such that S1 is a Cauchy surface for (U , g1|U ),4 and
where ΨU : U → M2 is an isometric diffeomorphism between U and
ΨU (U ) ⊂ M2 satisfying
ΨU |O = ΨO . (3.3)
The collectionX can be partially ordered by inclusion: (U ,ΨU ) ≤ (V ,ΨV)
if U ⊂ V and if ΨV |U = ΨU . Let (Uα,Ψα)α∈Ω be a chain in X , set
W = ∪α∈ΩUα, define ΨW : W → M2 by ΨW |Uα = Ψα; clearly (W ,ΨW)
is a majorant for (Uα,Ψα)α∈Ω. As in the proof of Theorem 2.2, using the
set-theory axioms from [21, Appendix] it can be seen that X forms a set,
we can thus apply the Kuratowski-Zorn Lemma [21] to infer that there
exist maximal elements in X .
Let then (M˜ ,Ψ) be any maximal element, by definition (M˜ , g1|M˜ ) is
thus globally hyperbolic with Cauchy surface S1, and Ψ is a one-to-one
isometry from M˜ into M2 such that
Ψ|O = ΨO . (3.4)
We conclude that without loss of generality we can assume that (O,ΨO)
is maximal. We then have:
Lemma 3.3 Under the hypotheses of Proposition 3.2, suppose that (O,ΨO)
is maximal. Then the topological space
M
′ = (M1 ⊔M2)/ΨO
is Hausdorff, hence a manifold.
Remark 3.4 Recall that ⊔ denotes the disjoint union, while (M1⊔M2)/Ψ
is the quotient space (M1 ⊔ M2)/ ∼, where p1 ∈ M1 is equivalent to
p2 ∈ M2 if p2 = Ψ(p1), with the quotient topology.
Proof: Let p′, q′ ∈ M ′ be such that there exist no open neighborhoods
separating p′ and q′; clearly this is possible only if, interchanging p with q
if necessary, we have p′ = [p], with p ∈ ∂O and q′ = [q], with q ∈ ∂ΨO(O).
Such points p, p′, q and q′ will be called “non-Hausdorff”.
Let H denote the set of non-Hausdorff points p in M1, thus p′ =
iM1(p) ≡ [p] is non-Hausdorff in M
′, where iM1 denotes the embedding
of M1 into M
′. By elementary topology H is closed (as its complement is
open), and we have just seen that H ⊂ ∂O.
Suppose that H 6= ∅, changing time orientation if necessary we may
assume that H∩ I+(S1) 6= ∅. Let pˆ ∈ H∩ I+(S1). We wish to show that
there necessarily exists p ∈ H such that
J−(p) ∩H ∩ I+(S1) = {p}. (3.5)
4By this we mean that every future-directed future-inextendible causal curve which starts
in U ∩ J−(S1) remains in U until it meets S1; similarly for past-directed causal curves
starting in U ∩ J+(S1).
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If (3.5) holds with p = pˆ we are done, otherwise consider the (non-empty)
set Y of future directed causal paths Γ : [0, 1]→ I+(S ) such that Γ(0) ∈
H,Γ(1) = pˆ. Y is directed by inclusion: Γ1 < Γ2 if Γ1([0, 1]) ⊂ Γ2([0, 1]).
Let {Γα}α∈Ω be a chain in Y, we let Γ be the causal curve the image
of which is the union of the images of all the Γα([0, 1])’s.
5 Clearly Γ ⊂
J+(S1) = I
+(S1) ∪ S1, and global hyperbolicity implies that Γ must
be extendible, thus {Γα(0)} accumulates at some p∗ ∈ I+(S1) ∪S1. As
O is an open neighborhood of S1 the case p∗ ∈ S1 is not possible, hence
p∗ ∈ I
+(S1) and consequently Γ ∈ Y. It follows that every chain in Y
has a majorant, and by Zorn’s Lemma Y has maximal elements. Let then
Γ be any maximal element of Y, setting p = Γ(0) the equality (3.5) must
hold.
We now claim that (3.5) also implies that there exists an open neigh-
borhood V̂ of p such that
J−(p) ∩ ∂O ∩ I+(S1) ∩ V̂ = {p}. (3.6)
In order to establish (3.6), we start with the following lemma (recall that
our notation and terminology follow [13]):
Lemma 3.5 Let p ∈ ∂O ∩ J+(S1), then Iˇ
−
(p) ∩ J+(S1) ⊂ O.
Remark 3.6 For C0,1 metrics one has I−(p) = Iˇ
−
(p) [13], and then
the result is standard. We do not know whether the inclusion I−(p) ∩
J+(S1) ⊂ O holds for metrics which are merely continuous.
Proof: Let q ∈ Iˇ
−
(p) ∩ J+(S1), then p ∈ Iˇ
+
(q), and so Iˇ
+
(q) forms an
open neighborhood of p. Let pi ∈ O be a sequence converging to p, then
pi ∈ Iˇ
+
(q) for i large enough. Let γi be a timelike curve from pi to q, note
that γi does not meet S1 since q ∈ I+(S1) and S1 is achronal. Let γˆi be
any past inextendible causal extension of γi. Global hyperbolicity implies
that γˆi is included in O at least until it meets S1 when followed to the
past from pi, hence q ∈ O. ✷
Returning to the proof of (3.6), let γp be a past-inextendible locally
uniformly timelike curve with p = γp(0); by global hyperbolicity and
Lemma 3.5 the curve γp meets S1 at, say, γp(1). Thus p ∈ Iˇ
+
(γp(1));
since the last set is open, there exists an open neighborhood V̂ of p con-
tained in Iˇ
+
(γp(1)).
Suppose that (3.6) is wrong, then there exists a point
q ∈ J−(p) ∩ ∂O ∩ I+(S1) ∩ V̂ ⊂ J
−(p) ∩ ∂O ∩ Iˇ
+
(γp(1))
which is distinct from p.
Let γq be a past inextendible g-causal curve starting at q. By Lemma 3.5
points on γp distinct from p, and on γq distinct from q, and lying to the
future of S1 are in O.
Let qi 6= q be any sequence of points on γq converging to q such that
qi+1 ∋ Iˇ
+
g1(qi). In particular qi ∈ O. The aim of the argument is to show
5Equivalently, we can parameterize all the Γα’s by the negative of proper distance from
pˆ with respect to some auxiliary complete Riemannian metric, Γα : [sα, 0] → M . Let s∗ =
inf{sα}, then for s ∈ (s∗, 0] we define Γ(s) ∈ M as Γα(s), where Γα is any curve from the
family for which sα < s; the result does not depend upon α.
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that ΨO(qi) has a limit in M2, which will imply that q ∈ H, a contradiction
with (3.5). The standard proof [11, 13] of existence of the limit of the
sequence ΨO(qi) for C
0,1 metrics uses Lemma 3.5 together with the fact
that a causal curve which is not everywhere null can be deformed, with end
points fixed, to a timelike one. However, there exist continuous Lorentzian
metrics and causal curves for which no such deformations exist [13], and
a different line of thought is needed.
By [16] there exists a smooth metric gˆ1 ≻ g1 on M1 so that M1 is
globally hyperbolic with Cauchy surface S1. For i ≥ 2 let gˆi be any
sequence of smooth metrics converging locally uniformly to g1 such that
gˆ1 ≻ gˆi ≻ gˆi+1 ≻ g1 .
Then all the spacetimes (M1, gˆi) are globally hyperbolic with Cauchy sur-
face S1.
For any i ≥ 2 and j ∈ N, the closed null Lipschitz hypersurfaces
∂J+gˆi(qj) separate M1, with S1 lying to their past. Moreover, p cannot lie
to the gˆi-causal past of ∂J
+
gˆi
(qj): Otherwise, there would be a gˆi-timelike
curve from ∂J+gˆi(qj) to p, which could be concatenated with the g-causal
curve from p to q (which is gˆi-timelike), and then deformed to a gˆi-timelike
curve from ∂J+gˆi(qj) to p. Hence either p ∈ ∂J
+
gˆi
(qj), or p lies to the timelike
future of ∂J+gˆi(qj). The former case cannot occur, since for the smooth
globally hyperbolic metrics satisfying gˆi ≻ gˆi+1 one has
∂J+gˆi+1(qj) \ {qj} ⊂ I
+
gˆi
(
∂J+gˆi(qj)
)
.
The curve γp intersects each of the ∂J
+
gˆi
(qj)’s: indeed, γp has to exit
the compact set J−gˆi (p) ∩ J
+
gˆi
(qj); since ∂J
−
gˆi
(p) is achronal, it can only do
so through ∂J+gˆi(qj). One can then construct a gˆi-causal curve γj,i from
p to qj by following γp from p to its intersection point with ∂J
+
gˆi
(qj), and
then following a generator of ∂J+gˆi(qj) until qj is reached. For each j the
curves γj,i are gˆ1-causal, and (M1, gˆ1) is globally hyperbolic, therefore
there exists a gˆ1-causal curve γj from qj to p which is an accumulation
curve of the γj,i’s. The curve γj is g1-causal by [Theorem 1.6][13].
By Lemma 3.5 the curves γj are included in O except for their end-
point p. It is convenient to parameterize the γj ’s by distance from qj with
respect to an auxiliary complete Riemannian metric on M2. Let si be
defined as p = γi(si).
Denote by q ∈ M2 the non-Hausdorff partner of p. Then the curve in
M2 defined as
γˆi := ΨO ◦ γi|[0,si)
is a g2-causal curve lying in the compact set (see [Theorem 2.9.9][11])
J−g2(q) ∩ J
+
g2
(
ΨO(q1)
)
⊂ M2 .
Hence γˆi has an accumulation point, say rˆi, lying on the boundary of
ΨO(O). The points ri and rˆi form a non-Hausdorff pair, which is only
compatible with (3.5) if rˆi = q. So, in fact, γˆi can be extended to a causal
curve from ΨO(qi) to q by adding the end point. We will denote by the
same symbol that extension.
By global hyperbolicity of M2, passing to a subsequence if necessary,
the sequence γˆi accumulates at a g2-causal curve γˆ. This shows that the
sequence
ΨO(qi) = γˆi(0)
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has a limit point in M2. Hence q ∈ H, which contradicts (3.5). We
conclude that (3.6) must hold.
To continue, let p1 ∈ M1, p2 ∈ M2, be any non-Hausdorff pair in M ′
such that (3.5) holds with p = p1. We wish to show that the isometry
ΨO can be extended near p1, which will lead to a contradiction. For this,
around p2 we can construct harmonic coordinates y
µ as follows: Let zµ
be local coordinates defined in some neighborhood O2 of p2, such that the
metric coefficients are of Hsspace,loc-differentiability class; such coordinates
will be said to be Hsspace,loc-compatible. We can, and will, further assume
that z0(p2) = 0, and that the level sets of z
0 are spacelike and acausal
near p2. Set
Iτ = {q ∈ O2 : z
0(q) = τ} .
Passing to a subset of O2 if necessary we may assume that O2 is globally
hyperbolic with Cauchy surface I0. By hypothesis A2 there exist functions
yµ ∈ Hs+1space,loc, (unique) solutions of the problem
✷g2y
µ = 0,
y0
∣∣
I0
= 0,
∂y0
∂z0
∣∣∣∣
I0
= 1, yi
∣∣
I0
= zi,
∂yi
∂z0
∣∣∣∣
I0
= 0 . (3.7)
Passing once more to a globally hyperbolic subset of O2 if necessary, the
functions yµ form a coordinate system on O2.
Let wµ be any Hsspace,loc-compatible coordinates near p1 with domain
of definition V ⊂ V̂ , with V̂ as in (3.6). We can choose ǫ > 0 such that
(see Figure 3.1)
Figure 3.1: Extending the isometry ΨO near a spacelike point of ∂O. The point
p1 is located at the dot, the dashed line is ∂O, the set O lies under that line;
the light cones have 45◦ slopes. The shaded region (green in a version with
colours) is the future domain of dependence of Iˆ.
1. D+J (I−ǫ) ⊂ O2,
2. p2 ∈ intD
+
J (I−ǫ),
3. I−ǫ ⊂ ΨO(O).
Choose any smooth spacelike acausal hypersurface Iˆ included in V such
that
Iˆ ⊂ D+J (Ψ
−1
O
(I−ǫ)) and p1 ∈ D
+
J (Iˆ) .
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Now, Ψ−1
O
is of Hs+1space,loc-differentiability class by hypothesis A1. We
can thus invoke hypothesis A2 to define on DJ (Iˆ) the functions xµ ∈
Hs+1space,loc(DJ (Iˆ)) as the unique solutions of the problem
✷g1x
µ = 0,
xµ
∣∣
Iˆ
= yµ ◦ΨO
∣∣
Iˆ
,
∂xµ
∂nˆ
∣∣∣
Iˆ
=
∂ (yµ ◦ΨO)
∂nˆ
∣∣∣
Iˆ
,
where ∂∂nˆ is the derivative in the direction normal to Iˆ.
By isometry-invariance and by the uniqueness part of hypothesis A2
we have
xµ|
DJ (Iˆ)∩O
= yµ ◦ΨO |DJ (Iˆ)∩O . (3.8)
Equivalently, when expressed in terms of local coordinates xµ near p1 and
yµ near p2, the map ΨO is the identity on DJ (Iˆ) ∩ O. In particular the
xµ’s form a coordinate system on DJ (Iˆ) ∩ O. Since ΨO is an isometry
by hypothesis, on DJ (Iˆ) ∩O the metric functions for the metric g1, when
expressed in the coordinates xµ, coincide with the metric functions for the
metric g2, when expressed in the coordinates y
µ.
As already emphasised, the functions xµ form a coordinate system on
DJ (Iˆ)∩O. However, we need more, namely that the xµ’s form a coordinate
system near p1. For this we note that on DJ (Iˆ) ∩ O we have, by (3.8),
g1(w)µνdw
µdwν = g2(y(w))αβ
∂yα
∂wµ
∂yβ
∂wν
dwµdwν
= g2(y(w))αβ
∂xα
∂wµ
∂xβ
∂wν
dwµdwν ,
hence
det
( ∂xα
∂wµ
)2∣∣∣
DJ (Iˆ)∩O
=
det (g1(w)µν )
det (g2(y(w))αβ)
∣∣∣
DJ(Iˆ)∩O
.
Since the right-hand side is uniformly bounded away from zero, continuity
shows that det ∂x
α
∂wµ does not vanish at p1. By the implicit function theorem
there exists a neighborhood
W ⊂ D+J (Iˆ)
of p1 such that the mapW ∋ wµ 7→ xµ is a diffeomorphism onto its image.
Let
I˜t := {x
0 = t} ⊂ W
Making W smaller if necessary, we can choose η > 0 small enough so that
I˜−η satisfies (see Figure 3.2)
1. p1 ∈ intD
+
J (I˜−η),
2. I˜−η ⊂ O.
Set
U = O ∪D+J (I˜−η) ,
and for p ∈ U define
ΨU (p) =
{
ΨO(p), p ∈ O,
q : where q is such that xµ(q) = yµ(p), p ∈ D+J (I˜−η) \ O.
(3.9)
From what has been said, (3.9) defines a Hs+1space,loc map from U to M2.
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Figure 3.2: The functions xµ form a wave-coordinates system on the future
domain of dependence of I˜−η, which is represented by the triangle around the
dot representing p1.
Clearly U is a globally hyperbolic neighborhood of S1, and S1 is
a Cauchy surface for U . Note that O is a proper subset of U , as p1 ∈
D
+
J (I˜−η) but p1 6∈ O.
By construction the metric Ψ∗
U
g2 is of H
s
space,loc-differentiability class.
(This holds by hypothesis on O, since there Ψ∗
U
g2 coincides with g1. This
holds away from O as well, since there the map Ψ is the identity in local
coordinates, and in those the metric has already been shown to be in
Hsspace,loc). Near I˜−η we have Ψ
∗
U
g2 = Ψ∗g2 = g1 , thus Ψ
∗
U
g2 coincides
with g1 there. It follows from hypothesis H2 that Ψ
∗
U
g2 coincides with g1
on U ∩D+J (I˜−η). So ΨU is a local isometry.
To prove that ΨU is one-to-one, we proceed by contradiction, and
consider p, q ∈ U , p 6= q, such that
ΨU (p) = ΨU (q) . (3.10)
Since ΨO is one-to-one, and since the map
xµ 7→ yµ (3.11)
constructed above in local coordinates is one-to-one, (3.10) can only occur
with p 6= q if p lies in the domain of the map (3.11) and q lies in O, or
vice-versa. Exchanging p and q if necessary, we only need to consider the
former case, and note that p 6∈ O since then ΨU would coincide with
ΨO near p, and would therefore be injective there. So p must lie in the
complement of O, but ΨU (p) must lie in ΨO(O).
Consider a past directed timelike curve Γ1 entirely contained in O,
inextendible in O, and passing through q. Set Γ := ΨO(Γ1). Since the
map (3.11) is a local diffeomorphism, we can invert it locally to obtain
a pre-image of Γ which is a past-directed timelike curve Γ2 through p.
Suppose that Γ2 meets I−ǫ ⊂ O when followed to the past. Since ΨO is
one-to-one, the part of Γ2 that lies in O must coincide with Γ1, which is
not possible since Γ1 has an end-point at q, while Γ2 leaves O through ∂O.
We infer that Γ2 stops before meeting I−ǫ ⊂ O when followed to the past.
So global hyperbolicity implies that Γ must meet S1 when followed to the
future. One can then construct a timelike curve from ΨO(S1) to itself by
following the image by ΨU of any causal curve from S1 to ΨO(p), and
then Γ from ΨO(p) to ΨU , which is not possible as we assumed that ΨU
is achronal. This shows that no distinct points p and q satisfying (3.10)
exist, and we conclude that ΨO is injective, as desired.
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We have thus shown, that (O,ΨO) ≤ (U ,ΨU ) and (O,ΨO) 6= (U ,ΨU )
which contradicts maximality of (O,ΨO). It follows that M
′ is Hausdorff,
establishing Lemma 3.3. ✷
Returning to the proof of Proposition 3.2, let (M˜ ,Ψ) be maximal.
If M˜ = M1 we are done, suppose then that M˜ 6= M1. Consider the
topological space
M
′ = (M1 ⊔M2)/Ψ .
Then M ′ is Hausdorff by Lemma 3.3, hence a manifold.
We claim that M ′ is globally hyperbolic with Cauchy surface
S
′ = iM2(S2) ≈ S2
(recall that iMa denotes the canonical embedding of Ma in M
′). Indeed,
let Γ′ ⊂ M ′ be an inextendible causal curve in M ′, set
Γ1 = i
−1
M1
(Γ′ ∩ iM1(M1)) , Γ2 = i
−1
M2
(Γ′ ∩ iM2(M2)) .
Clearly Γ1 ∪ Γ2 6= ∅, so that either Γ1 6= ∅, or Γ2 6= ∅, or both. Let the
index a be such that Γa 6= ∅. If Γˆa were an extension of Γa in Ma, then
iMa(Γˆa) would be an extension of Γ
′ in M ′, which contradicts maximality
of Γ′, thus Γa is inextendible. Suppose that Γ1 6= ∅; as Γ1 is inextendible
in M1 we must have Γ1 ∩ S1 = {p1} for some p1 ∈ S1. We then have
Ψ(p1) ∈ Γ2, so that it always holds that Γ2 6= ∅. By global hyperbolicity
of M2 and inextendibility of Γ2 it follows that Γ2 ∩ S2 = {p2} for some
p2 ∈ S2, hence Γ′ ∩ iM2(S2) = {iM2(p2)}. This shows that iM2(S2) is a
Cauchy surface for M ′, thus M ′ is globally hyperbolic.
As M˜ 6= M1 we find that M2 is a proper subset of M
′, which con-
tradicts maximality of M2. It follows that we must have M˜ = M1, and
Proposition 3.2 follows. ✷
3.2 Proof of Theorem 1.1
We are ready now to pass to the proof of Theorem 1.1, which will occupy
the remainder of this section. In view of Theorem 3.1, we need to check
that conditions H1–A3, p. 11, are satisfied when N ∋ s > n/2 + 1.
The hypothesis H1 holds by [20], while H2 can be established using
energy arguments along the lines of the proof of Lemma 2.8.
The hypothesis A0 follows from the embedding Hsspace,loc ⊂ C
0,1 for
s > n/2 + 1.
Condition A1 will be the contents of Proposition 3.7 where, for defi-
niteness, the reader might want to choose the functions Fµ appearing in
(3.12) to be zero:
Proposition 3.7 Consider a local diffeomorphism Ψ of C1-differentiability
class, and a vacuum metric g of Hsspace,loc-differentiability class in a coor-
dinate system yµ, with N ∋ s > n/2 + 1. Let
g := Ψ∗g .
If
✷gy
µ = Fµ(g, y) , (3.12)
for some functions Fµ smooth in their arguments, and if g is also of
Hsspace,loc-differentiability class with respect to a coordinate system x
µ, then
Ψ ∈ Hs+1space,loc . (3.13)
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Proof: Let Sτ denote the level sets of x
0 and let S τ denote the level
sets of y0. We start by noting that for all multi-indices 0 ≤ |α| ≤ s we
have
∂αx gµν ∈ L
2
loc
(S τ ) , (3.14)
as needed to be able to use Proposition B.2 of Appendix B. This is clear
for 0 ≤ |α| ≤ 1 since the metric is C1 by hypothesis. For higher deriva-
tives, this follows from the usual higher energy estimates for the wave
equation satisfied by vacuum metrics when (3.12) holds (cf., e.g., [6]), by
integrating the current vector field over globally hyperbolic domains, the
future boundaries of which form a covering of S τ ; see Remark A.3 of
Appendix A.
Let Ux denote the domain of definition of the coordinates x
µ. In local
coordinates so that yµ = Ψµ(xα), (2.4)-(2.5) take the form
gαβ(x) = gµν (Ψ(x))
∂Ψµ
∂xα
∂Ψν
∂xβ
, (3.15)
∂2Ψµ
∂xα∂xβ
= Γ
σ
αβ(x)
∂Ψµ
∂xσ
− Γµνρ (Ψ(x))
∂Ψν
∂xα
∂Ψρ
∂xβ
, (3.16)
where the Γ
σ
αβ ’s are the Christoffel symbols of g. Since both g and g
are in C0,1, as in the proof of Proposition 2.6 we have Ψ ∈ C1,1(Ux) =
W 2,∞(Ux).
For u < s − 1 − n/2 we have Hs−1
loc
⊂ Cu in dimension n, and a
straightforward bootstrap of (3.16) shows that
Ψ ∈ Cjm (Ux) ⊂W
jm,∞
loc
(Ux) =W
jm,∞
space,loc(Ux) ,
where jm is the largest integer strictly less than s+ 1−
n
2 . Let um be the
largest integer strictly less than s− 1− n2 , thus Ψ ∈ C
um+2.
Suppose, first, that um + 1 6= s − 1 −
n
2 . For 1 ≤ j ≤ s − 1 − um we
then have
Hs−1
loc
⊂ ∩1≤j≤s−1−umW
um+j,vj
loc
, where vj =
2n
n−2(s−1−um−j)
> 2 .
(3.17)
Suppose that
Ψ ∈ W
um+j,vj−1
space,loc for some j ∈ N satisfying 2 ≤ j ≤ s− um. (3.18)
Since Cum+2 ⊂ W
um+j,vj−1
space,loc , we have shown that (3.18) is true for j = 2.
One verifies that for s > 1 + n/2 Lemma B.2 applies with
(ℓ, q) = (um + j, vj) and (k + 1, p) = (um + j, vj−1),
establishing that the map x 7→ Γµνρ (Ψ(x)) is in W
um+j,vj
space,loc . We can thus
apply Lemma B.3 with p = vj−1, q = vj , k = ℓ = um + j, and m = 1 to
conclude that the map
x 7→ Γµνρ (Ψ(x))
∂Ψν
∂xα
is in W
um+j−1,vj
space,loc . One similarly finds that the maps
x 7→ Γµνρ (Ψ(x))
∂Ψν
∂xα
∂Ψρ
∂xβ and x 7→ Γ
σ
αβ(x)
∂Ψµ
∂xσ
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are inW
um+j−1,vj
space,loc . It follows from (3.16) that Ψ ∈ W
um+j+1,vj
space,loc . In a finite
number of steps one obtains (3.13). In particular the proof is complete for
odd space-dimensions n.
For even n we necessarily have s ≥ 2+n/2, and it remains to consider
the case um + 1 = s− 1−
n
2 . For 1 ≤ j ≤ s− 1− um we then have
Hs−1
loc
⊂
{
∩p∈[1,∞)W
um+1,p
loc
, um = 0;
∩2≤j≤s−1−umW
um+j,vj
loc
∩p∈[1,∞) W
um+1,p
loc
, um ≥ 1,
with vj as in (3.17). Recall that we already know that
Ψ ∈ Cum+2 ⊂Wum+2,pspace,loc
for any p ∈ R. We can thus choose p large enough so that Lemma B.2
with (ℓ, q) = (um+2, v2), and (k+1, p) = (um+2, p) applies, establishing
that the map
x 7→ Γµνρ (Ψ(x))
is inW
um+j,vj
space,loc with j = 2. By Lemma B.3 with p = q = vj , k = ℓ = um+j,
j = 2 and m = 1 the map
x 7→ Γµνρ (Ψ(x))
∂Ψν
∂xα
is in W
um+j−1,vj
space,loc . One similarly finds that the maps
x 7→ Γ
σ
αβ(x)
∂Ψµ
∂xσ and x 7→ Γ
µ
νρ (Ψ(x))
∂Ψν
∂xα
∂Ψρ
∂xβ
are in W
um+j−1,vj
space,loc with j = 2. It follows from (3.16) that
Ψ ∈W
um+j+1,vj
space,loc ⊂W
um+j+1,vj+1
space,loc
with j = 2. One can now continue the previous induction argument to
obtain (3.13). ✷
The hypothesis A3 follows from Proposition B.4, Appendix B.
To verify A2, near S we transform the metric to a Hs+1space,loc coordinate
system where S is given by the equation {x0 = 0}. The metric is of
Hsspace,loc-differentiability class in this coordinate system by A3, which has
already been established. We can then obtain a local solution in local
coordinates by [20]. In the overlap the solutions coincide by an energy
argument, as in the proof of Lemma 2.8. The globalization to the whole
domain of dependence, within a single coordinate chart, is then standard.
This completes the proof of Theorem 1.1. ✷
A Energy inequalities and Stokes theorem
In the main body of the paper we need a version of the Stokes theorem
where the objects involved are poorly differentiable:6
6I am grateful to David Parlongue for useful discussions and bibliographical advice con-
cerning this section.
21
Proposition A.1 Let Ω be a conditionally compact domain with Lips-
chitz boundary and let Z be a vector field on an (n + 1)-dimensional
manifold M with continuous metric g and metric volume element dµg =√
| det g|dn+1x. If
Z ∈W 1,1
loc
(M ) , g ∈W 1,n
loc
(M ) ,
then the Stokes identity holds:∫
∂Ω
Z⌋dµg =
∫
Ω
∇αZ
α dµg . (A.1)
Proof: If the metric and Z are Lipschitz, then (A.1) is standard (see,
e.g., [15, 17, 26]). By density, it remains to show that both the left-hand
side and the right-hand side are continuous in the topologies indicated.
We start with the volume integral which, in local coordinates, takes
the form ∫
∇αZ
αdµg =
∫ (
∂αZ
α + ΓααβZ
β
)√
| det g| dn+1x . (A.2)
The ∂Z term is clearly continuous. Concerning the ΓZ terms, it suffices
to use Γ ∈ Ln
loc
(M ) together with the continuous Sobolev embedding
W 1,1
loc
(M ) ⊂ L
n
n−1
loc
(M ) to obtain the desired conclusion.
Consider, next, the boundary integral in (A.1). The result would be
standard using trace theorems if ∂Ω were smooth. This is not the case,
so an argument is needed: By definition of a Lipschitz hypersurface, for
every p ∈ ∂Ω there exists local coordinates xµ near p in which ∂Ω takes
the form
x0 = f(xi) ,
where f is Lipschitz continuous. Let new coordinates yµ be defined as
y0 = x0 − f(xi) , yi = xi .
Set
Z¯α(y) = Zα(x(y)) .
The map x→ y is Lipschitz, with unit Jacobian wherever defined, and by
the change-of-variables theorem for Lipschitz maps we find, for each α,∫ (
|Zα|+
∑
µ
∣∣∂xµZα∣∣)dn+1x
=
∫ (
|Z¯α|+
∣∣∂y0Z¯α∣∣+∑
i
∣∣∂yi Z¯α − ∂f∂xi ∂y0Z¯α∣∣)dn+1y .
This implies that Z¯ ∈W 1,1
loc
(Rn+1). In the coordinates y the boundary ∂Ω
reads {y0 = 0}, so the usual trace theorems apply to give Z¯|∂Ω ∈W
1/2,1
loc
⊂
L1(∂Ω). From∫
y0=0
Z⌋dµg =
∫
y0=0
(
Z¯0 −
∂f
∂xi
Z¯i
)√
| det g|dny (A.3)
one easily infers that the boundary-integral is continuous in the W 1,1
loc
(M )
topology for Z and in the topology of locally-uniform convergence for g.
✷
The following corollary of Proposition A.1 is of main interest to us:
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Corollary A.2 Suppose that g is a continuous metric and assume that
g ∈ W 1,n
loc
(M ) , ψ = (ψA) ∈ H2
loc
(M ) .
Then Stokes’ theorem applies to the “current vector field”
Zµ ≡ TµνX
µ :=
∑
A
(
∂µψ
A∂νψ
A −
1
2
gσρ∂σψ
A∂ρψ
Agµν + ψ
AψAgµν
)
Xµ ,
(A.4)
where X is any locally Lipschitz vector field.
Proof: We have, symbolically, Z ≈ gψ2 + g−1(∂ψ)2, which is clearly in
L1
loc
(M ). Further,
∂Z ≈ ∂gψ2 + gψ∂ψ + g−1∂g(∂ψ)2 + g−1∂ψ∂2ψ .
The second and last terms are obviously in L1
loc
(M ) for ψ’s which are in
H2
loc
(M ). For the before last, we have ∂g ∈ Ln
loc
(M ), while by Sobolev
embedding it holds that ∂ψ ∈ L
2n
n−1
loc
(M ), and the fact that this term is
also in L1
loc
(M ) readily follows. The analysis of the first term is similar
to that of the third. Thus the hypotheses of Proposition A.1 are satisfied.
✷
Remark A.3 Consider a collection of fields ϕI satisfying a semi-linear
system of wave-equations which, in local coordinates, take the form
gµν∂µ∂νϕ
I = χI(∂µϕ
J , ϕJ , x) , (A.5)
for some functions χI . For k ≥ 1 the k-th energy inequality for the fields
ϕI can be derived using the current vector field Z defined in (A.4) with
(ψA) =
(
∂jϕI
∂xα1 · · ·∂xαj
)
0≤j≤k−1
.
For example, for the Einstein equations in a coordinate-gauge as in (3.12),
this gives local-in-time control of the Hkspace,loc semi-norms of the metric
by taking (ϕI) = (gµν).
B Manifolds of W
k+1,p
space,loc differentiability class
When using wave-coordinates for a Hsspace,loc metric one needs to work
with coordinate transformations which are not smooth but of Hs+1space,loc
differentiability class. This begs the question, what happens with functions
and tensor fields under such coordinate changes. This is the main issue
addressed in this appendix.
Consider a smooth manifold M ; on such a manifold one can define
in an invariant way tensor fields which are of C∞ differentiability class,
similarly for Ck, W k,p
loc
, or W k,pspace,loc class. For example, one says that
a tensor field is of W k,pspace,loc class if there exists a covering of M by co-
ordinate patches such that the coordinate components of the tensor in
question are in W k,pspace,loc in each of the coordinate patches. Now, even
though the transition functions when going from one coordinate system
23
to another are smooth, it is not clear that W k,pspace,loc-differentiability will
be true in all coordinate system, because the integral differentiability con-
ditions might fail to hold on the constant-x0-slices of some smooth coor-
dinate systems, unless some preferred coordinate x0 has been chosen. To
address this issue for the metric tensor, we will assume for definiteness
wave coordinates and vacuum field equations. In fact, the invariance of
the W k,pspace,loc-differentiability conditions holds for any tensor field satisfy-
ing wave-type equations, and many alternative coordinate-conditions for
vacuum metrics are possible as e.g. in (3.12). Note that this problem does
not arise for C∞, Ck, or W k,p
loc
tensor fields.
Let us start with a definition:
Definition B.1 Let k ∈ R, p ∈ [1,∞]. A function f will be said to be
of W k,pspace,loc-differentiability class if every point p ∈ M has a coordinate
neighborhood U = I×V , where I is the range of a coordinate t ≡ x0, with
the following properties: On every level set Sτ ⊂ U of the coordinate t
we have f ∈ W k,p
loc
(Sτ ), with the time-derivatives of order 0 ≤ ℓ ≤ k of f
being of W k−ℓ,pspace,loc differentiability. Furthermore the functions
I ∋ t 7→ ‖∂ℓtf |St‖Wk−ℓ,p , 0 ≤ ℓ ≤ k
are required to be continuous.
We set Hkspace,loc :=W
k,2
space,loc.
To continue, it is convenient to introduce the following notation: for
x, y ∈ R ∪ {∞}, we will write x >∗ y if the following holds:
x >∗ y ⇐⇒
{
x ≥ y , if y > 0 ,
x > y , if y ≤ 0 .
(B.1)
(Note that for x ≥ 0 the only value of x at which “>∗” does not coincide
with “≥” is x = 0.) In this notation the Sobolev embedding theorem, in
dimension n, can be stated as [1, 3]:
W s,tspace,loc ⊂W
u,v
space,loc ⇐⇒ u ≤ s and
1
v
>∗
1
t
−
s− u
n
. (B.2)
We have the following:
Lemma B.2 Let Ω and U be open subsets of Rn+1, and let Ψ : Ω → U
be a C1 diffeomorphism such that Ψ ∈ W k+1,pspace,loc(Ω; R¯
n) (with respect
to the coordinate x0), with p ∈ [1,∞], k ∈ N, kp > n. Write Ψ =(
Ψ0(x0, xk),Ψℓ(x0, xk)
)
, and let S τ denote the level sets of Ψ
0, assume
that ∂0Ψ
0 has no zeros so that the S τ are graphs which can be parametrized
by xi. Let (ℓ, q) be such that the n-dimensional Sobolev embeddingW k+1,pspace,loc ⊂
W ℓ,q
loc
holds. If for every τ such that S τ 6= ∅, for every compact K satis-
fying K ⊂ S τ , and for every 0 ≤ j ≤ ℓ we have∫
K
∣∣∣∣ ∂jF∂xα1 · · · ∂xαj
∣∣∣∣qdnx <∞ , (B.3)
then
F ◦Ψ ∈ W ℓ,qspace,loc(Ω) .
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Proof: The proof is a straightforward adaptation of that of Lemma A.2
in [4]. ✷
We also need:
Lemma B.3 Let 0 ≤ m ≤ ℓ ≤ k, q, p ∈ [1,∞], kp > n. Suppose that (ℓ, q)
is such that the n-dimensional Sobolev embedding W k,pspace,loc ⊂ W
ℓ,q
space,loc
holds. Then the product map
W k−m,pspace,loc ×W
ℓ,q
space,loc ∋ (f, g) −→ fg ∈ W
ℓ−m,q
space,loc
is continuous.
Proof: The proof is a repetition of that of Lemma A.4 in [4]. ✷
Finally:
Proposition B.4 Under the conditions of Lemma B.2, let F be a tensor
field the cooordinate-components of which satisfy (B.3). If moreover the
n-dimensional Sobolev embedding
W k,pspace,loc ⊂W
ℓ,q
space,loc
holds, then Ψ∗F ∈ W ℓ,qspace,loc.
Proof: This follows from Lemmata B.2-B.3, as in [4, Appendix A]. ✷
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