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ON THE RADIUS OF THE CATEGORY OF EXTENSIONS
OF MATRIX FACTORIZATIONS
KAORI SHIMADA AND RYO TAKAHASHI
Abstract. Let S be a commutative noetherian ring. The extensions of matrix factorizations of non-
zerodivisors x1, . . . , xn of S form a full subcategory of finitely generated modules over the quotient ring
S/(x1 · · ·xn). In this paper, we investigate the radius (in the sense of Dao and Takahashi) of this full
subcategory. As an application, we obtain an upper bound of the dimension (in the sense of Rouquier)
of the singularity category of a local hypersurface of dimension one, which refines a recent result of
Kawasaki, Nakamura and Shimada.
1. Introduction
Rouquier [5] has introduced the notion of the dimension of a triangulated category. As an analogue for
abelian categories, Dao and Takahashi [2, 3] have introduced the notions of the dimension and radius of
a full subcategory of an abelian category with enough projective objects. This paper studies the dimen-
sion and radius of a full subcategory of the category of finitely generated modules over a commutative
noetherian ring, and the dimension of the singularity category of a commutative noetherian ring.
To explain our results more precisely, let R be a commutative noetherian ring. Denote by modR
the category of finitely generated R-modules, and by CM(R) the full subcategory of modR consisting of
maximal Cohen–Macaulay modules. Kawasaki, Nakamura and Shimada [4] have recently investigated the
dimension of CM(R) in the case where R is a certain hypersurface of dimension one. The main purpose
of this paper is to develop a further studies of this theorem.
Let S be a commutative noetherian ring and x ∈ S. Denote by MF(x) the full subcategory of modS
consisting of modules M with xM = 0 admitting an exact sequence of the form 0→ Sn → Sm →M → 0.
Note that MF(x) is regarded as a full subcategory of modS/(x). In the case where x is a non-zerodivisor,
MF(x) coincides with the category of matrix factorizations of x over S; see Proposition 2.1.
For ideals I, J of S and full subcategories X ,Y of modS/I,modS/J respectively, we denote by X ∗ Y
the full subcategory of modS/IJ consisting of modules M admitting an exact sequence 0→ X →M →
Y → 0 with X ∈ X and Y ∈ Y. The operation − ∗ − satisfies the associativity; see Proposition 2.2.
The main result of this paper is the following theorem.
Theorem 1.1. Let S be a commutative noetherian ring and x1, . . . , xn ∈ S non-zerodivisors. Then
radius(MF(x1) ∗ · · · ∗MF(xn)) ≤ sup{dimMF(x1), . . . ,dimMF(xn)}+ 1.
For a noetherian ring R we denote by Dsg(R) the singularity category of R, i.e., the Verdier quotient
of the bounded derived category of modR by perfect complexes. The above theorem yields the following
corollary, which gives rise to an inequality of the dimensions of the singularity categories of 1-dimensional
hypersurfaces. This corollary refines a recent result of Kawasaki, Nakamura and Shimada [4, Theorem
4.5], which assumes that the elements x1, . . . , xn are powers of distinct prime elements and that the local
ring S is complete.
Corollary 1.2. Let S be a regular local ring of dimension two and x1, . . . , xn ∈ S. Then one has
dimDsg(S/(x1 · · ·xn)) ≤ sup
1≤i≤n
{dimDsg(S/(xi))}+ 1.
In particular, if S/(xi) has finite CM-representation type for 1 ≤ i ≤ n, then dimDsg(S/(x1 · · ·xn)) ≤ 1.
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2 KAORI SHIMADA AND RYO TAKAHASHI
Here we introduce a set of polynomials over C:
P = {x, y, x2 + ym+1, x2y + yn−1, x3 + y4, x3 + xy3, x3 + y5 | m ≥ 1, n ≥ 4}.
The inequality of dimensions of singularity categories given in the above result implies the following.
Corollary 1.3. Let f1, . . . , fr ∈ P and R = C[[x, y]]/(f1 · · · fr). Then one has dimDsg(R) ≤ 1. Moreover,
dimDsg(R) = 1 if and only if R is not isomorphic to C[[x, y]]/(f) for all f ∈ P.
Proofs of the three results stated above are given in the next section.
2. Proofs of our results
Throughout the section, let R and S be commutative noetherian rings. We assume that all modules
are finitely generated, and all subcategories are full. We denote by E (resp. En) an identity matrix of
some size (resp. the identity matrix of size n).
Let A be an m×n matrix over S. We define KerA, ImA and CokA by the kernel, image and cokernel
of the linear map A : Sn → Sm. We call A a presentation matrix of an S-module M if CokA ∼= M .
For an R-module M and an integer n ≥ 0 we denote by ΩnM (or ΩnRM) the nth syzygy of M , that is,
the image of the nth differential map in a projective resolution of M . This is uniquely determined up to
projective summands. We investigate the category of matrix factorizations of a non-zerodivisor.
Proposition 2.1. Let x ∈ S be an S-regular element.
(1) Let A,B be n× n matrices over S such that AB = BA = xE. Then KerA = 0 and CokA ∈ MF(x).
(2) Let M ∈ MF(x). Then there exist square matrices A,B over S with AB = BA = xE and CokA ∼= M .
(3) Let A,B be n× n matrices over S with AB = BA = xEn, and set M = CokA. Then the sequence
· · · A−→ (S/(x))n B−→ (S/(x))n A−→ (S/(x))n B−→ · · ·
and its S/(x)-dual are both exact sequences. In particular, Ω2S/(x)M
∼= M .
(4) If S is a Cohen–Macaulay local ring, then MF(x) ⊆ CM(S/(x)).
(5) If S is a regular local ring, then MF(x) = CM(S/(x)).
Proof. (1) There is an exact sequence Sn
A−→ Sn → CokA → 0 of S-modules. As BA = xEn and x
is S-regular, it is seen that the map A : Sn → Sn is injective, or in other words, KerA = 0. Since
AB = xEn, it is observed that x annihilates CokA. Hence CokA belongs to MF(x).
(2) By definition, x kills M and there is an exact sequence 0 → Sn A−→ Sm → M → 0 of S-modules.
As x is S-regular, we see that M has rank 0 as an S-module, which implies m = n. Since xM = 0, as we
see in the commutative diagram below with exact rows, there is an n×n matrix B such that AB = xEn.
0 // Sn
A //
x

Sn //
x

B
vv 0 ''
M //
x 0

0
0 // Sn
A // Sn // M // 0
The above diagram also says that BA = xEn, and the assertion follows.
(3) The equality AB = xEn implies that the sequence (S/(x))
n B−→ (S/(x))n A−→ (S/(x))n is a complex.
Let z ∈ Sn be an element whose residue class z ∈ (S/(x))n satisfies Az = 0. Then Az ∈ xSn, and we
have xz = BAz ∈ BxSn = xBSn. Since x is an S-regular element, z belongs to BSn. Hence the
sequence (S/(x))n
B−→ (S/(x))n A−→ (S/(x))n is exact. A symmetric argument shows that the sequence
(S/(x))n
A−→ (S/(x))n B−→ (S/(x))n is also exact. Thus we obtain an exact sequence
· · · A−→ (S/(x))n B−→ (S/(x))n A−→ (S/(x))n B−→ · · · .
Applying the transpose t(−) to the equalities AB = BA = xEn of matrices, we get the equality tA tB =
tB tA = xEn. Hence the sequence
· · ·
tA−→ (S/(x))n
tB−→ (S/(x))n
tA−→ (S/(x))n
tB−→ · · ·
is exact as well, which is nothing but the S/(x)-dual of the previous exact sequence.
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(4) Let M ∈ MF(x). Then M is a module over S/(x), and has projective dimension at most one as a
module over S. Using the Auslander–Buchsbaum formula, we get depthM ≥ depthS − 1 = dimS − 1 =
dimS/(x). It follows that M is a maximal Cohen–Macaulay S/(x)-module.
(5) Let M ∈ CM(S/(x)). Then depthM ≥ dimS/(x) = dimS−1 = depthS−1. Since S is regular, M
has finite projective dimension. Hence pdSM = depthS − depthM ≤ 1, and there is an exact sequence
0→ Sn → Sm →M → 0. Thus CM(S/(x)) ⊆ MF(x). The opposite inclusion follows from (4). 
In the next proposition, we verify that the operation − ∗ − satisfies the associativity. Thanks to
this proposition, we may use the notation X1 ∗ X2 ∗ · · · ∗ Xn without caring about any confusion, where
I1, . . . , In are ideals of S and X1, . . . ,Xn are subcategories of modS/I1, . . . ,modS/In respectively.
Proposition 2.2. Let X ,Y,Z be subcategories of modS/I,modS/J,modS/K respectively. Then there
is an equality (X ∗ Y) ∗ Z = X ∗ (Y ∗ Z) of subcategories of modS/IJK.
Proof. Let M be an S/IJK-module. Suppose that M belongs to (X ∗ Y) ∗ Z. Then there is an exact
sequence 0 → N → M → Z → 0 such that N ∈ X ∗ Y and Z ∈ Z. Hence there is an exact sequence
0→ X → N → Y → 0 with X ∈ X and Y ∈ Y. We make a pushout diagram:
0

0

0 // X // N //

Y //

0
0 // X // M //

L //

0
Z

Z

0 0
The second column shows that L is in Y∗Z. The second row implies that M belongs to X ∗(Y∗Z). Thus,
the inclusion (X ∗Y) ∗Z ⊆ X ∗ (Y ∗Z) follows. The opposite inclusion is proved by a dual argument. 
From now on, we establish a couple of lemmas to prove our main results.
Lemma 2.3. Let x1, . . . , xn ∈ S with n ≥ 1. Let M be an S-module, and let 0 = M0 ⊆ M1 ⊆ · · · ⊆
Mn = M be a filtration of S-submodules of M . For each 1 ≤ i ≤ n, let Ai be a presentation matrix of the
S-module Mi/Mi−1, and assume xi(Mi/Mi−1) = 0. If xi is S-regular and KerAi = 0 for all 2 ≤ i ≤ n,
then there exists an exact sequence of the form
0→
n⊕
i=1
Cok(x1 · · ·xi−1Ai)→M ⊕ (S/(x1 · · ·xn))p →
n⊕
i=2
(S/(xi · · ·xn))pi → 0.
Proof. The assertion is easy to check for n = 1. Let n ≥ 2. For each 2 ≤ i ≤ n, the element xi is regular
and annihilates Mi/Mi−1, whence the S-module Mi/Mi−1 has rank 0. There are exact sequences
Sq1
A1−−→ Sp1 →M1 → 0, 0→ Spi Ai−→ Spi →Mi/Mi−1 → 0 (2 ≤ i ≤ n).
The multiplications by x1, . . . , xn induce the chain maps below. Since xi(Mi/Mi−1) = 0 for all 1 ≤ i ≤ n,
similarly as in the proof of Proposition 2.1(2) and as explained in the diagram below, there exist matrices
B1, B2, . . . , Bn such that A1B1 = x1E and AiBi = BiAi = xiE for all 2 ≤ i ≤ n.
Sq1
A1 //
x1

Sp1 //
x1

B1
xx
M1 //
x1 0

0
Sq1
A1 // Sp1 // M1 // 0
0 // Spi
Ai //
xi

Spi //
xi

Bi
yy
Mi/Mi−1 //
xi 0

0
0 // Spi
Ai // Spi // Mi/Mi−1 // 0
A repeated application of the horseshoe lemma gives an exact sequence
Sq1 ⊕ Sp2 ⊕ · · · ⊕ Spn A−→ Sp1 ⊕ Sp2 ⊕ · · · ⊕ Spn →M → 0
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of S-module, where A =
(
A1 A12 ··· A1n
A2 ··· A2n
.
.
.
.
.
.
An
)
. There are equivalences of matrices over S/(x1 · · ·xn).
C :=

A1 A12 A13 ··· A1,n−1 A1n
x1A2 A2 A23 ··· A2,n−1 A2n
.
.
.
.
.
.
.
.
.
x1···xn−2An−1 An−1 An−1,n
x1···xn−1An An
x2···xnE
x3···xnE
.
. .
xn−1xnE
xnE

∼=

A1 −x1···xn−1A1n A12 A13 ··· A1,n−1 A1n
x1A2 −x1···xn−1A2n A2 A23 ··· A2,n−1 A2n
.
.
.
.
.
.
.
.
.
.
.
.
x1···xn−2An−1 −x1···xn−1An−1,n An−1 An−1,n
0 An
x2···xnE
x3···xnE
. .
.
xn−1xnE
xnE

∼=

A1 0 A12 A13 ··· A1,n−1 A1n
x1A2 0 A2 A23 ··· A2,n−1 A2n
. .
.
.
.
.
.
.
.
.
.
.
x1···xn−2An−1 0 An−1 An−1,n
0 An
x2···xnE
x3···xnE
.
.
.
xn−1xnE
xnE

∼=

A1 A12 A13 ··· A1,n−1 A1n
0 A2 A23 ··· A2,n−1 A2n
.
. .
.
.
.
.
.
.
0 An−1 An−1,n
0 An
x2···xnE
x3···xnE
.
.
.
xn−1xnE
xnE

∼=

A1 A12 A13 ··· A1,n−1 A1n
0 A2 A23 ··· A2,n−1 A2n
.
. .
.
.
.
.
.
.
0 An−1 An−1,n
0 An
0 −x3···xnB2A23 ··· −x3···xnB2A2,n−1 −x3···xnB2A2n
x3···xnE
.
.
.
xn−1xnE
xnE

∼=

A1 A12 A13 ··· A1,n−1 A1n
0 A2 A23 ··· A2,n−1 A2n
.
. .
.
.
.
.
.
.
0 An−1 An−1,n
0 An
0 0 ··· 0 0
x3···xnE
. .
.
xn−1xnE
xnE

∼=

A1 A12 A13 ··· A1,n−1 A1n
0 A2 A23 ··· A2,n−1 A2n
.
.
.
.
.
.
.
.
.
0 An−1 An−1,n
0 An
0
0
. .
.
0
0

∼=
(
A 0
0 0
)
.
Here, the first equivalence follows from multiplying the last (i.e. (2n−1)st) block column by−x1 · · ·xn−1E
and adding it to the nth block column; note that x1 · · ·xn = 0 in S/(x1 · · ·xn). The second equivalence is
obtained by multiplying the ith block column by Bixi+1 · · ·xn−1Ain from the right and adding it to the
nth block column for each 1 ≤ i ≤ n−1. Iteraing this procedure on the (2n−1)st and nth block columns
for the (2n − 1 − i)th and (n − i)th block columns with 1 ≤ i ≤ n − 2, we get the third equivalence.
The fourth equivalence follows from multiplying the 2nd block row by −B2x3 · · ·xnE from the left and
adding it to the (n+ 1)st block row. The fifth equivalence is obtained by multiplying the (n+ i)th block
row by B2x3 · · ·xiA2,i+1 from the left and adding it to the (n + 1)st block row for each 2 ≤ i ≤ n − 1.
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Iteraing this procedure on the 2nd and (n+ 1)st block rows for the ith and (n+ i− 1)st block rows with
3 ≤ i ≤ n, we get the sixth equivalence. Replacing block columns gives the final seventh equivalence.
By assumption, xixi+1 · · ·xn is a regular element for 2 ≤ i ≤ n. There is a commutative diagram
0 // Sq1+p2+···+pn //
D

Sq1+p2+···+pn ⊕ Sp2+···+pn //
C

Sp2+···+pn // _
F

0
0 // Sp1+p2+···+pn // Sp1+p2+···+pn ⊕ Sp2+···+pn // Sp2+···+pn // 0
with exact rows, where D = A1⊕x1A2⊕ · · ·⊕ (x1 · · ·xn−1)An and F = (x2 · · ·xn)Ep2 ⊕ (x3 · · ·xn)Ep3 ⊕
· · ·⊕xn−1xnEpn−1 ⊕xnEpn ; note that the map F is injective. The snake lemma yields an exact sequence
0→⊕ni=1 Cok(x1 · · ·xi−1Ai)→M ⊕ (S/(x1 · · ·xn))p →⊕ni=2(S/(xi · · ·xn))pi → 0,
where we set p = p2 + · · ·+ pn. Thus the proof of the lemma is completed. 
To state the next two lemmas, we need to recall some notation. Let X ,Y be subcategories of modR.
Let M be an R-module, and let r be a positive integer.
(a) The additive closure addX of X is by definition the subcategory of modR consisting of direct sum-
mands of finite direct sums of objects in X . We put |X | = addX and |M | = |{M}|.
(b) We denote by [X ] the additive closure of the subcategory of modR consisting of R and all modules
of the form ΩiX, where i ≥ 0 and X ∈ X . We set [M ] = [{M}].
(c) We denote by X ◦ Y the subcategory of modR consisting of the R-modules E appearing in exact
sequences of the form 0→ X → E → Y → 0 with X ∈ X and Y ∈ Y.
(d) We define
[X ]r =
{
[X ] (r = 1),
[[X ]r−1 ◦ [X ]] (r ≥ 2).
|X |r =
{
|X | (r = 1),
||X |r−1 ◦ |X || (r ≥ 2).
We write [X ]R, [X ]Rr , |X |R, |X |Rr to specify the ground ring. We set [M ]r = [{M}]r and |M |r = |{M}|r.
The following elementary remark is necessary in the proof of the first lemma.
Remark 2.4. Let F,G be S-modules, and let M,N be submodules of F,G respectively. Let x be an
element of S. Suppose that there is a commutative diagram of S-modules in the lower left whose vertical
arrows are isomorphisms and horizontal arrows are inclusion maps. Then one has a commutative diagram
in the lower right, which induces an isomorphism F/xM ∼= G/xN .
M
inc //
∼=

F
∼=

N
inc // G
xM
inc //
∼=

xF
∼=

inc // F
∼=

xN
inc // xG
inc // G
Now we can state those two lemmas.
Lemma 2.5. Let A be a matrix over S.
(1) Let B be a matrix over S, and let x ∈ S. If CokB is a direct summand of CokA, then Cok(xB) is
a direct summand of Cok(xA)⊕ (S/(x))n for some n ≥ 0.
(2) Let x, y ∈ S. If y · CokA = 0, then xy · Cok(xA) = 0. In other words, if CokA is an S/(y)-module,
then Cok(xA) is an S/(xy)-module.
(3) Let y ∈ S. Assume that KerA = y · CokA = 0. Then the following hold.
(a) There exists a matrix B over S such that AB = BA = yE.
(b) Let B be a matrix as in (a). Suppose that y is an S-regular element. Let C be a matrix over
S, and let x ∈ S be an S-regular element. If CokC ∈ [CokA]S/(y)r for some integer r > 0, then
there is a containment Cok(xC) ∈ [Cok(xA)⊕ Cok(xB)⊕ S/(x)]S/(xy)r .
Proof. (1) There is an isomorphism CokA ∼= CokB⊕M of S-modules. Let C be a presentation matrix of
the S-module M . Then we have isomorphisms CokA ∼= CokB⊕CokC ∼= Cok (B 00 C ). Note that Cok(xB)
is a direct summand of Cok (x (B 00 C )). Replacing B with (
B 0
0 C ), we may assume that CokA
∼= CokB.
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There are exact sequences F1
A−→ F0 → N → 0 and G1 B−→ G0 → N → 0 of S-modules with F1, F0, G1, G0
free. Consider the pullback diagram
0 0
0 // ImA
inc // F0 //
OO
N //
OO
0
0 // ImA
a // X
f
OO
g // G0
OO
// 0
ImB
b
OO
ImB
inc
OO
0
OO
0.
OO
Since F0, G0 are projective S-modules, there are S-homomorphisms s : F0 → X and t : G0 → X such
that the compositions fs and gt are the identity maps. We have a commutative diagram
ImA⊕G0
inc ( inc 00 1 )
ImA⊕G0
(a,t)
∼=
//(
inc ft
0 1
)

X(
f
g
)

F0 ⊕ ImB
(s,b)
∼=
oo (
1 0
gs inc
)

F0 ⊕ ImB
inc ( 1 00 inc )
F0 ⊕G0
(
1 ft
0 1
)
∼=
// F0 ⊕G0 F0 ⊕G0 F0 ⊕G0 F0 ⊕G0
(
1 0
gs 1
)
∼=
oo
such that the horizontal maps are isomorphisms. Remark 2.4 implies (F0 ⊕ G0)/x(ImA ⊕ G0) ∼= (F0 ⊕
G0)/x(F0 ⊕ ImB), which shows Cok(xA)⊕G0/xG0 ∼= F0/xF0 ⊕ Cok(xB). The assertion now follows.
(2) Let A have m rows. Then CokA = Sm/ ImA and Cok(xA) = Sm/ Im(xA). The equalities
y · CokA = 0 and xy · Cok(xA) = 0 are equivalent to the inclusions ySm ⊆ ImA and xySm ⊆ Im(xA),
respectively. As x · ImA = Im(xA), the first inclusion implies the second.
(3)(a) The assertion is shown similarly to Proposition 2.1(2).
(b) Since y is S-regular and kills CokA, it is seen that A,B are square matrices of the same size. We
use induction on r. Let r = 1. It follows from Proposition 2.1(3) that B is a presentation matrix of
ΩS/(y)(CokA) and there is an isomorphism Ω
2
S/(y)(CokA)
∼= CokA. Hence
CokC ∈ [CokA]S/(y)1 = |{CokA, S/(y), ΩS/(y)(CokA)}|S/(y) = |{CokA, Cok(y), CokB}|S/(y).
Applying (1) and (2), we observe that Cok(xC) ∈ |{Cok(xA), Cok(xy), Cok(xB), S/(x)}|S/(xy). Since
Cok(xy) = S/(xy), we have Cok(xC) ∈ [Cok(xA)⊕ Cok(xB)⊕ S/(x)]S/(xy)1 .
Now let r ≥ 2. Then there exists an exact sequence 0 → X → Y → Z → 0 of S/(y)-modules with
X ∈ [CokA]S/(y)r−1 and Z ∈ [CokA]S/(y)1 such that CokC is a direct summand of Y (see [2, Proposition
2.2(1)]). Take presentation matrices D,F of X,Z over S, respectively. The horseshoe lemma yields the
commutative diagram in the lower left with exact rows and columns, where G is a matrix of the form
(D H0 F ). This induces the commutative diagram in the lower right with exact rows and columns. It follows
from (2) that X ′ = Cok(xD), Y ′ = Cok(xG) and Z ′ = Cok(xF ) are modules over S/(xy).
0 // Sa ////
D

Sa+b //
G 
Sb //
F 
0
0 // Sc ////

Sc+d //

Sd //

0
0 // X ////

Y //

Z //

0
0 0 0
0 // Sa ////
xD

Sa+b //
xG 
Sb //
xF 
0
0 // Sc // //

Sc+d //

Sd //

0
X ′ ////

Y ′ //

Z ′ //

0
0 0 0
Take any element z ∈ Ker(xF ). The assumption that x is S-regular implies z ∈ KerF . The left
diagram shows that the map KerF → CokD = X induced by the snake lemma is zero, which implies
Hz ∈ ImD. Hence (xH)z ∈ Im(xD), which shows that the map Ker(xF )→ Cok(xD) = X ′ induced by
ON THE RADIUS OF THE CATEGORY OF EXTENSIONS OF MATRIX FACTORIZATIONS 7
the snake lemma is zero. This gives rise to an exact sequence 0→ X ′ → Y ′ → Z ′ → 0 of S/(xy)-modules.
Applying the induction hypothesis, we obtain the containments X ′ ∈ [Cok(xA)⊕ Cok(xB)⊕ S/(x)]S/(xy)r−1
and Z ′ ∈ [Cok(xA)⊕ Cok(xB)⊕ S/(x)]S/(xy)1 , while Cok(xC) is a direct summand of Y ′ ⊕ (S/(x))n for
some n ≥ 0 by (1). Considering the exact sequence 0 → X ′ ⊕ (S/(x))n → Y ′ ⊕ (S/(x))n → Z ′ → 0, we
see that Cok(xC) ∈ [Cok(xA)⊕ Cok(xB)⊕ S/(x)]S/(xy)r . 
Lemma 2.6. Let x ∈ S be an S-regular element, and let M ∈ MF(x). Then for each integer n > 0 one
has an equality [M ]
S/(x)
n = |M ⊕ S/(x)⊕ ΩS/(x)M |S/(x)n .
Proof. Set X := |M ⊕ S/(x)⊕ ΩS/(x)M |S/(x). There is an isomorphism Ω2S/(x)M ∼= M by (2) and (3) of
Proposition 2.1. It is observed that X = [M ]S/(x), and hence
|M ⊕ S/(x)⊕ ΩS/(x)M |S/(x)n = |X |S/(x)n = |[M ]S/(x)|S/(x)n ⊆ [[M ]S/(x)]S/(x)n = [M ]S/(x)n .
Now, pick any N ∈ [M ]S/(x)n . Let us show the containment N ∈ |M ⊕ S/(x)⊕ ΩS/(x)M |S/(x)n by induction
on n. The equality X = [M ]S/(x) given above settles the case n = 1. Let n ≥ 2. Then there exists an
exact sequence 0 → A → B → C → 0 of S/(x)-modules with A ∈ [M ]S/(x)n−1 and C ∈ [M ]S/(x)1 such that
N is a direct summand of B. The induction hypothesis implies A ∈ |M ⊕ S/(x)⊕ ΩS/(x)M |S/(x)n−1 and
C ∈ |M ⊕ S/(x)⊕ ΩS/(x)M |S/(x)1 . It follows that N is in |M ⊕ S/(x)⊕ ΩS/(x)M |
S/(x)
n
, as desired. 
Let X be a subcategory of modR. The dimension (resp. radius) of X , denoted by dimX (resp.
radiusX ), is defined to be the infimum of integers n ≥ 0 with X = [G]n+1 (resp. X ⊆ [G]n+1) for some
G ∈ modR. Now we can give a proof of our main theorem.
Proof of Theorem 1.1. Suppose that MF(xi) = [Gi]
S/(xi)
di+1
for each 1 ≤ i ≤ n, where Gi ∈ MF(xi) and
di ≥ 0. The assertions (1) and (2) of Proposition 2.1 imply that for each 1 ≤ i ≤ n there exist square
matrices Pi, Qi such that PiQi = QiPi = xiE, KerPi = KerQi = 0 and CokPi ∼= Gi. We set
Hi = Cok(x1 · · ·xi−1Pi)⊕ Cok(x1 · · ·xi−1Qi)⊕ S/(x1 · · ·xi−1),
Ki = Hi ⊕ S/(x1 · · ·xi)⊕ ΩS/(x1···xi)Hi.
Using Lemma 2.5(2), we easily check that Hi belongs to MF(x1 · · ·xi), and Lemma 2.6 gives rise to an
equality [Hi]
S/(x1···xi)
di+1
= |Ki|S/(x1···xi)di+1 for all 1 ≤ i ≤ n.
Let M ∈ MF(x1) ∗ · · · ∗MF(xn). Put Tn = M . There exist exact sequences
0→ Ti fi−→ Ti+1 → Vi → 0 (1 ≤ i ≤ n− 1)
of S-modules with Ti ∈ MF(x1)∗· · ·∗MF(xi) and Vi ∈ MF(xi+1). Setting Mi = Im(fn−1fn−2 · · · fi+1fi) ∼=
Ti for each 1 ≤ i ≤ n−1, we get a filtration 0 =: M0 ⊆M1 ⊆ · · · ⊆Mn := M of S-submodules of M such
that Mi/Mi−1 ∼= Vi−1 ∈ MF(xi) for 1 ≤ i ≤ n, where V0 := M1 ∼= T1 ∈ MF(x1). Let Ai be a presentation
matrix of Mi/Mi−1 such that KerAi = 0 for 1 ≤ i ≤ n. By Lemma 2.3, we obtain an exact sequence
0→⊕ni=1 Cok(x1 · · ·xi−1Ai)→M ⊕ (S/(x1 · · ·xn))p →⊕ni=2(S/(xi · · ·xn))pi → 0.
As CokAi ∈ MF(xi) = [Gi]S/(xi)di+1 for 1 ≤ i ≤ n, Lemma 2.5(3) implies Cok(x1 · · ·xi−1Ai) ∈ |Ki|
S/(x1···xi)
di+1
for 1 ≤ i ≤ n. We see that⊕ni=1 Cok(x1 · · ·xi−1Ai) is in |⊕ni=1Ki|S/(x1···xn)d+1 , where d = max{d1, . . . , dn}.
The above short exact sequence shows M ∈ |⊕ni=1Ki ⊕⊕ni=2 S/(xi · · ·xn)|S/(x1···xn)d+2 . We conclude that
the subcategory MF(x1) ∗ · · · ∗MF(xn) of modS/(x1 · · ·xn) has radius at most d + 1. 
Remark 2.7. The above proof of Theorem 1.1 actually shows the stronger inequality
size(MF(x1) ∗ · · · ∗MF(xn)) ≤ sup{dimMF(x1), . . . ,dimMF(xn)}+ 1.
Here, the size of a subcategory X of modR, denoted by sizeX , has been introduced in [2], which is by
definition the infimum of integers n ≥ 0 such that X ⊆ |G|n+1 for some G ∈ modR.
8 KAORI SHIMADA AND RYO TAKAHASHI
For a Cohen–Macaulay local ring R we denote by CM(R) the stable category of maximal Cohen–
Macaulay R-modules, that is, the ideal quotient of the additive category CM(R) by free modules. If R is
Gorenstein, then CM(R) is a triangulated category (see [1]), and the dimension of CM(R) in the sense of
Rouquier is defined. For the definition of the dimension of a triangulated category, we refer the reader
to [5]. To show our corollaries, we establish one more lemma.
Lemma 2.8. Let R be a local hypersurface. Then there are equalities
dimDsg(R) = dimCM(R) = dimCM(R) = radiusCM(R).
Proof. Since R is a Gorenstein ring of finite Krull dimension, by virtue of [1, Theorem 4.4.1] there is an
equivalence Dsg(R) ∼= CM(R) as triangulated categories. Hence it holds that dimDsg(R) = dimCM(R).
As R is a hypersurface, we have dimCM(R) = dimCM(R) = radiusCM(R) by [3, Proposition 3.5(3)]. 
Recall that a Cohen–Macaulay local ring R is said to have finite CM-representation type if there exist
only finitely many isomorphism classes of indecomposable maximal Cohen–Macaulay R-modules. When
this is the case, it is clear from the definition that dimCM(R) = 0. Now let us prove our corollaries.
Proof of Corollary 1.2. We begin with proving the first assertion of the corollary. According to Lemma
2.8, it suffices to show that
radiusCM(S/(x1 · · ·xn)) ≤ sup{dimCM(S/(x1)), . . . ,dimCM(S/(xn))}+ 1.
Fix an integer 1 ≤ i ≤ n. Proposition 2.1(5) implies CM(S/(xi)) = MF(xi). Let M ∈ CM(S/(x1 · · ·xn)).
Setting Mi = (0 :M x1 · · ·xi), we have a filtration 0 = M0 ⊆ · · · ⊆ Mn = M of S-submodules of M ,
and Mi/Mi−1 is an S/(xi)-module. Note that there is an isomorphism Mi/Mi−1 → (0 :x1···xi−1M xi)
given by z 7→ x1 · · ·xi−1z for z ∈Mi. The target is a submodule of M , and hence it has positive depth.
As the ring S/(xi) has dimension one, the S/(xi)-module Mi/Mi−1 is maximal Cohen–Macaulay, that
is, Mi/Mi−1 ∈ CM(S/(xi)) = MF(xi). It follows that M belongs to MF(x1) ∗ · · · ∗ MF(xn). Applying
Theorem 1.1 completes the proof of the first assertion of the corollary.
To show the second assertion of the corollary, suppose that S/(xi) has finite CM-representation type
for all 1 ≤ i ≤ n. Then by Lemma 2.8 we have dimDsg(S/(xi)) = dimCM(S/(xi)) = 0 for all 1 ≤ i ≤ n.
The first assertion of the corollary implies that dimDsg(S/(x1 · · ·xn)) ≤ 1. 
Proof of Corollary 1.3. The inequality dimDsg(R) ≤ 1 is a direct consequence of Corollary 1.2 and
Lemma 2.8. Let S = C[[x, y]] be a formal power series ring. For each f ∈ S, the hypersurface A =
S/(f) has finite CM-representation type if and only if f belongs to P after changing variables; see [6,
Theorem (8.10) and Corollary (9.3)]. Lemma 2.8 implies dimDsg(A) = dimCM(A). Since A is henselian,
dimCM(A) = 0 if and only if A has finite CM-representation type by [3, Proposition 3.7(1)]. In conclusion,
one has dimDsg(R) = 0 if and only if R ∼= S/(f) for some f ∈ P. The contradiction of this statement is
nothing but the assertion of the corollary. 
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