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Background
We deal solely with finite undirected graphs H = ( V, E) which are simple (no loops or multiple edges), and set n = I VI > 1 throughout.
The neighborhood set of a vertex UE V will be denoted by N(v)= {XE V: (u,x)EE}; its cardinality, dH(o), is the degree of vertex v. The operation of switching H at VE V ('switching v'), studied, e.g., in [2, 3, 9] , replaces H by the graph obtained by deleting all edges {(v, x): x~N(v)} and adjoining new edges {(u, y): y$N(v)}.
In 1974 Ringeisen [4] introduced the Isolation Game Z,(H), in which play begins with the n-vertex graph H. Players Pl and P2 switch alternately, each time at a vertex not previously switched. Play ends as soon as one player succeeds in isolating a vertex; otherwise the game is drawn after move n.
For which graphs H is Z,(H) a win for Pl (assuming best play), or a win for P2, or a draw? If a win, how long can the loser postpone defeat? For example [4] , for H = K, (complete), any switch is an immediate win for Pl, while for H = C, (n-cycle, n > 3) P2
can quickly win. In [4] it is also shown that for H= K4,n_q (complete bipartite, 2 <q < n -2, n > 4), neither player has a forced win. Surprisingly, it appears that during the 15 years following the publication of [4] , no further analyses of I,(H) were published (Ringeisen, personal communications).
The present paper concludes a series which redresses this neglect.
The difficulty, of 'tracking' the more-than-local changes in H produced by switching operations, was overcome by Theorem 2.1 in [S] , which we repeat here.
Theorem 1.1. A play of I,,(H) ends, with v as isolated vertex and S the set of switched vertices, @S is N(v) or its complement N(v)".
Note that the identity of the winning player is determined by the parity of lSJ, the number of moves in the win, which by the Theorem must be dH (v) or n-d, (v) .
For example, if all vertex-degrees in H are odd then (since IZ must be even) P2 cannot win I,(H), while if all degrees are even and n is even, Pl cannot win.
The above theorem allows reasoning about the progress of the game to be carried out in terms only of the initial graph: its underlying neighborhood sets and their complements.
However, a general analysis was thwarted by our inability to find a proof-facilitating recursive structure: the result of a partial play of Z, (H) does not seem to correspond to any Z,(H'), a consequence of the 'symmetry-spoiling' presence of each VE V in the complement of its neighborhood. This motivated imbedding the Isolation Games in a larger class of games, to be described next, which do admit recursive treatment.
The Thus if an isolation game on a regular graph can be won (by either player) against best play, then it can be won on the winner's very jirst move (i.e., p < 2), apart from the exceptions in (v) which still assure victory by the winner's second move. A general result in [S] , that paper's Theorem 3.3, was noted there to imply nonwinnability by Pl for Z,(H) based on several familiar regular graphs (Tutte, Grinberg, (4,6)-cage, Meredith) on pp. 161, 162, 238, 239 of Cl]. Theorem 1.3 yields nonwinnability by either player for these graphs as well as a number of others identified in [l] . 
Analysis for regular graphs
The proof of Theorem 1.3 is lengthy because a few difficult cases escape the parameters of the techniques developed in our previous papers, and so require more particular arguments.
As in [S] , we begin by citing useful results about Set Coincidence Games proven earlier; cf. Lemmas 2.1-2.2 and Theorem 3.2 of [7] , as well as Theorems 2.1 and 2.3 of [S] . The notation k =rn /2] will be employed. 
Theorem 2.1. If G(n, W) is aforced p-win with p>
1, then 1 W,l ar(n-p)/21+ 1.
Theorem 2.2. If G(n, W) is a forced 4-win and n 27, then

Theorem 2.4. Let G* = G( V, W*) be formed from forced p-win G = G( V, W) by deleting from Wall sets of size >p or differing in parity from p. Then G* is also a forced p-win.
The following addendum to Theorem 2.2 will also be useful.
Theorem 2.5. Let G(n, W) be a forced 4-win. If W= W,, then I WI >n(k-1)/4.
Proof. Consider the number I of incidences of elements on winning sets. I =4( WI since WC W,. But as a possible initial choice by Pf, each vr E Vmust admit a response v2 by P2 such that G( V, W, (vI, v2} ) is a forced 2-win on n-2 elements. Applying Theorem 2.1 to this continuation game shows that {vi, v2}, and thus vi, lies in at least k -1 members of W,. Thus I > n( k -l), and the conclusion follows. 0
It is well known that an r-regular graph H on n vertices exists iff r < n-1 and rn is even; we assume these conditions throughout, taking r > 1 to avoid initial isolation. By For example, by Theorem 1.1 regular G can be a forced l-win iff each vertex has degree n-1 or 1. The corresponding graphs are precisely K,, and (for even n) the perfect matchings on I'. These situations yield (i) and (ii) of Theorem 1.3. Similarly for p=2: r-regular graph H yields a forced 2-win Z,(H) iff either r =2 or r=n-2> 1, with the latter possible iff n is even. The corresponding graphs yield (iii) and (iv) of Theorem 1.3. The case p = n -2 > 2 in Theorem 1.2 is easily dismissed: r-regular H yields a forced (n-2)-win only if r = 2 or r = n-2, which we just saw would make I,(H) a forced 2-win rather than an (n-2)-win.
Of the listed alternatives in the Isolation Game Theorem 1. 
that is a forced (p-2)-win
on n -2 elements. We ask the reader to bear in mind these special roles of the vertices denoted u and w.
A general remark to be used repeatedly in the subsequent analysis is that for an r-regular n-vertex graph H, if n # 2r, then the first switch of I,(H) will leave completable at most r members of W, and at most n -r members of W,, --I. (If n = 2r, the initial switch leaves completable at most n members of W,= W,_,.)
Lemma 2.1. For a regular graph H, suppose Z,(H) is a forced p-win with p > 2, n-p 3 1, and nZ2p. Then n63p-4 for n-p even, n<3p-5 for n-p odd.
Proof. By Theorem 1.1, rE{p, n-p}. Note that r#n-r and that the initial switch on u leaves completable, in W,, only the sets {N(y): YEN(U)} if r=p, and only the sets {N(x)': x~N(v)"} if r = n -p. Whichever of these two families of sets is the applicable one, its cardinality 1 Wb_,l<p. We next complete (cf. Lemma 2.2) the analysis for subcase p = 5 of the main case (i):
Lemma 2.3. No regular graph H yields a forced 7-win I,,(H) or I,,(H).
Proof. For the first claim rE(4,7}, so that W= W,u W,. G* =( V, W*), defined as in
Lemma 2.4. No regular graph H yields a forced 5-win Z,,(H).
Proof. We proceed to the three situations corresponding to the remaining 'exceptional cases' (iv) and (ii).
Lemma 2.5. No regular graph H yields a forced 8-win I,,(H).
Proof. Here r~{4, S}, hence IV= W,u W,. Since W, =& for any choice qE V-{u, w} by Pl on move 3 for which S3 = {v, w, q} does not lead to immediate loss on move 4, The remaining exceptional case (ii), the one with p = 6, seems a little more delicate; we introduce additional terminology.
For UEA c I', we call dA(u) the indegree of u with respect to A, and call d>(u) its outdegree. The list of such outdegrees for all UEA will be called the outdegree sequence of A; this length-I.4 / list will be arranged in nonascending order, so that the corresponding indegree sequence, with successive entries referring to the same vertices as in the outdegree sequence, will be in nondescending order. The indegree sequence is just the degree sequence of the subgraph
induced by A.
Lemma 2.6. No regular graph H yields aforced 6-win I12(H) or Z,,(H).
Proof. We prove only the first statement, for which r =6 and W= W,. After Pi's switch on u, We's completable members comprise two subfamilies {N(y): YEN(U)} and {N(x)": x~N(u)'}, each of size at most 6. Since continuation G" = G( V', W, {u, w}) is a forced 4-win on 10 elements, Theorem 2.5 implies 1 W"'I 2 10: {v, w} lies in at least 10 elements of W,. So the move-2 switch on w spoils completability for at most two of the at-most-12 winning sets just listed. Consider any qE V-{u, w} as a possible choice by Pl on move 3. Since W,=@, P2 must have a response q' yielding S, = {v, w, q, q') such that the continuation game G ( V, W, S,) is a forced 2-win on 8 elements. By Theorem 2.1, this game has at least 4 winning sets. So Sq, in particular {v, w, q}, lies in at least 4 members of W6. (4, 4, 4, 4, 4, 4) , with indegree sequence (2,2,2,2,2,2). Let N(u)'--(~)={a;, u;, u;, u&, u; }, in non-ascending sequence of outdegree. Since D = 24, the argument now gives the outdegree sequence for N(u)'-(u} as either (6, 3, 3, 3, 3) or (5,4,3,3,3), with u; = w in either case; the corresponding indegree sequence is (0,3,3,3,3) or (1,2,3,3,3) respectively. We have a case analysis according as d,(,)(w) = 5 or 6, and present only its first branch.
Here N(u)"-(u) h as outdegree sequence (5,4,3,3,3) and indegree sequence (1,2,3, The preceding material dealt with all combinations (p, n) permitted by Theorem 1.2, with the exception of (4, 8) . We now take up that final case, which will yield (v) in Proof. We present only the first claim's proof; that for the second claim is similar. By Lemma 2.7, the only outdegree sequence for N(v) compatible with D = 12 is (3, 3, 3, 3) ; the resulting indegree sequence (1, 1, 1,1) identifies H[N(u)] as the union of two disjoint edges, say eI =(yI, y2) and e2 = (y3, y4), and each of these 4 vertices has exactly two neighbors in N(u)'-{u}. By Lemma 2.
8, H[N(o)"-{v}]
is a P2, with successive vertices (x 1, x2, x3) having respective outdegrees (3, 2, 3) . First suppose the two neighbors in N(u) of x2 make up one of {e,, e2 >, say e,. The remaining edges of H are uniquely determined by the listed outdegrees, except that either y, is adjacent to x1 and y, to x3 or vice versa; these two possibilities however lead to isomorphic graphs [the isomorphism interchanges x1 with x3 and leaves each other element of I/fixed]. To identify HI with H, takeu= 1, (y,,y2,y3,y4)=(2,5,3,4), and (x1,x2,xj)=(6,7,g).
Next suppose the two neighbors in N(u) of x2 lie in distinct members of {er , es}; say these neighbors are { y2, y3 >. Again the remaining edges of H are uniquely determined by the listed outdegrees, except that either y, is adjacent to x1 and y, to x3, or vice versa; again the resulting graphs are isomorphic via an interchange of x 1 with x3. To identify H with the graph H2 of Fig. 2 , take P= 1, (yI, y,, y,, y,)=(2,3,4,5), and (x1, x2, x3)= (6, 7, 8) . To see that this graph is not a forced 4-win, consider u = 2 as 1 Fig. 3 . Graph H,. Since all possibilities of Lemmas 2.8-2.10 are now exhausted, the analysis is complete.
