The upper bound of maximal entries in the principal eigenvector of a simple undirected connected graph is investigated in [Linear Algebra Appl. 310 (2000) 129]. We further investigate the maximal entry y max p in the principle eigenvector of symmetric nonnegative matrix with zero trace and obtain both sharp upper and lower bounds on the y max p . Particularly, this result answers the open question given in the above-mentioned reference
Introduction
First we recall some basic notations that will be used in this paper. We know that the p-norm of a vector X = (x 1 , x 2 , . . . , x n ) T is defined as follows:
In the paper, we always let A = (a ij ) be an n × n matrix and let λ(A) = {λ 1 , λ 2 , . . . , λ n } be the set of eigenvalues of matrix A. We call ρ(A) = max{|λ i | | i = 1, 2, . . . , n} the spectral radius of A.
Let A ij be the submatrix of A, obtained from A deleting the row indicated by i and the column indicated by j. The matrix A ii is called the principal submatrix of A and is abbreviated as A i .
The characteristic polynomial of A is defined as φ A (λ) = det(λI − A). The transposed matrix of cofactors C = (c ij ) is defined as c ij = (−1) i+j det A ji .
We need the following theorem (see e.g., [2] ) in the sequel.
Theorem (Perron, Frobenius). Let A be an irreducible nonnegative n × n matrix. Then:
algebraically a simple eigenvalue of A, and eigenspace corresponding to ρ(A) has dimension 1; (e) ρ(A) > ρ(A i ) (1 i n).
The positive eigenvector X = (x 1 , x 2 , . . . , x n ) T is called the principal eigenvector of A. Without loss of generality, we may assume that
Throughout the paper, we assume that G is a simple, undirected connected graph with vertex set V = {v 1 , . . . , v n } .
The adjacency matrix of G is an n × n matrix A = A(G) = (a ij ), where
0 otherwise. Since G is a simple, connected undirected graph, the adjacency matrix A = A(G) is an irreducible symmetric matrix with zero diagonal entries and has a positive eigenvector Y = (y 1 , y 2 , . . . , y n ) T corresponding to the eigenvalue ρ = ρ(A). We may choose Y so that Y p = 1 (1 p < ∞) and the unique positive vector Y is called the principal eigenvector of G. The principle eigenvector is of interest since it is often used in applications. In the field of social network analysis, for instance, the entries of such a vector are applied to measure the "position" of their related vertices (see e.g., [5] for an overview). Let y max p be the maximal entry of the principle eigenvector of G. We ask whether the knowledge on y max p can be carried over to gain structural statements on a graph. Up to now, only little research in this direction has been done. Papendieck and Recht [4] showed that y max p satisfies
with equality if and only if G is isomorphic to the star K 1,n−1 .
In this paper, we further investigate the maximal entry y max p of the principal eigenvector Y of a symmetric nonnegative n × n matrix A with zero trace. We obtain both sharp upper and lower bounds on the y max p . The result is as follows:
and equality can be attained.
Particularly, this result answers the open question given in [4] . There does not exist a graph with
, where p 2.
Lemmas and theorems
For the proof of the main theorem, we need the following lemmas. , x 2 , . . . , x n ) T be the 2-norm normalized principal eigenvector of A corresponding to spectral radius ρ = ρ(A) and x 1 x 2 · · · x n . Then
Lemma 1. Let f (x) be a convex function in the interval (a, b) and the values x i (1 i n) are all in this interval. If α i (1 i n) are positive numbers, and
n i=1 α i = 1, then n i=1 α i f (x i ) f n i=1 α i x ix 1 1 2 1/2 .(1)
Equality holds if and only if A satisfies in addition
Proof.
Notice that a ij = a ji 0 and x i > 0. It follows from above formula that
Since ρ > 0, from (3) we have
and since x 2 = 1, we have
It is obvious that if the equality holds in (3) and (4), then the matrix A must satisfy (2) . Conversely, suppose a symmetric nonnegative irreducible matrix A does not satisfy (2) . Then (3) and (4) are strict inequalities. Hence (1) is also a strict inequality.
Theorem 2. Let A = (a ij ) n×n be a symmetric, nonnegative irreducible matrix with zero diagonal entries. Let
Y = (y 1 , y 2 ,
. . . , y n ) T be the p-norm normalized principal eigenvector of A corresponding to spectral radius ρ(A) and y
The right equality holds if and only if A = α , where α > 0 and
The left equality holds if and only if all the row sums of A are equal.
Proof. First we prove the right inequality of (5). Let x = (x 1 , x 2 , . . . , x n ) T be the 2-norm normalized principal eigenvector of A corresponding to spectral radius ρ(A). Then there exists a c > 0 such that Y = cX.
Since p 2, we get from Lemma 2 that
and the right equality holds if and only if x 2 2 = x 3 3 = · · · = x 2 n . By Theorem 1 and x 2 = 1 we know
and hence
. Substituting with (8) and (7) to (6), we get
If A = α , it is obvious that formula (1) holds and eigenvector X corresponding to the nonzero eigenvalue of A satisfies x 2 = x 3 = · · · = x n . Therefore equalities hold in (7) and (8). Hence equality holds in (9). Let A 1 denote the square submatrix of A obtained from A deleting the first row and first column. If A / = α , there must be strict inequality in (9). If A 1 is not the zero matrix, then (1) is strict inequality. Hence (8) is a strict inequality and it follows that (9) is also a strict inequality. Otherwise, A 1 is a zero matrix and there exist i > (7) is a strict inequality. Therefore, (9) is also a strict inequality. Second we prove the left inequality of (5) . Since Y p = 1, we have 
Remark
The first two sections of this paper give a sharp upper bound of maximal entry of a symmetry nonnegative matrix with zero trace. In this section, we shall provide an expression of the entries in the principal eigenvector of a symetric nonnegative matrix.
The following theorem for graphs is due to Li and Feng (see [3] ). We observed that their proof can be extended to yield the same result for an irreducible nonnegative matrix. 
AC(ρ) = ρC(ρ).
Since each column vector of C(ρ) is a positive eigenvector cooresponding to the eigenvalue ρ, Rank(C(ρ)) = 1 and
Therefore there exists a constant b such that 
