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1. Introduction
In [9], Stéphanos introduced the notion of bialternate product (‘composition bialternée’) of two
square matrices and obtained some basic spectral properties of this product. Over the years, the
bialternate matrix product was used as an efﬁcient tool in stability theory, especially in studying
polynomial andmatrix stability [4] and in the theory of dynamical systems in detecting and computing
Hopf bifurcations in systems of ordinary differential equations [5,6]. In the unpublished work [2], the
bialternate productwas re-examinedwithin a different frameworkwhich allowed the author to deﬁne
another product of matrices and to study the properties of both products in a uniﬁed manner. In this
paper, we present the unpublished results from [2] in a revised form and by continuing the same line
of research, we establish some new properties of the two matrix products.
∗ Corresponding author. Tel.: +359 2 9792485; fax: +359 2 8720497.
E-mail address: elsner@math.uni-bielefeld.de (L. Elsner), vmonov@iit.bas.bg (V. Monov).
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2. Notation and deﬁnitions
We shall use the following index sets. For any integer n 2, let Q2,n be the set of all pairs (i, j) such
that i, j ∈ {1, 2, . . . , n} and i < j, and G2,n be the set of all pairs (i, j) such that i, j ∈ {1, 2, . . . , n} and
i j. It is assumed that the elements of both Q2,n and G2,n are ordered lexicographically. Clearly, Q2,n
has
(
n
2
)
elements and G2,n consists of
(
n+1
2
)
elements.
Given a matrix A ∈ Mm,n(C), the notions of the kth compound matrix Ck(A) of A and the kth
induced matrix Pk(A) of A for k = 1, . . . , r, r = min{m, n} are well known in matrix theory [8,10]. For
our purposes, only the second compoundand the second inducedmatriceswill be considered.We shall
use double indices ij to label the rows and double indices kl to label the columns of these matrices
where the pairs (i, j) and (k, l) are elements of given index sets. In particular, for A = [aij] ∈ Mm,n(C),
the entries of C2(A) are deﬁned by
C2(A)ij,kl = det
[
aik ail
ajk ajl
]
, (i, j) ∈ Q2,m, (k, l) ∈ Q2,n (2.1)
and the entries of P2(A) are deﬁned by
P2(A)ij,kl = 1√
μ(i, j)μ(k, l)
per
[
aik ail
ajk ajl
]
, (i, j) ∈ G2,m, (k, l) ∈ G2,n, (2.2)
where ‘per’ denotes the permanent function and the value ofμ(., .) is determined asμ(p, q) = 2 if p =
q andμ(p, q) = 1 if p /= q. Thus, the size of C2(A) is
(
m
2
)
×
(
n
2
)
and the size of P2(A) is
(
m+1
2
)
×
(
n+1
2
)
.
Let x, y ∈ Cn. The antisymmetric product of x and y, denoted by x ∧ y, is deﬁned as a vector with
entries given by
(x ∧ y)ij = det
[
xi yi
xj yj
]
, (i, j) ∈ Q2,n. (2.3)
and the symmetric product of x and y, denoted by x ∨ y, is deﬁned as a vector with entries
(x ∨ y)ij = 1√
μ(i, j)
per
[
xi yi
xj yj
]
, (i, j) ∈ G2,n. (2.4)
Thus, x ∧ y ∈ C(n2) and x ∨ y ∈ C(n+12 ). From (2.3) and (2.4), it is easily seen that
(λx) ∧ y = λ(x ∧ y), (z + x) ∧ y = z ∧ y + x ∧ y, x ∧ y = −y ∧ x
and
(λx) ∨ y = λ(x ∨ y), (z + x) ∨ y = z ∨ y + x ∨ y, x ∨ y = y ∨ x,
where λ ∈ C and x, y, z ∈ Cn.
The above vector products are related with the second compound and second induced matrices as
follows. If A ∈ Mm,n(C) and x, y ∈ Cn then
C2(A)x ∧ y = Ax ∧ Ay, (2.5)
and
P2(A)x ∨ y = Ax ∨ Ay. (2.6)
In fact, (2.5) and (2.6) are special cases of the Binet–Cauchy formulae for the determinant and perma-
nent, respectively, e.g. see [8]. Thewell known spectral properties of the second compound and second
induced matrices of a given square matrix follow from (2.5) and (2.6). In particular, we see that if λi,
1 i n are the eigenvalues of A ∈ Mn(C) then the eigenvalues of C2(A) are λiλj where 1 i < j n
and the eigenvalues of P2(A) are λiλj where 1 i j n.
Next, we give deﬁnitions of the two matrix products which are considered in the sequel. The ﬁrst
deﬁnition presents the well known bialternate product [4,9].
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Deﬁnition 2.1. The bialternate product of matrices A = [aij] ∈ Mn(C) and B = [bij] ∈ Mn(C) is de-
ﬁned to be the matrix F = A · B where the entries of F are given by
fij,kl = 1
2
(
det
[
aik ail
bjk bjl
]
+ det
[
bik bil
ajk ajl
])
, (i, j) ∈ Q2,n, (k, l) ∈ Q2,n. (2.7)
Similarly, we shall deﬁne another matrix product by using the permanent instead of determinant.
Deﬁnition 2.2. The permanental bialternate product of matrices A = [aij] ∈ Mn(C) and B = [bij] ∈
Mn(C) is deﬁned to be the matrix G = A × B where the entries of G are given by
gij,kl = 1
2
√
μ(i, j)μ(k, l)
(
per
[
aik ail
bjk bjl
]
+ per
[
bik bil
ajk ajl
])
, (i, j) ∈ G2,n, (k, l) ∈ G2,n. (2.8)
According to these deﬁnitions F ∈ M(n2)(C), G ∈ M(n+12 )(C) and it is seen from (2.1) and (2.2) that
A · A = C2(A) and A × A = P2(A). (2.9)
We note that no special symbol will be used to identify the standard matrix product, i.e., if A and B
are matrices with appropriate sizes, their product in the usual sense will be denoted by AB.
Relations (2.9) suggest that the above deﬁned matrix products can be expressed in terms of the
second compound and second induced matrices, respectively. In particular, we have the following
equalities.
Proposition 2.1. Let A, B ∈ Mn(C). Then
2(A · B) = C2(A + B) − C2(A) − C2(B), (2.10)
2(A × B) = P2(A + B) − P2(A) − P2(B). (2.11)
The above proposition immediately follows from (2.1), (2.2), (2.7) and (2.8). It should be noted
that reference [2] utilizes another idea of deﬁning the twomatrix products. In this reference products
2(A · B) and 2(A × B) are simply deﬁned to be the matrices in the right hand sides of (2.10) and (2.11),
respectively. Such a deﬁnition is motivated by the well known construction to derive a bilinear form
from a quadratic form. Hence, by applying this approach to the quadratic forms C2(A) and P2(A), one
gets the bilinear forms (2.10) and (2.11). Obviously, such an approach enables us to employwell known
properties of the compound and induced matrices in order to characterize the products in the left
hand sides of (2.10) and (2.11).
3. Basic properties and a mixed-product property
Webeginwith simple propertieswhich are consequences of the deﬁnitions given by (2.7) and (2.8).
All of these properties can also be obtained from (2.10) and (2.11).
Proposition 3.1. Let A, B, C ∈ Mn(C). Then
(a) A · B = B · A and A × B = B × A;
(b) (αA) · (βB) = αβ(A · B) and (αA) × (βB) = αβ(A × B), where α,β ∈ C;
(c) A · (B + C) = A · B + A · C and A × (B + C) = A × B + A × C;
(d) (A · B)T = AT · BT and (A × B)T = AT × BT ;
(e) (A · B)∗ = A∗ · B∗ and (A × B)∗ = A∗ × B∗, where ‘*’ denotes complex conjugate transpose;
(f) AB · AB = (A · A)(B · B) and AB × AB = (A × A)(B × B);
(g) (A · A)k = Ak · Ak and (A × A)k = Ak × Ak for k = 0, 1, 2, . . . ;
(h) If A is nonsingular then A · A and A × A are nonsingular matrices with (A · A)−1 = A−1 · A−1 and
(A × A)−1 = A−1 × A−1;
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(i) If A and B are upper triangular (lower triangular, diagonal) matrices with diagonal entries aii and
bii, i = 1, . . . , n, respectively, then F = A · B and G = A × B are upper triangular (lower triangular,
diagonal) matrices with diagonal entries
fij,ij = 1
2
(aiibjj + biiajj), (i, j) ∈ Q2,n (3.1)
and
gij,ij = 1
2
(aiibjj + biiajj), (i, j) ∈ G2,n, (3.2)
respectively.
The proofs of all statements in Proposition 3.1 are straightforward. We note that (a)–(c) directly
follow from (2.7) and (2.8). Next, (d) and (e) are easily seen from (2.10) and (2.11) and the well known
propertiesC2(A)
T = C2(AT ), P2(A)T = P2(AT ), C2(A)∗ = C2(A∗)andP2(A)∗ = P2(A∗). Inviewof (2.9),
(f) also representswell known facts about the compound and inducedmatrices [8,10]. Property (g) can
be inductively obtained from (f) with B = A and (h) follows from (f) with B = A−1. To prove (i), we can
ﬁrst assume that A and B are upper triangular matrices. In this case, (3.1) and (3.2)simply follow from
(2.7) and (2.8) by noting that the entries of A and B satisfy apq = bpq = 0 for 1 q n − 1 and p > q.
To see that F and G are upper triangular matrices as well, we have to show that the entries of F and G
satisfy fij,kl = 0 and gij,kl = 0 for all pairs (i, j) and (k, l) such that (i, j) > (k, l) in the lexicographical
order of the sets Q2,n and G2,n. Since (i, j) > (k, l) if and only if either i > k or i = k and j > l, it is
easily seen that equalities fij,kl = 0 and gij,kl = 0 are also obtained from (2.7) and (2.8) by taking into
account the upper triangular structure of matrices A and B. The case of lower triangular matrices A
and B follows by using (d).
The next result is an important mixed-product property which relates each of the products (2.7)
and (2.8) with the standard matrix product.
Theorem 3.1. The following equalities hold for matrices A, B, C, D ∈ Mn(C):
(A · B)(C · D) = 1
2
(AC · BD + AD · BC), (3.3)
(A × B)(C × D) = 1
2
(AC × BD + AD × BC). (3.4)
Proof. Equality (3.3) can be easily obtained from (2.10). In particular, we have
(A · B)(C · D)= 1
4
[C2(A + B) − C2(A) − C2(B)] [C2(C + D) − C2(C) − C2(D)]
= 1
4
[2A(C + D) · B(C + D) − 2AC · BC − 2AD · BD]
= 1
2
[(AC + AD) · (BC + BD) − AC · BC − AD · BD]
= 1
2
(AC · BD + AD · BC). (3.5)
In the above equalities, we have used the fact that C2(X)C2(Y) = C2(XY) and the property of the
bialternate product in statement (c) of Proposition 3.1. The proof of (3.4) follows analogously from
(2.11).
It should be noted that, in general, the mixed-product property given by (3.3) and (3.4) is different
from thewell knownmixed-product property of theKronecker product ofmatrices, e.g., see [7, Chapter
4]. However, an analogy with the Kronecker product can be seen if A = B in which case (3.3) and (3.4)
yield
(A · A)(C · D) = AC · AD and (A × A)(C × D) = AC × AD. (3.6)
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Similarly, the case C = D in (3.3) and (3.4) gives
(A · B)(C · C) = AC · BC and (A × B)(C × C) = AC × BC. (3.7)
The usefulness of relations (3.3)–(3.7) is illustrated in the next sections of the paper. 
4. Spectral properties and a relation with the Kronecker product
Given a matrix A ∈ Mn(C) and scalars hpq ∈ C, p, q = 0, 1, . . . , m, it is well known that the eigen-
values of the sum
∑m
p,q=0 hpqAp · Aq are explicitly expressed in terms of the eigenvalues of A, [4,9].
As it is seen from Proposition 3.1, the bialternate product and the permanental bialternate product
have similar properties and it is not difﬁcult to obtain an analogous result for the eigenvalues of the
sum
∑m
p,q=0 hpqAp × Aq. For comparison and completeness, both results are stated in the following
theorem.
Theorem 4.1. Let A ∈ Mn(C) and hpq ∈ C, p, q = 0, 1, . . . , m. If λ1, . . . , λn are the eigenvalues of A then
(i) the eigenvalues of
m∑
p,q=0
hpqA
p · Aq (4.1)
are given by
1
2
m∑
p,q=0
hpq(λ
p
i λ
q
j + λqi λpj ) where (i, j) ∈ Q2,n; (4.2)
(ii) the eigenvalues of
m∑
p,q=0
hpqA
p × Aq (4.3)
are given by
1
2
m∑
p,q=0
hpq(λ
p
i λ
q
j + λqi λpj ) where (i, j) ∈ G2,n. (4.4)
Proof. By Schur’s triangulation theorem, there exists a unitarymatrixU ∈ Mn(C) such that T = U∗AU
is upper triangular matrix. Using properties (3.6) and (3.7), we have
(U · U)∗
⎛
⎝ m∑
p,q=0
hpqA
p · Aq
⎞
⎠ (U · U)=
m∑
p,q=0
hpq(U
∗ApU) · (U∗AqU)
=
m∑
p,q=0
hpqT
p · Tq (4.5)
and
(U × U)∗
⎛
⎝ m∑
p,q=0
hpqA
p × Aq
⎞
⎠ (U × U)=
m∑
p,q=0
hpq(U
∗ApU) × (U∗AqU)
=
m∑
p,q=0
hpqT
p × Tq (4.6)
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Since Tp and Tq are upper triangular matrices with diagonal entries λ
p
1, . . . , λ
p
n and λ
q
1, . . . , λ
q
n, re-
spectively, equalities (4.5) and (4.6) togetherwithproperty (i) inProposition3.1 imply that theeigenval-
ues of the sum (4.1) are given by (4.2) and the eigenvalues of the sum (4.3) are given
by (4.4). 
Remarks
1. The spectral property of the bialternate product given by statement (i) of Theorem 4.1 is well
known but the proofs available in the literature [9,4] are not straightforward. Our approach here
is based on themixed-product propertywhich enables us to give simple and short proofs of both
(i) and (ii).
2. It is easily seen that the results of Theorem 4.1 can be extended to the case of matrix sums∑m
p,q=0 Ap · Bq and
∑m
p,q=0 Ap × Bq where matrices A and B are assumed to be simultaneously
triangularizable by a similarity transformation. In this case, the same argument as given above
can be used to obtain the corresponding eigenvalue relations.
3. From (4.1) and (4.2), it follows that the matrix
A · I + I · A = 2A · I (4.7)
has eigenvalues λi + λj where (i, j) ∈ Q2,n and, also, (4.3) and (4.4) imply that the matrix
A × I + I × A = 2A × I (4.8)
has eigenvalues λi + λj where (i, j) ∈ G2,n. The matrix (4.7) is known as the bialternate sum of
Awith itself and it plays an important role in studying stability problems [1,4] and in computing
Hopf bifurcations in systems of ordinary differential equations [5,6]. The eigenvalue property
of matrix (4.8) also appear to be useful in stability analysis. In particular, given A ∈ Mn(C)
with eigenvalues λ1, . . . , λn, it is shown in [4] that a matrix L(A) ∈ M(n+12 )(C) with eigenvalues
λi + λj , (i, j) ∈ G2,n can be constructed by comparing the coefﬁcients of two quadratic forms
associated with the solution of a system of differential equations in the form dx(t)/dt = Ax(t).
Such a construction is attributed to Lyapunov and L(A) is commonly knownas a Lyapunovmatrix.
Here, the structure and elements of 2A × I are obtained from the deﬁnition of the permanental
bialternate product and the speciﬁc eigenvalue property of this matrix follows from the more
general result stated in (ii) of Theorem 4.1.
In the rest of this section, we show that there is a simple and elegant relation between the matrix
products deﬁned by (2.7) and (2.8) and the Kronecker product of matrices.
As usual, the Kronecker product is denoted by ⊗ and if X ∈ Mm,n(C), Y ∈ Mp,q(C) then X ⊗ Y ∈
Mmp,nq(C), e.g., see [7]. Let {ei : 1 i n} be the standard basis of unit vectors in Cn. By using the
Kronecker product, the standard basis of unit vectors inCn
2
is given by {ei ⊗ ej : 1 i, j n}.We shall
denote by P the n2 × n2 permutation matrix deﬁned by equations
P(ei ⊗ ej) = ej ⊗ ei, 1 i, j n. (4.9)
Matrix P has interesting properties and useful applications, e.g., see [3,5,7]. It should be noted that P =
PT = P−1, P(x ⊗ y) = y ⊗ x for all x, y ∈ Cn and P(A ⊗ B) = (B ⊗ A)P for all A, B ∈ Mn(C). From
(4.9), it is easily seen that P has an eigenvalue equal to −1 with algebraic and geometric multiplicity
1
2
n(n − 1), an eigenvalue equal to +1 with algebraic and geometric multiplicity 1
2
n(n + 1) and the
eigenspaces corresponding to these eigenvalues are respectively given by
E(−1) = span{ei ⊗ ej − ej ⊗ ei : (i, j) ∈ Q2,n} (4.10)
and
E(+1) = span{ei ⊗ ej + ej ⊗ ei : (i, j) ∈ G2,n}. (4.11)
Subspaces (4.10) and (4.11) are orthogonal with respect to the usual inner product in Cn
2
, i.e.,
〈u, v〉 = u∗v = 0 for every u ∈ E(−1) and v ∈ E(+1).Also (4.10) and (4.11) are orthogonal complements
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inCn
2
, i.e.,E(−1) ∩ E(+1) = {0}andE(−1)+˙E(+1) = Cn2 ,where +˙denotes thedirect sumof subspaces.
The next result shows that the pair of subspaces (E(−1), E(+1)) is a reducing pair for A ⊗ B + B ⊗ A
where A, B ∈ Mn(C).
Theorem 4.2. LetA = [aij] ∈ Mn(C)andB = [bij] ∈ Mn(C).There is anorthogonalmatrixU ∈ Mn2(R)
such that
UT (A ⊗ B + B ⊗ A)U = 2
[
A · B 0
0 A × B
]
. (4.12)
Proof. Let V andW be matrices constructed as follows. The columns of V are given by
1√
2
(ei ⊗ ej − ej ⊗ ei), (i, j) ∈ Q2,n, (4.13)
the columns ofW are given by
1√
2μ(i, j)
(ei ⊗ ej + ej ⊗ ei), (i, j) ∈ G2,n, (4.14)
and the order of columns in V andW corresponds to the lexicographical order of the pairs (i, j) in Q2,n
and G2,n, respectively. It will be shown that the n
2 × n2 matrix U = [V |W] satisﬁes (4.12).
It is easily seen that the columns of V and W provide orthogonal bases of E(−1) and E(+1), respec-
tively, so that UTU = I. Next, if x ∈ E(−1) then Px = −x and since P(A ⊗ B) = (B ⊗ A)P, it follows
that
P(A ⊗ B + B ⊗ A)x = −(A ⊗ B + B ⊗ A)x. (4.15)
Similarly, if x ∈ E(+1) then Px = x and it is obtained
P(A ⊗ B + B ⊗ A)x = (A ⊗ B + B ⊗ A)x. (4.16)
Equalities (4.15) and (4.16) imply that E(−1) and E(+1) are invariant subspaces of (A ⊗ B + B ⊗ A) and,
since VTW = 0 andWTV = 0,we have
VT (A ⊗ B + B ⊗ A)W = 0 and WT (A ⊗ B + B ⊗ A)V = 0. (4.17)
Now, in order to prove (4.12) it remains to show that
VT (A ⊗ B + B ⊗ A)V = 2A · B and WT (A ⊗ B + B ⊗ A)W = 2A × B. (4.18)
For (i, j) ∈ Q2,n and (k, l) ∈ Q2,n, the entry of VT (A ⊗ B + B ⊗ A)V in row ij and column kl is given by
VT (A ⊗ B + B ⊗ A)Vij,kl
= 1
2
(ei ⊗ ej − ej ⊗ ei)T (A ⊗ B + B ⊗ A)(ek ⊗ el − el ⊗ ek)
= 1
2
(ei ⊗ ej − ej ⊗ ei)T (Aek ⊗ Bel − Ael ⊗ Bek + Bek ⊗ Ael − Bel ⊗ Aek)
= aikbjl − ailbjk + bikajl − bilajk. (4.19)
In (4.19), we have used the mixed-product property of the Kronecker product and the fact that (X ⊗
Y)T = XT ⊗ YT . Analogously, for (i, j) ∈ G2,n and (k, l) ∈ G2,n, the entry of WT (A ⊗ B + B ⊗ A)W in
row ij and column kl is given by
WT (A ⊗ B + B ⊗ A)Wij,kl
= 1
2
√
μ(i, j)μ(k, l)
(ei ⊗ ej + ej ⊗ ei)T (A ⊗ B + B ⊗ A)(ek ⊗ el + el ⊗ ek)
= 1√
μ(i, j)μ(k, l)
(aikbjl + ailbjk + bikajl + bilajk). (4.20)
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By comparing (4.19) with (2.7) and (4.20) with (2.8), it follows that equalities (4.18) hold which
completes the proof. 
In relation with the above theorem, it should be noted that the authors of [5] deﬁne the bialternate
product of matrices within the following linear operator setting. By identifying 1
2
(A ⊗ B + B ⊗ A)
with a linear operator L : Cn2 → Cn2 and considering its restriction L|E(−1) to the invariant subspace
E(−1), the product A · B is deﬁned to be the matrix representation of the restricted operator L|E(−1) .
It is now clear that one can as well construct the product A × B as the matrix representation of the
restriction L|E(+1) of L to the invariant subspace E(+1). The matrix equality (4.12) makes both of these
constructions evident.
5. Trace properties
The traces of matrices A · B and A × B can be expressed in terms of the traces of A, B and AB as it is
shown by the following equalities.
Theorem 5.1. Let A = [aij] ∈ Mn(C) and B = [bij] ∈ Mn(C). Then
2 tr (A · B) = tr A tr B − tr (AB) (5.1)
and
2 tr (A × B) = tr A tr B + tr (AB) (5.2)
Proof. It follows from (2.7) that
2 tr (A · B)= ∑
(i,j)∈Q2,n
fij,ij
= ∑
1 i<j n
(aiibjj + biiajj − aijbji − bijaji)
=
n∑
i=1
n∑
j=1
(aiibjj − aijbji). (5.3)
Similarly, it is obtained from (2.8) that
2 tr (A × B)= ∑
(i,j)∈G2,n
gij,ij
= ∑
1 i j n
1
μ(i, j)
(aiibjj + biiajj + aijbji + bijaji)
=
n∑
i=1
n∑
j=1
(aiibjj + aijbji). (5.4)
By writing the right hand sides of (5.3) and (5.4) in terms of the trace function, we obtain (5.1) and
(5.2), respectively. 
Some immediate consequences of Theorem 5.1 are formulated in the following corollary.
Corollary 5.1. Given matrices A, B ∈ Mn(C), the following equalities hold
2 tr (A · I) = (n − 1)tr A, 2 tr (A × I) = (n + 1)tr A (5.5)
2 tr C2(A) = tr 2A − tr A2, 2 tr P2(A) = tr 2A + tr A2 (5.6)
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4 tr [(A · I)(B · I)] = tr A tr B + (n − 2)tr (AB) (5.7)
4 tr [(A × I)(B × I)] = tr A tr B + (n + 2)tr (AB). (5.8)
Equalities (5.5) and (5.6) are obviously special cases of (5.1) and (5.2). Also, (5.5) follows from the
spectral properties of 2A · I and 2A × I noted in Remark 3 in the previous section and (5.6) can be
obtained from the spectral properties of the second compound and second inducedmatrices. Equality
(5.7) is obtained from (3.3) and (5.1) and equality (5.8) follows from (3.4) and (5.2).
In conclusion, it should be noted that the trace properties formulated in Theorem 5.1 and Corollary
5.1 are direct consequences of the deﬁnitions of A · B and A × B given by (2.7) and (2.8). Theorem 5.1
together with Theorem 4.2 immediately yield the trace equalities
2(tr A · B + tr A × B) = tr A tr B = tr (A ⊗ B), (5.9)
where the second equality represents a well known property of the Kronecker product of matrices,
e.g., see [7]. In studying the properties of the bialternate and the permanental bialternate products,
it would be of certain interest to ﬁnd characterizations of other scalar-valued functions of A · B and
A × B, for example the determinant and permanent of these matrices. In this context, we notice the
relation
2n
2
det(A · B) det(A × B) = det(A ⊗ B + B ⊗ A) (5.10)
following from Theorem 4.2.
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