I. INTRODUCTION

I
N CONJUNCTION with the proposal of "turbo codes," based on a parallel concatenation of two recursive systematic convolutional (RSC) codes linked together by a nonuniform interleaver, a suboptimal decoding scheme based on iterative decoding has been introduced [1] . Although not widely known, the concept of iterative decoding was also independently introduced in [2] in the context of concatenated convolutional codes and simple block codes. The iterative decoding technique was extended to serially concatenated codes, based on a serial concatenation, through an interleaver, of an outer nonrecursive convolutional code and an inner recursive code [3] . The heart of the iterative decoding procedure is the use, in each component decoder, of an algorithm that computes the a posteriori probability (APP) of the information symbols or, more generally, a reliability value for each information symbol (and/or code symbol). The sequence of reliability values generated by a decoder is passed to the other one. In this way, each decoder takes advantage of the "suggestions" of the other one. To improve the correctness of its decisions, each decoder has to be fed with information which does not originate from itself [1] , [4] . In [1] , [2] , the original concept of extrinsic information was introduced to identify the component of the generated reliability value which depends on redundant information introduced by the considered constituent code. 1 A natural reliability value, in the binary case, is the logarithmic likelihood ratio (LLR), defined as (1) where the word "inputs" refers to all the decoder inputs. The LLR may be exactly computed employing the BCJR algorithm, which allows one to calculate the APPs [5] . The BCJR algorithm is the optimum algorithm to generate the sequence of APPs, but its computational complexity is large with respect to that of the Viterbi algorithm (VA). Besides "hard" symbol decisions, the soft-output Viterbi algorithm (SOVA) provides reliability information, which can be interpreted as an approximation of the LLRs [6] - [8] .
For both the BCJR algorithm and SOVA, in the literature there exist essentially two methods to process the extrinsic information received by each decoder (and generated by the other one). In a first method, the extrinsic information at the input of a decoder is modeled as the output of an additive white Gaussian noise (AWGN) meta-channel [1] , [4] , [9] . In a second method, the extrinsic information is used to update the "a priori" probabilities which are used in the next decoding step, in the sense that the a posteriori probabilities computed by a decoder become a priori probabilities for the other one [10] - [12] .
In this paper, we present a unified interpretation of these two methods and emphasize their commonalities and differences. More precisely, we show that, either using the BCJR algorithm or SOVA, the two methods only differ for a multiplicative factor used in the metric computation. When the input is modeled as a Gaussian random variable, this multiplicative factor depends on the variance and mean of the received LLRs, whereas, in the case of extraction of the a priori probabilities, it is a constant equal to . We finally consider the use of a heuristic multiplicative parameter for both algorithms and evaluate the performance of the considered decoding schemes for various values of this parameter.
II. A REVIEW ON THE USE OF THE EXTRINSIC INFORMATION
The decoding process of turbo and serially concatenated codes is based on a suboptimal iterative processing in which each component decoder takes advantage of the extrinsic information produced by the other decoder at the previous step [1] . This iterative decoding process is made possible by employing soft-output component decoders. As an example, for the turbo code of rate described in [1] , the turbo decoder is shown in Fig. 1 . In the figure, blocks and denote interleaver and deinterleaver, respectively, , denote the channel output sequences and , denote the extrinsic information sequences at the input of the th soft-output decoder (i.e., produced by the other one). These sequences are derived, by means of an interleaver or a deinterleaver, from the sequences , produced by the component decoders. Obviously, a serial concatenated decoder presents a serial concatenation, instead of a parallel concatenation, of two decoders.
In this section, we describe the possible methods to the use of the extrinsic information at the input of each decoder. To this purpose, we consider, without loss of generality, a soft-output decoder which receives a sequence of channel outputs and a sequence of extrinsic information values generated by the other decoder and produces a sequence of soft-output values. This is the case of decoder 2 in Fig. 1 , but may be easily generalized to the other decoder with an extended vector notation for . Moreover, we assume that the input sequence and the generated sequence are both relative to the sequence of information symbols. The proposed formulation can be generalized if the received extrinsic information is that of the code symbols and soft outputs relative to the code symbols are needed, besides those of the information symbols, as in the case of nonsystematic codes. In [2] , [13] , this generalization is carried out considering the BCJR algorithm; however, an extension to SOVA is straightforward. Hence, by assuming that the received and generated extrinsic information sequences are related to the information sequence , we are implicitly assuming that the code is systematic. For simplicity, in Sections III and IV we refer to an RSC code (the component code of a turbo code and the inner code of a serially concatenated code). In the numerical results, we will consider the performance of both turbo codes and serially concatenated codes.
The channel outputs may be expressed as (2) where is a sequence of independent, zero-mean, real Gaussian random variables, with variance . In the original paper on turbo codes and turbo decoding [1] , the input sequence , i.e., the extrinsic information extracted from the reliability values of the information sequence , is interpreted as the output of a Gaussian meta-channel. Specifically, it is assumed that (3) where the information symbols belong to the binary alphabet are independent, zero-mean, real Gaussian random variables, with variance and . In [1] , it is noted that the Gaussian assumption, even if it is not satisfied for the first iterations, is a good approximation when the number of iterations increases. The values of and are estimated for each data block.
An alternative method, which does not require an estimation of and , is proposed in [10] , [11] . In this case, the extrinsic information at the input of the considered decoder is used to extract a new estimate of the "a priori" probabilities to be employed in the new decoding step. In fact, each decoder interprets as an approximation of the LLR of the a priori probabilities according to (4) which allows to derive [10] (5) Therefore, the APPs generated by a decoder are used as a priori probabilities by the other one.
III. BCJR ALGORITHM
We begin by summarizing the formulation of the BCJR algorithm [5] , as given in [1] , in order to introduce the used notation. Let us denote by the number of states of each constituent encoder ( , where is the code constraint length) and the state of the encoder at time . The bit is associated with the transition from state to state . The generated LLR may be expressed as (6) The probability density functions , are defined as
where if is interpreted as the output of a Gaussian meta-channel, or if is used to update the a priori probabilities, is either one or zero depending on whether bit is or is not associated with the transition from state to state , respectively, and is the transition probability. The probability density functions and may be calculated using the forward and backward recursions. As an example, in the case of we have (8) From (6) and (8), it is obvious that may be arbitrarily multiplied by any constant independent of and . In the following subsections, we present the two mentioned methods for using the extrinsic information within a unified interpretation which, to our knowledge, has not been emphasized in the technical literature.
A. Extrinsic Information as Gaussian-Distributed Input
In this case, the information symbols are assumed independent and identically distributed, i.e., . Hence, for each possible transition. Since and due to the assumed independence of and , we may write (9) Recalling (3) and the Gaussian assumption for , we have (10) Thus, from (7) we may express the probability density function used in the forward and backward recursions as (11) where is a suitable constant, independent of and . In this case, we may express the LLR (6) as (12) where is the generated extrinsic information defined as (13) in which (14)
B. Extrinsic Information Used to Update the a Priori Probabilities
In this case, and [10] if if
Defining , we may express (15) as shown in (16) at the bottom of the page. Substituting in (7), we obtain (17)
In this case, we may express the LLR (6) as (18) where , the generated soft-output, is defined as in (13) with the following definition (19)
C. Discussion and Heuristic Method
Based on the aforementioned results, we may observe that, with the exception of the irrelevant constants and , the two methods in Sections III-A and III-B differ in the sense that the extrinsic information is weighted by different coefficients. This may be noted by comparing the expressions of the probability density functions (11) and (17) (the coefficient is in the first method and in the second one), and the relations which implicitly define the extrinsic information (12) and (18) (the coefficient is in the first method and 1 in the second one).
Based on this interpretation, a heuristic method may be conceived with the aim of evaluating an optimal weight for the extrinsic information. In this case, the extrinsic information is weighted by a parameter to be optimized by trial and error. The performance of the receiver for various values of the parameter leads to useful remarks about the way the extrinsic information should be processed when the BCJR algorithm is used in the component decoders.
IV. SOVA An alternative to the use of the BCJR algorithm is represented by SOVA [6] - [8] , whose soft-output is an approximation of the LLR. In the numerical results, we use the soft-output Viterbi decoder architecture proposed in [8] (with the updating rule proposed in [6] ) in order to obtain a real-time scheme, whose complexity is roughly doubled with respect to that of a classical Viterbi decoder. The conclusions drawn when using this algorithm also hold for a suboptimal version of the BCJR algorithm, namely the "max-log-MAP" algorithm [14] , since these two algorithms have been proven to be equivalent [15] .
Denoting by the number of samples of each data block, we define and . We also denote by the sequence of inputs of the considered decoder and
. As in the case of the BCJR algorithm, if is interpreted as the output of a Gaussian meta-channel, or if is used to update the a priori probabilities. The maximum likelihood sequence detection (MLSD) strategy corresponds to the maximization of the following metric (20) This metric may be arbitrarily multiplied by any constant independent of the information sequence.
A. Extrinsic Information as Gaussian-Distributed Input
Since and due to the assumed independence of and , we have
The probability density functions may be expressed as
In this case, the information symbols are assumed independent and identically distributed, i.e., . Therefore
Substituting (22), (23), and (24) in (21) and discarding terms independent of the information sequence, we obtain the equivalent metric
which may be recursively computed adopting the following branch metrics
SOVA does not produce soft-outputs by considering all paths in the trellis diagram as in the case of the BCJR algorithm, but only two paths-the maximum likelihood path and its strongest competitor. In the case of a binary RSC code, paths terminating in the same state are relative to different information sym- 
B. Extrinsic Information Used to Update the a Priori Probabilities
In this case, and the decoder assumes that and are given by (5). Since 
C. Discussion and Heuristic Method
As in the case of the BCJR algorithm, the two methods differ for the constant which multiplies the received extrinsic infor-mation , both in the expression of the branch metrics (26) and (33) ( , which appears in the first method, is substituted by in the second one), and in the definition of the soft-output (29) and (34) (in this case, the constant is in the first method and 1 in the second one).
In [9] , the reliability value at the input of each component decoder is normalized by multiplying it by the factor , and used to update the a priori probabilities. Although [9] claims to use the second method, because of this normalization the method actually used is the first one.
Even in this case, a heuristic method may be conceived by introducing a weighting parameter to be optimized by trial and error.
V. NUMERICAL RESULTS
The performance of the proposed decoding schemes is assessed for the classical turbo code of rate , 16-state RSC constituent codes with generators (octal notation), and 256 256 nonuniform interleaver described in [1] , and for a serial concatenated code of rate , outer 4-state nonrecursive nonsystematic code with generators and inner 4-state RSC code with generators and 64 64 nonuniform interleaver [3] . 2 The considered component decoders are based on the BCJR algorithm or the softoutput Viterbi decoder architecture proposed in [8] . We refer to the method described in Sections III-A and IV-A, in which the extrinsic information is assumed Gaussian, as first method; similarly, the method described in Sections III-B and IV-B, in which the extrinsic information is used to update the a priori probabilities, and the heuristic method described in Sections III-C and IV-C are referred to as second method and third method, respectively. We consider first the performance of the turbo code (in Figs. 2-4 ) and then the performance of the serially concatenated code (in Figs. 5-7 ). In the following simulation results, the performance is expressed in terms of bit error rate (BER) versus being the received signal energy per information bit and the one-sided noise power spectral density. In Fig. 2 , the performance for the BCJR algorithm is shown for various numbers of iterations. It may be observed that the second method, in which the extrinsic information is used to update the a priori probabilities, corresponds to a better use of the extrinsic information with respect to the first method, which models the extrinsic information as a Gaussian-distributed random variable. Specifically, the second method exhibits a BER of for a value of of approximately 0.7 dB. Moreover, the third (heuristic) method does not give any improvement. In fact, for each iteration and each signal-to-noise ratio (SNR), the best value of is , which corresponds to the second method.
For the first method, Fig. 3 shows the behavior of the average value of the ratio for the extrinsic information at the input of the first decoder as a function of the number of iterations and for various values of SNR. It may be observed that, almost independently of the considered iteration number, for values of 2 In the case of a recursive code, the generator G refers to the feedback line, whereas in the case of a nonrecursive code the same generator refers to the first generated code symbol. SNR below a convergence threshold (about 0.7 dB), this ratio takes on values greater than . Therefore, in the case of the first method the extrinsic information is overweighted. This has been previously observed in [1] , in which a heuristic normalization of the extrinsic information has been proposed with the aim of improving the performance at low SNR. We may conclude that in the case of the BCJR algorithm, the second method corresponds to a better use of the extrinsic information and that the first method is asymptotically optimal for a SNR above 0.7 dB and a sufficiently large number of iterations. In addition, the second method does not require the estimation of the ratio . We performed similar simulations considering SOVA as component decoder. The performance for the three methods considered in Section IV is shown in Fig. 4 . As expected, for any of Fig. 4 . BER of the considered detection schemes for a turbo code and SOVA. The extrinsic information generated by each decoder is either modeled as a Gaussian-distributed random variable (first method) or used to update the a priori probabilities (second method) or heuristically weighted (third method). The considered numbers of iterations are 1, 3, and 18. the three methods, the performance degrades with respect to that of the corresponding scheme which uses the BCJR algorithm, due to the suboptimality of SOVA (compare with Fig. 2 ). Using SOVA, we may note that, unlike the BCJR algorithm, the best method is the heuristic method, by considering a value (optimal for any number of iterations). Moreover, in this case the second method is even worse than the first one. As observed in [9] , [12] , SOVA overestimates the reliability values-the obtained results are consistent with these references. In fact, the coefficient multiplies the extrinsic information generated by the other decoder; hence, a reduced value of "compresses" the sequence , correcting the overestimation. An analysis of the behavior of the average value of the ratio in this case, shows that it does not tend to the optimal value when the number of iterations increases and the SNR is sufficiently high. A simple conclusion is that in this case the first method is not asymptotically optimal.
As for the considered turbo code, considering the serial concatenated code in conjunction with the BCJR algorithm, the optimal method proves to be the second one. In Fig. 5 we consider the performance of the first two methods because for values of different from 0.5 the performance degrades. Even in this case, the first method is not asymptotically optimal. In fact, Fig. 6 shows that the ratio at the input of the first encoder tends to a value approximately equal to 0.35, whereas the optimal performance was obtained with the second method, i.e., with . Similarly to the case of turbo codes, when using SOVA to iteratively decode the considered serially concatenated code, the best method is the third one, and the optimal value of is approximately 0.3. Fig. 7 shows the performance of the first and third method. This is consistent with the analysis of the limit of ratio . We can conclude that the first method is asymptotically optimal in this case.
VI. CONCLUSION
In this paper, iterative decoding schemes based on the BCJR algorithm and SOVA for the component decoders have been considered. In both cases, we presented a unified interpretation of different methods for using the extrinsic information: as a Gaussian-distributed random variable, as an a priori probability or heuristically by introducing a variable weight . In the case of the BCJR algorithm and turbo codes, the best method consists in updating the a priori probabilities: a BER of is obtained with dB. This performance was also achieved in [1] where the extrinsic information is modeled as a Gaussian-distributed random variable and heuristically normalized. The same conclusions hold for serially concatenated codes with the BCJR algorithm. In the case of SOVA, the optimal value of the parameter is less than 0.5. This is consistent with the known overestimation effect of this algorithm [9] , [12] : when considering turbo codes the optimal value proves to be 0.4, whereas for serially concatenated codes it is 0.3. By evaluating, with the fist method, the ratio of the extrinsic information generated by the second decoder as a function of the number of iterations and for various values of SNR, we assessed the asymptotical optimality of this method.
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