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Abstract
We consider the tail probabilities of stock returns for a general class of
stochastic volatility models. In these models, the stochastic differential equa-
tion for volatility is autonomous, time-homogeneous and dependent on only a
finite number of dimensional parameters. Three bounds on the high-volatility
limits of the drift and diffusion coefficients of volatility ensure that volatility
is mean-reverting, has long memory and is as volatile as the stock price. Di-
mensional analysis then provides leading-order approximations to the drift and
diffusion coefficients of volatility for the high-volatility limit. Thereby, using
the Kolmogorov forward equation for the transition probability of volatility,
we find that the tail probability for short-term returns falls off like an inverse
cubic. Our analysis then provides a possible explanation for the inverse cubic
fall off that Gopikrishnan et al. (1998) report for returns over 5 – 120 minutes
intervals. We find, moreover, that the tail probability scales like the length of
the interval, over which the return is measured, to the power 3/2. There do
not seem to be any empirical results in the literature with which to compare
this last prediction.
PACS numbers: 89.90+n
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1 Introduction
It has long been known [1, 2] that the tails of the distribution of returns on stocks
are much fatter than they would be if these returns were normal distributed, but it
is only recently that these tails have been accurately resolved. In particular, Ref.[5]
reports that
P¯ (x) ∝ x−3, (1)
for x ranging over approximately two decades, where P¯ is the tail probability
P¯ (x) = Prob(|X| ≥ x),
for the logarithmic return
X = ln
[
S(t+∆t)
S(t)
]
on a stock price S(t). The authors verify this ‘inverse cubic’ fall off for ∆t from 5 to
120 minutes. (In Ref. [5], a mean value is subtracted from X , but this mean value is
negligible when compared with the fluctuating part, when ∆t is this small [6]). The
underlying data set is all prices quoted over a two–year period for the 1000 largest
companies listed on the three major US stock markets.
The purpose of the present paper is to suggest an explanation for the result in
Eq. 1. We shall consider only a single stock. Instead of averaging over stocks, as in
Ref. [5], we average over time. I.e., we consider the stationary probability density
of the return for a single stock. Subject to a weak ergodic hypothesis, the two types
of averaging produce identical results for the rate at which the tail probability P¯ (x)
falls off for large x. (See also [12]).
We suppose that the stock price process S and its volatility σ satisfy stochastic
differential equations of the type [8, 10, 11],
dS/S = µ dt+ σ dW1 (2)
dσ = α dt+ β dW2, (3)
where W1 and W2 are standard Wiener processes, possibly correlated. In the fol-
lowing, we use dimensional analysis to obtain a stochastic volatility model for the
high–volatility limit. The starting point is a generalisation of some of the stochastic
volatility models that have been considered previously in the literature. In these
models, the drift α and diffusivity β are functions of only volatility σ and a finite
number of parameters {r0, . . . , rN},
α = α(σ, r0, . . . , rN) (4)
β = β(σ, r0, . . . , rN). (5)
Since the dimensions of α, β and σ are all powers of time, there is no loss of
generality in taking the dimensions of the parameters {r0, . . . , rN} to be inverse
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time (as shown below). Each parameter then represents as a characteristic time
scale for the volatility process.
To simplify the argument, however, we assume in most of the following that there
is only one dimensional parameter r0. If we require volatility processes to be mean
reverting, then it can be shown (by a dimensional argument) that r0 must represent
the time scale for mean reversion. Since the observed rates of mean reversion are
low, we require α and β to have well–defined limits as the parameter r0 tends to zero.
The easiest way to ensure this is to assume that α and β are differentiable at r0 = 0.
To obtain a model for the high–volatility limit, we make use of one more stylised
fact about volatility. Namely, that the volatility process itself is at least as volatile
as the stock price process S. (These stylised facts about volatility are discussed in
more detail below). Remarkably, these conditions alone provide the high–volatility
asymptotic behaviour of β and also put a bound on the rate of growth of α in the
same limit.
To estimate the tail probability P¯ of the logarithmic return X , we then note
that
X =d σ [W1(t+∆t)−W1(t) ] +O(∆t), (6)
where the subscript d denotes distribution. Since σ and the Wiener processare
independent random variables, this last identity allows us to express the pdf of X in
terms of the pdfs of σ and a N(0,∆t) distributed random variable. To determine the
p(σ, t) of σ, we insert the previously obtained estimates of α and β in the Kolmogorov
forward equation,
∂p
∂t
+
∂
∂σ
[
α p
]
=
1
2
∂2
∂σ2
[
β2 p
]
.
The outline is as follows. In section II, we show that the parameters may be
taken, without loss of generality, to have the same dimension as the interest rate,
namely the inverse of time. In section III, we discuss the conditions ensuring agree-
ment with stylized facts about volatility. In section IV, we argue that the conditions
for asymptotic analysis are satisfied in practice. In section V, we present dimensional
analysis of α and β. In section VI, these results provide asymptotic approximations
to the high-volatility limits of α and β. Using these approximations, we derive the
stationary probability density of volatility in section VII. In section VIII, we finally
derive the tail probability P(x).
2 The parameters
The argument in this paper is based on dimensional analysis of the coefficients α
and β appearing in Eq. 3. The formal basis for dimensional analysis is the so-
called Π-theorem [13, 14], which states that any non-dimensional function of a finite
number of dimensional variables depends only on finitely many non-dimensional
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combinations of these variables. This theorem simplifies the following analysis and
also shows that there is no essential difference, in the high–volatility limit, between
the cases where α and β depend on only one parameter and where they depend on
several parameters.
As a first application of the Π-theorem, let us show that there is no loss of
generality in assuming that the parameters {r0, . . . , rN} have the dimension inverse
time. For the sake of simplicity, we suppose that there are only two parameters, r0
and r1. After non-dimensionalising α and β by means of σ (see section 5), it follows
from the Π-theorem that the resulting functions depend only on non-dimensional
combinations of σ,r0 and r1. Since σ has the dimension of an inverse square root
of time, some combination of r0 and r1 must yield a quantity with the dimension
square-root time. If this combination is
r0 r
γ
1 (7)
then
r′0 = r
−2
0 r
−2γ
1 (8)
has the dimension of inverse time. If r0 and r1 originally had dimensions that were
powers of time, one more quantity with the dimension inverse time can be found.
Otherwise, r′0 is the only such quantity. The Π-theorem now ensures that any non–
dimensional function of (σ, r0, r1) can be written as a non–dimensional function
of only (σ, r′0). A similar argument can be used when there are more than two
parameters.
In addition to {r0, . . . , rN}, there may be a much larger parameter with the
dimension of inverse time, associated with the smallest possible time in which the
market can react to news. In the foreign-exchange market, this time-scale is of
the order of one minute, and a similar magnitude seems plausible for stocks. In
the following, we consider this reaction time simply as the ‘tick-time’ used when
passing from a discrete to a continuous model of trading [8], so the corresponding
rate-of-change can be ignored here.
Since we consider the case where σ2 is much larger than any parameter, it is
not necessary to determine these parameters. But to verify that the conditions for
asymptotic analysis are satisfied, we need an order-of-magnitude estimate of the
largest parameter. Such an estimate is provided in section 4 for the case where only
one parameter r0 appears in the model.
3 Stylized facts about volatility
In this section, we discuss three stylized facts with strong empirical support. The
need to agree with these stylized facts motivates the following assumptions on α and
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β,
α(σ, r0, . . . , rN) ≤ 0 (9)
lim
σ→∞
|α(σ)| σ−3 = 0 (10)
lim inf
σ→∞
β σ−2 > 0, (11)
where Eq. 9 should hold for σ ≥ σmin, for some choice of σmin proportional to the
root-mean-square volatility.
Mean reversion
This feature of volatility is well documented [15]. It refers to the fact that volatility
tends to decrease when far above historical mean values,
E{σs|Ft} ≤ σt, s ≥ t, (12)
where Ft denotes the sigma-algebra at time t associated with the natural filtra-
tion {Ft} for the process σt. The left side is then the expectation conditional on
information available at time t. Since
E{σs|Ft} = σt +
∫ s
t
E{α(στ )|Ft} dτ, (13)
α must be negative in the high-volatility limit [11], as assumed in Eq. 9.
Long memory
Volatility has long memory, or is persistent, in the sense that the volatility pro-
cess decorrelates slowly as the time-lag increases [16, 17, 18, 19, 20]. In practice,
this means that the decorrelation takes significantly longer than the timescale σ−2
characterising random fluctuations in the stock price S. We then require that the
expected percentagechange in volatility over a time step ∆t = σ−2 is negligible.
From the discretised version of the stochastic differential equation for volatility in
Eq. 3,
∆σ ≈ α∆t + β [W2(t+∆t)−W2(t) ], (14)
we see that expected percentage change in volatility can be approximated as follows,
E{∆σ}
σ
≈ α
σ
∆t. (15)
The quantity on the LHS is therefore negligible if and only if
|α| σ−3 << 1. (16)
Equation 10 arises by requiring this condition to be satisfied in the high–volatility
limit.
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Volatility is as volatile as the underlying
Since β/σ is the volatility of volatility, the meaning of Eq. 11 is that volatility re-
mains as volatile as the underlying stock as volatility σ tends to infinity. As evidence,
Fig. 6.10 in [21] shows that the volatility of volatility on daily returns typically lies
in the range 150% - 450%. For comparison, annualised volatility typically lies in the
range 5% to 30%. Note that we may then expect the limit in Eq. 11 to be of order
unity or larger.
4 Order-of-magnitude estimates
In this section, we consider a model with only one parameter r0. Using order-of-
magnitude estimates of r0 and the characteristic volatility σmax of the most volatile
stocks in the market, we argue that the conditions for asymptotic analysis are sat-
isfied for the study conducted by Gopikrishnan et al..
Recall that Gopikrishnan et al. find an inverse cubic decay in a range extending
over roughly two decades. Since the return is linear in volatility, the characteris-
ticvolatility σmax of the most volatile stocks in the market will be at least 100 times
larger than the mean-square volatility, and hence
σ2max ∝ 10000 〈σ2〉, (17)
where the brackets 〈·〉 denote time-averaging. (Such volatility levels, however, can-
not last for long). Suppose now that the mean-square volatility is 0.04 per year.
Then
σ−2max ∝ 1 day. (18)
On dimensional grounds, r0 and the mean-square volatility must be proportional
r0 ∝ 〈σ2〉. (19)
(This can be proved rigorously by using the expressions for α and β in section V
to calculate the stationary probability density of volatility). With ∆t equal to 5
minutes, we get the order-of-magnitude estimates
σ2max∆t ∝ 0.004 (20)
σ2max r0
−1 ∝ 10000. (21)
The first equation states that the largest change in the stock price over a five minutes
interval is of the order of 0.4 percent, while the second equation states that the
characteristic diffusiontime-scale is about four orders of magnitude smaller than the
characteristic time-scale associated with the interest rate. (The characteristic time-
scale associated with the interest rate is the inverse of r, and is thus of the order
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of 30 years in the EU, for instance). There is then ample empirical support for
considering the double limit
σ2∆t → 0 (22)
σ2 r0
−1 → ∞, (23)
and we now proceed to do so.
5 Dimensional analysis
In this section, we use dimensional analysis to establish the general form of α and β.
For simplicity, we again consider the special case where there is only one parameter
r0. The argument is easily generalised, but at the cost of transparency, to the case
where several parameters appear.
The coefficients α and β in the SDE for volatility are then functions in the form,
α = α(σ, r0) (24)
β = β(σ, r0). (25)
Let [·] denote ‘dimension’ and let T represent time. It is easily shown that
[W ] = T 1/2, (26)
for the Wiener process W , and therefore
[σ] = T−1/2. (27)
Using the stochastic differential equation for volatility, we find that
[α] = T−3/2 (28)
and
[β] = T−1. (29)
The Π-theorem now implies that
α = σ3 f(r0 σ
−2) (30)
β = σ2 g(r0 σ
−2), (31)
for some pair of non-dimensional functions, f and g. For α and β to be differen-
tiable with respect to r0, as assumed in the introduction, f(x) and g(x) must be
differentiable with respect to x.
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6 Asymptotics
Since f(x) and g(x) are differentiable at zero,
f(x) = f(0) + f ′(0) x+O(x2) (32)
g(x) = g(0) + g′(0) x+O(x2). (33)
It then follows from Eqs. 30 and 31 that
α = f(0) σ3 + f ′(0) σ r0 +O(r
2
0 σ
−1) (34)
β = g(0) σ2 + g′(0) r0 +O(r
2
0 σ
−2). (35)
The only way to satisfy the conditions in Eqs. 9 — 11 is by taking
f(0) = 0 (36)
f ′(0) ≤ 0 (37)
g(0) > 0. (38)
Defining
A = −f ′(0) (39)
B = g(0), (40)
with A ≥ 0 and B > 0, we get
dσ = −Ar0 σ dt+B σ2dW2, (41)
as a model equation for volatility in the limit
σ2 r−10 →∞. (42)
The solution of Eq. 41 is superdiffusive in the high-volatility limit, i.e. it diffuses
much faster than Brownian motion. The fastest increase in σ occurs for A = 0.
Even then, the solution remains finite almost surely at all finite times (p. 332, [22]).
7 The probability density of volatility
In this section, we consider the tails of the stationary probability density q(σ) of
volatility. Stationarity is a reasonable approximation when sampling frequently over
long intervals. Recall that the authors of Ref. [5] sample returns at 5 to 120 minutes
intervals over a two–year period. Since q(σ) satisfies the stationary version of the
Kolmogorov forward equation [22],
∂
∂σ
[
α q
]
=
1
2
∂2
∂σ2
[
β2 q
]
, (43)
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it follows from Eq. 41 that
q(σ) ∼ C0 r3/20 σ−4, (44)
as σ2 r−10 tends to infinity, where C0 is a non-dimensional constant.
After the present paper was first submitted for publication, Ref. [23] reported
empirical evidence for Eq. 44 .
8 The tail probability
We now calculate the tail probability P¯ (x) in the short–term high–volatility limit.
Specifically, we assume
σ2/r0 → ∞
σ2∆t → 0.
The approximation in Eq. 6 is valid in this limit,
X =d σ [W1(t+∆t)−W1(t) ] +O(∆t). (45)
so that X can be approximated, in distribution, by the product of two independent
random variables. Using a well known result for the probability density of a product
of two independent random variables (e.g., Sect. 4.7, [24]), we may express the
probability density p(x) of Xas follows,
p(x) =
1√
2 pi∆t
∫
+∞
−∞
q(z) exp[−x2/2 z2∆t ] |z|−1 dz +O(∆t). (46)
After inserting the expression for q inEq. 44 and integrating, we obtain
P¯ (x) ∼ C r3/20 (∆t)3/2 x−3, (47)
where
C = C0/3
√
2/pi
∫
+∞
−∞
|z|−5 exp[−z−2/2 ] dz. (48)
Thus, when choosing a stochastic volatility model that reproducesstylised facts
about volatility, we find that the tail probability of the logarithmic return falls off
like an inverse cubic, as reported from empirical evidence in Ref. [5]. The prediction
that the tail probability P¯ (x) scales like (∆t)3/2 seems to be new.
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