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Abstract
We consider a Schelling model of self-organized segregation in an open system that is equivalent to
a zero-temperature Ising model with Glauber dynamics, or an Asynchronous Cellular Automaton (ACA)
with extended Moore neighborhoods. Previous work has shown that if the intolerance parameter of the
model τ ∈ (∼ 0.488,∼ 0.512) \ {1/2}, then for a sufficiently large neighborhood of interaction N , any
particle will end up in an exponentially large monochromatic region almost surely.
This paper extends the above result to the interval τ ∈ (∼ 0.433,∼ 0.567)\{1/2}. We also improve
the bounds on the size of the monochromatic region by exponential factors in N . Finally, we show that
when particles are placed on the infinite lattice Z2 rather than on a flat torus, for the values of τ mentioned
above, sufficiently large N , and after a sufficiently long evolution time, any particle is contained in a
large monochromatic region of size exponential in N , almost surely. The new proof, critically relies on
a novel geometric construction related to the formation of the monochromatic region.
I. INTRODUCTION
Consider the graph formed by nodes placed at the integer points of a large flat torus and edges
connecting each node to all the ones located in a square neighborhood of itself that is small compared to
the size of the torus. Put a particle at each node such that its initial binary state is chosen independently
and uniformly at random. Each particle is then labeled as follows. All particles have a common intolerance
threshold 0 < τ < 1, indicating the minimum fraction of particles in their same state that must be in
their neighborhood to make them “stable.” Each particle is assigned an independent and identical Poisson
clock, and when the clock rings the particle’s state is flipped if the particle is “unstable” and the flip
will make it stable. This change is then immediately detected by the neighbors who update their labels
accordingly.
This dynamical system model is known in the social sciences as the Schelling model in an “open”
system [1], [2]. In computation theory it corresponds to a two-dimensional, two-state Asynchronous
Cellular Automaton (ACA) with extended Moore neighborhoods and exponential waiting times [3]. For an
intolerance value of 1/2, the model corresponds to the Ising model with zero temperature, which exhibits
spontaneous magnetization as spins align along the direction of the local field [4], [5]. Mathematically,
the model falls into the broad class of interacting particle systems [6], [7].
The Glauber dynamics we consider, assumes unstable particles to simply flip their state if this makes
them stable. This flipping action indicates that the particle has moved out of the system and a new particle
has occupied its location. Alternatively, Kawasaki dynamics assume that pairs of unstable particles swap
their locations if this will make both of them stable. The Kawasaki dynamics correspond to a “closed”
system where the number of particles in each state is fixed, while the Glauber dynamics correspond to
an “open” system where the number of particles in each state can change over time. Other variants are
possible, including having unstable particles swap (or flip) regardless of whether this makes them stable
or not, or to assume that particles have a small probability of acting differently than what the general
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2rule prescribes, have multiple intolerance levels, multiple states, different distributions, and time-varying
intolerance [8]–[17].
A common effect observed by simulating several variants of the model is that when the system reaches
a steady state, large monochromatic areas of particles with the same state are formed, for a wide range
of the intolerance threshold. This corresponds to observing spontaneous self-organization resulting from
local interactions. Although simulations of this behavior have been available for a long time, rigorous
results for the Schelling model appeared only recently.
The one-dimensional version of the model was studied rigorously by Brandt et al. [18], Barmpalias et
al. [19], and Holden and Sheffield [20]. In the two-dimensional model case, Immorlica et al. [21] have
shown for the Glauber dynamics that for τ ∈ (1/2 − , 1/2) the expected size of the monochromatic
region is exponential in the size of the neighborhood. This -size interval has been enlarged in a previous
work by the authors [22] to 0.433 < τ < 1/2 (and by symmetry 1/2 < τ < 0.567). In the same work,
the interval has been further extended to 0.344 < τ ≤ 0.433 (and by symmetry for 0.567 ≤ τ < 0.656)
considering “almost monochromatic” regions, namely regions where the ratio of the number of particles in
one state and the number of particles in the other state quickly vanishes as the size of the neighborhood
grows. Barmpalias et al. [23] considered a model in which particles in different states have different
intolerance parameters, i.e., τ1 and τ2. For the special case of τ1 = τ2 = τ , they have shown that when
τ > 3/4, or τ < 1/4, the initial configuration remains static w.h.p.
In a recent work by the authors [24], a shape theorem for the spread of “affected” nodes – namely
nodes on which a particle would be unstable in exactly one of its states – has been provided. This
theorem gives a precise geometrical description of the set of affected nodes at any given time of the
system evolution, and is a consequence of a concentration bound that was developed for the spreading
time. A size theorem has also been provided, showing the formation of exponential regions almost surely
(a.s.), rather than just in expectation. Namely, for all τ ∈ (τ∗, 1− τ∗) \ {1/2} where τ∗ ≈ 0.488, and
when the size of the neighborhood of interaction N is sufficiently large, any particle is contained in a
large “monochromatic region” of size exponential in N a.s.
The main contributions of this paper are as follows. First, we extend the intolerance interval for the a.s.
formation of exponential monochromatic regions to τ ∈ (∼ 0.433,∼ 0.567)\{1/2}. Second, we improve
the bounds on the size of the monochromatic region by exponential factors. Finally, we show that when
particles are placed on the infinite lattice Z2 rather than on a flat torus, for the values of τ mentioned
above, sufficiently large N , and after a sufficiently long evolution time, any particle is contained in a
large monochromatic region of size exponential in N , almost surely.
In our model, the size of the neighborhood grows with N , leading to a long-range interaction model.
Other works have considered the case of constant neighborhood. Fontes et al. [25] have shown the
existence of a critical probability 1/2 < p∗ < 1 for the initial Bernoulli distribution of the particle states
such that for τ = 1/2 and p > p∗ the Glauber model on the d-dimensional grid converges to a state
where only particles in one state are present. This shows that complete monochromaticity occurs w.h.p.
for τ = 1/2 and p ∈ (1 − , 1). Morris [26] has shown that p∗ converges to 1/2 as d → ∞. Caputo
and Martinelli [27] have shown the same result for d-regular trees, while Kanoria and Montanari [28]
derived it for d-regular trees in a synchronous setting where flips occur simultaneously, and obtained lower
bounds on p∗(d) for small values of d. The case d = 1 was first investigated by Erdo¨s and Ney [29],
and Arratia [30] has proven that p∗(1) = 1.
The rest of the paper is organized as follows. In section II we introduce the model, state our results,
and give a summary of the proof construction. In section III we provide a few preliminary results along
with some results from previous works. In section IV we prove Theorem 1.
3II. MODEL AND MAIN RESULTS
A. The Model
Initial Configuration. Consider a node at each integer point of a flat torus T = [−h, h)× [−h, h) where
h ∈ N and let the horizon w ∈ o(√log h) be a natural number such that each node is connected to all
the nodes located within an l∞ neighborhood of radius w of itself. We place a particle at each node of
the resulting graph Gw. Each particle has a binary state which is chosen independently at random to be
(+1) or (-1) according to a Bernoulli distribution of parameter p = 1/2. We use θ to denote an unknown
or unspecified state and θ¯ to denote its complement state and by a θ-particle we mean a particle that is
in state θ.
A neighborhood is a connected sub-graph of Gw. A neighborhood of radius ρ, denoted by ρ-neighborhood
or Nρ, is the set of all particles with l∞ distance at most ρ from a central node. The size of a neighborhood
is the number of particles in it. The neighborhood of a particle u is a neighborhood of radius equal to
the horizon and centered at u, and is denoted by N (u). Without loss of generality, we derive our result
for an arbitrary particle located at the origin 0 ≡ (0, 0) ∈ T.
Dynamics. We let the rational τ , called intolerance, be dτ˜Ne/N , where τ˜ ∈ [0, 1] and N = (2w+ 1)2
is the size of the neighborhood of a particle. The integer τN represents the minimum number of particles
in the same state as u that must be present in N (u) to make u stable. More precisely, for every particle
u, we let s(u) be the ratio between the number of particles that are in the same state as u in its
neighborhood and the size of the neighborhood. At any point in continuous-time, if s(u) ≥ τ then u is
labeled stable, otherwise it is labeled unstable. We assign independent and identically distributed waiting
times to unstable particles, and after every waiting time, the state of the particle is flipped if and only
if the particle is still unstable and this flip will make the particle stable. Since we consider Glauber
dynamics this means F is exponential, however, all of our results hold for distributions that satisfy the
following conditions:
F (x) = 0 for x ≤ 0, (1)
F is not concentrated on one point, (2)
and
∃γ > 0, such that
∫
eγxF (dx) <∞. (3)
Two observations are now in order. First, for τ < 1/2 flipping its state will always make an unstable
particle stable, but this is not the case for τ > 1/2. Second, the process dynamics for the case of having
exponential distributions are equivalent to a discrete-time model where at each discrete time step one
unstable particle is chosen uniformly at random and its state is flipped if this will make the particle
stable.
Affected Nodes. A node in Gw is called θ-affected whenever a θ-particle located there would be unstable
and a θ¯-particle would be stable.
Steady State. The process continues until there are no unstable particles left, or there are no unstable
particles that can become stable by flipping their state. By defining a Lyapunov function to be the sum
over all particles u of the number of particles of the same state as u present in its neighborhood, it is
easy to argue that the process indeed terminates. We call this final state the steady state.
4Monochromatic Region. At each point in time, the monochromatic regions of a particle u are the
neighborhoods with largest radius that contain particles in a single state and that also contain u. The
monochromatic region of u is one of these regions chosen arbitrarily.
Throughout the paper we use the terminology with high probability (w.h.p.) meaning that the probability
of an event is 1 − o(w−2) as w → ∞. Almost surely (a.s.) instead indicates with probability equal to
one (w.p.1).
B. Main Results
To state the results, we let  ∈ (0, 0.1) , and τ∗ ≈ 0.433 be the minimum value of τ that satisfies
(3/2 + g(τ))2τ
4
N +
1
2
(
1− (3/2 + g(τ))
2
4
)
N − τ(0.265)2N < τN, (4)
3
4
(
1−H
(
4
3
τ∗
))
−max{3
2
log2(ρ), 2 log2(ρ
′)} < 0, (5)
0.5 log2(ρ)− log2 ρ′ < 0, (6)
log2(ρ
′′)− log2(ρ′) < 0, (7)
where
g(τ) =
(694τ + 800(((2τ − 1)(409τ − 20000))/80000)1/2 − 347)
200(6τ + 1)
, (8)
ρ = 20.5(1−H(τ)+/2)(1+g(τ))
2N , (9)
ρ′ = 2(1−H(τ)−)(1−0.5(1+g(τ))
2)N+2 log2N , (10)
ρ′′ = 2(1−H(τ)+)((1+g(τ))
2−1)N , (11)
H(τ) = −τ log2(τ)− (1− τ) log2(1− τ). (12)
Theorem 1 (Size Theorem —Steady State). Let M denote the size of the monochromatic region of the
particle at the origin in the steady state. For all τ ∈ (τ∗, 1 − τ∗) \ {1/2} and for sufficiently large N ,
almost surely,
2a(τ)N ≤M ≤ 2b(τ)N . (13)
The numerical values for a(τ) and b(τ) derived in the proof of the above theorem are plotted in
Figure 1. For τ ∈ (τ∗, 1− τ∗) \ {1/2}, as the intolerance gets farther from one half in both directions,
larger monochromatic regions are formed almost surely.
C. The Infinite Lattice Case
We can consider similar dynamics occurring on the infinite lattice Z2 instead of the finite setting
described above. Using Theorem B3 of [7, p. 3] it is easy to verify that the process on Z2 exists, and is
unique, and is a Feller Markov process on {−1,+1}Z2 . The following corollary follows from the proof
of Theorem 1.
Corollary II.1 (Size Theorem —Infinite Lattice). Let Mn denote the size of the monochromatic region
of the particle at the origin at time n. For all  > 0, τ ∈ (τ∗, 1− τ∗) \ {1/2}, let n∗ = 2(a(τ)+)N . For
sufficiently large N , and all n ≥ n∗, almost surely,
2a(τ)N ≤Mn ≤ 2b(τ)N . (14)
5Fig. 1. Exponent multipliers a(τ) and b(τ) for the lower bound and upper bounds on the size of the monochromatic region.
Fig. 2. The gradual spread of affected nodes from the expandable region towards the origin.
D. Proof Outline
The general strategy of the proof follows the one provided in [24] – we show that while the spread of
the θ-affected nodes (i.e., nodes on which a θ-particle would be unstable) reaches the origin, the θ¯-affected
nodes are still at distances at least exponential in N from the origin. Once the origin is reached, the
unstable particles around it will w.h.p. lead to the formation of an exponentially large “firewall” that is
indestructible by other spreading processes. The interior of this firewall will then become monochromatic,
so that in the steady state there will be w.h.p. an exponentially large monochromatic region around the
origin.
The main difference in this proof compared to the one in [24], however, is that instead of considering
the spreading of affected nodes towards the origin in multiple stages – which leads to a large aggregated
error term – we consider the optimal sequence of flips reaching the origin in one shot. This is possible
thanks to improved bounds and geometrical constructions that we provide throughout this paper.
To elaborate on the main idea, we define an expandable region, that is composed of a local configuration
of particles and a possible set of flips inside it, that can lead to at least one new affected node outside of
it. We consider the expandable region closest to the origin in a norm l∗ – whose existence is proved using
results from [24] and is used for describing the spread of affected nodes – and denote its type by θ. We
denote its l∗-distance to the origin by X , and consider an l∗-ball of radius X at the origin. We then argue
that, since there are no expandable regions in this ball, any spreading of affected nodes inside this ball dies
6Fig. 3. A firewall formed around the origin.
out quickly, while the expandable region starts a spreading of θ-affected nodes towards the origin w.h.p.
We then find an upper bound X ≤ ρ, where ρ = ρ(τ,N), that holds w.h.p., and choose ρ′ = ρ′(τ,N) such
that w.h.p there is no θ¯-expandable region inside the annulus Bl∗(0, X+ρ
′)\Bl∗(0, X). We consider the
worst case X = ρ and argue that the possible spreads of the θ¯-affected nodes from outside Bl∗(0, ρ+ρ
′)
are not going to be capable of disrupting the spread of the expandable region at distance ρ towards the
origin, see Figure 2.
Instead of considering gradual spreads of the expandable region in separate time intervals of ρ′/4
towards the origin as in [24], we argue that the optimal sequence of flips reaching the origin is going to
be close to a straight line connecting the two points and these flips are not going to be affected by the
spread of θ¯-affected nodes (by looking at this one shot growth in ρ′/4 time intervals). We then show that
the origin is quickly surrounded by an exponentially large firewall while any spreading of affected nodes
started from outside Bl∗(0, ρ + ρ
′) is still at large distances from it. This firewall is an indestructible
monochromatic annulus which isolates the origin from the outside flips, see Figure 3. It will thus protect
the cascading process which w.h.p. leads to the formation of a monochromatic region of size exponential
in N containing the origin. This shows that the lower bound occurs w.h.p. To see that the upper bound
also occurs w.h.p. we note that in a large enough exponential size neighborhood around the origin, w.h.p.
the origin will be surrounded by exponentially large monochromatic regions of particles in both states
protected by firewalls. Finally, we let Aw for w = 1, 2, ... be the sequence of events of having the origin
contained in monochromatic regions of size exponential in N in an appropriate probability space. We
note that these events occur w.h.p. (so their complements occur with probability o(w−2)). The proof now
follows from the fact that
∑
w w
−2 <∞ using the Borel-Cantelli lemma.
In our proofs throughout the paper, we focus on the case where τ < 1/2. The results for τ > 1/2
follow by a simple symmetry argument provided in Section IV-A.
III. PRELIMINARY AND PREVIOUS RESULTS
We begin with the following elementary lemma giving lower and upper bounds for the probability of
a node being affected.
Lemma 1 ([24]). Let pu be the probability of being θ-affected for an arbitrary node in the initial
configuration. There exist positive constants cl and cu which depend only on τ such that
cl
2−[1−H(τ ′)]N√
N
≤ pu ≤ cu 2
−[1−H(τ ′)]N
√
N
,
where τ ′ = τN−2N−1 , and H(τ) = −τ log2(τ)− (1− τ) log2(1− τ) is the binary entropy function.
The following simple lemma is a consequence of Lemma 1.
Lemma 2 ([24]). Let ρ = 2[1−H(τ ′)]N/2. The following event occurs w.h.p.
A =
{
@ θ-affected node in Nρ
}
.
m-block. We define an m-block to be a neighborhood of radius m/2. A monochromatic block is a
block whose particles are all at the same state. When m is not specified, by a block we mean a w-block.
7Fig. 4. Part of the lattice renormalized into m-blocks. Green and gray indicate good and bad blocks respectively.
Region of expansion. We call a region of expansion (of type θ) any neighborhood whose configuration
is such that by placing a monochromatic w-block with all particles in state θ¯ anywhere inside it, all the
θ-particles on its outside boundary (i.e., the set of particles in the set (w + 2)-block co-centered with
the w-block excluding the w-block itself) become unstable w.p.1. By a region of expansion we mean a
region of expansion of only one type (θ). The next lemma, which is a restatement of Lemma 8 in [22],
shows that as long as τ ∈ (τ∗, 1/2), w.h.p. a monochromatic block on Gw can make an exponentially
large area monochromatic.
Lemma 3 ([22]). Let τ ∈ (τ∗, 1/2) and let Nr be a neighborhood with radius r < 20.5[1−H(τ ′)]N−o(N)
in the initial configuration. Nr is a region of expansion w.h.p.
Let Ix be the collection of sets of particles in w/2-neighborhoods in an m-block (m ≥ w) on Gw
in the initial configuration. Also, let WI be the random variable representing the number of particles in
state θ¯ in I ∈ Ix, and NI be the total number of particles in I ∈ Ix.
Good block. For any  ∈ (0, 1/2), a good m-block of type θ is an m-block, such that for all I ∈ Ix we
have WI −NI/2 < N1/2+. An m-block that does not satisfy this property is called a bad m-block (see
Figure 4). By the following lemma (which is a restatement of Lemma 11 in [22]), an N -block is a good
block w.h.p. Since the number of different particles in a good block is balanced enough for sufficiently
large N , a node whose entire neighborhood is contained in a good block cannot be a θ-affected node
(we assume throughout that N is large enough such that this is the case).
Lemma 4 ([22]). Let  ∈ (0, 1/2). There exists a constant c > 0, such that, for all I ∈ I we have
WI −NI/2 < N1/2+
with probability at least
1− e−cN2+o(N2).
We now want to review a result from percolation theory. Without loss of generality, we assume Gw
is defined on Z2. Let us re-normalize Gw into m-blocks. Let S(k) be the ball of radius k with center at
the origin, i.e., S(k) is the set of all m-blocks x on the re-normalized Gw for which ∆(0, x) ≤ k, where
∆ denotes the l∞ distance on the re-normalized Gw. Let ∂S(k) denote the surface of S(k), i.e., the set
of all x such that ∆(0, x) = k. We define a path of m-blocks as an ordered set of m-blocks such that
each pair of consecutive m-blocks are in the Moore neighborhood (set of nearest l∞-neighbors) of each
other and no m-block appears more than once in the set. Let Ak be the event that there exists a path of
bad m-blocks joining the origin to some vertex in ∂S(k). Let the radius of a bad cluster (i.e., cluster of
bad m-blocks) be defined as
sup{∆(0, x) : x ∈ bad cluster}.
8Let p denote the probaility of having a bad m-block. It is noted that an m-block is a bad m-block
independently of the others. Let pc denote the ciritical probability in the above percolation setting. The
following result is Theorem 5.4 in [31].
Theorem 2. (Exponential tail decay of the radius of a bad cluster.) If p < pc, there exists ψ(p) > 0 such
that
Pp(Ak) < e
−kψ(p), for all k.
Firewall. A firewall of radius r and center u is a monochromatic annulus
Ar(u) =
{
y : r −
√
2w ≤ ‖u− y‖2 ≤ r
}
,
where ‖.‖2 denotes Euclidean distance and r ≥ 3w.
Consider a disc of radius r, centered at a particle such that all the particles inside the disc are in the
same state. It is easy to see that if r is sufficiently large then all the particles inside the disc will remain
stable regardless of the configuration of the particles outside the disc. Lemma 6 in [21] shows that for
r > w3 this would be the case for sufficiently large w. Here we state a similar lemma but for a firewall,
without proof.
Lemma 5 ([21]). Let Ar(u) be the set of particles contained in an annulus of outer radius r ≥ w3 and
of width
√
2w centered at u. For all τ ∈ (τ∗, 1/2) and for a sufficiently large constant N , if Ar(u) is
monochromatic at time n, then it will remain monochromatic at all times n′ > n.
By Lemma 5, once formed a firewall of sufficiently large radius remains static, and since its width is√
2w the particles inside the inner circle are not going to be affected by the configurations outside the
firewall.
We now review some results and definitions from [22]. In the current paper, the goal is to identify a
better configuration, compared to the one constructed in [22], that can trigger a cascading process leading
to monochromatic regions w.h.p. The following proposition is Proposition 1 in [22].
Proposition 1 ([22]). For any  ∈ (0, 1/2) and c ∈ R+ there exists c′ ∈ R+ such that for all N ≥ 1
P
(
|W ′ − γτN | < cN1/2+
∣∣∣W < τN) ≥ 1− e−c′N2 .
The following lemma, is Lemma 18 in [22].
Lemma 6 ([22]). Let  ∈ (0, 1/2), and let N be an arbitrary neighborhood in the grid with N particles.
There exist c, c′ ∈ R+, such that
P
(
|W −N/2| < cN1/2+
)
≥ 1− 2e−c′N2 . (15)
Radical region. For any , ′ ∈ (0, 1/2) let τˆ = τ [1− 1/(τN1/2−)] and define a radical region to be
a neighborhood of radius (1 + ′)w containing less than τˆ(1 + ′)2N particles in state θ.
We define an unstable region to be a neighborhood of radius ′w, containing at least bτ′2N−N1/2+c
unstable particles in state θ. The following is Lemma 4 in [22].
Lemma 7 ([22]). A radical region N(1+′)w in the initial configuration contains an unstable region N′w
at its center w.h.p.
Now consider a geometric configuration where a radical region, and neighborhoods N′w , Nw/2 and
Nρ with ρ > 3w, are all co-centered. Let
T (ρ) = inf{n : ∃v ∈ Nρ, v is a θ¯-affected node}. (16)
9Fig. 5. Regions discussed in lemma 8. N′w is an unstable region w.h.p., the dashed box is Nw/2, u is a corner particle in
Nw/2, and finally N (u) is the neighborhood of particle u.
Expandable radical region. A radical region is called an expandable radical region of type θ if there
is a sequence of at most (w + 1)2 possible flips inside it that can make the neighborhood Nw/2 at its
center monochromatic with particles in state θ¯. The next lemma, shows that a radical region in this
configuration is an expandable radical region of type θ w.h.p., provided that ′ is large enough and there
is no θ¯-affected node in Nρ. The main idea is that the θ¯ particles in the unstable region at the center of
the radical region can trigger a process that leads to a monochromatic region of radius w.
Lemma 8. For all ′ > g(τ), where g(τ) is as defined in (8), there exists w.h.p. a sequence of at most
(w + 1)2 possible flips in N(1+′)w such that if they happen before T (ρ), then all the particles inside
Nw/2 will become of type θ¯.
Proof. Let  ∈ (0, 1/2), ′′ = 0.265. Let us denote the neighborhoods with radii ′w, ′′w and co-centered
with the radical region by N′w,N′′w respectively (see Figure 5). By lemma 7, with probability at least
1 − e−O(N2) there are at least bτ′2N − N2c particles in state θ inside this neighborhood such that
all of them are unstable. Also using Proposition 1 there are a total of at least bτ′′2N −N2c unstable
particles in N′′w. Next, we show that if the unstable particles in N′w flip before T (ρ), all the particles
inside the neighborhood N′′w will be unstable w.h.p. and then if these unstable particles make a flip
before T (ρ) as well, then all the particles in Nw/2 will be unstable w.h.p. which gives the desired result.
First, we notice that if there is a flip of an unstable θ particle in Nρ \ Nw/2 it can only increase the
probability of the existence of the sequence of flips we are looking for, hence conditioned on having these
flips before T (ρ), the worst case is when these flips occur with the initial configuration of Nρ \ Nw/2.
Since a corner particle in N′′w shares the least number of particles with the radical region, it is more
likely for it to have the largest number of θ¯ particles in its neighborhood compared to other particles in
N′′w. Hence, as a worst case, we may consider a corner particle in N′′w which is co-centered with the
radical region.
Let us assume that ′ ∈ (0, 0.265), in this case N′w is completely contained in the neighborhood of
each of the particles in N′′w. Let us denote the neighborhood shared between the neighborhood of the
particle u at the corner of N′′w and the radical region by N ′′(u). Also, let us denote the scaling factor
corresponding to this shared neighborhood by γ′′. We have
γ′′ =
(2 + ′ − ′′)2
4(1 + ′)2
±O
(
1√
N
)
.
By Proposition 1 it follows that with probability at least 1− e−O(N2) there are at most
(2 + ′ − ′′)2τ
4
N + o(N),
particles of type θ in N ′′(u). Hence, we can conclude that, for any particle in Nw/2, w.h.p., there are at
most this many θ particles in the intersection of the neighborhood of this particle and the radical region.
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Also, using lemma 6, with probability at least 1− e−O(N2) we have at most
1
2
(
1− (2 + ′ − ′′)2/4
)
N + o(N),
particles of type θ in the part of the neighborhood of the corner particle u in N′′w that is also not in the
radical region. Combining the above results, we can conclude that with probability at least 1− e−O(N2)
there are at most
(2 + ′ − ′′)2τ
4
N +
1
2
(
1− (2 + 
′ − ′′)2τ
4
)
N + o(N),
particles of type θ in the neighborhood of an particle in Nw/2. Let us denote this event for the corner
particle u by A1. Let us denote the events of having at most this many θ particles in the neighborhoods
of other particles in Nw/2 by A2, ..., A|Nw/2|, where |N′′w| denotes the number of particles in N′′w. We
have
P (A1 ∩ ... ∩A(w+1)2) ≥ 1− P (AC1 ∪ ... ∪AC|N′′w|)
≥ 1− (w + 1)2P (AC1 )
≥ 1− e−O(N2).
The goal is now to find the range of ′ for which N′w is large enough that once all of its unstable
particles flip, all the particles in N′′w become unstable w.h.p. It follows that we need
(2 + ′ − ′′)2τ
4
N +
1
2
(
1− (2 + 
′ − ′′)2
4
)
N − τ′2N + o(N) < τN,
to hold w.h.p. Dividing by N , and letting N go to infinity, after some algebra it follows that
′ >
(694τ + 800(((2τ − 1)(409τ − 20000))/80000)1/2 − 347)
200(6τ + 1)
= g(τ), (17)
where g(τ) < 0.265 for τ ∈ (τ∗, 1/2), as desired. Now we need to make sure that once all the unstable
particles in N′′w make a flip, all the θ¯ particles in the Nw/2 are going to be unstable. Similar to the
above argument, we need to have
(3/2 + ′)2τ
4
N +
1
2
(
1− (3/2 + 
′)2
4
)
N − τ′′2N + o(N) < τN,
which is true for τ ∈ (τ∗, 1/2), as desired. 
The function g is plotted in Figure 6. The following lemma, which is lemma 20 in [22], gives a lower
bound and an upper bound for the probability that an arbitrary neighborhood with the size of a radical
region is a radical region in the initial configuration.
Lemma 9 ([22]). Let ′ and  be positive constants. There exist positive constants cl and cu which depend
only on τ such that in the initial configuration, an arbitrary neighborhood with radius (1 + ′)w is a
radical region with probability p′ ,
cl2
−[1−H(τ ′′)](1+′)2N−o(N) ≤ p′ ≤ cu2−[1−H(τ ′′)](1+′)2N+o(N),
where τ ′′ = (bτˆ(1 + ′)2Nc − 1)/(1 + ′)2N , τˆ = (1 − 1/(τN1/2−))τ , and H is the binary entropy
function.
A. The Concentration Bound
The concentration bound we present in this section is one of the main results of [24].
11
Fig. 6. The infimum of ′ to potentially trigger a cascading process. The value of g(τ) is much smaller than the function f(τ)
introduced in [22].
B. Notational conventions
Let t1, t2, ... be independent random variables, each with distribution F . For a vertex or vector v =
(v(1), ..., v(d)) we shall use the l∞, l1 and the l2 norm. These are denoted by
||v||∞ = max
1≤i≤d
|v(i)|, ||v||1 =
d∑
i=1
|v(i)| and ||v|| =

d∑
i=1
(v(i))2

1/2
,
respectively. bac (dae) is the largest (smallest) integer ≤ a (≥ a), a ∧ b = min(a, b), a ∨ b = max(a, b).
C. Setup and definitions
Flipping time. Let us call the waiting time of an unstable particle i the flipping time and denote it by
ti. Although we work with exponentially distributed waiting times, the results of this section holds for
any distribution that satisfies (1), (2), and (3).
Affected* node and block: We define an affected* node as a node such that regardless of the states of
its neighbors a θ-particle on it is labeled as unstable. An affected* block is a w-block such that all the
nodes on it are affected*.
Path and first passage time. Let a path r be a set of particles such that they can flip their states in a
sequence v1, v2, ..., vk. Let
T (r) =
k∑
i=1
ti.
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Also let N be a neighborhood containing at least one affected* block, and u an arbitrary node on Gw.
Then, we define the first passage time from N to u as
T (N , u) = inf
r∈P
{T (r)},
where P is the set of possible sequences of flips started by the affected* block in N that will lead to
an affected node at u, when we assume that in the initial configuration the entire Gw is a region of
expansion and there are no affected nodes on Gw (with these assumptions P is always nonempty and
each particle will only flip once).
Finally, we define the first passage time or distance from 0 to u as
a0,u := T (0
∗, u),
where 0∗ denotes an affected* block centered at the origin.
Theorem 3 ([24]). Let c > 0 be any constant and let u be any node on Gw whose l2-distance from the
origin is at least 2cN . There exist a constant c′ > 0 (independent of N ) such that for N sufficiently large,
when Gw is a region of expansion, and there are no affected nodes on Gw, for all λ ≤ ||u||, we have
P
{∣∣a0,u − E[a0,u]∣∣ ≥ λ} ≤ e−c′λ/√||u|| log ||u||. (18)
The proof of the above theorem can be found in [32].
D. The Shape Theorem
We work with flipping times with i.i.d. distributions F that satisfy (1), (2), and (3). We consider our
graph Gw on an infinite integer lattice. We work with the obvious probability space defined by our process
on the lattice (i.e., product space for the initial configuration and the waiting times). We introduce the
following definition from Tessera [33] with some modifications.
Strong Asymptotic Geodesicity (SAG) for E[a] : Let Q : R+ → R+ be an increasing function such
that
lim
α→∞Q(α) =∞.
Let N be a neighborhood and let c′1 ∈ (0, c1) be a constant. E[a] is called SAG(Q) in N when for all
integer m ≥ 1, for all x, y ∈ N such that E[ax,y]/m ≥ 2c′1N , there exists a sequence x = x0, ...., xm = y
in N satisfying, for all 0 ≤ i ≤ m− 1,
α
(
1− 1
Q(α)
)
≤ E[axi,xi+1 ] ≤ α
(
1 +
1
Q(α)
)
, (19)
where α = E[ax,y]/m; and for r ≥ 2c′1N ,
A¯
(
0,
(
1 +
1
Q(r)
)
r
)
⊂ [A¯(0, r)] 6r
Q(r)
, (20)
where A¯(0, r) =
{
x | E[a0,x] ≤ r
}
and [A¯]t denotes the t-neighborhood of the subset A¯ with respect to
E[a].
Proposition 2 ([24]). There exists a constant c > 0 such that for sufficiently large N , E[a] is SAG(Q)
in Nρ where ρ = 2c2N and
Q(α) =
α1/2
N c log3/2 α
. (21)
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Fig. 7. Expandable region. X1 is called a θ-expandable region whenever there exists a set of flips of θ-particles inside X1
leading to a θ-affected node in X2.
The following corollary follows from the proof of the above proposition and is given without proof.
Corollary 1. Let N be a neighborhood and let c′1 ∈ (0, c1) be a constant. For all x, y ∈ N such that
ax,y/m ≥ 2c′1N , there exists a sequence x = x0, ...., xm = y in N satisfying, for all 0 ≤ i ≤ m− 1,
α
(
1− 1
Q(α)
)
≤ axi,xi+1 ≤ α
(
1 +
1
Q(α)
)
, (22)
where α = ax,y/m; and for r ≥ 2c′1N .
Proposition 3 ([24]). Let 2c1N ≤ n ≤ 2c2N and
A′F (0, n) = {x | a0,x ≤ n}.
For sufficiently large N , there exists a norm l∗ on R2, and c > 0, such that almost surely,
Bl∗(0, n−N cn1/2 log3/2 n) ∩ Z2 ⊂ A′F (0, n) (23)
⊂ Bl∗(0, n+N cn1/2 log3/2 n).
Let d¯1 and d¯2 be the metrics defined by the expected value of first passage times in the first and second
intermediate FPPs when we choose the nodes to be on Gw defined on a two dimensional integer lattice.
Let x, y denote two arbitrary nodes on Gw. Assuming that Gw is a region of expansion and there are no
affected nodes on Gw, it is easy to see that there exists c, c′ > 0 such that for sufficiently large N we
can write
dl2(x, y)/N
c ≤ d¯1(0, ξ1||x− y||1/N c′) ≤ E[ax,y] ≤ d¯2(x, y) ≤ N cdl2(x, y). (24)
IV. PROOF OF THE MAIN THEOREM
Without loss of generality, we assume that the set of nodes of Gw is a subset of the nodes on Z2 and
we work with the obvious probability space. We first define the expandable region; to do so we need the
following lemma from [24].
Lemma 10 ([24]). Let c be an arbitrary positive constant. W.h.p. there are no clusters of bad blocks
with radius greater than N3 in a neighborhood with radius ρ = O(2cN ) in the initial configuration.
Now re-normalize Gw into N -blocks and consider the union of particles inside a cluster of bad N -
blocks and the set of particles outside the cluster whose l∞ distance to at least one node in the cluster is
less than or equal to N/4. We denote this set by X1. Note that for sufficiently large N , the probability of
having a bad N -block is below the critical probability of percolation, and each N -block is a bad N -block
independently of the others, hence by lemma 10, w.h.p. there is no cluster of bad N -blocks with radius
larger than N3 in a neighborhood with exponential size in N on Gw. Also, consider the set of all the
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particles outside X1 whose l∞ distance to at least one particle in X1 is less than or equal to N/4 and
denote it by X2.
Expandable region. X1 is called a θ-expandable region whenever there exists a set of flips of θ-particles
inside X1 leading to a θ-affected node in X2 (see Figure 7). It is noted that if X1 is not an expandable
region, the possible spread of θ-affected nodes started in it will die out before reaching X2. The center of
an expandable region is the node at the center of the smallest neighborhood that contains the expandable
region.
The following lemma is lemma 13 in [24].
Lemma 11 ([24]). Consider a good 10w-block denoted by N in the initial configuration. Now assume
that only θ-particles can flip their states and at time n there is a θ-affected node u at the center of N .
Then, at time n, w.h.p. there exists a sequence of flips that if they happen while the particles outside N
maintain their configuration, there will be a θ-affected w-block inside N .
We now want to argue about the distance of the closest expandable region to the origin. The following
lemma shows how far the closest expandable region to the origin can be. We show this by establishing
a relationship between radical regions and expandable regions. The following lemma which is lemma 5
in [24] exploits the fact that the closest radical region to the origin is also an expandable region w.h.p.
(note that an expandable radical region is defined differently from an expandable region.)
Lemma 12 ([24]). Let  > 0. W.h.p. the l∗-distance of the origin from the node at the center of the
closest expandable region in the initial configuration is at most
ρ = 20.5(1−H(τ)+)(1+
′)2N .
The following lemma, which is lemma 6 in [24], shows that in the initial configuration w.h.p. there is
no part of an expandable region in an annulus around the origin whose width is ρ′.
Lemma 13 ([24]). Let  > 0. W.h.p. there is no node that belongs to an expandable region in
Bl∗(0, ρ+ ρ
′) \Bl∗(0, ρ),
for
ρ = 20.5(1−H(τ)+/2)(1+
′)2N ,
ρ′ = 2(1−H(τ)−)(1−0.5(1+
′)2)N+o(N).
The following lemma, which is lemma 14 in [24], shows that w.h.p. an expandable region can lead to
the formation of a θ-affected w-block.
Lemma 14 ([24]). W.h.p. there exists a sequence of possible flips in X1∪X2 that can lead to a θ-affected
w-block centered in X1.
We are now ready to give the proof of our main result.
Theorem 1. We first show that the size of the monochromatic region is at least exponential in N w.h.p.
Let  > 0, and
a(τ) =
(
1−H(τ)− ) (2− (1 + ′)2) ,
where ′ > g(τ). Let n∗ = 2(a(τ)+)N . We wish to show that for all n ≥ n∗,
Mn ≥ 2a(τ)N w.h.p.
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Fig. 8. W.h.p. the closest expandable region to the origin will not be farther than ρ with respect to the l∗-norm.
By lemma 10, w.h.p. there is no cluster of bad blocks with radius larger than N3 in a neighborhood with
radius 2N centered at the origin in the initial configuration (event A0).
Let
ρ = 20.5(1−H(τ)+/2)(1+
′)2N ,
ρ′ = 2(1−H(τ)−)(1−0.5(1+
′)2)N+2 log2N ,
ρ′′ = 2(1−H(τ)+)((1+
′)2−1)N ,
We let N be sufficiently large so that there exists a norm l∗ and C > 0 such that (23) in Proposition 3
is satisfied for n = ρ′1/3, ρ′/N > w3. Let
L =
⌈
ρ
ρ′/4
⌉
.
Let the closest expandable region to the origin in the l∗ norm be a θ-expandable region and let Nρ′/4
be a neighborhood at the origin with radius ρ′/4, now let
T (ρ′/4) = inf
{
n
∣∣∣ ∃ a θ¯-affected node in Nρ′/4} ,
A =
{
The origin is contained in a firewall of radius ρ′/N before T (ρ′/4)
}
.
We now want to show
A occurs w.h.p. (25)
To show this, we condition this event on a few events that occur w.h.p. and argue that since the conditional
probability occurs w.h.p., this event also occurs w.h.p.
Let X denote the l∗-distance from the origin to the closest node in an expandable region and let
A1 = {X ≤ ρ, at n = 0} ,
A2 =
{
@ a θ¯-expandable region in Bl∗(0, X + ρ′) \Bl∗(0, X) at n = 0
}
.
Consider an l∗-ball of radius ρ. According to lemma 12, w.h.p. there is an expandable region in this
ball (see Figure 8). This implies
A1 occurs w.h.p.
Using the fact that the existence of a θ-expandable region in Bl∗(0, X+ρ
′)\Bl∗(0, ρ) can only increase the
probability of event A2 (since they are both increasing events in the change of a θ-particle to a θ¯-particle,
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Fig. 9. The spread of affected nodes from the expandable region towards the origin.
by an application of FKG inequality [34] for the initial configuration they are positively correlated), and
the fact that conditional on event A1, event A2 would have the smallest probability when X = ρ, we let
A′2 =
{
@ a θ¯-expandable region in Bl∗(0, ρ+ ρ′) \Bl∗(0, ρ) at n = 0
}
,
and by an application of FKG inequality [34] for the initial configuration we have
P (A2) ≥ P
(
A2
∣∣∣A1)P (A1) ≥ P (A2 ∣∣∣X = ρ)P (A1) ≥ P (A′2)P (A1).
Using lemma 13, event A′2 occurs w.h.p., hence we have
A2 occurs w.h.p.
Now consider the line segment from the center of the closest expandable region to the origin. Let N
denote the set of particles such that their l∗-distances from at least one point on the line segment is less
than or equal to 2N c
′
ρ′ where c′ is a positive constant. Let
A3 =
{
@ a θ¯-affected node in N and it is a region
of expansion at n = 0 } .
Since event A3 has the smallest probability when X = ρ, with an application of lemma 1 and lemma 3,
we can conclude that
A3 occurs w.h.p.
We are now going to consider the spread of the affected nodes from the expandable region towards
the origin in ρ′/4 time intervals (see Figure 2).
To consider the growth of the θ-affected nodes we first notice that using lemma 14, w.h.p. there
exists a sequence of less than N4 flips that can create a θ-affected w-block centered at the center of the
expandable region. Let us denote this event by A4. Hence we have
A4 occurs w.h.p.
Let TN denote the time it takes until N4 flips occur one by one. Let A′5 = {TN < ρ′1/3}. Standard
concentration bounds imply that there exist c > 0 such that this event occurs with probability at least
1− exp(−cρ′1/3). Let A5 denote the event that the time that it takes until we have a θ-affected block at
the center of the expandable region is less than ρ′1/3. We have
P (A5) ≥ P
(
A′5
) ≥ 1− exp(−cρ′1/3) .
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Hence we have
A5 occurs w.h.p.
Let A6 denote the event of having less than ρ′′ affected nodes in the l∗-ball of radius ρ. Standard
concentration bounds imply that this event also occurs w.h.p., hence we have
A6 occurs w.h.p.
Now we want to consider the spread of possible θ¯-affected nodes from outside of Bl∗(0, ρ + ρ
′)
towards the origin. Since there are at most ρ′′ affected nodes in this ball w.h.p., if we remove all the
nodes contained in the annuli in this ball that contain an affected node along with their clusters of bad
blocks and also a margin of good blocks around these clusters we would have a ball of radius at least
ρ+ ρ′− (N4 +N)ρ′′. Furthermore, we argue that since the event of having larger growths of θ¯-affected
nodes in a given time interval and the event of having this ball being a region of expansion of type θ¯
are both increasing in the change of a θ¯-particle to a θ-particle, by assuming that this ball is a region of
expansion of type θ¯ we would only get an upper bound for the speed of the spread of θ¯-affected nodes.
Hence, from this point forward, to consider the spread of θ¯-affected nodes towards the origin we consider
this ball and assume it is a region of expansion and does not contain any affected nodes.
Let A7 denote the event that the growths of the θ¯-affected nodes in a time interval of ρ′1/3 – that
conditional on Ai, i = 1, 2, ..., 6 is at most needed for the formation of the θ-affected w-blocks in the
first gradual growth – is less than ρ′1/3 +NCρ′1/6 log3/2 ρ′ in the l∗ norm in all directions in the annulus
around the origin. To show that this event occurs w.h.p. we consider the l∗-ball of radius ρ− (N4+N)ρ′′
described above. It follows from Proposition 3 that the growths of all the θ¯-affected nodes in this ball
will be less than ρ′1/3 +NCρ′1/6 log3/2 ρ′ hence we can conclude that
A7 occurs w.h.p.
Now let A8 denote the event that the origin is contained in a w-block of θ-affected nodes before there
are any θ¯-affected nodes in an l∗-ball with radius ρ′/2 around the origin. To show that this event occurs
w.h.p. we consider L equally distanced points {p1, p2, ..., pL} on the line segment connecting the center
of the expandable region to the origin.
We now consider time intervals of size ρ′/4 and argue that using Corollary III-D in every one of these
time intervals i ∈ [L] there will be a θ-affected node with an l∗-distance of at most O(N c√ρ) from pi
where c > 0 is a constant. Also, using lemma 11 there will also be a θ-affected block with an l∗-distance
of at most O(N c
√
ρ) from pi.
We argue that not having θ-affected nodes in N ′ and having smaller growths of θ¯ in a given time
interval in this neighborhood are both increasing events in the change of a θ¯-particle to a θ-particle hence
using the FKG inequality these events are positively correlated.
Now we also need to show that the possible growths of θ¯-affected nodes started from outside of
Bl∗(0, ρ+ρ
′−w) are not going to interfere with any of these growths and will not reach the Bl∗(0, ρ′/2)
before having the origin θ-affected (see Figure 9). To see this, since we are conditioning on events Ai,
i = 1, 2, ..., 7, it suffices to show that the growths of θ¯-affected nodes started from outside a Bl∗(0, ρ+ρ
′−
ρ′1/3−N cρ′′−N) which does not contain any affected nodes and is assumed to be a region of expansion
in every time interval of size ρ′/4 is at most ρ′/4+NC(ρ)1/2 log3/2 in the l∗-norm, which guarantees that
not only these growths will not interfere with the growths of θ-affected nodes but also they will not reach
Bl∗(0, ρ
′/2) before having the origin contained in a θ-affected w-block. Since Corollary III-D applies to
every pair of nodes in this region it follows from a similar argument for the spread of θ-affected nodes,
that this event also occurs w.h.p. Hence we can conclude that
A8 occurs w.h.p.
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Fig. 10. Formation of a firewall around the origin.
This also implies that by the time the origin has become a θ-affected node, the θ¯-affected nodes are
still in l∗-distance of more than ρ′/2 from the origin w.h.p. We also note that if the above event occurs,
using lemma 11 there is also a θ-affected w-block in an l∗ distance of o(N) to the origin.
Now let r be proportional to ρ′/N . Let us denote the event that the time it takes until a number of
affected nodes equal to the number of all the particles in a firewall with radius r centered at the origin
and a line of width 2
√
N from the origin to the firewall and also a line of width 2
√
N from the closest
θ-affected w-block to the origin, make a flip one by one being smaller than ρ′/4 by A′9 (see Figure 10).
Standard concentration bounds imply A′9 occurs w.h.p.
Let A9 denote the event that this firewall is formed in a time interval smaller than ρ′/4. We have
P (A9) ≤ P (A′9) and since A′9 occurs w.h.p. we have
A9 occurs w.h.p.
With a similar argument for event A8, w.h.p. the growth of all the possible θ¯ affected nodes will be
less than ρ′/3 for this interval (event A10). Hence, we have
A10 occurs w.h.p.
Finally we can write
P (A) ≥ P
(
A
∣∣∣A0, A1, ..., A10)P (A0 ∩A1 ∩ ... ∩A10),
hence, we have that
A occurs w.h.p.
Now, using lemma 3 w.h.p. the interior of the firewall is a region of expansion in the initial configuration
and since w.h.p. only θ-affected nodes have reached this region by the time of the formation of the
firewall, it is still a region of expansion for the state θ¯. Now, since the sum of the time for the gradual
growths, formation of the firewall, and the time that it takes until the interior of the firewall becomes
monochromatic (by a standard concentration bound) is less than n∗ w.h.p., for all n ≥ n∗ it will be
monochromatic w.h.p. and this proves the lower bound.
Next, we show the corresponding upper bound. Let
b(τ) =
(
1 + ′
)2
(1−H(τ) + ).
Consider four neighborhoods with radius N(ρ+ρ′) such that each of them share the origin as a different
corner node. Divide the union of these neighborhoods into neighborhoods of radius ρ+ρ′ in an arbitrary
way and consider the nodes at the center of each of these neighborhoods. Now using the above result we
have that for n ≥ n∗, w.h.p., all these central nodes will have a monochromatic region of size at least
2a(τ)N . Also it is easy to see that for n ≥ n∗, w.h.p. all the four neighborhoods defined above will have
particles with exponentially large monochromatic regions of both states. This implies that for all n ≥ n∗
the size of the monochromatic region of the origin is at most 4N2(ρ+ ρ′)2. Finally let
Aw =
{
2a(τ)N ≤Mn ≤ 2b(τ)N on Gw for n ≥ n∗
}
.
We have that P (ACw) = o(w
−2). The result now follows from the fact that
∑∞
w=1 P (A
C
w) <∞. 
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A. Extension to τ > 1/2
We call super-unstable particles the unstable particles that can potentially become stable once they
flip their state. While for τ < 1/2 unstable particles can always become stable by flipping their state,
for τ > 1/2 this is only true for the super-unstable particles. It follows that for τ > 1/2 super-unstable
particles act in the same way as unstable particles do for τ < 1/2.
We let τ¯ = 1− τ + 2/N . A super-unstable particle of type θ is a particle for which W < τ¯N where
W is the number of θ particles in its neighborhood. The reason for adding the term 2/N in the definition
is to account for the strict inequality that is needed for being unstable and the flip of the particle at the
center of the neighborhood which adds one particle of its type to the neighborhood. A super-radical
region is a neighborhood NS of radius S = (1 + ′)w such that WS < τ¯ ′(1 + ′)2N , where  ∈ (0, 1/2)
and
τ¯ ′ =
(
1− 1
τ¯N1/2−
)
τ¯ .
By replacing τ with τ¯ , “unstable particle” with “super-unstable particle” and “radical region” with
“super-radical region,” it can be checked that all proofs extend to the interval 1/2 < τ < 1− τ∗.
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