Abstract. We determine when a matrix is similar to a partial isometry, refining a result of Halmos-McLaughlin.
Introduction
A Hilbert space operator V is a partial isometry if the restriction of V to (ker V) ⊥ is isometric. For a complex matrix, this means that all of its singular values are in {0, 1}, or in other words, the positive semidefinite factor in its polar decomposition is an orthogonal projection. These properties are not preserved by similarity; for example 
are similar, since both matrices have the same Jordan canonical form. The first is a partial isometry since its nonzero columns are orthonormal, but the second is not. Which matrices are similar to a partial isometry?
The basic features of partial isometries were laid out over fifty years ago [2, 6, 7] , and the similarity question is not new -but most work has focused on the (still unresolved) infinite-dimensional case, e.g., [3] . In the finite-dimensional case, the best result was a theorem of Halmos-McLaughlin stating that the characteristic polynomial of a nonunitary partial isometry can be any monic polynomial whose roots lie in the closed unit disk and include zero [6, Theorem 3] . The referee pointed out that this can be deduced directly from the Weyl-Horn inequalities [8, 13] , which say that there exists an n × n matrix with prescribed singular values σ 1 ≥ σ 2 ≥ · · · σ n ≥ 0 and eigenvalues λ 1 , λ 2 , . . . , λ n , indexed so that |λ 1 | ≥ |λ 2 | ≥ · · · ≥ |λ n |, if and only if
For an n × n partial isometry of rank r < n, we have
Hence any n points (with possible repetition) in the closed unit disk can be its eigenvalues, so long as at least n − r of them are zero.
Of course the characteristic polynomial is a similarity invariant for matrices, but not a complete one. Here we go further and determine the possible Jordan forms of a partially isometric matrix. One interesting feature of this question is that the property "similar to a partial isometry" does not pass to direct summands: the 1 × 1 matrix [ 1 2 ], a direct summand of the second matrix in (1), is not similar to a partial isometry.
In what follows, D, D − , T denote the open unit disk, the closed unit disk, and the unit circle, respectively. We write ∼ for similarity and ∼ = for unitary similarity. The spectrum of a matrix A ∈ M n is denoted σ(A); here M n denotes the set of n × n complex matrices. We let J n (λ) denote the n × n Jordan matrix with eigenvalue λ, and we remind the reader that the nullity of A − λI is exactly the number of Jordan blocks for the eigenvalue λ. 
It is classical (e.g., [7, Lemma 1] ) that partial isometries are exactly the operator solution set of the *-polynomial equation xx * x − x = 0. After proving Theorem 1, we make a few remarks on similarity orbits of such "noncommutative *-varieties." 
(c) the entries of V on the first superdiagonal are all nonzero.
Proof. We proceed by induction on n. In the base case n = 2,
is a partial isometry with the desired properties. Now suppose that the theorem has been proved for some n ≥ 2. Given ξ 1 , ξ 2 , . . . , ξ n ∈ D, there exists a partial isometry W = [0 w 2 w 3 . . .
such that the columns w 2 , w 3 , . . . , w n−1 ∈ C n are orthonormal. Now select a vector w n ∈ C n of norm 1 − |ξ n | 2 that is orthogonal to span{w 1 , w 2 , . . . ,
Since the nonzero columns of V are orthonormal, it follows that V is an upper triangular partial isometry that satisfies (a) and (b). If v n−1,n = 0, then
so that the upper right (n − 2) × (n − 1) submatrix has orthogonal nonzero columns, which is impossible. Thus v n−1,n = 0, which completes the induction.
Lemma 3. If T ∈ M n is upper triangular with σ(T) = {λ}, and the entries on the first superdiagonal of T are all nonzero, then T ∼ J n (λ).
Proof. By hypothesis, rank(T − λI) = n − 1. Thus the Jordan canonical form of T consists of the single block J n (λ). Finally, let r = rank V and write V = UP for some unitary U and projection P of rank r. If λ ∈ D, then U − λI is nonsingular and hence
Thus rank V = r ≤ rank(V − λI), or in other words nullity V ≥ nullity(V − λI). 
This proves (c). (⇐) Suppose that A ∈ M n satisfies (a), (b), and (c). If σ(A)
∩
(A).
Let m = nullity A, which equals the number of Jordan blocks for the eigenvalue 0 in the Jordan canonical form of A. Condition (c) ensures that the Jordan canonical form of A has at most m Jordan blocks corresponding to any nonzero eigenvalue of A. It therefore suffices to show that any matrix of the form
in which λ 1 , λ 2 , . . . , λ d ∈ D\{0} are distinct, is similar to a partial isometry. Indeed, A is similar to a direct sum of matrices of the form (2). Lemma 2 ensures that there exists a partial isometry V ∈ M n with nonzero entries on the first superdiagonal, whose diagonal entries are (in order) 0, 0, . . . , 0
Remark.
A general result about spectral matrices implies that a partial isometry satisfies (b) of Theorem 1. A matrix is spectral if its spectral radius equals its numerical radius. A partial isometry V ∈ M n that has an eigenvalue ζ of unit modulus has spectral radius and numerical radius 1 and is therefore spectral. 
Noncommutative *-varieties
The common operator solution set of a finite collection of *-polynomial equations in some number of variables is a noncommutative *-variety; when the polynomials do not involve adjoints, it is a noncommutative variety. (This term is in general use, although the precise definition varies from paper to paper.) Noncommutative varieties are invariant under similarity, but noncommutative *-varieties typically are invariant only under unitary similarity. Theorem 1 describes the similarity orbit of the matricial part of the noncommutative *-variety determined by the polynomial xx * x − x.
Many other sets can be described as *-varieties. Hermitian operators correspond to x − x * , normal operators to x * x − xx * . It is easy to describe the similarity orbit of the normal matrices: since these are unitarily diagonalizable, it means exactly that for each eigenvalue, the algebraic and geometric multiplicities are equal. For Hermitian matrices, one adds the requirement that all eigenvalues are real. Here is another example that is not too different from Theorem 1, making one small change to the *-polynomial determining partial isometries. 
, which is similar to
In a basis of eigenvectors of PQ, each eigenvector for c 2 j ∈ (0, 1) is paired with an eigenvector for 0. This yields (a), (b), and (c).
Conversely, any Jordan form satisfying (a), (b), and (c) can be written as in (3) and is similar to the product of orthogonal projections P and Q as above.
Remark. Taking the similarity orbit is one way to change a noncommutative *-variety. Another way is to replace the defining equalities with similarities. This generally produces a different set, not necessarily smaller or larger than the similarity orbit, and also not canonical because it requires a choice about how to write the original equations. For instance, the same *-variety is determined by x − x * = 0 or x = x * ; it could become x − x * ∼ 0 (which is still just the set of Hermitian operators) or x ∼ x * . The latter set has been much studied, sometimes under the name generalized Hermitian operators, and is larger than the similarity orbit of the Hermitian operators. Here is one comparison: a matrix is similar to its adjoint if and only if it is the product of two Hermitian matrices, while it is similar to a Hermitian matrix if and only if it is the product of a positive definite and a Hermitian [11, 14] . See [12] for a modern treatment of generalized Hermitian operators.
Applying this variation to our Theorem 1, let S be the set of matrices satisfying TT * T ∼ T. Unlike the other sets considered in this paper, it appears that S might not have an alternative easy description. ].
Thus S is distinct from the set of partially isometric matrices and its similarity orbit, and in fact S is not closed under similarity.
