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Multi-level Monte Carlo Variational Inference
Masahiro Fujisawa∗ Issei Sato†
Abstract
We propose a framework for variance reduction using the multi-level Monte Carlo (MLMC)
method. The framework is naturally compatible with reparameterized gradient estimators. We
also propose a novel stochastic gradient estimation method and optimization algorithm on the
MLMC method, which estimates sample size per level adaptively according to the ratio of the
variance and computational cost in each iteration. Furthermore, we analyzed the convergence
of the gradient in stochastic gradient descent and the quality of the gradient estimator in each
optimization step on the basis of the signal-to-noise ratio. Finally, we evaluated our method
by comparing it with sampling-based benchmark methods in several experiments and found
that our method got closer to the optimal value and reduced gradient variance more than the
other methods did.
1 Introduction
Variational inference (VI) [17] has been successful in the context of approximate Bayesian
inference. The object of VI is to seek out the distribution from a variational family of distributions
that best approximates an intractable posterior distribution [26]. The objective function of VI itself
is often intractable and cannot be computed in closed form. In this case, we often use stochastic
gradient methods estimated using Monte Carlo methods, called Monte Carlo variational inference
(MCVI). In MCVI, sampling from a variational posterior distribution is key to estimating the
gradient stochastically. However, the stochastic gradient with the Monte Carlo approximation may
cause the slow convergence because of high-variance. Therefore, the performance of MCVI depends
on controlling the variance of the stochastic gradient estimator.
There are two common MCVI gradient estimators: one is the score function gradient esti-
mator [28, 31] and the other is the reparameterized gradient estimator [40, 32, 19]. The score
function gradient estimator can be applied to both discrete and continuous random variables, but
it often has high variance. In contrast, the reparameterized gradient estimator often has a lower
variance than the above has on continuous random variables. Recently, Ruiz et al. [36] bridged
these two gradient estimators, and a reparameterization trick for discrete or categorical variables
was proposed in Tokui and Sato [42] and Jang et al. [15]. Moreover, the theoretical properties of
the reparameterized gradient have been analyzed recently [46, 5]. As a result, the reparameterized
gradient has become a more practical way to reduce gradient variance. Furthermore, Buchholz et al.
[2] proposed using a randomized quasi-Monte Carlo (RQMC) method for MCVI, which can reduce
the variance of samples to lower than that of the MC method.
In this paper, we propose a novel framework for reducing gradient variance in the MCVI frame-
work on the basis of the multi-level Monte Carlo (MLMC) method. Our method is naturally derived
from the reparameterized gradient estimator based on the reparameterization trick [19], achieves
better predictive performance and indicates the faster convergence speed than the benchmark
methods does. Moreover, our method can be easily implemented in modern inference libraries such
as Edward, TensorFlow Probability, and Pytorch.
Our contributions are as follows:
• We investigate the idea of using the MLMC method for MCVI on reparameterized gradient
estimation.
• We develop an algorithm that estimates a low-variance gradient estimator with decreasing
the number of samples.
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• We found that our method could asymptotically reduce the variance of the gradient estimator
as the levels of expectation increases per iteration.
• We analyzed the convergence of the gradient in stochastic gradient descent with a decreasing
learning rate and the quality of the estimator in terms of signal-to-noise ratio (SNR).
• We confirmed the performance of our method through four experiments.
The rest of this paper is organized as follows. We overview the background in Sections 2. In
Section 3, we introduce our framework and discuss its theoretical properties. We give experimental
results and conclusions in Section 4 and 5.
2 Background
Let us briefly review variational inference, reparameterized gradient, and Monte Carlo variational
inference (MCVI). First, we give some background on VI and the stochastic gradient estimator in
Section 2.1. Then, we introduce the reparameterized gradient estimators in Section 2.2 , and we
outline MCVI in Section 2.3. Finally, we review related work in MCVI research in Section 2.4.
2.1 Variational Inference
The object of Bayesian inference is to estimate a posterior distribution of latent variables z given
observation data-point x: p(z|x). The exact computation for p(z|x) requires to sum or integrate
over all z. However, these procedures can be complicated (e.g., non-conjugate) or large-scale;
therefore, making exact inference is typically intractable. In these situations, an approximation of
p(z|x) is necessary. Consequently, the central idea of VI is to approximate the model posterior by a
simpler distribution [47].
VI constructs an approximation by minimizing the Kullback-Leibler (KL) divergence between
p(z|x) and a variational distribution q(z|λ), where λ ∈ Rd is a single vector of all free parameters
and d is the dimension of the parameter space. This is the same as maximizing the evidence lower
bound (ELBO):
L(λ) = Eq(z|λ)
[
log p(x, z)− log q(z|λ)
]
. (1)
However, it is hard, or even sometimes impossible, to compute the differentiation of the objective
(1) with respect to λ directly when VI is applied for large-scale data or a complex model. One of
the ways to handle this problem is using a stochastic gradient on the basis of two major gradient
estimators: the score function gradient estimator [31] and the reparameterized gradient estimator.
These gradient estimators are obtained by approximating the expectation of the gradient of (1)
with i.i.d. samples from q(z|λ). However, the score function gradient estimator tends to be noisy
because of the variance of the samples, which can negatively affect the accuracy of the gradient
estimation. Therefore, we focus on reparameterized gradient estimators, which is a useful way to
reduce the variance more than that of the score function gradient estimator.
2.2 Reparameterized Gradient
The reparameterized gradient is a notable approach for reducing the gradient variance based on
the reparameterization trick [19]. In this gradient, the variable z from the distribution q(z|λ) is
expressed as a deterministic transformation T (·) of another simple distribution p() over a noise
variable . Therefore, z can be expressed z = T (;λ) where  i.i.d.∼ p(). We often use an affine
transformation T (;λ) = m + v [39], when λ = (m,v). If we set p() as a standard normal
Gaussian N (0, Id), for example, T (;λ) is equal to N (m,v>v). By using the reparameterization
trick, the gradient of the ELBO can be expressed as the expectation with respect to p() instead of
q(z|λ) as follows.
∇λL(λ) = Ep()
[
∇λ log p(x, T (;λ))−∇λ log q(T (;λ)|λ))
]
. (2)
Thus, the distribution needed for the expectation is fixed, and the gradient estimator is obtained
by approximating the expectation with i.i.d. random variables  from p().
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Table 1: Relationship between previous work and this work. “CV” stands for control variates, “RB”
for Rao-Blackwellization, and “IS” for importance sampling. N is the number of samples, and t is
an iteration step. “SF” means score function, and “RG” stands for reparameterized gradient. ηt
represents the learning-rate scheduler function in iteration step t. α0 is the initial value of the
learning rate. “SNR” stands for signal-to-noise ratio.
Method Order of variance Gradient estimator Sample size Convergence analysis SNR analysis
Ranganath et al. [31] CV & RB O(N−1) SF Stay - -
Ruiz et al. [35] IS O(N−1) SF Stay - -
Roeder et al. [34] Stop Gradient O(N−1) RG Stay - -
Miller et al. [26] CV O(N−1) RG Stay - -
Sakaya and Klami [37] IS O(N−1) SF & RG Stay - -
Li et al. [24] Adaptive IS O(N−1) SF Stay - -
Buchholz et al. [2] RQMC O(N−2) SF & RG Stay X(fixed learning rate) -
This work MLMC O(ηt−1N−1) RG Decrease X(decreased learning rate) X
2.3 Monte Carlo Vairational Inference (MCVI)
In the general MCVI framework, the gradient of the ELBO is represented as an expectation
∇λL(λ) = E[gλ(z˜)] over a random variable z˜, where gλ(·) is a function of the gradient of Eq.(1). For
the reparameterization estimator, Eq.(2) with z˜ =  leads to the expression, ∇λL(λ) = Ep()[gλ()],
where,
gλ() = ∇λ log p(x, T (;λ))−∇λ log q(T (;λ)|λ)).
To estimate this gradient stochastically, we use an unbiased estimator calculated by averaging over
i.i.d. samples {1, 2, . . . , N}: ∇̂λtL(λt) = gˆλt(1:N ) = 1N
∑N
n=1 gλt(n), where t represents the
optimization step. The ELBO can then be optimized on the basis of gˆλt(1:N ) by using some form of
stochastic optimization (e.g., SGD, AdaGrad, Adam). For example, an optimization is achieved by
iterating SGD updates with a decreasing learning rate αt = α0ηt, such as with λt+1 = λt−αtgˆλt(z˜).
Here, α0 means the initial value of the learning rate and ηt is the value of the learning-rate scheduler
function.
2.4 Related Work
Variance Reduction on MCVI Since MCVI was introduced, VI has become a useful way of
coping with various model architecture and scalable inference on Big-Data. However, it has a crucial
problem in that the convergence of the stochastic optimization scheme tends to be slow when the
magnitude of the gradient variance becomes high because of the Monte Carlo estimation. In this
context, many techniques have been proposed for variance reduction, such as control variates [12],
Rao-Blackwellization [31], importance sampling [35, 3, 37, 24], and so on [41, 34]. However, these
methods still have the difficulty of adequately constructing newly different functions such as the
control variate function or importance function.
Further, since Kingma and Welling [19] and Rezende et al. [32] introduced reparameterization
trick, the extensions and the application of reparameterized gradients have also been proposed
(for example, the generalized reparameterized gradients [36], control variates on reparameterized
gradients [26], and the doubly reparameterized gradient [44]).
Although many low-variance-sampling methods have been proposed in the MCMC context such
as [25, 6], the idea of using more sophisticated Monte Carlo sampling to reduce the variance of
the estimator on the MCVI framework has only been investigated recently. The object of this
framework is to improve the O(N−1) rate of the variance of the gradient estimator. Ranganath
et al. [31] and Ruiz et al. [35] suggested using quasi-Monte Carlo (QMC), and Tran et al. [43] used
it for a specific model. Recently, Buchholz et al. [2] proposed a variance reduction method by
using randomized QMC (RQMC), which can achieve, in best case, the O(N−2) rate of variance
in the MCVI framework (called QMCVI). However, it is known that the estimations made with
the QMC-based method are sometimes worse than those made with MC methods because of a
potentially bad interaction between the underlying deterministic point and the function to be
estimated [22].
Signal-to-Noise ratio (SNR) Recently, Rainforth et al. [30] analyzed the behavior of an
importance-weighted stochastic gradient in terms of SNR and revealed the differences in the effect
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of increasing the number of importance weights between inference and generative networks in
VAE. In addition, there have been several theoretical and empirical analyzes of stochastic gradient
estimators by using SNR [14, 21, 38, 44].
Multi-level Monte Carlo Method The MLMC method was proposed by Heinrich [13]. This
method has been often used in stochastic differential equations for options pricing [7, 4, 33]. In
statistics, there are many applications in approximate Bayesian computation [11, 16, 45].
Because of the linearity of expectations, given a sequence P0, P1, · · · , PL−1 which approximates
PL with increasing accuracy, we have the simple identity: E[PL] = E[P0] +
∑L
l=1 E[Pl − Pl−1]. We
can thus use the following unbiased estimator for E[PL],
E[PL] ≈ N−10
N0∑
n=1
P
(0,n)
0 +
L∑
l=1
{
N−1l
Nl∑
n=1
(
P
(l,n)
l − P (l,n)l−1
)}
(3)
with the inclusion of l in (l, n) indicating that independent samples are used at each level of
correction.
If we define V0, C0 to be the variance and cost of one sample of P0, and Vl, Cl to be the variance
and cost of one sample of Pl − Pl−1, then the total variance and cost of Eq.(3) are
∑L
l=0N
−1
l Vl
and
∑L
l=0NlCl, respectively. The MLMC method is described in detail in Heinrich [13], Giles [7, 9]
and Appendix A.
This method is widely used, such as the infinite-dimensional integration of stochastic differential
equations arising in mathematical finance [7] and the large-cost problem of solving elliptic partial
differential equations with random coefficients [4].
In a Bayesian framework, Giles et al. [11, 10] applied MLMC to stochastic gradient MCMC
algorithms such as the stochastic gradient Langevin dynamics (SGLD), which discretize the SDE of
posterior based on the multi-level step size and couple them.
Finally, the relationship between our work and existing work is organized in Table 1.
3 Multi-level Monte Carlo Variational Inference (MLMCVI)
In this section, we explain our proposed method, called MLMCVI. First, we derive MLMCVI in
Section 3.1 and 3.2. Next, we theoretically analyze the proposed method in Section 3.3.
3.1 Key Idea of MLMCVI
Figure 1: Concept of proposed method.
Our idea is to construct a low-variance gra-
dient estimator by using the information
we naturally get as the optimization pro-
ceeds, i.e., the parameter and gradient in the
past. We find from Eq.(2) that the reparame-
terized gradient can be applied to the MLMC
framework because the expectation is always
dependent on fixed distribution p(), and the lin-
earity of the expectation is available. Moreover,
the core idea of MLMCVI is that it regards the
level “l” as the number of iterations “t.” When
we set,
gλt() =
∇λt log p(x, T (;λt))−∇λ log q(T (;λt)|λt)),
the multi-level reparameterized gradient (MRG)
in iteration T of the optimization is expressed
as,
∇MRGλT L(λT ) = Ep()
[
gλ0()
]
+
T∑
t=1
(
Ep()
[
gλt()− gλt−1()
])
, (4)
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where t and T are natural numbers. For the MCVI framework, we must construct an unbiased
estimator for stochastic optimization. Thus, we construct the unbiased MRG estimator in Eq.(4)
as follow:
∇̂MRGλT L(λT ) = N−10
N0∑
n=1
gλ0((n,0)) +
T∑
t=1
(
N−1t
Nt∑
n=1
[
gλt((n,t))− gλt−1((n,t))
])
, (5)
where Nt (t = 0, 1, . . . , T ) is the sample size in each iteration, and the MRG estimator is an unbiased
estimator for ∇λTL(λT ).
3.2 Derivation
It is important to estimate the optimal sample size for Nt to derive the algorithm. Now, we
define the optimal sample size to minimize the total variance of the MRG estimator. To derive the
optimal Nt, we need the following definition and assumption.
Definition 1 (one-sample cost and variance). Let Ct and Vt be the cost and variance of one sample
of gλt((n,t))− gλt−1((n,t)) in iteration t, respectively, where C0 and V0 are the cost and variance
of one sample of gλ0((n,0)),respectively.
Assumption 1 (cost of one sample of gradient). The cost of one sample of gλ0((n,0)) and
gλt((n,t))− gλt−1((n,t)), i.e., C0 and Ct satisfies C0 = Ct = c, where c is a positive constant.
Here, the cost Ct means the computational complexity for calculating gλ0((n,0)) or gλt((n,t))−
gλt−1((n,t)). Therefore, Assumption 1 means the computational complexity of calculating a one-
sample gradient per level is the same regardless of the level. This assumption is a natural one
because gλ() can be exactly derived in advance; therefore, we only have to sample  and substitute
it into gλ() per level. Thus, there is almost no difference of complexity between calculating
gλ0((n,0)) and gλt((n,t))− gλt−1((n,t)). Now we can state the following theorem underlying Giles
[8] and Assumption 1.
Theorem 1 (optimal sample size Nt). Let the overall cost and variance of ∇̂MRGλT L(λT ) be∑T
t=0NtCt and
∑T
t=0N
−1
t Vt, respectively. Suppose that Assumption 1 is satisfied. Then, the
variance is minimized by choosing the sample size as follows.
Nt+1 =
√
Vt+1
Vt
Nt. (6)
Proof. This theorem can be proved by solving a constrained optimization problem that minimizes
the overall variance as: minNt
∑T
t=0N
−1
t Vt s.t.
∑T
t=0NtCt = M , where M is a positive constant
value of total sampling cost. The complete proof is given in Appendix B.1.
According to Theorem 1, the optimal number of samples can be estimated by the ratio of the
previous variance to the current variance. Therefore, the magnitude of Vt is a critical issue for our
method. To analyze this, we set the following assumptions, which are often assumed in the MCVI
context [2, 5, 46].
Assumption 2 (Diagonal Gaussian Variational Distribution). The variational distribution, q(T (;λ)|λ),
is the Gaussian distribution with mean vector m and diagonal covariance matrix Σ.
Assumption 3 (Lipschitz continuity on ∇λL(λ)). ELBO : L(λ) is a function with Lipschitz
continuous derivatives, i.e., ∃K1 > 0 s.t. ∀λ, λ¯ :
||∇λL(λ)−∇λ¯L(λ¯)||22 ≤ K1||λ− λ¯||22.
Assumption 4 (Lipschitz continuity on gλ()). gλ() = log p(x, T (;λ)) − log q(T (;λ)|λ)) is a
function with Lipschitz continuous derivatives, i.e., ∃K2 > 0 s.t. ∀λ, λ¯ :
||gλ()− gλ¯()||22 ≤ K2||T (;λ)− T (; λ¯)||22.
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Assumption 5 (SGD with decreasing learning rate). The SGD update-rule with decreasing learning
rate αt is expressed as λt+1 = λt−αtgˆλt(1:N ), and αt = α0ηt satisfies the Robbins-Monro condition,∑∞
t=0 αt =∞ and
∑∞
t=0 α
2
t <∞, where ηt is a learning-rate scheduler.
Assumption 2 has been extensively used in several VI frameworks with a stochastic gradient
(Kingma and Welling [19], Rezende et al. [32]). Assumptions 3 and 4 means that ELBO and
gλ() is a function that can not change too fast as λ and T (;λ) change. In Domke [5], Lipschitz
continuity is asummed only on ∇λt log p(x, T (;λ)) because ∇λt log q(T (;λ)|λ) is obtained closed-
form when q(T (;λ)|λ) is in a multivariate location-scale family. In this assumption, all we need is
to estimate Ep()[log p(x, T (;λ))]. Assumption 4 is similar with Assumption of Domke [5] except
that log q(T (;λ)|λ) is included. Assumption 5 is often used to guarantee the convergence of
stochastic optimization if the gradient estimator is noisy.
We give the following proposition under these assumptions.
Proposition 1 (one-sample variance order). Suppose that Assumption 2, 4 and 5 are satisfied.
Then, the expectation of l2-norm of gλt()− gλt−1() in iteration t (t ≥ 1) is bounded as,
Ep()
[
||gλt()− gλt−1()||22
]
≤ α2t−1N−1K2(C1 + dδC2),
where δ, C1, C2 are positive constants. Therefore, the order of the magnitude of the one-sample
variance Vt is O(α2t−1) and Vt t→∞→ 0.
Proof. See Appendix B.2 for the proof.
According to Proposition 1, Vt → 0 as t→∞; therefore fewer samples are required to estimate
Ep()[gλt()− gλt−1()] at finer levels. From Theorem 1 and Proposition 1, the optimal number of
sample size Nt can be approximated as follows.
Corollary 1 (approximate sample size Nt). Suppose that Assumption 1, 2, 4 and 5 are satisfied.
Then, the optimal sample size Nt (t ≥ 1) can be approximated as Nt ∝ ηt−1N1, where ηt is a
learning-rate scheduler such as η0 = 1.
Proof. See Appendix B.3 for the proof.
To make use of Corollary 1 in the MLMCVI algorithm, we estimate Nt as Nt = dηt−1N1e
where dxe = min{k ∈ N|x ≤ k}. There are three major learning-rate schedulers; time-based decay,
step-based decay, and exponential decay. In these functions, Nt is estimated as follows,
• Time-based decay: Nt = d 11+β(t−1)N1e,
• Step-based decay: Nt = dβd t−1r cN1e,
• Exponential decay: Nt = dexp(−β(t− 1))N1e,
where β and r are decay and drop-rate parameters.
MRG has a problem in that the total cost
∑T
t=0NtCt goes to ∞ as t → ∞. To bypass this
problem, we construct the other formulation of MRG, MRG estimator, and update-rule on the
basis of SGD.
Lemma 1 (another formulation of MRG estimator). The MRG estimator in iteration t ≥ 1 can be
represented as,
∇̂MRGλT L(λT ) = ∇̂MRGλt−1 L(λt−1) +N−1t
Nt∑
n=1
[
gλt((n,t))− gλt−1((n,t))
]
,
and the update rule for this estimator under Assumption 5 is,
λt+1 = λt +
ηt
ηt−1
(λt − λt−1)− αtN−1t
Nt∑
n=1
[
gλt((n,t))− gλt−1((n,t))
]
.
Proof. See Appendix B.4 for the proof.
From Theorem 1, Proposition 1, Corollary 1 and Lemma 1, the MLMCVI algorithm is derived
as Algorithm 1.
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Algorithm 1 Multi-level Monte Carlo Variational Inference
Require: Data x, random variable  ∼ p(), transform z = T (;λ), model p(x, z), variational family q(z|λ)
Ensure: Variational parameter λ∗
1: Initialize: N0, λ0, α0 and δ
2: for t = 0 to T do
3: if t = 0 then
4: n ∼ p() (n = 1, 2, . . . , N0) / sampling 
5: gˆλ0 (1:N0 ) = N
−1
0
∑N0
n=1 gλ0 (n) / calc. RG estimator
6: λ1 = λ0 − α0gˆλ0 (1:N0 ) / grad-update
7: else
8: estimate Nt by dηt−1N1e (N1 = N0)
9: n ∼ p() (n = 1, 2, . . . , Nt) / sampling 
10: gˆ
′
λt
(1:Nt ) = N
−1
t
∑Nt
n=1[gλt ((n,t))− gλt−1 ((n,t))] / calc. multi-level term
11: λt+1 = λt + ηtηt−1 (λt − λt−1)− αtgˆ
′
λt
(1:Nt ) / grad-update
12: if λt+1 is converged to λ∗ then
13: break
14: end if
15: end if
16: end for
17: return λ∗
3.3 Theoretical Analysis
Here we analyze the effect of our method on the basis of the weighted average norm of the
gradient and SNR and compare it with sampling-based methods such as MCVI and QMCVI [2].
To conduct a theoretical analysis, it is necessary to confirm the order of V[∇̂MRGλt L(λt)].
Lemma 2 (variance of ∇̂MRGλt L(λt)). Suppose that Assumption 1-5 are satisfied; thus, Vt is
Vt ≤ κtα2t−1, where t ≥ 1 and κt is constant. Then, the order of V[∇̂MRGλt L(λt)] is O(ηt−1N−10 ).
Proof. See Appendix B.5 for the proof.
In the stochastic optimization literature, Bottou et al. [1] provided comprehensive theorems
on the basis of SGD . With the help of these theorems, we proved the following upper bounds of
the norm of gradients and used it to analyze the effect of our method and compare it with the
MC-based, RQMC-based, and MLMC-based method.
Theorem 2 (weighted average norm of gradient (MC, RQMC)). Suppose that Assumptions 1-5 are
satisfied. Then, ∀λt, V[gˆλt ] ≤ κN−1 (MC) or V[gˆλt ] ≤ κN−2 (RQMC), where κ <∞ is a positive
constant, and the upper bound of the norm of the gradient on SGD in iteration t(= 1, . . . , T ) is
1
AT
T∑
t=1
αtE
[
||∇λtL(λt)||22
]
≤

GT +
α20K1
2AT
∑T
t=1 η
2
t
(
E[||∇λtL(λt)||22] + κN
)
(MC)
GT +
α20K1
2AT
∑T
t=1 η
2
t
(
E[||∇λtL(λt)||22] + κN2
)
(RQMC),
where AT =
∑T
t=1 αt, GT =
1
AT
[L(λ1)− L(λ∗)], λt is iteratively defined in SGD-update rule and
λ∗ is the optimal parameter.
Proof. See Appendix B.6 for the proof.
Theorem 3 (weighted average norm of gradient (MLMC)). Suppose that Assumption 1-5 are
satisfied. Then, ∀λt, V[∇̂MRGλt L(λt)] ≤ κηt−1N−10 , where κ is a positive constant, κ <∞ and t ≥ 1,
and the upper bound of the norm of the gradient on SGD is
1
AT
T∑
t=1
αtE[||∇λtL(λt)||22] ≤ GT +
α20K1
2AT
T∑
t=1
η2t
(
E
[
||∇λtL(λt)||22
]
+
κ
N0
ηt−1
)
,
where AT =
∑T
t=1 αt, GT =
1
AT
[L(λ1) − L(λ∗)], λt is iteratively defined in the SGD-update rule
and λ∗ is the optimal parameter.
Proof. See Appendix B.7 for the proof.
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Theorems 2 and 3 state that the weighted average norm of the squared gradients converges
to zero (∵ AT =
∑T
t=1 αt = ∞ and Robbins-Monro condition) even if the gradient estimator
becomes noisy. This fact can guarantee that the expectation of gradient norms of MC-, RQMC-
and MLMC-based method cannot asymptotically stay far from zero. In addition, the difference in
convergence speed in these methods obviously depends on the last term of these bounds. While the
MC- and RQMC-based method can accelerate this speed only by increasing the number of samples,
the convergence of our method seems to be accelerated by ηt−1.
Further, we prove the following upper bound on SNR to evaluate the quality of the MC-, the
RQMC-, and the MLMC-based gradient estimator. the SNR of the gradient estimator is defined
as SNR(λ) = Ep(1:N )[||gˆλ(1:N )]||22]/
√
V[gˆλ(1:N )]. This indicates that, if SNR → 0, the gradient
estimator is dominated by the random noise, and therefore problems arise in the accuracy of
estimation.
Proposition 2 (signal-to-noise ratio bound). Suppose that Assumptions 1-5 are satisfied, and the
expectation, the variance of gradients and that the variances of gˆλ(1:N ) are non-zero. Then, ∀λt,
V[gˆλt ] ≤ κN−1 (MC), V[gˆλt ] ≤ κN−2 (RQMC) or V[∇̂MRGλt L(λt)] ≤ κηt−1N−10 (MLMC), where κ
is a positive constant, κ <∞, iteration number t ≥ 1 and N0 is the initial number of samples, and
the upper bounds of the SNR in iteration t for each method are
SNR(λt) ≤

||∇λtL(λt)||22 ·
√
N0
κ +
√
κ
N0
(MC)
||∇λtL(λt)||22 · N0√κ +
√
κ
N0
(RQMC)
||∇λtL(λt)||22 ·
√
N0
κηt−1
+
√
κηt−1
N0
(MLMC)
Proof. See Appendix B.8 for the proof.
The above proposition implies that the SNR gradually decreases and the gradient estimator is
dominated by random noise as the optimization proceeds (i.e., the quality of gradient estimator
gets worse gradually) because ||∇λtL(λt)||22 goes to 0. Further, it indicates that, in our method,
the quality of the gradient estimator is controlled by a factor of ηt−1 while that of the MC-based
and RQMC-based methods only depends on the decrease in ||∇λtL(λt)||22 and the initial number of
samples.
4 Experiments
We experimentally analyzed the performance of our method. We used four different models:
hierarchical linear regression, Bayesian logistic regression, Bayesian neural network (BNN) regression,
and BNN multi-label classification.
We compared our method with benchmark methods in terms of the performance of optimization
and prediction by using the converged value of the ELBO and the log-likelihood on the training
dataset and the test dataset.
In addition, we used empirical gradient variance to compare the performance of variance
reduction. Moreover, we checked the quality of the gradient estimator on the basis of the empirical
SNR.
The outline of the model setting and data were as follows.
• Hierarchical Linear Regression (HLR): As described in Appendix C.1, the dimension of the
whole parameter space is d = 1012, and we applied it to toy data generated from the same
generating process of this model. We set the initial step size as 0.01.
• Bayesian Logistic Regression: As described in Appendix C.2, the dimension of the whole
parameter space is d = 1044, and we applied it to the brest cancer coimbra dataset in the
UCI repository1 which is used in Patrício et al. [29]. We set the initial step size as 0.001.
• Bayesian Neural Network : As described in Appendix C.3 and C.4, the dimension of the whole
parameter space is d = 653. We applied the regression model (BNN-regression) to the wine-
quality-red dataset and the classification model (BNN-classification) to the wine-quality-white
1https://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Coimbra
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Figure 2: Experimental results. Test ELBO (higher is better), training ELBO (higher is better),
empirical variance (lower is better) and empirical SNR (lower is better) are lined up from left.
Results for hierarchical linear regression, Bayesian logistic regression, BNN-regression, and BNN-
classification are listed from top to bottom.
dataset, which are included the wine-quality dataset in the UCI repository2. We set the initial
step size to 0.001 (regression) and 0.01 (classification).
Table 2: Experimental results of log-likelihood on test dataset (higher is better).
Test Log-Likelihood
HLR Bayesian Logistic BNN-regression BNN-classification
MC-based -18.361 -244.652 -1494.938 -1824.078
RQMC-based -18.364 -243.933 -1308.373 -1820.618
MLMC-based (proposed) -15.088 -235.937 -915.230 -1814.971
4.1 Experimental Settings
We used two benchmark methods: the vanilla MCVI based on MC sampling and QMCVI based
on RQMC sampling [2]. We implemented QMCVI by using the code presented in the author’s
Github.
In our experiments, we optimized the ELBO by using Adam (the MC- and the RQMC-based), or
the SGD optimizer with learning-rate scheduler η (MLMC). Further, we reduced the learning rate
by a step-based decay function with a factor of β = 0.5 and r = 100 every iteration and calculated
the gradients. The test ELBO and the test log-likelihood values were calculated from 2, 000 MC
samples, and the gradient variance was estimated by resampling the MC samples, calculating the
gradient 1, 000 times and computing the empirical variance in each optimization step. The empirical
2https://archive.ics.uci.edu/ml/datasets/Wine+Quality
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SNR was estimated in the same way. We used 80% of data as a training dataset and the rest as a
test dataset.
4.2 Results
The results are shown in Figure 2. We found that our method (solid blue line) generally got
closer values to the optimum of the ELBO and the log-likelihood in test dataset. For the HLR
and the BNN-regression experiments, we also found that our method converged faster than the
benchmark methods due to the lower gradient variance. In the BNN-classification experiments,
the ELBO value on our method is lower than that of the others; however, the test log-likelihood is
better. It seems that our method prevent over fitting. Further, the SNR of our method (dashed
and solid blue line) indicates higher than the benchmark methods.
As stated in regard to Corollary 1, our method performed well even when the sample size was
reduced as the optimization proceeded. We show the results of reducing sample size in Appendix D.
5 Conclusion
We proposed MLMCVI, a novel framework of variance and sample-size reduction for MCVI
with a reparameterized gradient estimator. In the MLMCVI framework, the optimal number of
samples and update scheme are naturally derived, and they provide the minimum total variance
per optimization steps. Our method is easy to integrate the automated inference libraries with an
auto-differential tool.
Further, our method has theoretical properties that the convergence of the weighted-average
gradient norm seems to be accelerated and that the deterioration of the quality of the MRG
estimator can be controlled by a factor of ηt−1. We also confirmed that our method achieved
almost better performances of optimization, prediction, variance reduction, and SNR compared
with baseline methods by four experiments.
Because of using pure MC samples, our method seems to be combined with variance reduction
techniques such as control variate and importance sampling based on the reparameterization trick.
Also, our method has SGD-based update rules; therefore, we will extend it to the other optimizer
(e.g., Adam) as a future study.
In this work, we focused on the Gaussian variational distribution and analyzed our method;
however, our method could be easily extended to a wider class of distributions by using the
generalized reparameterization gradient [36]. Thus, we plan to extend our idea to more general
variational distributions and analyze theoretical properties.
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Appendix
A Detailed Information on MLMC
We introduce the detail information on MLMC to help understand the background, our method,
algorithm, and theoretical analysis.
A.1 Multi-level Monte Carlo (MLMC)
When approximating posterior distributions, Monte Carlo methods are often used for estimating
expectation of intractable objects with several random samples. The mean squared error (MSE)
of the approximation with random samples is a rate of O(N−1), and an accuracy of  requires
N = O(−2) samples. This rate can be too high for application. One approach to addressing this
high cost is the use of QMC or RQMC methods, in which the samples are not chosen randomly
and independently, instead of being selected very carefully to reduce the error [9]. In the best cases,
the error rate is O(N−2 logN2d−2) or O(N−2). There are many reviews about the QMC approach
provided by Niederreiter [27], L’Ecuyer and Lemieux [20] and Leobacher and Pillichshammer [23].
Another approach to improving the computational efficiency is the MLMC method proposed by
Heinrich [13]. The MLMC method has been used frequently in stochastic differential equations for
options pricing [7, 4, 33].
As we showed in Section 2.4, given a sequence P0, P1, · · · , PL−1 which approximates PL with
increasing accuracy, we have the simple identity by linearity of expectation:
E[PL] = E[P0] +
L∑
l=1
E[Pl − Pl−1]. (7)
So, we can use the following unbiased estimator for E[PL],
E[PL] ≈ N−10
N0∑
n=1
P
(0,n)
0 +
L∑
l=1
{
N−1l
Nl∑
l=1
(
P
(l,n)
l − P (l,n)l−1
)}
(8)
with the inclusion of l in (l, n) indicating that independent samples are used at each level of
correction.
If Y is an approximation to E[P ], then the mean squared error (MSE) is
MSE ≡ E[(Y − E[P ])2] = V [Y ] + (E[Y ]− E[P ])2. (9)
So, if Y is multi-level estimator
Y =
L∑
l=0
Yl, Yl = N
−1
l
Nl∑
n=1
(
P
(l,n)
l − P (l,n)l−1
)
,
with P−1 ≡ 0, then
E[Y ] = E[PL], V [Y ] =
L∑
l=0
N−1l Vl, Vl ≡ V [Pl − Pl−1].
To ensure that the MSE is less than 2, it is important that V [Y ] and (E[PL − P ])2 are both
less than 12
2. According to this idea, we can see that the cost increases exponentially with level
l, while both the weak error E[Y ] − E[P ] and the multi-level correction of variance Vl decrease
exponentially [7].
A.2 Control variates and Relationship to two-level MLMC
One of the classic methods to reduce the variance of Monte Carlo samples is using control
variates method [12]. When we want to estimate E[f ] and there is a function h which is high
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correlated to f with a known expectation E[h], we can use the unbiased estimator for E[f ] which
are consisted from N i.i.d. samples ω(n) as follows,
N−1
N∑
n=1
{f(ω(n))− a(h(ω(n) − E[h]))}. (10)
Then, variance is expressed as: V [f(ω(n))] = V [f(ω(n))] + a2V [h(ω(n))]− 2aCov(f(ω(n)), h(ω(n)))
and the optimal value for a is ρ
√
V [f ]/V [h], where ρ is the correlation between f and h. So, the
variance of this estimator is reduced by a factor of 1− ρ2 (see Giles [7]).
Two-level MLMC is very similar to this method. According to Giles [8], if we want to estimate
E[P1] but it is much cheaper to simulate P0 which approximates P1, then since
E[P1] = E[P0] + E[P1 − P0], (11)
we can use the unbiased two-level estimator
N−10
N0∑
n=1
P
(n)
0 +N
−1
1
N1∑
n=1
(
P
(n)
1 − P (n)0
)
. (12)
There are two different points from control variates methods. One is that the value of E[P0] is
unknown, so has to be estimated. The other is using a = 1.
B Proofs of Lemmas and Theorems
In this part, we show the proof of lemmas and theorems introduced in this paper.
B.1 Proof of Theorem 1
Proof. Now we consider the constrained minimization problem as follow,
min
Nt
T∑
t=0
N−1t Vt s.t.
T∑
t=0
NtCt = M,
where M is constant.
For a fixed cost, the variance is minimized by choosing Nt to minimize
f =
T∑
t=0
N−1t Vt + µ2
( T∑
t=0
NtCt −M
)
(13)
for some value of the Lagrange multiplier µ2 (µ > 0). Thus,
∂f
∂Nt
= −N−2t Vt + µ2Ct = 0.
Therefore, we obtain
Nt =
1
µ
√
Vt
Ct
(∵ µ > 0, Ct > 0,Vt > 0) (14)
Now, we substitute (14) for (13),
f =
T∑
t=0
µ
√
VtCt +
T∑
t=0
µ
√
VtCt − µ2M
= 2µ
T∑
t=0
√
VtCt − µ2M. (15)
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We differentiate (15) by µ,
∂f
∂µ
= 2
T∑
t=0
√
VtCt − 2µM = 0
Therefore,
µ =
1
M
T∑
t=0
√
VtCt. (16)
Thus, we substitute (16) for (14),
Nt =
M∑T
t=0
√
VtCt
√
Vt
Ct
. (17)
We consider the ratio of Nt+1 to Nt,
Nt+1
Nt
=
M∑T
t=0
√
VtCt
√
Vt+1
Ct+1
·
∑T
t=0
√
VtCt
M
√
Ct
Vt
=
√
Vt+1/Ct+1
Vt/Ct
.
According to this result, the optimal sample size Nt+1 is,
Nt+1 =
√
Vt+1/Ct+1
Vt/Ct
Nt.
Remembering Assumption 1, we obtain,
Nt+1 =
√
Vt+1
Vt
Nt,
and the claim is proved.
B.2 Proof of Proposition 1
Proof. According to Assumption 4, we obtain,
||gλt()− gλt−1()||22 ≤ K2||T (;λt)− T (;λt−1)||22.
Now, the all of variational parameters is a single vector λ = (m,v). Therefore, according to
Assumption 2, the tranceformation T (;λt) can be written as,
T (;λt) = mt + vt · .
Thus, we obtain,
||gλt()− gλt−1()||22 ≤ K2||T (;λt)− T (;λt−1)||22
= K2‖(mt + vt · )− (mt−1 + vt−1 · )‖22
= K2‖(mt −mt−1) + (vt − vt−1) · ‖22. (18)
By Assumption 5,
K2‖(mt −mt−1) + (vt − vt−1) · ‖22 = K2‖ − αt−1gˆmt−1(1:N ) − αt−1gˆvt−1(1:N ) · ‖22
= α2t−1K2‖gˆmt−1(1:N ) + gˆvt−1(1:N ) · ‖22.
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By plugging the above in Eq.(18) and taking the expectation, we obtain,
Ep()
[
||gλt()− gλt−1()||22
]
≤ α2t−1K2Ep()
[
‖gˆmt−1(1:N ) + gˆvt−1(1:N ) · ‖22
]
≤ α2t−1K2Ep()
[
‖gˆmt−1(1:N )‖22 + ‖gˆvt−1(1:N ) · ‖22
]
(∵ triangle inequality)
≤ α2t−1K2Ep()
[
‖gˆmt−1(1:N )‖22 + ‖gˆvt−1(1:N )‖22 · ‖‖22
]
(∵ Cauchy-Schwarz inequality).
Because of a one-sample  i.i.d.∼ p() ∈ Rd, the expectation of ‖‖22 is,
Ep()
[
‖‖22
]
= Ep()[2(1) + 
2
(2) + · · ·+ 2(d)]
= Ep()[2(1)] + Ep()[
2
(2)] + · · ·+ Ep()[2(d)]
= dEp()[2(1)].
Therefore, if we consider Ep()[2(1)] ≤ δ(≥ 0),
Ep()
[
||gλt()− gλt−1()||22
]
≤ α2t−1K2
(
Ep()
[
‖gˆmt−1(1:N )‖22
]
+ dEp()[2(1)]Ep()
[
‖gˆvt−1(1:N )‖22
])
(19)
≤ α2t−1K2
(
Ep()
[
‖gˆmt−1(1:N )‖22
]
+ dδEp()
[
‖gˆvt−1(1:N )‖22
])
. (20)
Here,
Ep()
[
‖gˆmt−1(1:N )‖22
]
= Ep()
[
‖ 1
N
N∑
n=1
gmt−1(n)‖22
]
=
1
N2
·NEp()
[
‖gmt−1(1)‖22
]
=
1
N
Ep()
[
‖gmt−1(1)‖22
]
= O(N−1).
The same results are obtained for the term Ep()[‖gˆvt−1(1:N )‖22]). According to this, Eq.19 can be
rewritten as
Ep()
[
||gλt()− gλt−1()||22
]
≤ α2t−1K2(N−1C1 + dEp()[2(1)]N−1C2)
≤ α2t−1N−1K2(C1 + dδC2)
= O(α2t−1N−1),
where C1, C2 are positive constances.
Thus, as t→∞, we can see that Ep()[||gλt()− gλt−1()||22] = O(α2t−1N−1). Furthermore, Vt is
typically similar in the magnitude to Ep()[||gλt()− gλt−1()||22] [9] because,
Vt = V[gλt()− gλt−1()]
= Ep()
[ ∥∥gλt()− gλt−1()∥∥22 ]− ∥∥∥∥Ep()[gλt()− gλt−1()]∥∥∥∥2
2
≤ Ep()
[ ∥∥gλt()− gλt−1()∥∥22 ].
Therefore, we obtain the fact that Vt = O(α2t−1N−1) (as t→∞). Thus, if we use one-sample to
estimate the gradient estimator, the order of Vt is O(α2t−1).
According the fact that αt
t→∞→ 0, the one sample variance Vt goes to 0 asymptotically as
iteration proceeds.
Thus, the claim is proved.
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B.3 Proof of Corollary 1
Proof. According to Theorem 1, the optimal number of samples is,
Nt =
√
Vt
Vt−1
Nt−1
=
√
Vt
Vt−1
×
√
Vt−1
Vt−2
× · · · ×
√
V2
V1
N1
=
√
Vt
V1
N1.
Because the magnitude of Vt is O(α2t−1N−10 ), we obtain,
Nt ∝
√
α2t−1N
−1
0
α20N
−1
0
N1
=
√
α20η
2
t−1
α20
N1
= ηt−1N1.
Therefore, the optimal sample size Nt can be expressed as Nt ∝ ηt−1N1.
B.4 Proof of Lemma 1
Proof. MRG in iteration T can be rewritten as,
∇λTLMRG(λT ) = Ep()[gλ0()] +
T∑
t=1
(
Ep()
[
gλt()− gλt−1()
])
= Ep()[gλ0()] +
T−1∑
t=1
(
Ep()
[
gλt()− gλt−1()
])
+ Ep()
[
gλT ()− gλT−1()
]
= ∇λT−1LMRG(λT−1) + Ep()
[
gλT ()− gλT−1()
]
.
By constructing the unbiased estimator in the above,
∇̂λTLMRG(λT ) = ∇̂λT−1LMRG(λT−1) +N−1T
NT∑
n=1
[
gλT ((n,T ))− gλT−1((n,T ))
]
.
Further, according to Assumption 5,
λT+1 = λT − αT ∇̂λTLMRG(λT )
= λT − αT
(
∇̂λT−1LMRG(λT−1) +N−1T
NT∑
n=1
[
gλT ((n,T ))− gλT−1((n,T ))
])
= λT − αT ∇̂λT−1LMRG(λT−1)− αtN−1T
NT∑
n=1
[
gλT ((n,T ))− gλT−1((n,T ))
]
= λT − α0ηT ∇̂λT−1LMRG(λT−1)− αTN−1T
NT∑
n=1
[
gλT ((n,T ))− gλT−1((n,T ))
]
= λT − ηT
ηT−1
α0ηT−1∇̂λT−1LMRG(λT−1)− αTN−1T
NT∑
n=1
[
gλT ((n,T ))− gλT−1((n,T ))
]
= λT +
ηT
ηT−1
(λT − λT−1)− αTN−1T
NT∑
n=1
[
gλT ((n,T ))− gλT−1((n,T ))
]
.
Changing T to t, the claim is proved.
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B.5 Proof of Lemma 2
Proof.
V[∇̂λtL(λt)] = α−2t V[−αt∇̂λtL(λt)]
= α−2t V
[
ηt
ηt−1
(λt − λt−1)− αtN−1t
Nt∑
n=1
[
gλt((n,t))− gλt−1((n,t))
]]
= α−2t V
[
− αtN−1t
Nt∑
n=1
[
gλt((n,t))− gλt−1((n,t))
]]
= V
[
N−1t
Nt∑
n=1
[
gλt((n,t))− gλt−1((n,t))
]]
= N−2t V
[ Nt∑
n=1
[
gλt((n,t))− gλt−1((n,t))
]]
= N−2t NtV
[
gλt((1,t))− gλt−1((1,t))
]
= N−1t V
[
gλt((1,t))− gλt−1((1,t))
]
≤ N−1t κtα2t−1
= dη−1t−1N−11 eκtα2t−1
≤ κt ·N−11 · η−1t−1 · α20η2t−1
= κt · α20ηt−1N−11
= O(ηt−1N−11 )
= O(ηt−1N−10 ) (∵ N1 = N0).
B.6 Proof of Theorem 2
Proof. By Assumption 3, we have that L(λ) ≤ L(λ¯) +∇λ¯L(λ¯)>(λ− λ¯) + 12K1||λ− λ¯||22,∀λ, λ¯. By
using the SGD-update rule (Assumption 5), we obtain λt+1 − λt = −αtgˆλt(1:N ). Thus, when we
set λ = λt+1 and λ¯ = λt, this assumption can be expressed as
L(λt+1)− L(λt) ≤ ∇λtL(λt)>(λt+1 − λt) +
1
2
K1||λt+1 − λt||22
= −αt∇λtL(λt)>gˆλt(1:Nt) +
α2tK1
2
||gˆλt(1:N )||22.
Taking expectation by 1:N ∼ p(), we obtain,
Ep(1:N )[L(λt+1)− L(λt)] ≤ −αt∇λtL(λt)>Ep(1:N )[gˆλt(1:N )] +
α2tK1
2
Ep(1:N )
[
‖gˆλt(1:N )‖22
]
.
Using the fact that Ep(1:N )[||gˆλt(1:N )||22] = V[gˆλt(1:N )]+||Ep(1:N )[gˆλt(1:N )]||22 and Ep(1:N )[gˆλt(1:N )] =
∇λtL(λt), we obtain,
Ep(1:N )[L(λt+1)− L(λt)] ≤ −αt||∇λtL(λt)||22 +
α2tK1
2
(
V[gˆλt(1:N )] +
∥∥Ep(1:N )[gˆλt(1:N )]∥∥22).
Further, re-using the fact that Ep(1:N )[gˆλt(1:N )] = ∇λtL(λt), the above equation can be rewritten
as,
Ep(1:N )[L(λt+1)− L(λt)] ≤
α2tK1
2
V[gˆλt(1:N )] +
(
α2tK1
2
− αt
)
||∇λtL(λt)||22.
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Summing for t = 1, 2, . . . , T and we take the total expectation,
E[L(λT )− L(λ1)] ≤ K1
2
T∑
t=1
α2tE
[
V[gˆλt(1:N )]
]
+
T∑
t=1
(
α2tK1
2
− αt
)
E
[
||∇λtL(λt)||22
]
.
From the fact that L(λ∗) − L(λ1) ≤ E[L(λT ) − L(λ1)], where λ1 is determinitic and λ∗ is the
optimal parameter, we have the following inequality by dividing the inequality by AT =
∑T
t=1 αt,
1
AT
[L(λ∗)− L(λ1)] ≤ K1
2AT
T∑
t=1
α2tE
[
V[gˆλt(1:N )]
]
+
1
AT
T∑
t=1
(
α2tK1
2
− αt
)
E
[
||∇λtL(λt)||22
]
.
Therefore, we can obtain,
1
AT
T∑
t=1
αtE
[
||∇λtL(λt)||22
]
≤ 1
AT
[L(λ1)− L(λ∗)] + K1
2AT
T∑
t=1
α2tE
[
||∇λtL(λt)||22
]
+
K1
2AT
T∑
t=1
α2tE
[
V[gˆλt(1:N )]
]
.
If we estimate the gradient values by MC samples, we can see V[gˆλt(1:N )] ≤ κN−1. Therefore,
1
AT
T∑
t=1
αtE
[
||∇λtL(λt)||22
]
≤ 1
AT
[L(λ1)− L(λ∗)] + K1
2AT
T∑
t=1
α2tE
[
||∇λtL(λt)||22
]
+
K1
2AT
T∑
t=1
α2tE
[
V[gˆλt(1:N )]
]
≤ 1
AT
[L(λ1)− L(λ∗)] + K1
2AT
T∑
t=1
α2tE
[
||∇λtL(λt)||22
]
+
κ ·K1
2ATN
T∑
t=1
α2t
=
1
AT
[L(λ1)− L(λ∗)] + K1
2AT
T∑
t=1
α2t
(
E[||∇λtL(λt)||22] +
κ
N
)
=
1
AT
[L(λ1)− L(λ∗)] + α
2
0K1
2AT
T∑
t=1
η2t
(
E
[
||∇λtL(λt)||22
]
+
κ
N
)
. (∵ αt = α0 · ηt)
If we estimate the gradient values by RQMC samples, as with the above, we obtain,
1
AT
T∑
t=1
αtE
[
||∇λtL(λt)||22
]
≤ 1
AT
[L(λ1)− L(λ∗)] + α
2
0K1
2AT
T∑
t=1
η2t
(
E
[
||∇λtL(λt)||22
]
+
κ
N2
)
.
Thus, the claim is proved.
B.7 Proof of Theorem 3
By taking the same result from the proof of Theorem 2, we obtain,
L(λt+1)− L(λt) ≤ −αt∇λtL(λt)>gˆλt(1:Nt) +
K1
2
|| − αtgˆλt(1:Nt)||22.
Taking expectation by 1:N ∼ p(), we obtain,
Ep(1:Nt )[L(λt+1)− L(λt)] ≤ −αt∇λtL(λt)>Ep(1:Nt )[gˆλt(1:Nt)] +
K1
2
Ep(1:N )
[
|| − αtgˆλt(1:Nt)||22
]
.
Using the fact that Ep(1:N )[|| − αtgˆλt(1:N )||22] = V[−αtgˆλt(1:N )] + ||Ep(1:N )[−αtgˆλt(1:N )]||22 and
Ep(1:Nt )[gˆλt(1:Nt)] = ∇λtL(λt), we obtain,
Ep(1:Nt )[L(λt+1)− L(λt)] ≤ −αt||∇λtL(λt)||22 +
K1
2
(
V[−αtgˆλt(1:Nt)] + α2t ||Ep(1:Nt )[gˆλt(1:Nt)]||22
)
.
(21)
According to Lemma 1 and the proof of this,
−αtgˆλt(1:Nt) =
ηt
ηt−1
(λt − λt−1)− αtgˆ′λt(1:Nt),
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where gˆ′λt(1:Nt) = N
−1
t
∑Nt
n=1[gλt((n,t))− gλt−1((n,t))]. Therefore,
V[−αtgˆλt(1:Nt)] = V
[
ηt
ηt−1
(λt − λt−1)− αtgˆ′λt(1:Nt)
]
= α2tV[gˆ′λt(1:Nt)]
≤ α2tκηt−1N−10 . (∵ N1 = N0)
Thus, Eq.(21) can be rewritten as,
Ep(1:Nt )[L(λt+1)− L(λt)] ≤ −αt||∇λtL(λt)||22 +
K1
2
(
V[−αtgˆλt(1:Nt)] + α2t ||Ep(1:Nt )[gˆλt(1:Nt)]||22
)
≤ −αt||∇λtL(λt)||22 +
K1
2
(
α2tκηt−1N
−1
0 + α
2
t ||Ep(1:Nt )[gˆλt(1:Nt)]||22
)
= −αt||∇λtL(λt)||22 +
α2tK1
2
(
κηt−1N−10 + ||Ep(1:Nt )[gˆλt(1:Nt)]||22
)
.
Further, re-using the fact that Ep(1:N )[gˆλt(1:N )] = ∇λtL(λt), the above equation can be rewritten
as,
Ep(1:Nt )[L(λt+1)− L(λt)] ≤
κK1α
2
t
2N0
· ηt−1 +
(
α2tK1
2
− αt
)
E
[
||∇λtL(λt)||22
]
.
Summing for t = 1, 2, . . . , T and we take the total expectation,
E[L(λT )− L(λ1)] ≤ κK1
2N0
T∑
t=1
α2t ηt−1 +
T∑
t=1
(
α2tK1
2
− αt
)
E
[
||∇λtL(λt)||22
]
.
From the fact that L(λ∗)−L(λ1) ≤ E[L(λT )−L(λ1)], we have the following inequality by dividing
the inequality by AT =
∑T
t=1 αt,
1
AT
[L(λ∗)− L(λ1)] ≤ κK1
2N0AT
T∑
t=1
α2t ηt−1 +
1
AT
T∑
t=1
(
α2tK1
2
− αt
)
E
[
||∇λtL(λt)||22
]
.
Therefore, we can obtain,
1
AT
T∑
t=1
αt||∇λtL(λt)||22 ≤
1
AT
[L(λ1)− L(λ∗)] + K1
2AT
T∑
t=1
α2tE
[
||∇λtL(λt)||22
]
+
κK1
2N0AT
T∑
t=1
α2t ηt−1
=
1
AT
[L(λ1)− L(λ∗)] + K1
2AT
T∑
t=1
α2t
(
E
[
||∇λtL(λt)||22
]
+
κ
N0
ηt−1
)
=
1
AT
[L(λ1)− L(λ∗)] + α
2
0K1
2AT
T∑
t=1
η2t
(
E
[
||∇λtL(λt)||22
]
+
κ
N0
ηt−1
)
.
Thus, the claim is proved.
B.8 Proof of Proposition 2 for an upper bound on SN-ratio
Proof. Firstly, we focus on the MC-based and RQMC-based method.
Using the fact that Ep(1:Nt )[||gˆλt(1:Nt)||22] = V[gˆλt(1:Nt)]+||Ep(1:Nt )[gˆλt(1:Nt)]||22 and Ep(1:Nt )[gˆλt(1:Nt)] =∇λtL(λt), we obtain
Ep(1:Nt )[||gˆλt(1:Nt)||22] = V[gˆλt(1:Nt)] + ||Ep(1:Nt )[gˆλt(1:Nt)]||22
= V[gˆλt(1:Nt)] + ||∇λtL(λt)||22.
Thus, SN-ratio in optimization step t can be expressed as,
SNR(λt) =
V[gˆλt(1:Nt)] + ||∇λtL(λt)||22√
V[gˆλt(1:Nt)]
,
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By using the order of variance in each methods and dividing the numerator by the denominator
and remembering N = N0, we obtain
SNR(λt) ≤

||∇λtL(λt)||22 ·
√
N0
κ +
√
κ
N0
(MC)
||∇λtL(λt)||22 · N0√κ +
√
κ
N0
(RQMC)
Secondly, we show the SNR bound of our method. SNR can be expressed as,
SNR(λt) =
E
[
||gˆλt(1:Nt)||22
]
√
V[gˆλt(1:Nt)]
=
α2tE
[
||gˆλt(1:Nt)||22
]
α2t
√
V[gˆλt(1:Nt)]
=
E
[
||αtgˆλt(1:Nt)||22
]
√
αtV[gˆλt(1:Nt)]
=
E
[
||αtgˆλt(1:Nt)||22
]
√
α−1t V[αtgˆλt(1:Nt)]
.
According to the fact that Ep(1:N )[||αtgˆλt(1:N )||22] = V[αtgˆλt(1:N )] + ||Ep(1:N )[αtgˆλt(1:N )]||22, we
obtain,
SNR(λt) =
V[αtgˆλt(1:Nt)] + ||Ep(1:N )[αtgˆλt(1:Nt)]||22√
α−1t V[αtgˆλt(1:Nt)]
.
Here, according to Lemma 1 and the order of variance,
V[αtgˆλt(1:Nt)] = V
[
ηt
ηt−1
(λt−1 − λt) + αtgˆ′λt(1:Nt)
]
= α2tV[gˆ′λt(1:Nt)]
≤ α2tκηt−1N−10 .
Therefore,
SNR(λt) =
V[αtgˆλt(1:Nt)] + ||Ep(1:N )[αtgˆλt(1:Nt)]||22√
α−1t V[αtgˆλt(1:Nt)]
≤ α
2
tκηt−1N
−1
0 + α
2
t ||Ep(1:N )[gˆλt(1:Nt)]||22√
α−1t α2tκηt−1N
−1
0
=
κηt−1N−10 + ||∇λtL(λt)||22√
κηt−1N−10
= ||∇λtL(λt)||22 ·
√
N0
κηt−1
+
√
κηt−1
N0
.
Thus, the claim is proved.
C Details of models in Experiments
In this part, we show the details of the generative process of models in the experimental parts.
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C.1 Hierarchical Linear Regression
We set a Gaussian hyperprior on µ′, and lognormal hyperpriors on the variance of intercepts σ′
and the noise .
The generative process of this model is as follows.
µ′ ∼ N (0, 102), weight hyper prior
σ′ ∼ LogNormal(0.5), weight hyper prior
 ∼ LogNormal(0.5), noise
bi ∼ N (µ′, σ′), weights
yi ∼ N (x>i bi, ). output distribution
We set I = 100 and k = 10, where k denotes the dimension of the data xi and I is the number of
observations. In this settings, the dimension of the whole parameter space is d = I×k+k+2 = 1012,
and we approximate it by using a variational diagonal Gaussian distribution.
We optimized the ELBO of the MC- and the RQMC-based method by using the Adam
optimizer [18] and of the MLMC-based by using the SGD optimizer with learning-rate scheduler
η. We compared the performance of the benchmark methods with that of our method by using
100 initial MC or RQMC samples for inference. Further, we compared the empirical variance and
SNR of these methods by using 100 or 10 initial MC or RQMC samples for inference. In the
optimization step, we use η as the step-decay function and set the hyperparameter {β, r} for sample
size estimation to {0.5, 100}.
C.2 Bayesian Logistic Regression (Binary Classification)
We set a standard Gaussian hyper prior on µ′, and a inverse gamma hyper prior (weak information
prior) on the variance of weights σ′.
The generative process of this model is as follows.
σ′ ∼ Gamma(0.5, 0.5), weight hyper prior
µ′ ∼ N (0, 1), weight hyper prior
zi ∼ N (µ′, 1/σ′), weights
σ(x) =
1
1 + exp(−x) , Sigmoid function
yi ∼ Bernoulli(σ(x>i zi)). output distributions
In these settings, the dimension of the whole parameter space is d = 1044, and we approximate
it by using a variational diagonal Gaussian distribution.
We optimized the ELBO of the MC- and the RQMC-based method by using the Adam
optimizer [18] and of the MLMC-based by using the SGD optimizer with learning-rate scheduler
η. We compared the performance of the benchmark methods with that of our method by using
100 initial MC or RQMC samples for inference. Further, we compared the empirical variance and
SNR of these methods by using 100 or 10 initial MC or RQMC samples for inference. In the
optimization step, we use η as the step-decay function and set the hyperparameter {β, r} for sample
size estimation to {0.5, 100}.
C.3 Bayesian Neural Network (Regression)
The network consisted of a 50-unit hidden layer with ReLU activations. We set a normal prior
over each weight and placed an inverse Gamma hyperprior over each weight prior. We also set an
inverse Gamma prior to the observed variance.
The generate process of this model is as follows.
α ∼ Gamma(1., 0.1), weight hyper prior
τ ∼ Gamma(1., 0.1), noise hyper prior
wi ∼ N (0, 1/α), weights
y ∼ N (φ(x,w), 1/τ). output distributions
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In this settings, φ(x,w) is a multi-layer perceptron which maps input data x to output y by
using the set of weights w. We express the set of parameters as θ := (w, α, τ). The model exhibits a
posterior of dimension d = 653 and was applied to a 100-row dataset subsampled from the wine-red
dataset.
We approximated the posterior by using a variational diagonal Gaussian distribution, and we
use learning-rate scheduler η as the step-decay function and set the hyperparameter {β, r} for
sample size estimation to {0.5, 100}.
We optimized the ELBO of the MC- and the RQMC-based method by using the Adam optimizer
and of the MLMC-based method by using the SGD optimizer with learning-rate scheduler. We
compared the performance of the benchmark methods with that of our method by using 100 initial
MC or RQMC samples for inference. Further, we compared the empirical variance and SNR of
these methods by using 100 or 10 initial MC or RQMC samples for inference.
C.4 Bayesian Neural Network (Multi-label Classification)
The network consisted of a 50-unit hidden layer with ReLU activations. We set a normal prior
over each weight and placed an inverse Gamma hyperprior over each weight prior. We also set an
inverse Gamma prior to the observed variance. Further, we applied the batch normalization to the
product term of x,w.
The generate process of this model is as follows.
σ′ ∼ Gamma(1., 0.1), weight hyper prior
µ′ ∼ N (0, 102), weight hyper prior
wi ∼ N (µ′, σ′), weights
σ(xi) =
exp(xi)∑
j exp(xj)
, Softmax function
y ∼ Categorical(σ(φ(x,w))). output distributions
In this settings, φ(x,w) is a multi-layer perceptron which maps input data x to output y by
using the set of weights w. We express the set of parameters as θ := (w, α, τ). The model exhibits
a posterior of dimension d = 653 and was applied to a 100-row dataset subsampled from the
wine-white dataset.
We approximated the posterior by using a variational diagonal Gaussian distribution, and we
use learning-rate scheduler η as the step-decay function and set the hyperparameter {β, r} for
sample size estimation to {0.5, 100}.
We optimized the ELBO of the MC- and the RQMC-based method by using the Adam optimizer
and of the MLMC-based method by using the SGD optimizer with learning-rate scheduler. We
compared the performance of the benchmark methods with that of our method by using 100 initial
MC or RQMC samples for inference. Further, we compared the empirical variance and SNR of
these methods by using 100 or 10 initial MC or RQMC samples for inference.
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C.5 Experimental Results of Test Log-Likelihood
C.5.1 Hierarchical Linear Regression
Figure 3: Log-Likelihood for test dataset on hierarchical linear regression.
C.5.2 Bayesian Logistic Regression
Figure 4: Log-Likelihood for test dataset on bayesian logistic regression.
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C.5.3 Bayesian Neural Network (Regression)
Figure 5: Log-Likelihood for test dataset on bayesian neural network regression.
C.5.4 Bayesian Neural Network (Classification)
Figure 6: Log-Likelihood for test dataset on bayesian neural network classification.
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D The number of i.i.d. samples:  ∼ p()
Our methods can reduce the number of samples for estimating the gradient values. It is
estimated as Nt = dηt−1N0e. The results of the estimation of sample-number in experimental
settings (β = 0.5, r = 100) are shown as follows.
Figure 7: Reduction of random variable samples, when β = 0.5, r = 100.
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