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Obtaining insights on the data is as important.
In ML most powerful classifiers are black-box.
It is hard to explain a classifier’s decision.
Classification based on shapelets relies on white-box features.
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We propose a generic framework to learn 
multivariate shapelets using Neural Networks.
Shapelets are learnt jointly with a NN weights.
Deeper networks allow to learn shapelets in more complex scenarios. 
This allows to leverage from all recent advances in deep learning.
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FastShapelets (Rakthanmanon, 2013) employs SAX to project each time-
series in a lower-dimensional space, where shapelets are found.
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Discovery and classification are separated (Hills, 2014).
First shapelets are found, then used to transform the data.
The distances are computed by sliding each 
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The Minimum Distance Matrix (MDM) 
forms the new feature space.
M can then be used as input data for 
standard ML models for classification.
𝑀𝑖,𝑗 represent how well the 𝑗𝑡ℎ shapelet fits 
in the 𝑖𝑡ℎ time-series.
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Shapelet and the parameters of a linear classifier (logistic 
regression) are jointly learnt (Grabocka, 2014) using the values 
of the MDM as predictors.
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Instead of exhaustive search among candidates, 
shapelets can be learnt from the data.
Two shapelets learnt on the UCR Coffee dataset
(Grabocka et al, 2014).
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In practice, most datasets are multivariate (sensor data).
The classifier only allows for linear decision boundary.
For non-linearly separable problems, performance will be low.
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The focus is on learning meaningful interpretable shapelets.
The framework can be used both as feature extractor or classifier.
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The main idea is to embed the learning within a Neural 
Network architecture.
The introduction of a custom layer that computes the distance 
matrix allows a direct embedding.
The learning can then benefit from all recent DL advances.
This provides a more generic classifier, also suitable for more 
complex problems.
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thus updating the 
shapelets and weights.
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Meaningful multivariate motifs to be used as initial candidates.
This guarantees that the shapelets are recurrent motifs, 
though not yet discriminative.
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The MP of a time-series is another 
time-series obtained by retrieving 
the 1-Nearest Neighbor distance of 
every subsequence to each other.
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The minima of the MP represent the top motifs in the time-series.
The maxima of the MP are the discords.
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Not every channel is always informative.
One or more channels can be noise.
Multivariate motifs will span 1 or more 
channels.
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Shapelets are initialized by concatenating (a sample of) time-series 
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This motif is accepted 
and will be used to 
initialize a 3D shapelet. 
The MP is 2-D so only 
2 out of 3 channel are 
informative here.
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The strategy allows to extract motifs (i.e. most common patterns)
from each class, rather than discriminative motifs.
Very similar motifs could be chosen for different classes.
The motifs extracted with the MP are meaningful: each represents 
a different level and depth of interactions between the channels.
Each motif potentially captures a relevant shapelet for
classification.
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