For the Dirac equation with potential V(r) obeying fo (1 + r) I V(r) Idr < 00 we prove a relativistic version of Levinson's theorem that relates the number of bound states in the spectral gap [ -m,m] to the variation of an appropriate phase along the continuous part of the spectrum. In the process, the asymptotic properties of the Jost function as E -+ ± mare analyzed in detail. The connection with the nonrelativistic version of Levinson's theorem is also established.
I. INTRODUCTION
In this paper, we consider the Dirac equation for a particle moving in a central electrostatic potential V(r). Separation of variables leads to the following systems of equations . / , (0 -01).", 
"'2(r)
on ° < r < 00. Here, m is the mass of the particle, e is the velocity oflight, E is the energy (in units where Ii = 1), and K is a nonzero integer. We assume that V(r) satisfies 1"0 (1 + r) lV(r) Idr< 00.
(
1.2)
This condition guarantees that the differential operator H is limit point at zero l (it is always limit point at infinity2) so that H/C can be viewed as a self-adjoint operator in the Hilbert space of vector-valued functions", satisfying fo (1"'11 2 + 1"'21 2 )dr< 00. The spectrum of H/C is absolutely continuous on ( -00, -me 2 ] U [me 2 ,00) and consists of at most finitely many (simple) eigenvalues in the gap [ -me
There is a deep connection between the continuous part and the discrete part of the spectrum. In the SchrOdinger case, this is the content of Levinson's theorem. 3 Here we study its relativistic analog. In order to facilitate the comparison with other authors, we make the substitution t/J = (~ ~ ) "', which converts (1.1) into me + e-IV(r) -e-IE) t/J. Henceforth, we will only consider K-, 1 which causes no loss of generality since on interchanging the components of t/J the problem corresponding to K, V, E is equivalent to that corresponding to -K, -V, -E. We now also set e = 1 in this section and in Sec. 
FIC(E) = IFIC(E)leillx(E)
= 1 + iCC> (flJlC(E,t)VV(t)~(E,t)dt, (1.6) where 1"0 _
IC([k 2 r/(E+m)]hIC _ I (kr») J K (E,r) -
( 1.7) Here, hIC(kr) It is important to add that the difference is K ( -m) -iSK(m) may be viewed as the change of phase as we go, through real values, from E = m to + 00 and then from E = -00 to E = -m. SO'IV(r) IT" dr< 00 for n = 0, 1, or 2 was assumed and for Levinson's theorem n = 2 (and n = 0) were absolutely essential. Theorem ( 1.1 ) is proved in Sec. II. In Sec. III we discuss the nonrelativistic limit C-+ 00.
II. PROPERTIES OF FK(E) AND PROOF OF THEOREM
(1.1) 183 The solution f{JK (E,r) where
(2.4)
We first collect some results concerning the solutions at E = ± m which will be used later on. From standard asymptotic analysis based on (2.1) it follows that 
(2.8)
The reason for having a term o( r" -I) in the second component of (2.6) is that r- 
Similarly, for E = -m, we have and deduce from (2.1) the representations 
The solution XK will be needed later. At the heart of our method is the following lemma whose proof we defer to the Appendix. (
If{JK.j(E,r) -f{JK.j(m,r)I<Ck 2 [rl(1 +kr)]K+I
The pertinent properties of the Jost function are summarized in the next theorem. We denote the L 2 norm of a vector function by II II.
is analytic for 1m E> 0 and has an analytic continuation into the half-plane 1m E < O. Moreover, the extended function FK (E) assumes continuous boundary values as E approaches the real axis from either above or below.
(ii) As IE 1-00, 1m E>O, 
(2.26) Also,
(2.31 )
Hence, 34) and also 
1(f{JK (E,r) VV(r).f.! (E,r) I <C I VCr
(2.38)
Consider I, first. By (1.4), (2.9), and (2.11)
(2.41 )
From (2.39), (2.40), (2.41), and (2.30) we find 42) where
[with the convention ( -I)!! = 1].
Now consider 1 2 , If we expand 44) and use (2.18), then by dominated convergence 
(2.48) Therefore, by (1.4), (2.9), (2.11), (2.14), and (2.15) we can say that Now, by (2.30), (2.41), (2.18), and (1.2) we have 
(2.52)
(2.54)
To prove (2.52) we use the equation /r uK(m,r) ( 0 -1)
(2.55)
We multiply the equation (iv) The proof is, of course, similar to that of (iii), but the case K = 1 requires special attention. Also, the estimates are more tedious because the two components of'PK ( -m,r) must be controlled by separate bounds, namely, 57) and similarly for the difference 'P/C (E,r) -'PK ( -m,r) according to Lemma (2.1). Assume K>2 first. Then
I'O(Er)=(-2m(2K-3)!!rnl )
(2.58) and 
_ (2K-1)!! roo u",2(-m,t)V(t)t-K dt. (2.64) 2m
Jo Here,
. By using dominated convergence 13 = o(k 2) so that F" (E) = dICk 2 + o(k 2) with dIe = a" + 13" and we must reduce this coefficient to the form (2.26). To this end we use the following identities, the proof of which is similar to that of (2.52)-(2.54) and is therefore omitted: 
LOO u",d-m,t)V(t)t-,,+ldt
= Loo f{J",1 ( -m,t)t -K+ I dt-(2K -1) X Loo U",2 ( -m,t)t -I f dt, Loo f{JIf,2 ( -m,t)t -I f dt = --- f{J",1 ( -m,t) V(t)t -,,+ I dt, 1 L"" 2K-1 0 -2 L"" f{J",1 ( -m,t)t -K+ I dt = 2m Loo f{J",2 ( -m,t)t -
+ Loo f{J",2 ( -m,t) V(t)t -,,+2, (2K-3 LOO f{J",2(-m,t)t-"+2dt
(2.70)
The uniform validity in arg (E + m) of (2.25) and (2.27) again follows from a Phragmen-Lindelof type argument.
This completes the proof of Theorem (2.2). 
III. NON RELATIVISTIC LIMIT
The Jost function associated with (1.1) when c is no longer equal to one can be obtained from (1.6) by making thereplacementsE-c-IE,m-mc, V-+c-IV[cf. ( 1.3)] so that (E,c,t) dt, (3.1) where with ke = c-I~E2 -m 2 c 4 , and where we have modified our notation in an obvious manner in order to exhibit the c dependence. We are interested in the nonrelativistic limit c -00 of FK (E,c) and its phase 15 K (E,c) because by taking this limit we should be able to connect the relativistic Levinson theorem with the nonrelativistic one. Recall that if c -+ 00, then the Dirac equation goes over into a SchrOdinger equation in a sense that has been made precise by several authors, see Hunziker,14 Gesztesy et al.
ls (and the references quoted therein). The main goal of these papers was to develop the perturbation theory of eigenvalues and eigenfunctions in powers of c-I • Some aspects of the scattering theory (convergence of wave operators) in the nonrelativistic limit were studied by Yajima. 16 These authors admit general, not necessarily spherically symmetric potentials. The only paper we are aware of which specifically considers the spherically symmetric case in a rigorous way is the old paper by Titchmarsh. 17 There it is shown that the solution 9'K (E,c,r) has a convergent expansion in powers of c-I although under the strong restriction that Vis a bounded function. But it has been pointed out in Ref. 17 and is not hard to verify that locally the integrability of V is the only requirement for the results of Ref. 17 to go through. In order to formulate our results we need some notation. Put F K+ (e,c) = FK (E,c) Also, put t5 K ± (e,c) = arg F K± (e,c) (e,c) with the difference that 15;; (e,c) -+ -~;; (e) [by (i) ].
(iii) Let n K ± denote the number of negative eigenvalues of L K± and let NK (c) be the number of eigenvalues of HK (c) in [-mt?,mt?] . Suppose F K± (0) #0. Then NK (c) = n/ + n K -for c sufficiently large.
Proof: We omit the suffix K from the solutions 9'K andft! for this proof. Consider F / (e,c) . By (2.29) and (2.30) we have 
I I9'2(E,c,t) V(t)i1 (E,c,t) I<;;C [(e + 2mt?)/c 2 ]
This shows that the theorem on dominated convergence is applicable to (3.1). Alternatively, the middle term in (3.4) can be estimated by
(3.6) (3.5) and (3.6) together imply that in order to prove F / (e,c) -+F K+ (e) uniformly on e>O it suffices to prove Ic-
I LR IP2(E,c,t) V(t)i1 (E,c,t)dt -LR qJ2(e,t) V(t),n (e,t)dt
uniformly on every bounded interval O<;;e<;;e o ' Here, qJ2(E,t) = lim C-I 9'2(E,c,t) and ,n(e,t) = lim i1 (e,c,t) .
This is so because the difference Ic-I f; ... -f; ... I can be made arbitrarily small uniformly in e by choosing R sufficiently large and letting C-+ 00 [use (3.5) for ee [O,I] and (3.6) for ee(1,oo)]. Another appeal to (3.6) then shows that the difference in (3.7) can be made arbitrarily small uniformly in e for e>e o by choosing eo large enough and taking C-+ 00. To prove (3.7) for a finite energy interval we estimate separately the integrals LR (C-I 9'2(E,c,t) -qJ2(e,t»V(t) i1 (E,c,t)dt (3.8) and foR ~2(e,t) V(t)~ (E,c,t) -n (e,t»dt. (3.9) Since t is restricted to a finite interval we can use the methods of Ref. 17 (and also Ref. 1) to show that c, t) The statements in (ii) immediately follow from the uniform convergence of the lost functions and the fact that F ,,± (e,c) does not vanish for e > 0, and also not for e = 0 if c is sufficiently large and F K± (0) ;i:0.
The assertion in (iii) is a consequence of Theorem (1.1) since ACKNOWLEDGMENT I thank the referee for some useful suggestions one of which motivated us to add Sec. III to the paper.
APPENDIX: PROOF OF LEMMA (2.1)
The method of proof is similar to that used in the Schro.. dinger case to prove a corresponding result (see Ref. 9, Appendix) but as already mentioned, there are several complications which need to be dealt with carefully. We give a detailed proof of part (i) and then only indicate the changes that are neededJor part (ii).
(i) Let a97K (E,r) = 97K (E,r) -97K (m,r) and define a97 ~ (E,r) and aVf.c (E,r) analogously.
Then using (2.2) we may write -af/;~(E,r) f (tp~(E,t)VV(t)97K(m,t)dt-f/;~(m,r) f (a97~(E,t)VV(t)97K(m,t)dt + f [97~(E,t)(f/;~(E,t)V -Vf.c(E,r)(97~(E,t)V] V(t) a 97K(E,t)dt.
(AI)
~I-----------------------------------
We denote the six terms on the right-hand side by A 1 through A 6 • The idea is to estimate these terms so that Gronwall's inequality can be used at the end. Suppose now that 
ItP~(E,r)I<CkKL -K(kr) G),
IAcpo(Er)I<Ck2 ~+I(1+r) (1) Combining Al and A 2 , using ~(m,r) = (lK -1)!! (~-.) and that the right-hand side of (2.7) is zero we get Al +A2 = -Acp~(E,r) loo (~(m,t)VV(t)cpK(m,t)dt, (AlO) so that by elementary estimates The entries of the matrix cp~(E,r)(~(E,t)V -~ (E,r)(cp ~ (E,t»T are each bounded in magnitude by
CLK+I(kr)L -K-I(kt)(1 +t). (AIS)
So if we set 
Hence by Gronwall's inequality u (E,r) <Cwhich is equivalent to (2.18). Part (i) is proved.
( 
