Equivalence group for generalized Kudryashov-Sinelshchikov equations of second order by Londoño Duque, Oscar Mario, 1979-
UNIVERSIDADE ESTADUAL DE
CAMPINAS
Instituto de Matemática, Estatística e
Computação Científica
OSCAR MARIO LONDOÑO DUQUE
Grupo de Equivalência para Equação
Generalizada de Kudryashov-Sinelshchikov
de Segunda Ordem
Campinas
2019
Oscar Mario Londoño Duque
Grupo de Equivalência para Equação Generalizada de
Kudryashov-Sinelshchikov de Segunda Ordem
Tese apresentada ao Instituto de Matemática, Es-
tatística e Computação Científica da Universi-
dade Estadual de Campinas como parte dos re-
quisitos exigidos para a obtenção do título de
Doutor em Matemática Aplicada.
Orientador: Yuri Dimitrov Bozhkov
Este exemplar corresponde à versão final da Tese
defendida pelo aluno Oscar Mario Londoño Du-
que e orientada pelo Prof. Dr. Yuri Dimitrov
Bozhkov.
Campinas
2019
Ficha catalográfica
Universidade Estadual de Campinas
Biblioteca do Instituto de Matemática, Estatística e Computação Científica
Silvania Renata de Jesus Ribeiro - CRB 8/6592
    
  Londoño Duque, Oscar Mario, 1979-  
 L846g LonGrupo de equivalência para equação generalizada de Kudryashov-
Sinelshchikov de segunda ordem / Oscar Mario Londoño Duque. – Campinas,
SP : [s.n.], 2019.
 
   
  LonOrientador: Yuri Dimitrov Bozhkov.
  LonTese (doutorado) – Universidade Estadual de Campinas, Instituto de
Matemática, Estatística e Computação Científica.
 
    
  Lon1. Lie, Simetrias de. 2. Auto-adjunticidade não-linear. 3. Leis de
conservação (Matemática). 4. Ibragimov, Teorema de. I. Bozhkov, Yuri
Dimitrov, 1962-. II. Universidade Estadual de Campinas. Instituto de
Matemática, Estatística e Computação Científica. III. Título.
 
Informações para Biblioteca Digital
Título em outro idioma: Equivalence group for generalized Kudryashov-Sinelshchikov
equations of second order
Palavras-chave em inglês:
Lie symmetries
Nonlinear self-adjointness
Conservation laws (Mathematics)
Ibragimov theorem
Área de concentração: Matemática Aplicada
Titulação: Doutor em Matemática Aplicada
Banca examinadora:
Yuri Dimitrov Bozhkov
Rodney Carlos Bassanezi
Christian da Silva Rodrigues
Stylianos Dimas
Paolo Piccione
Data de defesa: 11-12-2019
Programa de Pós-Graduação: Matemática Aplicada
Identificação e informações acadêmicas do(a) aluno(a)
- ORCID do autor: https://orcid.org/0000-0002-5666-8224
- Currículo Lattes do autor: http://lattes.cnpq.br/3968936238828351  
Powered by TCPDF (www.tcpdf.org)
Tese de Doutorado defendida em 11 de dezembro de 2019 e aprovada 
 
pela banca examinadora composta pelos Profs. Drs. 
 
 
 
 
 
 
 Prof(a). Dr(a). YURI DIMITROV BOZHKOV 
 
 
 
 
 
 Prof(a). Dr(a). RODNEY CARLOS BASSANEZI 
 
 
 
 
 
 Prof(a). Dr(a). CHRISTIAN DA SILVA RODRIGUES 
 
 
 
 
 
 Prof(a). Dr(a). STYLIANOS DIMAS 
 
 
 
 
 
 Prof(a). Dr(a). PAOLO PICCIONE 
 
 
 
 
 
 
A Ata da Defesa, assinada pelos membros da Comissão Examinadora, consta no 
SIGA/Sistema de Fluxo de Dissertação/Tese e na Secretaria de Pós-Graduação do Instituto de 
Matemática, Estatística e Computação Científica. 
 
 
      
 
      
Esta tese é dedicada ao meu pai Oscar De Jesus Londoño Bustamante e para minha mãe Luz
Elena Duque Isaza, e especialmente aos meus amigos que descansam em paz Oscar Gonzalez,
o cara apaixonado, disposto e desesperado, Felipe "Cauchy" o homem da alegria, Hugo
"gavilan" o homem de relaxamento e desordem e "miss" Evelyn Gutierrez a menina da
esperança.
Agradecimentos
Quero agradecer a minha família e especialmente a meu pai Oscar Londoño Busta-
mante e minha mãe Luz Elena Duque pelo apoio incondicional e toda essa paciência, também
agradecer a um grande ser humano que é meu orientador Yuri Dimitrov Bozhkov, que me
transmitiu toneladas de conhecimento com essa imensa paciência e com toda essa boa vontade,
também agradecer aos bons amigos que teve no IMECC da UNICAMP e finalmente agradecer
aos professores do instituto.
"El ayer es historia, el mañana es un misterio pero el día de hoy es un regalo. Por eso se llama
presente".
(Kunfu panda-Maestro Oogway)
Resumo
Nesta tese calculamos o grupo de equivalência contínuo para a equação generalizada de
Kudryashov-Sinelshchikov de segunda ordem [1], que descreve ondas de pressão no líquido com
bolhas de gás. Usando o grupo de equivalência conseguimos uma classificação preliminar do
grupo de simetrias de Lie para esta equação. Em seguida, de forma direta, fazemos uma classifi-
cação completa do grupo de simetrias de Lie do melhor representante da classe de equivalência da
equação generalizada de Kudryashov-Sinelshchikov. Finalmente obtemos as condições da auto-
adjunticidade não-linear e as leis de conservação para a equação de Kudryashov-Sinelshchikov
usando o método de Nail Ibragimov.
Palavras-chave: Grupo de simetrias de Lie, Grupo de equivalência, Auto-adjunticidade não-
linear, Leis de conservação, Equação generalizada de Kudryashov-Sinelshchikov, Método de
Nail Ibragimov.
Abstract
In this thesis we calculate the continuos equivalence group for the generalized equation of
Kudryashov-Sinelshchikov of second order [1], which describes pressure waves in the liquid
with gas bubbles. Using the equivalence group we obtain a preliminary classification of the
Lie symmetry group for this equation. We carry out a complete classification of the group of
Lie point symmetries of the studied equation. Finally we find the nonlinear self-adjointness
conditions and establish conservation laws for Kudryashov-Sinelshchikov equation using the
Nail Ibragimov method.
Keywords: Lie point symmetries, Equivalence groups, Nonlinear self-adjointness, Conserva-
tions laws, Generalized Kudryashov-Sinelshchikov equation, Nail Ibragimov Method.
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Capítulo 1
INTRODUÇÃO
Sabe-se que um líquido com bolhas de gás é frequentemente observado na natureza,
medicina e indústria [2, 3, 4]. Um dos problemas mais importantes é a investigação de ondas
não lineares em misturas bolha-líquido. Na prática, a propagação das ondas de pressão em um
líquido com bolhas de gás é similar a um problema de meio bifásico.
Em 2010 Kudryashov e Sinelshchikov propuseram modelos (um modelo de ordem
dois e dois modelos de ordem três) não lineares de evolução [1], os quais chamaremos equações
de Kudryashov-Sinelshchikov, que são usadas para descrever as ondas de pressão em uma
mistura de líquido e bolhas de gás considerando a viscosidade do líquido e a transferência de
calor.
Kudryashov e Sinelshchikov apresentam um modelo de ordem dois, no qual, se
tem, em conta, a transferência de calor entre um líquido e bolhas e a dissipação da onda que
considera viscosidade. Para este modelo eles conseguem construir algumas soluções exatas.
Nosso interesse neste trabalho será o modelo da ordem 2 e seguindo de perto
[1], apresentamos parcialmente a construção do referido modelo. Após várias considerações,
Kudryashov e Sinelshchikov expõem o sistema de equações para descrever o fluxo da mistura gás-
líquido que contém a equação de continuidade e a equação de Euler, essas equações relacionam a
pressão P , densidade η e velocidade de mistura gás-líquido w, assim usando transformação em
escala das variáveis independentes τ, ξ e supondo que as variáveis de estado w, η e P possam
ser representadas assintoticamente como séries de potências para um parâmetro suficientemente
pequeno  sobre um estado de equilíbrio. Essas equações são expressas em função da pressão
na forma
P1τ   αP1P1ξ   2m1

β1   β2
6


P1ξξξ  2m

2β2  β1
18


P1P1ξξξ (1.1)
 2m
p3n 2qβ1
18  
5β2
18


P1ξξξ  m1

λ
6 
χ1
2


P1ξξ   m
nχ1
2
	
rP1P1ξsξ ,
onde
α  3µR0
µ0
 3µ1R0
µ
  23 , λ 
4νρlc0
3P0l
  3nχ, β1  4νρlc
2
0
3P0l2
,
β2  ρlc
2
0R
2
0
P0l2
, γ  χρlR20c30, χ1 
χc0
l
.
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são constantes com R0 raio inicial da bolha, P0 pressão inicial do gás na bolha, ρl densidade do
líquido, χ o coeficiente de condutividade térmica do gás, l comprimento característico da onda,
ν a viscosidade do líquido, n expoente da curva politrópica, m número real, c0  p3P0{µR0q 12
coeficiente de propagação e µ, µ0, µ0 constantes que dependem do volume, densidade do gás,
massa de gás por unidade da mistura de massa e denotamos P1τ  BP1Bτ , P1ξ 
BP1
Bξ ,    .
Para ter a equação de evolução não linear de segunda ordem Kudryashov e Sinelsh-
chikov assumem na expressão (1.1) que m  1, pβ1   β2q6  β
δ, com δ ¡ 0 e β  1 e assim
tem-se
P1τ   αP1P1ξ 

λ
6 
χ1
2


P1ξξ   
nχ1
2
	
rP1P1ξsξ . (1.2)
Logo utilizando as transformações P1  1
P 11
e α  α1 em (1.2) obtemos a equação evolutiva
não linear de segunda ordem
P 11τ   α1P 11P 11ξ  ΛP 11ξξ   Λ1

P 11P
1
1ξ

ξ
, (1.3)
onde
Λ  λ6 
χ1
2 
c0
3l

2νρl
3P0
 P0R
2
0
χNuT0


, Λ1  nχ12 
nc0P0R
2
0
3χpn 1qT0l ,
com constantes Nu numero de Nusselt e T0 temperatura inicial do gás. Assim temos que a
dissipação das ondas não lineares é descrita por (1.3) e depende dos valores dos coeficientes Λ e
Λ1. O primeiro termo na expressão de Λ corresponde a uma dissipação de uma onda levando em
consideração a viscosidade. O segundo termo em Λ corresponde à transferência de calor entre o
líquido e as bolhas de gás. Temos que observar que há uma diminuição do coeficiente Λ no caso
da transferência de calor. O coeficiente Λ1 caracteriza a dissipação não linear de uma onda que
é explicada pela transferência de calor entre bolhas de líquido e gás. Usando as transformações
de escala para Eq. (1.3)
ξ  nχ12α1 x, τ 
6
pλ 3χ1q
nχ1
2α1
	2
t, P 11 
pλ 3χ1q
3nχ1
u,
obtemos a seguinte equação de evolução não-linear de segunda ordem
ut   uux  uxx   ruuxsx. (1.4)
Então esta é a equação de evolução não-linear de segunda ordem que Kudryashov e Sinelshchikov
apresentam em [1]. Neste trabalho, vamos considerar a mesma equação que é da seguinte
forma.
ut   uux  uxxp1  uq  u2x  0, (1.5)
onde t e x são as variáveis independentes e u  upt, xq a variável dependente. Vamos a chamar
a Eq. (1.5) de primeira equação de Kudryashov-Sinelshchikov. Observemos que, ao comparar
coeficientes entre (1.3) e (1.5), temos α1  1, Λ  1 e Λ1  1, isto é, em (1.5) os coeficientes
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de ux, uxx eles têm comportamento linear e o coeficiente de u2x tem um comportamento de
diminuição da dissipação de forma constante. Isso nos permite pensar em funções arbitrárias e
propor estudar a seguinte generalização da Eq. (1.5) a qual tem a forma:
ut  fpuqux  gpuquxx   hpuqu2x  0, (1.6)
com f, g, h funções reais que satisfazem:
f  0, g  0, g1  0.
Chamaremos a Eq. (1.6) de primeira equação generalizada de Kudryashov- Sinelshchikov.
Observamos que a classe de Eqs. (1.6) contem a equação de Burger
ut  uux   uxx,
e a equação do calor não linear
ut  pKpuquxqx  Kuxx  Kuu2x
como casos particulares. Nosso proposito é determinar a classificação completa do grupo de
simetrias da Eq. (1.6). Inicialmente calculamos o grupo de equivalência contínuo para Eq. (1.6)
e usando o grupo de equivalência faremos uma classificação preliminar para Eq. (1.6), logo
usando o grupo de equivalência conseguimos uma transformação da Eq. (1.6) em outra equação
equivalente que não tem o termo hpuq da Eq. (1.6). Assim, para a nova equação faremos uma
classificação completa.
Faremos também uma classificação completa do grupo de simetrias da Eq. (1.6)
usando a forma tradicional e em seguida calculamos as condições de auto-adjunticidade não-
linear para a Eq. (1.6) e assim obter algumas leis de conservação não-trívias para a Eq. (1.5)
usando o teorema de conservação de Ibragimov [5, 6, 7, 8, 9, 10].
1.1 Organização desta tese
Os frutos dessa tese foram publicados em [31] e [32] e apresentados em 11th Con-
ference "Aplications of Mathematics in Technical and Natural Sciences", Albena, Bulgaria
20-25 de junho de 2019, pelo orientador na palestra plenária. A tese está estruturada da seguinte
forma:
• No capítulo 2, apresentamos uma breve introdução à teoria de grupo de simetrias, auto-
adjunticidade, método de Nail Ibragimov para calcular as leis de conservação e finalmente
o método de grupo de equivalência.
• No capítulo 3, construímos o grupo de equivalência contínuo para Eq. (1.6), e usando
o grupo de equivalência, fazemos uma classificação preliminar do grupo de simetrias.
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Depois, desenvolvemos uma transformação para Eq. (1.6) que a transforma em outra equa-
ção equivalente sem o termo hpuq da Eq. (1.6), para finalmente fazer uma classificação
completa para a Eq. (1.6) com hpuq  0.
• No capítulo 4, apresentamos uma classificação completa para Eq. (1.6) com hpuq  0.
• No capítulo 5, obtemos as condições de auto-adjunticidade não-linear para Eq. (1.6) e
finalmente calculamos as leis de conservação usando o método de Ibragimov.
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Capítulo 2
PRELIMINARES
2.1 Simetrias de Lie, Auto-adjunticidade, Leis de conser-
vação, Grupo de equivalência
Os conceitos apresentados nesta seção seguem os trabalhos [12, 13, 14, 15, 16, 17].
As definições serão apresentadas de acordo com a forma de nossa Eq. (1.6), ou seja, uma
variável dependente u e duas variáveis independentes t, x.
2.1.1 Simetrias de Lie
Uma definição amplamente aceita de simetria é atribuída ao matemático Hermann
Weyl. "Um objeto é simétrico se pode ser submetido à uma dada operação, e têm a mesma
aparência após a operação. O objeto é dito invariante com relação à dada operação."
Queremos introduzir a ideia de simetrias primeiramente em objetos geométricos
simples, para em seguida estender este conceito à equações diferenciais. Considere o triângulo
equilátero da Figura 1 que tem como vértices P1, P2, P3, e um centro de gravidade do triân-
Figura 1 – Triângulo equilátero
gulo na origem O e chame de E1, E2, E3 as retas passando pelas medianas do triângulo. As
transformações que preservam o triângulo são:
1. id, R 2pi
3
, R 4pi
3
: As rotações centradas em O em sentido anti-horário, de ângulos zero, 2pi3
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e
4pi
3 , respectivamente, onde id é a simetria trivial ou identidade, que leva o objeto em si
mesmo.
2. R1, R2, R3 : Reflexões com eixos E1, E2 e E3.
Portanto, temos o conjunto finito:
S4 
!
id, R 2pi
3
, R 4pi
3
, R1, R2, R3
)
,
que representa as seis simetrias encontradas para o triângulo da Figura 1. No caso do triângulo
da Figura 1, as únicas transformações que preservam a distância entre quaisquer dois pontos
("preservam a estrutura") do triângulo são rotações por três ângulos específicos e reflexões com
relação aos três vértices. Isso fez com que o conjunto de simetrias S4 do triângulo rígido fosse
finito, ou seja, simetrias finitas.
Outro exemplo é a rotação do disco pelo ângulo . Considere os pontos px, yq e
px¯, y¯q, na circunferência do círculo de raio r Figura 2: Nós podemos escrever o círculo nos
Figura 2 – Rotação do círculo
termos de raio r e dos ângulos θ (um ângulo referência) e θ   , (depois da rotação), isto é,
x  r cospθq, x¯  r cospθ   q,
y  rsenpθq, y¯  rsenpθ   q,
e eliminando θ tem-se
x¯  x cospq   ysenpq, y¯  y cospq  xsenpq. (2.1)
Note que as possibilidades para as rotações do ângulo  são infinitas, que origina uma simetria
contínua (isto é, o conjunto de simetrias possíveis é contínuo portanto infinito), assim pode-
ríamos perguntar o que acontece com o círculo se aplicarmos a transformação (2.1), que é o
mesmo que:
x¯2   y¯2  px cospq   ysenpqq2   py cospq  xsenpqq2
 x2 cos2pq  2xysenpq cospq   y2sen2pq
  x2sen2pq   2xysenpq cospq   y2 cos2pq
 x2   y2  r2.
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Assim concluímos que aplicar a transformação (2.1) sobre o círculo é equivalente a provar:
x¯2   y¯2  r2 se x2   y2  r2
que significa invariância do círculo sobre a transformação (2.1), ou seja, o círculo é invariante
pela transformação (2.1). Podemos considerar outro exemplo na Figura 3 que é a reta y  x2 .
Figura 3 – Invariância da reta y  x2 .
Considere a transformação
x¯  ex, y¯  ey. (2.2)
Da mesma forma que o exemplo do círculo, podemos provar que a reta da Figura 3 é invariante
sobre a transformação (2.2), pois
y¯  x¯2 ñ e
y  ex2 ñ y 
x
2 .
Note que as possibilidades para  são infinitas, que origina uma simetria contínua (isto é, o
conjunto de simetrias possíveis é contínuo portanto infinito). No contexto deste trabalho, onde
se aplica grupos de simetrias a equações diferenciais (e sistemas de equações diferenciais),
interessa-se apenas por simetrias contínuas. As transformações (2.1) e (2.2) são chamadas
transformação do grupo de Lie, simetria de Lie ou só, grupo continuo de Lie.
2.1.1.1 Grupos de transformações de pontos de um parâmetro
Seja x  pt  x1, x  x2q com 2 variáveis independentes pertencentes a uma região
D  R2 e u variável dependente: u  upxq. Considere uma mudança das variáveis x e u
envolvendo um parâmetro real a:
Ta : x¯1  f 1px, u, aq, x¯2  f 2px, u, aq, u¯  f 3px, u, aq, (2.3)
onde a P R que varia continuamente na vizinhança ∆ de a  0, e f 1, f 2, f 3 funções diferen-
ciáveis em px, uq funcionalmente independentes, isto é, o jacobiano deles não se anula, as
transformações que levam o ponto px, uq a px¯, u¯q são difeomorfismos. Essas transformações
formam um grupo de Lie G de 1-parâmetro a na seguinte maneira.
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Definição 1. (Grupo de Lie a 1-parâmetro) Seja G um conjunto e φ uma lei de composição
entre seus elementos satisfazendo em primeiro lugar:
i) (Fechado) Se Ta, Tb P G, então TaTb  Tφpa,bq P G, isto é, consecutivas aplicações de
Ta e depois de Tb é equivalente a uma terceira transformação Tc com c  φpa, bq uma lei
de composição.
ii) (Associativo) Se Ta, Tb, Tc P G, então TapTbTcq  Tφpa,Tφpb,cqq  TφpTφpa,bq,cq  pTaTbqTc.
iii) (Elemento neutro) Se Ta P G, então existe um e P ∆ tal que Te  I P G chamado de
identidade, assim
TeTa  Tφpe,aq  Ta
iv) (Inverso) Se Ta P G, então existe um elemento único pTaq1 P G e pTaq1  Ta1 ,
assim
TaTa1  Tφpa,a1q  Te.
Em segundo lugar, eles satisfazem ainda as seguintes propriedades:
v) f i é difeomorfismo nas variáveis x  xpx1, x2q.
vi) f i é função analítica no parâmetro a, isto é, uma função com uma série de Taylor
convergente em a.
vii) a  0 sempre pode ser escolhido para corresponder ao elemento de identidade e. Então
Te  T0 : f 1pt, x, u, 0q  t, f 2pt, x, u, 0q  x, f 3pt, x, u, 0q  u.
viii) A lei da composição pode ser tomada como φpa, bq  a  b Neste caso o parâmetro a do
grupo é chamado de canônico com
¯¯t  f 1pt¯, x¯, u¯, bq  f 1pt, x, u, a  bq,
¯¯x  f 2pt¯, x¯, u¯, bq  f 2pt, x, u, a  bq, (2.4)
¯¯u  f 3pt¯, x¯, u¯, bq  f 3pt, x, u, a  bq.
Exemplo 1. Seja
x¯  ax, a P R, a ¡ 0.
1.) (Fechado). Se x¯  ax e x˜  bx¯, então x˜  abx. Neste exemplo, a lei de composição é
φpa, bq  ab.
2.) (Associativa). Como φpa, bq  ab, então
φpa, φpb, cqq  apbcq  pabqc  φpφpa, bq, cq.
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3.) (Identidade). Em este caso, e  1 pois φpa, 1q  a.1  a.
4.) (Inverso). Com a1  1{a pois φpa, 1{aq  1.
Exemplo 2. Considere a transformação
1.)
x¯  xy
y  a, y¯  y  a, a P R. (2.5)
Se
x˜  x¯y¯
y¯  b, y˜  y¯  b, b P R
então
x˜ 
xy
ya
.py  aq
y  a b 
xy
y  pa  bq e y˜  y  pa  bq.
Neste exemplo, a lei de composição φpa, bq  a   b. E verificamos a propriedade de
(fechado)
2.) (Associativa) Como φpa, bq  a  b, então
φpa, φpb, cqq  a  pb  cq  pa  bq   c  φpφpa, bq, cq.
3.) (Identidade) Neste caso é e  0.
4.) (Inverso) Temos a1  a pois φpa,aq  0.
Qualquer grupo de Lie de transformações a 1-parâmetro a é parametrizado de forma
que sua lei de composição seja sempre dada por φpa, bq  a  b, isto é, que é possível portanto
sempre reparametrizar um dado grupo em termos de um parâmetro a¯ de forma que a lei de
composição seja φpa, bq  a  b.
Para esta reparametrização a¯, podemos usar a seguinte expressão:
a¯paq 
» a
e
ds
wpsq , onde wpsq 
Bφps, bq
Bb |b0 .
2.1.1.2 Gerador infinitesimal do grupo
Apresentamos as derivadas de u com respeito a t, x de ordem um e dois como:
ut  Dtpuq ux  Dxpuq utt  DtDtpuq uxx  DxDxpuq utx  DtDxpuq (2.6)
onde
Dt  BBt   ut
B
Bu   utt
B
But   utx
B
Bux    (2.7)
Dx  BBx   ux
B
Bu   uxx
B
Bux   uxt
B
But   
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é o operador de derivada total. Todas as variáveis t, x, u, ut, ux, utt, uxx,   , são consideradas
variáveis funcionalmente independentes conectadas apenas pelas relações diferenciais (2.6), e
são chamadas de variáveis diferenciais. Consideramos neste trabalho a EDP de ordem 2
Fpt, x, u, ut, ux, utt, utx, uxxq  0. (2.8)
Considere um grupo G de transformações de 1-parâmetro dado por:
t¯  f 1pt, x, u, aq, f 1 |a0 t, (2.9)
x¯  f 2pt, x, u, aq, f 2 |a0 x,
u¯  f 3pt, x, u, aq, f 3 |a0 u.
Definição 2. Um grupo G de 1-parâmetro de transformações (2.9) é admitido pela Eq. (2.8) se
Eq. (2.8) tem a mesma forma nas nova variáveis t¯, x¯, u¯, isto é:
Fpt¯, x¯, u¯, u¯t, u¯x, u¯tt, u¯tx, u¯xxq  0.
De acordo com a teoria de Lie a construção do grupo de simetria G é equivalente à
determinação das transformações infinitesimais correspondentes a (2.9):
t¯  t  aξ1pt, x, uq,
x¯  x  aξ2pt, x, uq, (2.10)
u¯  u  aηpt, x, uq,
obtida de (2.9) por expansão das funções f 1, f 2, f 3 em uma serie de Taylor em torno de a  0 e
também tendo em conta as condições iniciais
f 1 |a0 t, f 2 |a0 x, f 3 |a0 u.
Tem-se
ξ1pt, x, uq  Bf
1
Ba |a0, ξ
2pt, x, uq  Bf
2
Ba |a0, ηpt, x, uq 
Bf 3
Ba |a0 . (2.11)
Pode-se agora introduzir o símbolo Γ das transformações infinitesimais (2.10) escrevendo
t¯  p1  aΓqt, x¯  p1  aΓqx, u¯  p1  aΓqu,
onde
Γ  ξ1pt, x, uq BBt   ξ
2pt, x, uq BBx   ηpt, x, uq
B
Bu. (2.12)
Este operador diferencial Γ, que é elemento de uma álgebra de Lie e é conhecido como o
operador ou gerador infinitesimal do grupo G. As funções ξ1pt, x, uq, ξ2pt, x, uq e ηpt, x, uq são
chamadas de infinitesimais.
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2.1.1.3 Primeiro prolongamento ou primeira extensão do gerador do grupo
Nesta seção para facilitar as contas, vamos a definir xi, x¯i, ui, u¯i com i, j  1, 2
assim tem-se
x1  t x2  x x¯1  t¯ x¯2  x¯
u1  ut u2  ux u¯1  u¯t u¯2  u¯x
D1  Dt D2  Dx D¯1  D¯t D¯2  D¯x .
Logo temos que
Di  Dirf jsD¯j, (2.13)
onde D¯j é o operador da derivada total (2.7) das variáveis transformadas x¯i. Então
u¯i  D¯jpu¯q, u¯ij  D¯jpu¯iq  D¯ipu¯iq,    .
Agora aplicando (2.9) e (2.13) obtemos
Dipφq  Dipf jqD¯jpu¯q  Dipf jqpu¯jq. (2.14)
Portanto Bf j
Bxi   ui
Bf j
Bu


u¯j  BφBxi   ui
Bφ
Bu. (2.15)
As quantidades u¯j podem ser identificadas como funções de xi, u, ui,    , e um parâmetro a
suficientemente pequeno tal que, (2.15) seja localmente invertível
u¯j  ψipx1, x2, u, ui, aq, ψ |a0 ui. (2.16)
As transformações do espaço x1, x2, u, ui dadas em (2.16) e (2.9) formam um grupo de 1-
parâmetro chamado a extensão do grupo gerado por Γ. O gerador da extensão do grupo é
denotado como Γr1s. Seja
u¯j  ui   aηris, (2.17)
a transformação infinitesimal das primeiras derivadas, assim os prolongamentos de ordem maior
para Γ, ou seja Γr2s,Γr3s podem ser obtidas derivando em (2.14).
2.1.1.4 Segundo Prolongamento dos genereadores ou segunda extensão do gerador
do grupo
Usando (2.14) junto com (2.10) e (2.17) e i, j, k  1, 2 tem-se
Dipf jqpu¯jq  Dipφq,
Dipxj   a
j
ξqpuj   aηrjsq  Dipu  aηq,
pδji   aDip
j
ξqqpuj   aηrjsq  ui   aDiη,
ui   aηris   aujDi
j
ξ  ui   aDiη,
ηris  Diη  ujDip
j
ξq, psoma em jq. (2.18)
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Isto é chamado de primeira fórmula de prolongamento. Da mesma forma, pode-se obter o
segundo prolongamento, assim
ηrijs  Djpηrisq  uikDjp
k
ξq, psoma em kq. (2.19)
Assim os prolongamentos correspondentes dos geradores até ordem dois são
Γr1s  Γ  ηris BBui psoma em i,αq, (2.20)
Γr2s  Γr1s   ηrijs BBuij ,
onde
Γ  iξpx1, x2, uq BBxi   ηpx
1, x2, uq BBu.
Os prolongamentos de ordem maior podem ser encontrados por indução (recursivamente) usando
a formula
ηri1,i2, ,ips  Dippηri1,i2, ,ip1sq  ui1,i2, ,ipDipp
j
ξq, psoma em jq. (2.21)
Os primeiros p prolongamentos de um grupo são denotados como Γr1s,Γr2s,    ,Γrps. Onde os
prolongamentos correspondentes dos geradores são
Γr1s  Γ  ηris BBui psoma em i,αq,
Γr2s  Γr1s   ηrijs BBuij
.
.
Γrps  Γrp1s   ηri1, ,ips
B
Bui1, ,ip
p ¥ 1. (2.22)
Na seção introdutória de simetrias apresentamos dois exemplos (círculo e reta) que manifestam a
ideia de invariância, ou "ser invariante sob uma transformação dada". Os seguentes exemplos
ilustram a Definição 2.
Exemplo 3. Considere a EDO
dy
dx
 xy3, (2.23)
e o grupo de Lie
x¯  ex, y¯  ey, (2.24)
logo mostremos que a EDO (2.23) é invariante pelo grupo (2.24), assim fazendo o seguinte
cálculo.
dy¯
dx¯
 e2 dy
dx
e x¯y¯3  e2xy3, (2.25)
claramente, pelo grupo (2.24), a EDO (2.23) é invariante, pois a partir de (2.25) vemos que
dy¯
dx¯
 x¯y¯3 já que dy
dx
 xy3.
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Exemplo 4. Considere a EDO
dy
dx
 pxy   1q
3
x5
  1
x2
(2.26)
e o grupo de Lie
x¯  x1  x, y¯  y  . (2.27)
Primeiro calculamos
dy¯
dx¯
pela regra da cadeia
dy¯
dx¯
 dy¯
dx
{dx¯
dx
 dy
dx
p1  xq2, (2.28)
em seguida, nos concentramos no primeiro termo do lado direito de (2.26). Então
px¯y¯   1q3
x¯5


x
1 x .py  q   1
3
x
1 x
5 

xy 1
1 x
3
x
1 x
5  pxy   1q35 .p1  xq2. (2.29)
Assim, todo o lado direito de (2.26) torna-se
px¯y¯   1q3
x¯5
  1
x¯2
 pxy   1q
3
5 .p1  xq
2   .p1  xq
2
x2
. (2.30)
Logo mostrar invariância é mostrar que
dy¯
dx¯
 px¯y¯   1q
3
x¯5
  1
x¯2
se
dy
dx
 pxy   1q
3
x5
  1
x2
. (2.31)
Usando (2.28) e (2.30) em (2.31) temos a invariância.
Teorema 1. (Equações de Lie) Se as transformações infinitesimais (2.10) são dadas, então o
correspondente grupo de 1-parâmetro é obtido resolvendo as equações de Lie
dx¯1
da
 1ξpx¯1, x¯2, u¯q, dx¯
2
da
 2ξpx¯1, x¯2, u¯q, du¯
da
 ηpx¯1, x¯2, u¯q (2.32)
sujeito às condições iniciais
x¯1 |a0 x1, x¯2 |a0 x2, u¯ |a0 u.
2.1.1.5 Equações diferenciais que determinam o grupo de simetrias de Lie
Definição 3. (Simetria de Lie de pontos) Seja
Fpt, x, u, ut, ux, utt, utx, uxxq  0. (2.33)
uma EDP de ordem dois. O campo vetorial
Γ  ξ1pt, x, uq BBt   ξ
2pt, x, uq BBx   ηpt, x, uq
B
Bu (2.34)
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é uma Simetria de Lie de pontos da equação (2.33), se
Γr2spFq  0 (2.35)
sempre que F  0. Isso também pode ser escrito como
Γr2spFq |F0 0, (2.36)
onde |F0 significa avaliado na equação F  0. Usando as equações de Lie, a partir de Γ,
podemos encontrar a correspondente grupo de Lie de simetrias.
Definição 4. (Condição de simetria linearizada) A equação (2.36) é chamada de equação
determinante de (2.33), ou condição de simetria linearizada de (2.33).
2.1.2 Método de Nail Ibragimov
As leis de conservação descrevem quantidades físicas conservadas, como massa,
energia, momento linear, momento angular, carga elétrica e outras constantes de movimento
[18]. Mas, para muitas equações importantes não é possível encontrar facilmente a estrutura
variacional e é impossível aplicar diretamente o Teorema de Noether para poder construir leis
de conservação diretas, pois o Teorema de Noether exige a existência de uma Lagrangiana.
Também não pode ser aplicado às equações de evolução como a equação do calor, às equações
diferenciais ordinárias de uma ordem impar, a equação de Korteweg–DeVries, etc. Além disso,
nem todas simetrias locais de uma EDP ou sistema variacional EDP são simetrias variacionais
[16]. Para superar essas restrições, foram feitas várias generalizações do Teorema de Noether
[19, 20, 5, 6]. Entre essas generalizações, que associa uma lei conservação a cada simetria
infinitesimal de um sistema arbitrário de EDP é a de N. Ibragimov [6] que se baseia no conceito
de auto-adjunticidade não-linear. Este método permite estabelecer as leis de conservação para
qualquer sistema de EDP com ou sem um Lagrangiano clássico. Para ampliar sua aplicabili-
dade, o conceito em [6] foi estendido em [7, 8, 9, 10]. Apresentamos brevemente as notações,
definições de alguns tipos de auto-adjunticidade e o Teorema de N. Ibragimov sobre leis de
conservação.
2.1.2.1 Auto-adjunticidade
Considere EDP evolutiva de ordem s
Fpt, x, u, up1q, up2q,    , upsqq  0 (2.37)
com t e x variáveis independentes e u variável dependente, onde up1q, up2q,    , upsq denota o
conjunto das derivadas parciais de u da ordem 1, 2,    , s em relação a t, x no sentido de Olver
[16].
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Definição 5. Seja F uma função diferencial e ν  νpt, xq uma nova variável dependente, cha-
mada de variável adjunta, também chamada de variável não-local [10]. A função Lagrangiana
formal para F  0 é a função diferencial definida por
L : νF. (2.38)
Definição 6. Seja F uma função diferencial e a equação diferencial (2.37) denotada como F[u]
= 0, definimos a função diferencial adjunta de F por
F : δL
δu
(2.39)
e a equação diferencial adjunta por
Fru, νs  0, (2.40)
onde o operador de Euler
δ
δu
 BBu  
8¸
m1
p1qimDxi1   Dxim
B
Buxi1xi2 xim
(2.41)
e Dxi é o operador de derivada total com respeito a xi definido em (2.7).
Definição 7. A equação diferencial (2.37) é dita não-linearmente auto-adjunta se existe uma
substituição
ν  φpt, x, uq  0 (2.42)
tal que
F |νφpt,x,uq λF (2.43)
para alguma função coeficiente indeterminada λ  λpt, x, u,    q. Se ν  φpuq em (2.42) e
(2.43) então a equação (2.37) é chamada de quase auto-adjunta. Se ν  u em (2.42) então a
equação (2.37) é chamada de auto-adjunta estrita. Se φu  0 e φx  0 ou φt  0 então a equação
(2.37) é chamada de auto-adjunta fraca.
2.1.2.2 Leis de conservação.
As leis de conservação para a equação Frus  0 são da forma
DivrCs  DtC1  DxC2  0,
para alguma função vectorial diferenciável C. A expressão Crus  pC1, C2q é chamada de
vetor conservado, tal que a divergência se anula para todas as soluções de Frus  0, as leis de
conservação são ditas não locais se o vetor conservado depende das soluções de ν da equação
adjunta (2.40). Agora vamos a enunciar o Teorema de N. Ibragimov sobre leis de conservação
para a equação diferencial (2.40) adaptado para a equação (1.5).
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Teorema 2. [6] Considere Γ um gerador infinitesimal de simetrias para a equação diferencial
Frus  0. Seja L : νF a Lagrangeana formal e Γ dado por
Γ  1ξpt, x, uq BBt  
2
ξpt, x, uq BBx   ηpt, x, uq
B
Bu (2.44)
e sua correspondente característica dada por
W  η  1ξut 
2
ξux.
Então existe uma lei de conservação para a equação diferencial dada e sua equação diferencial
adjunta, ou seja, existe um vetor conservado Crus  pC1, C2q com DivpCq  0 quando
Frus  0 e Fru, νs  0, dado por
C1  1ξL  W
 BL
But

,
C2  2ξL  W
 BL
Bux Dx
BL
Buxx

 DxpW q
 BL
Buxx

.
(2.45)
Note que L se anula em as soluções da equação (2.40), então os termos
1
ξL,
2
ξL, são nulos.
2.1.3 Grupo de equivalência.
Nesta secão vamos a seguir o trabalho [21]. Existem vários métodos para a classifi-
cação de simetrias, o primeiro método e principal começou com S. Lie em 1881 [11]. Então
Ovsyannikov [17] desenvolveu um moderno método, o chamado "método Lie-Ovsyannikov"
[17, 22]. Usando este método, Ovsyannikov foi capaz de completar a classificação de simetrias
não-triviais. No entanto, para um sistema EDP contendo funções arbitrárias de várias variáveis,
o método Lie-Ovsyannikov pode levar a dificuldades computacionais pela quantidade de contas.
É por isso que a maioria das classificações de simetrias feitas pelo método Lie-Ovsyannikov
envolvem funções arbitrárias de uma única variável [17]. Outra linha de investigação segue um
método de Gagnon e Winternitz [23], enquanto o método de equivalência de Cartan [24] dá
uma abordagem completamente geométrica a certos problemas. Alguns trabalhos modificam
ligeiramente o método, por exemplo, envolvendo o grupo de equivalência [24, 25].
Precisamos definir dois conceitos: família de EDP e grupo de equivalência no contexto das
simetrias.
Definição 8. (familia de EDP) Considere um sistema de EDPs com elementos arbitrários
A 

1
a,
2
a,    , ra
	
, com ra  rapx, uq e considere o conjunto de EDPs da forma
E 
"
1
f,
2
f,    , sf
*
onde
ν
fpx, u, upkq, Aq  0, ν  1,    , s, (2.46)
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e que os elementos arbitrários tem que satisfazer um sistema com restrição,
C 
!
1
g,
2
g,    , rg
)
onde
µ
gpx, u, aphq, Aq  0, µ  1,    , r. (2.47)
Esse par de sistemas E e C é chamado de família de EDPs.
Note que os sistemas (2.46) e (2.47) são de tipos muito diferentes. Na equação
(2.46), as variáveis independentes são x e variável dependente é u. Mas na equação (2.47), as
variáveis independentes são x, u e dependente é a. Em particular, u é uma variável dependente
no sistema de EDPs (2.46) e é variável independente no sistema de restrição (2.47).
Na Definição 8, fizemos dois pressupostos:
i) Suponha que os elementos arbitrários a dependem de px, uq apenas.
ii) Suponha que os EDPs dependam apenas de a e não de derivadas de a.
Ambos pressupostos são facilmente relaxados, mas isso será suficiente para muitos propósitos.
Observe que a hipótese (ii) pode ser facilmente trabalhada ao anexar um sistema de restrições.
Definição 9. (Grupo de equivalência) Para uma determinada família de EDPs como na Defi-
nição 8, uma transformação de equivalência é uma transformação de pontos em X  U  A
(espaço de variáveis independentes, espaço das variáveis dependentes e espaço dos elementos
arbitrário ) para qual
* Seu prolongamento (em relação a upxq) deixa invariante a família de EDP (2.46)
* Seu prolongamento (em relação a apx, uq) deixa invariante as EDP com restrição (2.47)
* Ele projeta a numa transformação pontual em X U
Sob a transformação de equivalência, a estrutura diferencial das EDPs não muda
mas os "valores" dos elementos arbitrários podem ser transformados. As soluções das EDP
podem ter uma correspondência um-à-um através da transformação de equivalência, que define
uma relação de equivalência no conjunto de EDP que a família define. Assim podemos construir
o espaço quociente, que dá a classificação. Escolhendo o melhor representante chegamos na
"forma normal" de cada classe. Uma vantagem da transformação de equivalência é que nos
permite conseguir uma EDP equivalente à EDP inicial, e alguns casos a EDP equivalente é mais
simples que a EDP inicial. Outro uso da transformação é que pode ser usada para conseguir
uma classificação preliminar do grupo de simetrias de Lie. Nos trabalhos[15, 26, 27, 28] se tem
bastante informação sobre transformação de equivalência. O grupo de equivalência pode ser
generalizado de várias formas (ver, por exemplo, Meleshko [26]).
Capítulo 2. Preliminares 28
Nos queremos um grupo de transformação de um parâmetro, que pertença no espaço
X U A e que tem como gerador o campo vetorial:
Γ 
n¸
i1
i
ξpx, uq BBxi  
m¸
j1
j
ηpx, uq BBuj  
r¸
l1
l
µpx, u, aq B
B la
(2.48)
Para encontrar a transformação de equivalência, para os dois sistemas E (sistema principal)
(2.46) e C (sistema com restrição)(2.47) ambos tem que ser invariantes, mas sabemos que os
dois sistemas são diferentes, pois dependem de variáveis diferentes, logo, há dois diferentes
processos de prolongamento ou extensão:
• Para o sistema principal E, prolongamos Γ para uma ordem k onde as variáveis indepen-
dentes são x e as variáveis dependentes são u. O campo vetorial prolongado é designado
por Γpk,0q:
Γpk,0q  Γ 
n¸
j1
k¸
|I|1
I
ηrjs
B
B Iuj
(2.49)
• Para o sistema com restrição C, prolongamos o mesmo campo vetorial Γ para uma ordem
h, só que, com variáveis independentes px, uq e variáveis dependentes a. O campo
vetorial prolongado é designado por Γp0,lq:
Γp0,lq  Γ 
r¸
l1
l¸
|L|1
l
w
B
B laL
. (2.50)
Logo para ambas extensões podemos usar a clássica técnica de Sophus Lie desenvolvida na
secção anterior 2.1.1.
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Capítulo 3
GRUPO DE EQUIVALÊNCIA PARA
EQUAÇÃO GENERALIZADA DE
KUDRYASHOV-SINELSHCHIKOV
3.1 Grupo de equivalência contínuo
Neste capitulo vamos a calcular inicialmente o grupo de equivalência contínuo para
a Eq. (1.6), logo usando o grupo de equivalência podemos fazer uma classificação preliminar do
grupo de simetrias e também podemos ter algumas aplicações do grupo de equivalência, que
pode ter como consequência uma forma canônica mais simples que não contem algum termo da
Eq. (1.6) e assim facilitar nossa classificação.
Uma transformação de equivalência da equação (1.6) é uma mudança de variáveis
pt, x, uq Ñ pt¯, x¯, u¯q que leva a equação (1.6) em uma equação da mesma forma, em geral,
com diferentes funções f¯pu¯q, g¯pu¯q, h¯pu¯q. Os geradores infinitesimais do grupo contínuo de
transformações de equivalência (2.48) têm a forma
Γ  ξ1pt, x, uq BBt   ξ
2pt, x, uq BBx   ηpt, x, uq
B
Bu
  1µpt, x, u, f, g, hq BBf  
2
µpt, x, u, f, g, hq BBg (3.1)
  3µpt, x, u, f, g, hq BBh.
Seguindo [17, 28] o operador (3.1) gera o grupo de equivalência se for admitido pela extensão
do sistema #
ut  fux  guxx   hu2x  0,
ft  0, fx  0, gt  0, gx  0, ht  0, hx  0.
(3.2)
Agora temos que o teste de invariância infinitesimal para o sistema (3.2) requer o seguinte
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prolongamento do operador (3.1):
Γp2q  ξ1pt, x, uq BBt   ξ
2pt, x, uq BBx   ηpt, x, uq
B
Bu
  1µpt, x, u, f, g, hq BBf  
2
µpt, x, u, f, g, hq BBg
  3µpt, x, u, f, g, hq BBh   ηrts
B
But   ηrxs
B
Bux   ηrxxs
B
Buxx (3.3)
  1ω BBft  
2
ω
B
Bfx  
3
ω
B
Bgt  
4
ω
B
Bgx  
5
ω
B
Bht  
6
ω
B
Bhx .
Logo calculemos os coeficientes ηrts, ηrxs e ηrxxs em (3.3) como
ηrts  Dtrηs  pDtrξ2squx  pDtrξ1squt
 ηt   utrηu  ξ1t s  u2t ξ1u  uxξ2t  uxutξ2u
ηrxs  Dxrηs  pDxrξ2squx  pDxrξ1squt
 ηx   uxrηu  ξ2xs  utξ1x  utuxξ1u  u2xξ2u (3.4)
ηrxxs  Dxrηrxss  pDxrξ2squxx  pDxrξ1squxt
 ηxx   p2ηxu  ξ2xxqux  ξ1xxut  2ξ1xuutux  2ξ1xuxt
  pηuu  2ξ2xuqpuxq2   pηu  2ξ2xquxx  ξ2uupuxq3  3ξ2uuxuxx
 ξ1uupuxq2ut  ξ1uutuxx  2ξ1uuxuxt,
onde Dx, Dt são os operadores da derivada total com respeito a t, x definidos em (2.7) e também
se tem
1
ω  rDtr 1µs  ft rDtrξ1s  fx rDtrξ2s  fu rDtrηs,
2
ω  rDxr 1µs  ft rDxrξ1s  fx rDxrξ2s  fu rDxrηs,
3
ω  rDtr 2µs  gt rDtrξ1s  gx rDtrξ2s  gu rDtrηs,
4
ω  rDxr 2µs  gt rDxrξ1s  gx rDxrξ2s  gu rDxrηs,
5
ω  rDtr 3µs  ht rDtrξ1s  hx rDtrξ2s  hu rDtrηs,
6
ω  rDxr 3µs  ht rDxrξ1s  hx rDxrξ2s  hu rDxrηs,
em que
rDt  BBt   ft BBf   ftt BBft   ftx BBfx
  gt BBg   gtt
B
Bgt   gtx
B
Bgx
  ht BBh   htt
B
Bht   htx
B
Bhx ,
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rDx  BBx   fx BBf   ftx BBfx   fxx BBfx
  gx BBg   gtx
B
Bgx   gxx
B
Bgx
  hx BBh   htx
B
Bhx   hxx
B
Bhx .
Aplicando Γp2q dado em (3.3) no sistema estendido (3.2) obtemos o teste de invariância:$&%
1
µpuxq   2µpuxxq   3µpu2xq   ηrts   ηrxspf   2huxq   ηrxxspgq  0,
1
ω  2ω  3ω  4ω  5ω  6ω  0,
(3.5)
modulo o sistema (3.2). Tendo em conta (3.2) em (3.5) temos que
1
ω  1µt  fuηt  0, 2ω  1µx  fuηx  0,
3
ω  2µt  guηt  0, 4ω  2µx  guηx  0,
5
ω  3µt  huηt  0, 6ω  3µx  huηx  0.
Como f e fu são algebricamente independentes, as duas primeiras equações acima implicam
1
µt  1µx  0 e ηt  ηx  0.
Portanto 1µ  1µpu, f, g, hq e η  ηpuq. Analogamente 2µ  2µpu, f, g, hq e 3µ  3µpu, f, g, hq.
Sabendo isto, substituímos (3.4) em (3.5) e se tem
0  1µpu, f, g, hqpuxq   2µpu, f, g, hqpuxxq   3µpu, f, g, hqu2x
  utpηu  ξ1t q  u2t ξ1u  uxξ2t  uxutξ2u
  pf   2huxq puxpηu  ξ2xq  utξ1x  utuxξ1u  u2xξ2uq (3.6)
 gpuq rpξ2xxqux  ξ1xxut  2ξ1xuutux  2ξ1xuxt   pηuu  2ξ2xuqu2x
  pηu  2ξ2xquxx  ξ2uupuxq3  3ξ2uuxuxx  ξ1uupuxq2ut  ξ1uutuxx
 2ξ1uuxuxts.
Então substituímos em (3.6) a expressão
ut  fux   guxx  hu2x.
Depois dos cálculos igualamos a zero os coeficientes dos vários monômios envolvendo as
derivadas parciais de primeira e segunda ordem de u. Desta forma obtemos o seguinte sistema
de equações determinantes:
ηx  ηt  ξ1u  ξ1x  ξ2u  0, (3.7)
1
µt  1µx  0,
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2
µt  2µx  0,
3
µt  3µx  0,
 1µ ξ2t   f rξ2x  ξ1t s   gξ2xx  0, (3.8)
 2µ  gr2ξ2x  ξ1t s  0, (3.9)
3
µ  hrξ1t   ηus  2hξ2x  gηuu  0. (3.10)
Resolvendo as Eqs. (3.7)-(3.10) para ξ1, ξ2, η, 1µ, 2µ e 3µ podemos apresentar o seguinte teorema
Teorema 3. A álgebra de Lie para o grupo contínuo de equivalência da equação de Kudryashov-
Sinelshchikov generalizada (1.6) é gerada pelos seguintes campos vetoriais
Γ1  Bt, Γ2  Bx,
Γ3  tBx   Bf , Γ4  xBx   fBf   2gBg   2hBh,
Γ5  tBt   xBx   gBg   hBh, Γ6  γpuqBu   phγ1puq   gγ2puqqBh.
onde γpuq P C2 é uma função arbitraria.
Demostração 1. Resolvendo (3.7) obtemos
ξ1  αptq, ξ2  βpt, xq, η  γpuq,
com αptq, βpt, xq e γpuq funções arbitrarias. Derivando com respeito a x em (3.9) se tem
βxx  0, que implica
β  xc1ptq   c2ptq. com c1ptq, c2ptq funções arbitrarias. (3.11)
Logo em (3.8) temos
 1µ rxc11ptq   c12ptqs   f rc1ptq  αts  0, (3.12)
assim derivando com respeito a x em (3.12) obtemos c11ptq  0 que implica c1ptq  c1constante,
logo em (3.9) obtemos
 2µ  gr2c1  αts  0, (3.13)
e derivando com respeito a t obtemos αtt  0, que implica
α  tc3   c4. com c3, c4 constantes arbitrarias (3.14)
Então em (3.12) tem-se
 1µ rc12ptqs   f rc1  c3s  0, (3.15)
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e derivando com respeito a t em (3.15) se tem c22ptq  0 que implica c2ptq  tc5   c6, com c5, c6
constantes. Logo temos em (3.11) e (3.14)
α  tc3   c4, β  xc1   tc5   c6. (3.16)
Assim usando (3.16) em (3.10), (3.13) e (3.15) obtemos
3
µ  hrc3   γ1puqs  2hc1  gγ2puq  0, (3.17)
 2µ  gr2c1  c3s  0, (3.18)
 1µ rc5s   f rc1  c3s  0, (3.19)
e sabemos que ξ1  α, ξ2  β, logo a solução do sistema (3.7)-(3.10) é:
ξ1  tc3   c4, ξ2  xc1   tc5   c6, η  γpuq,
1
µ  c5   f rc1  c3s, 2µ  gr2c1  c3s, 3µ  hrc3   γ1puqs   2hc1   gγ2puq,
onde c1, c3, c4, c5, c6 são constantes arbitrarias e γpuq P C2função arbitraria. Assim os gerado-
res infinitesimais são:
Γ1  Bt, Γ2  Bx,
Γ3  tBx  Bf , Γ4  xBx   fBf   2gBg   2hBh,
Γ5  tBt  fBf  gBg  hBh, Γ6  γpuqBu   phγ1puq   gγ2puqqBh.
Logo fazendo uma troca de base, isto é, multiplicar Γ3 por 1 e somando Γ4 e Γ5 se tem
Γ1  Bt, Γ2  Bx,
Γ3  tBx   Bf , Γ4  xBx   fBf   2gBg   2hBh,
Γ5  tBt   xBx   gBg   hBh, Γ6  γpuqBu   phγ1puq   gγ2puqqBh.
Que é equivalente da solução do sistema :
ξ1  c1   c2t, ξ2  c3  c4t  pc2   c5qx, η  γpuq,
1
µ  c4   c5f, 2µ  pc2   2c5qg, 3µ  pc2   2c5qh γ1puqh  γ2puqg,
onde c1, c2, c3, c4, c5 são constantes arbitrarias e γpuq P C2função arbitraria.
3.2 Classificação preliminar usando o grupo de equivalên-
cia
Nesta seção vamos a obter uma classificação preliminar do grupo de simetrias para
a equação generalizada de Kudryashov-Sinelshchikov (1.6) usando o grupo de equivalência
contínuo calculado no Teorema 3.
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Usando o Teorema 3 podemos construir a combinação linear
Y  k1Γ1   k2Γ2   k3Γ3   k4Γ4   k5Γ5   k6Γ6, (3.20)
que é equivalente com
Y  pk1   k5tqBt   rk2  k3t  pk4   k5qxsBx   rγpuqsBu (3.21)
  pk3   fk4qBf   cgBg   rpc γ1puqqh  γ2puqgsBh,
com c  2k4   k5 e γpuq  k6γpuq, pois k6γpuq é elemento arbitrário igual que γpuq. Vamos
a definir as seguintes projeções X  Prpx,uqY e Z  Prpu,fqY da forma
X  rk1   k5tsBt   rk2  k3t  pk4   k5qxsBx   rγpuqsBu (3.22)
e
Z  γpuqBu   pk3   fk4qBf   cgBg   rpc γ1puqqh  γ2puqgsBh, (3.23)
logo temos Z  0 se somente se k3  k4  k5  0, e γpuq  0, assim usando o Teorema
das projeções [29] temos que a álgebra principal é gerada por X  k1Bt   k2Bx, que são as
traslações em t e x.
Sejam F puq  0, Gpuq  0, G1puq  0 e Hpuq funções dadas. Logo pelo Teo-
rema das projeções [29] o operador X é admitido como gerador das simetrias com as funções
F puq, Gpuq e Hpuq se somente se o sistema
f  F pu, q g  Gpuq, h  Hpuq, (3.24)
admita o operador Z. Mas Z é admitido por (3.24) se somente se
0  Zpf  F puqq |fF puq k3   k4F puq  γpuqF 1puq, (3.25)
0  Zpg Gpuqq |gGpuq cGpuq  γpuqG1puq, (3.26)
0  ZphHpuqq |hHpuq pc γ1puqqHpuq   γ2puqGpuq  γpuqH 1puq. (3.27)
As equações (3.25), (3.26) e (3.27) determinam as possíveis formas das funções paramétricas
para o qual a álgebra principal pode ser estendida. De (3.26):
γpuq  c Gpuq
G1puq . (3.28)
De substituir (3.28) em (3.27) se tem
c

H 1

G
G1


Hr1

G
G1

1
s  G

G
G1

2
 0. (3.29)
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De multiplicar por G1 e organizando em (3.29) se tem
c

H 1 H

G2
G1


 G1

G
G1

2
 0. (3.30)
De substituir (3.28) em (3.25) temos
k3   k4F puq  c Gpuq
G1puqF
1puq  0. (3.31)
De derivar (3.31) com respeito a u obtemos
k4F
1puq  cG

F 1puq
G1puq

1
 cF 1puq  0. (3.32)
Se F 1  0 então dividendo em (3.32) por F 1 obtemos
k4  c c Gpuq
F 1puq

F 1puq
G1puq

1
 0. (3.33)
De derivar (3.33) com respeito a u obtemos
c

F 1puq
G1puq

1
Gpuq
F 1puq
1
 0. (3.34)
De (3.34) há dois casos a considerar:
c  0 e c  0.
1.) Suponha c  0 em (3.34). De (3.28) temos γ  0, logo em (3.25) temos
k3   k4F puq  0, (3.35)
1.1) Se F puq não é constante. De (3.35) temos
k3  k4  0,
mas sabemos que
0  c  2k4   k5,
logo k5  0, assim temos
X  k1Bt   k2Bx,
que é a álgebra principal. Somente para observação e ilustração do método consideramos o caso
F puq  b  0
1.2) Se F puq  b  0constante. De (3.35) temos
k3   bk4  0,
logo
k3  k4b,
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mas sabemos que 0  c  2k4   k5 logo k5  2k4. De (3.22) temos
X  rk1  2k4tsBt   rk2  pk4bqt  pk4  2k4qxsBx,
 k1Bt   k2Bx  k4r2tBt   px btqBxs. (3.36)
Assim temos a álgebra principal e um gerador adicional
X3  2tBt   px btqBx.
2.) Suponha c  0 em (3.34). De (3.28) temos γ  0. De usar (3.30) obtemos
H 1 H

G2
G1


 G1

G
G1

2
 0, (3.37)
para uma G dada, logo a solução geral para (3.37)
Hpuq  b5G1 

G
G2
G1


, (3.38)
com b5 constante.
2.1) Para F 1  0 de (3.34) temos
F 1puq
G1puq

1
Gpuq
F 1puq  k1, com k1 constante. (3.39)
De (3.39) temos dois casos a considerar
k1  0 e k1  0.
2.1.1) Suponha k1  0 em (3.39). De (3.39):
F  k2
k1   1G
k1 1   k3, com k1, k2, k3 constantes. (3.40)
De (3.40) temos dois casos a considerar
k1  1 e k1  1.
2.1.1.1) Suponha k1  1 em (3.40). Logo de (3.40) temos
F  k2
k1   1G
k1 1   k3. (3.41)
De usar (3.41) em (3.33) temos
k4  c ck1  0. (3.42)
De (3.42) temos k4  cp1  k1q, mas sabemos que c  2k4   k5 logo se tem
k5  cp1  2k1q.
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De usar (3.41) em (3.31) temos
k3   cp1  k1q

k2
k1   1G
k1 1   k3

 ck2Gk1 1  0, (3.43)
logo se tem k3  k3pk1   1qc assim
X  rk1  p1  2k1qctsBt   rk2   k3p1  k1qct xk1csBx   c G
G1
Bu,
 k1Bt   k2Bx   crp1  2k1qtBt   pk3p1  k1qt k1xqBx   G
G1
Bus. (3.44)
Assim temos a álgebra principal e um gerador adicional
X4  p1  2k1qtBt   pk3p1  k1qt k1xqBx   G
G1
Bu.
2.1.1.2) Suponha k1  1 em (3.39). De (3.39) temos
F puq  k2 ln | Gpuq |  k6, com k2  0.
De (3.42) se tem k4  0 logo k5  c. De usar F puq em (3.31) se tem k3  ck2, então
X  rk1   ctsBt   rk2  k2ct  xcsBx   c G
G1
Bu,
 k1Bt   k2Bx   crtBt   px k2tqBx   G
G1
Bus. (3.45)
Assim temos a álgebra principal e um gerador adicional
X5  tBt   px k2tqBx   G
G1
Bu.
2.1.2) Suponha k1  0 em (3.39). De (3.39) temos
F puq  aGpuq   b, com a  0, b constantes. (3.46)
De usar (3.46) em (3.31) se tem
k3   k4paG  bq  caGpuqG
1puq
G1puq  0, (3.47)
logo temos
k3   k4b  apk4  cqG  0. (3.48)
De diferenciar em (3.48) com respeito u obtemos
apk4  cqG1  0. (3.49)
De (3.49) temos k4 c  0, que implica k4  c Logo em (3.48) temos k3  bc, mas sabemos
que
c  k5   2k4,
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então k5  c, por tanto
X  rk1  ctsBt   rk2   bctsBx   c G
G1
Bu,
 k1Bt   k2Bx   crtBt   btBx   G
G1
Bus. (3.50)
Assim temos a álgebra principal e um gerador adicional
X6  tBt  btBx  G
G1
Bu.
Tudo o processo anterior de classificação preliminar de grupos de simetria usando o grupo de
equivalência para a equação (1.6) pode ser resumido na Tabela 1
fpuq gpuq hpuq Condições Geradores
 cte arbitrária arbitrária ∅ X1, X2
b cte arbitrária arbitrária b  0 X1, X2, X3
k2
k1   1g
k1 1   k3 arbitrária b5g1 

g
g2
g1


f 1, g1  0 k1  1 X1, X2, X4
k2 ln | g |  k6 arbitrária b5g1 

g
g2
g1


f 1, g1  0 k2  0 X1, X2, X5
ag   b arbitrária b5g1 

g
g2
g1


a  0, b cte X1, X2, X6
Tabela 1 – Classificação preliminar do grupo de simetrías usando o grupo de equivalência.
Onde
X1  Bt, X2  Bx
X3  2tBt   px btqBx.
X4  p1  2k1qtBt   pk3p1  k1qt k1xqBx   g
g1
Bu.
X5  tBt   px k2tqBx   g
g1
Bu.
X6  tBt  btBx  g
g1
Bu.
3.3 Aplicações do grupo de equivalência contínuo.
Nesta seção vamos a usar um dos geradores do grupo de equivalência calculado no
Teorema 3 com o qual podemos encontrar uma transformação que permite a eliminação do termo
hpuq da Eq. (1.6).
Usando o gerador Γ6 do Teorema 3, vamos a calcular a transformação para a Eq.
(1.6). Sabemos que
Γ6  γpuqBu   phγ1puq   gγ2puqqBh.
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Logo temos as Equações de Lie para Γ6:
dt¯
dε
 0, t¯p0q  t, (3.51)
dx¯
dε
 0, x¯p0q  x, (3.52)
df¯
dε
 0, f¯p0q  f, (3.53)
dg¯
dε
 0, g¯p0q  g, (3.54)
du¯
dε
 γpu¯q, u¯p0q  u, (3.55)
dh¯
dε
 h¯γ1pu¯q   g¯γ2pu¯q, h¯p0q  h. (3.56)
Assim, resolvendo as Eqs. (3.51)-(3.54) temos
t¯  t, x¯  x, f¯  f, g¯  g,
logo resolvendo (3.55) obtemos
ψpu¯q 
»
du¯
γpu¯q  ε  c1 (3.57)
e ψ1pu¯q  1
γpu¯q .
Multiplicando (3.56) por
dε
du¯
se tem
9h¯
dε
du¯
 h¯γ1pu¯qdε
du¯
  gγ2pu¯qdε
du¯
(3.58)
  h¯γ
1pu¯q
γpu¯q  
γ2pu¯qg
γpu¯q ,
logo temos
dh¯
du¯
  h¯γ
1pu¯q
γpu¯q  
γ2pu¯qg
γpu¯q (3.59)
h¯1   h¯γ
1pu¯q
γpu¯q  
γ2pu¯qg
γpu¯q ,
assim isolando para γ2pu¯qg se tem
rγpu¯qh¯s1  γ2pu¯qg,
e resolvendo temos
h¯pu¯q  c
γpu¯q  
gγ1pu¯q
γpu¯q . (3.60)
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De (3.57) tem-se
ψpu¯q  ε  ψpuq,
assim,
u¯  ψ1 pε  ψpuqq , (3.61)
logo
u¯  φpu, εq e u  φpu, 0q. (3.62)
Usando (3.55) e (3.62) obtemos
du¯
dε
 γpu¯q  φεpu, εq, (3.63)
assim, derivando com respeito a u temos
γ1pu¯q  φεupu, εqdu
du¯
 φεupu, εq 1
φu
. (3.64)
Usando (3.61) e (3.63) obtemos
φε  rψ1s1 pε  ψpuqq , (3.65)
assim tem-se que
φu  rψ1s1 pε  ψpuqq dε
du
 φεψ1puq  φε 1
γu
, (3.66)
portanto
φε  γpuqφu, (3.67)
e derivando com respeito a u temos
φεu  γ1puqφu   γ2puqφuu. (3.68)
De (3.63) e (3.67) temos
γpu¯q  γpuqφu. (3.69)
Logo juntando (3.64), (3.68) e (3.69) obtemos
γ1pu¯q  1
φu
rγ1puqφu   γ2puqφuus (3.70)
Usando (3.70) e (3.69) em (3.60) obtemos
h¯pu¯q  c
γpuqφu   g
γ1puqφu   γ2puqφuu
γpuqφ2u
, (3.71)
assim, com h¯p0q  h tem-se
h  c
γpuq   g
γ1puq   γ2puq
γpuq , (3.72)
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logo
c  hγpuq  gγ1puq. (3.73)
Usando (3.73) em (3.71) obtemos
h¯pu¯q  h
φu
  gφuu
φ2u
. (3.74)
A transformação (3.74) foi obtida resolvendo as Equações de Lie (3.51)-(3.56), assim vamos a
obter a transformação (3.74) usando outra forma, uma forma direta. Seja
u¯  φpuq, φ1puq  0, (3.75)
com φ uma função invertível a determinar. Usando (3.75) na equação (1.6) obtemos
u¯t  f¯pu¯qu¯x  g¯pu¯qu¯xx   h¯pu¯qu¯2x  0, (3.76)
com
h¯  hpuq
φu
  gpuqφuu
φ2u
,
f¯pu¯q  f  φ1pu¯q  fpuq, g¯pu¯q  g  φ1pu¯q  gpuq.
Nosso objetivo é anular o coeficiente de u¯x da equação Kudryashov-Sinelshchikov generalizada
(3.76), ou seja,
0  hpuq
φu
  gpuqφuu
φ2u
,
que implica
φuu
φu
 hpuq
gpuq ,
ô plnφupuqq1  hpuq
gpuq ,
ô lnφupuq  
»
hpuq
gpuqdu  lnpc1q,
com c1 ¡ 0 constante, assim
φu  c¯1exp


»
hpuq
gpuqdu


,
logo, tem-se que
φ  c¯1
» 
exp


»
hpuq
gpuqdu



du  c2, (3.77)
com c¯1, c2 constantes arbitrarias. Assim usando (3.77) na primeira equação de Kudryashov-
Sinelshchikov (1.5), podemos ter uma transformação com
hpuq  1, gpuq  1  u, (3.78)
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logo resolvendo para (3.77):
φ  c¯1
» 
exp


» 1
1  udu



  c2,
 c¯12 p1  uq
2   c2,
assim, transformação para primeira equação de Kudryashov-Sinelshchikov (1.5) é
v  φpuq  p1  uq2, (3.79)
com c¯1  2 e c2  0. Note que a transformação pode ter uso na equação não linear do calor:
ut  pKpuquxqx , (3.80)
com Kpuq uma função arbitraria, assim se usamos (3.77) em (3.80) com
gpuq  Kpuq hpuq  K 1puq fpuq  0
tem-se que
φpuq  c1
»
Kpuqdu  c2. (3.81)
Logo, se usamos (3.77) na equação Kudryashov-Sinelshchikov generalizada (3.76) obtemos
u¯t  f¯pu¯qu¯x  g¯pu¯qu¯xx  0, (3.82)
e se usamos (3.79) na primeira equação Kudryashov-Sinelshchikov (1.5) obtemos
vt  p1
?
vqvx 
?
vvxx  0. (3.83)
Se a função Kpuq em (3.80) satisfaz (3.81), a transformação faz a equação não linear do calor
(3.80) como:
vt  pφpvqq vxx  0. (3.84)
3.4 Classificação completa com hpuq  0.
Finalmente nesta seção usando a transformação do grupo de equivalência da seção
anterior podemos ter hpuq  0 em (1.6), assim consideremos a nova equação generalizada.
ut  fpuqux  gpuquxx  0. (3.85)
Agora nosso objetivo é obter uma classificação completa para a Eq. (3.85), primeiro vamos o
construir o gerador infinitesimal
Γ  iξpx, uq BBxi   ηpx, uq
B
Bu, (3.86)
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para a equação (3.85) com x1  t, x2  x. Para este objetivo, precisamos calcular o segundo
prolongamento do gerador infinitesimal (3.86):
Γp2q  ηpt, x, uqrf 1puqux  g1puquxxs   ηrts (3.87)
  ηrxsrfpuqs   ηrxxsrgpuqs  0.
Assim temos que calcular os coeficientes ηrts, ηrxs e ηrxxs em (3.87), logo substituindo (3.4) em
(3.87) obtemos
Γp2q  ηpt, x, uqrf 1puqux  g1puquxxs
  rηt   utpηu  ξ1t q  u2t ξ1u  uxξ2t  uxutξ2us
  rfpuqsrηx   uxpηu  ξ2xq  utξ1x  utuxξ1u  u2xξ2us
 rgpuqsrηxx   p2ηxu  ξ2xxqux  ξ1xxut  2ξ1xuutux  2ξ1xuxt (3.88)
  pηuu  2ξ2xuqpuxq2   pηu  2ξ2xquxx  ξ2uupuxq3  3ξ2uuxuxx
 ξ1uupuxq2ut  ξ1uutuxx  2ξ1uuxuxts  0,
logo, pelo Teorema 4.2.3-1 em [30] se tem que ξ1u  ξ2u  0, que só dependem de t, x. com
isso na mão, usando o Teorema 4.2.3-6 em [30], temos que ηuu  0, que implica η como função
linear de u. Logo expressando ut e suas derivadas parciais da equação
ut  fpuqux   gpuquxx
em (3.88) e tendo em conta que o resto de monômios em derivadas parciais de u formam um
conjunto linearmente independente. Nesta maneira obtemos as seguintes equações determinantes
supondo gpuq  0.
ξ1u  ξ1x  ξ2u  ηuu  0 (3.89)
fpuqηx  gpuqηxx   ηt  0 (3.90)
g1puqη   gpuqr2ξ2x  ξ1t s  0 (3.91)
f 1puqη   fpuqrξ2x  ξ1t s   gpuqr2ηxu   ξ2xxs  ξ2t  0. (3.92)
A solução do sistema de equações anterior (3.89) - (3.92) permite o seguinte resultado.
Teorema 4. A álgebra de Lie da simetria para a equação generalizada Kudryashov–Sinelshchikov
p3.85q com f, g arbitrarias e algumas escolhas especiais das funções f, g é gerada pelos operado-
res dados na Tabela 2
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fpuq gpuq Condições Geradores
arbitrária arbitrária ∅ Γ1, Γ2
k1  cte arbitrária k1  0 Γ1, Γ2, Γ3
k2
K1
eK1u   k3 c3eub K1  0, 1
b
, k2  0, b  0, c3  0 Γ1, Γ2, Γ4
k2u  k3 c3eub k2  0, k3  0, c3  0, b  0 Γ1, Γ2, Γ5
k2 c3e
u
b k2  0, c3  0, b  0 Γ1, Γ2, Γ6, Γ7
k1be
u
b   k2 c3eub k1  0, k2  0, c3  0, b  0 Γ1, Γ2, Γ8
k3pau  bq
k1
a   k2
k1
s1pau  bq 1a k1  0, k2  0, k3  0, s1  0, a  0 Γ1, Γ2, Γ9
k2
a
lnpau  bq s1pau  bq 1a k2  0, s1  0, a  0 Γ1, Γ2, Γ10
k2 s1pau  bq 1a k2  0, s1  0, a  12 Γ1, Γ2, Γ11, Γ12
k2 s1pau  bq 1a k2  0, s1  0, a  12 Γ1, Γ2, Γ13, Γ14, Γ15
k1pau  bq 1a   k2 s1pau  bq 1a k1  0, k2  0, s1  0, a  1 Γ1, Γ2, Γ16
k1pu  bq   k2 s1pu  bq k1  0,1 , k2  0, s1  0,1 , m  k1
s1
Γ1, Γ2, Γ17, Γ18, Γ19
Tabela 2 – Classificação completa do grupo de simetrías para a Eq. p3.85q .
Onde
Γ1  Bt, Γ2  Bx álgebra principal. (3.93)
Γ3  2tBt   rx k1tsBx,
Γ4  p2K1   1
b
qtBt  

xp1
b
K1q  K1k3t


Bx,
Γ5  1
b
tBt  

1
b
x k2t


Bx   Bu,
Γ6  2tBt   px k2tqBx,
Γ7  tBt   k2tBx   bBu,
Γ8  tBt  k2tBx   bk2Bu,
Γ9  p1 2k1qtBt   rp1 k1qx  k2tsBx   pau  bqBu,
Γ10  tBt   rx k2tsBx   pau  bqBu,
Γ11  2tBt   rx k2tsBx,
Γ12  tBt   k2tBx   pau  bqBu,
Γ13  rx  k2ts2Bx   p12u  bqp4px  k2tqqBu,
Γ14  px  k2tqBx   4p12u  bqBu,
Γ15  tBt  k2tBx  p12u  bqBu,
Γ16  tBt  k2tBx   k2pau  bqBu,
Γ17  2tBt   px k2tqBx,
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Γ18  tBt  k2tBx  pu  bqBu,
Γ19  1
m2
emxmk2tBx  2
m
pu  bqemxmk2tBu.
Demostração 2. É claro que se f, g são funções arbitrárias, então as únicas simetrias da Eq.
(3.85) são as traslações t e x. Note que resolvendo o subsistema (3.89) temos
ξ1  αptq ξ2  βpt, xq η  Apt, xqu  Cpt, xq, (3.94)
com α, β,A, C funciones arbitrarias. De (3.91) e (3.94) temos que
Apt, xqu  Cpt, xq 

g
g1


p2βx  αtq. (3.95)
De derivar em (3.95) com respeito a u duas vezes temos
g
g1

2
p2βx  αtq  0. com 2  d2{du2. (3.96)
De (3.96) temos dois casos a serem considerados em relação a
pg{g1q2  0 ou pg{g1q2  0.
1.) Suponha em (3.96) que
pg{g1q2  0.
De (3.96) temos que
2βx  αt  0. (3.97)
De usar (3.97) em (3.95) temos que Apt, xq  Cpt, xq  0, que implica η  0. De derivar
(3.97) com respeito a x temos
βxx  0,
portanto, β é uma função linear de x:
β  a1ptqx  a2ptq, (3.98)
para alguns funções a1ptq e a2ptq. De usar (3.98) em (3.97) temos
αt  2a1ptq  0, (3.99)
que implica
α  2
»
a1ptqdt  d, com d constante arbitraria. (3.100)
Usando (3.98) e o fato que η  0 em (3.92) obtemos
fpuqra1ptq  αts  a11ptqx a12ptq  0. (3.101)
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De derivar (3.101) com respeito a u temos
f 1puqra1ptq  αts  0. (3.102)
De (3.102) há dois casos a serem considerados em relação a
f 1  0 ou f 1  0.
1.1) Suponha f 1  0 em (3.102). De (3.102) temos
a1ptq  αt  0.
Logo em (3.101) tem-se que
a11ptqx  a12ptq  0. (3.103)
De derivar (3.103) com respeito a x temos a11ptq  0 e implica a12ptq  0, assim temos
a1ptq  a1, a2ptq  a2,
com a1, a2 constantes arbitrarias. De (3.98) e (3.100) se tem
ξ2  β  a1x  a2, ξ1  α  2a1t  d.
De usar (3.97) obtemos
a1  0,
que implica ξ1  d, ξ2  a2, e sabemos que η  0, logo nossos geradores de simetrias é a
álgebra principal.
Γ1  Bt, Γ2  Bx. (3.104)
1.2) Suponha f 1  0, que implica f  k1constante. De (3.101) tem-se
k1ra1ptq  αts  a11ptqx a12ptq  0. (3.105)
De derivar (3.105) com respeito a x temos
a11ptq  0,
que implica a1ptq  a1constante, assim temos
k1ra1  αts  a12ptq  0. (3.106)
De usar (3.100) se tem
α  2a1t  d, (3.107)
com d constante arbitraria. De derivar (3.106) com a relação a t temos
a22ptq  0,
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que implica a2ptq  tb1   b2, com b1, b2 constantes arbitrarias, assim em (3.98) temos
β  a1x  tb1   b2, (3.108)
e em (3.106) se tem a1k1  b1  0, que implica
a1k1  b1, (3.109)
logo usando (3.107), (3.108) e (3.109) temos
β  a1x a1k1t  b2, α  2a1t  d.
que é equivalente a
ξ2  a1x a1k1t  b2, ξ1  2a1t  d.
e usando o fato η  0, temos nossos geradores de simetrias.
Γ1  Bt, Γ2  Bx, Γ3  2tBt   px k1tqBx (3.110)
2.) Suponha que
pg{g1q2  0,
que implica
g{g1  au  b, (3.111)
com a, b constantes. De (3.111) há dois casos a serem considerados
a  0 ou a  0.
2.1) Suponha em (3.111) a  0 e b  0. De resolver em (3.111) para g temos que
g  c3e
u
b e g1  c3
b
e
u
b (3.112)
com c3, b constantes. De substituir (3.112) em (3.95) tem-se
Apt, xqu  Cpt, xq  bp2βx  αtq. (3.113)
De derivar em (3.113) com respeito a u temos Apt, xq  0, logo
Cpt, xq  bp2βx  αtq, (3.114)
e também de (3.114) tem-se
Cx  2bβxx, Cxx  2bβxxx, Ct  bp2βtx  αttq. (3.115)
De substituir em (3.90) e (3.92) temos que
f 1puqrCs   fpuqrβx  αts   c3e
u
b rβxxs  βt  0, (3.116)
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e
fpuqr2βxxs  c3e
u
b r2βxxxs   p2βtx  αttq  0. (3.117)
De derivar em (3.117) com respeito a u temos
f 1puqrβxxs   c3
b
e
u
b rβxxxs  0, (3.118)
logo 
f 1puq
e
u
b


rβxxs   c3
b
rβxxxs  0. (3.119)
De derivar em (3.119) com respeito a u temos que
f 1puq
e
u
b

1
rβxxs  0. (3.120)
De (3.120) há dois casos a serem considerados em relação a
f 1puq
e
u
b

1
 0 ou

f 1puq
e
u
b

1
 0.
2.1.1) Suponha

f 1puq
e
u
b

1
 0 em (3.120) logo βxx  Cx  0, que implica
β  aptqx  b1ptq, (3.121)
com aptq, b1ptq funções arbitrarias. Sabemos que Cxx  0, logo por (3.90) temos Ct  0,
assim Cpt, xq  Cconstante, então
C  bp2βx  αtq. (3.122)
De usar (3.121) em (3.122) obtemos
α  2
»
aptqdt C
b
t  b2, com b2 constante. (3.123)
De usar (3.121) e (3.123) em (3.116) tem-se
f 1puqrCs   fpuqraptq   C
b
s  a1ptqx b11ptq  0. (3.124)
De derivar (3.124) com respeito a x temos
a1ptq  0,
logo aptq  a constante, assim
α  2at C
b
t  b2, (3.125)
e também temos que
f 1puqrCs   fpuqra  C
b
s  b11ptq  0. (3.126)
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De derivar (3.126) com respeito a t temos
b21ptq  0
que implica b1ptq  b3t  b4, com b3, b4 constantes arbitrarias, logo tem-se
α  2at C
b
t  b2 β  ax  b3t  b4 η  C. (3.127)
De usar (3.127) em (3.126) temos
f 1puqrCs   fpuqra C
b
s   b3  0. (3.128)
De (3.128) há dois casos a serem considerados em relação a
C  0 ou C  0.
2.1.1.1) Suponha C  0 em (3.128) logo
f 1puq   fpuqr a
C
 1
b
s   b3
C
 0. (3.129)
De derivar (3.129) com respeito a u e dividindo por f 1 temos
f2puq
f 1puq  r
a
C
 1
b
s, (3.130)
que é equivalente a
f2puq
f 1puq  K1 com K1  r
a
C
 1
b
s. (3.131)
Resolvendo em (3.131) para f temos
fpuq  k2
K1
eK1u   k3, com K1, k2, k3 constantes. (3.132)
De (3.132) há dois casos a serem considerados em relação a
k2  0 ou k2  0.
2.1.1.1.1) Suponha em (3.132) k2  0, K1  0 e K1  1
b
. De usar (3.132) em (3.128) temos
eK1uk2rC   1
K1
pa C
b
qs   k3ra C
b
s   b3  0. (3.133)
De derivar (3.133) com respeito a u obtemos
C   1
K1
pa C
b
q  0, (3.134)
que implica
a  CpK1   1
b
q.
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De usar (3.134) em (3.133) também obtemos
k3ra C
b
s   b3  0, (3.135)
que implica
b3  k3ra C
b
s.
Logo usando isto em (3.127) obtemos
α  2CK1t  C
b
t  b2, β  xCp1
b
K1q   pCK1k3qt  b4, η  C, (3.136)
que é equivalente com
ξ1  2CK1t  C
b
t  b2, ξ2  xCp1
b
K1q   pCK1k3qt  b4, η  C, (3.137)
logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ4  p2K1   1
b
qtBt  

xp1
b
K1q  K1k3t


Bx. (3.138)
2.1.1.1.1.a) Suponha K1  0 em (3.131) logo temos f2puq  0, que implica
fpuq  k2u  k3, com k2, k3 constantes (3.139)
2.1.1.1.1.a.1) Suponha em (3.139) k2  0, assim tem-se
fpuq  k2u  k3. (3.140)
De usar (3.140) em (3.128) tem-se
k2rCs   rk2u  k3sra C
b
s   b3  0. (3.141)
De derivar (3.141) com respeito u temos
a C
b
 0,
que implica a  C
b
, e também temos que k2rCs   b3  0, logo b3  k2rCs, assim em
(3.127) temos
α  C
b
t  b2, β  C
b
x k2Ct  b4, η  C, (3.142)
que é equivalente com
ξ1  C
b
t  b2, ξ2  C
b
x k2Ct  b4, η  C, (3.143)
logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ5  1
b
tBt  

1
b
x k2t


Bx   Bu. (3.144)
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2.1.1.1.1.a.2) Suponha em (3.139) k2  0, logo fpuq  k3, que implica
f 1puq  0,
assim temos uma contradição com

f 1puq
e
u
b

1
 0.
2.1.1.2) Suponha em (3.128) C  0, logo temos
afpuq   b3  0,
isto implica
a  b3  0.
Caso contrario temos
f 1puq  0,
que é uma contradição com

f 1puq
e
u
b

1
 0, assim com a  b3  0 se tem a álgebra principal.
2.1.2) Suponha 
f 1puq
e
u
b

1
 0,
logo se tem
f 1puq
e
u
b
 k1, e resolvendo para f temos
fpuq  k1beub   k2, com k1, k2, b constantes. (3.145)
De (3.145) há dois casos a serem considerados
k1  0 ou k1  0.
2.1.2.1) Suponha em (3.145) k1  0, logo temos fpuq  k2constante. De (3.116) temos
k2rβx  αts   c3e
u
b rβxxs  βt  0. (3.146)
De derivar (3.146) com respeito a u se tem βxx  0, que implica
β  aptqx  b1ptq, com aptq, b1ptq funcoes arbitrarias (3.147)
assim (3.146) se transforma em
k2raptq  αts  a1ptqx b11ptq  0. (3.148)
De derivar (3.148) com respeito a x temos
a1ptq  0,
que é aptq  a constante. De (3.114) temos
Cpt, xq  bp2a αtq, (3.149)
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que implica Cxx  0, logo por (3.117) tem-se
2βtx  αtt  0, (3.150)
assim
2βx  αt  m,
logo temos 2a αt  m que é equivalente
α  p2amqt  d, (3.151)
e também se tem η  C  bm. De (3.148) temos
k2ra ms  b11ptq  0,
logo b11ptq  k2ra ms, que é equivalente a
b1ptq  k2rm ast  b2.
De (3.148) temos
β  ax  k2rm ast  b2. (3.152)
De juntar (3.151), (3.152) e η  C  bm temos
ξ1  p2amqt  d, ξ2  ax  k2rm ast  b2, η  bm,
logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ6  2tBt   px k2tqBx Γ7  tBt   k2tBx   bBu (3.153)
2.1.2.2) Suponha em (3.145) k1  0, logo tem-se
fpuq  k1beub   k2. (3.154)
De usar (3.154) e (3.112) em (3.116) temos
e
u
b rbk1βx   c3βxxs   k2rβx  αts  βt  0. (3.155)
De derivar (3.155) com respeito a u se tem
bk1βx   c3βxx  0. (3.156)
De substituir (3.156) em (3.155) obtemos
k2rβx  αts  βt  0. (3.157)
De substituir (3.154) em (3.117) obtemos
e
u
b r2b2k1βxx  2bc3βxxxs   2bβtx  bαtt   2k2bβxx  0. (3.158)
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De derivar (3.158) com respeito a u temos
bk1βxx   c3βxxx  0. (3.159)
De substituir (3.159) em (3.158) obtemos
2bβtx  bαtt   2k2bβxx  0. (3.160)
De derivar (3.156) com respeito a x e somando (3.159), podemos concluir que
βxxx  0,
logo em (3.159) temos βxx  0. De (3.156) temos βx  0. De usar (3.160) obtemos
αtt  0
que implica
α  c1t  c2. com c1, c2 constantes. (3.161)
De (3.157) temos
k2r0 c1s  βt  0,
que implica
β  k2c1t  c4. (3.162)
De usar (3.114) obtemos
η  bk2c1.
De juntar o termo anterior com (3.161) e (3.162) tem-se
ξ1  c1t  c2, ξ2  k2c1t  c4, η  bk2c1,
logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ8  tBt  k2tBx   bk2Bu. (3.163)
2.2) Suponha em (3.111) a  0, assim temos g{g1  au  b e resolvendo para g temos
gpuq  s1pau  bq 1a , com s1, a, b constantes arbitrarias. (3.164)
De usar (3.95) temos
η  Apt, xqu  Cpt, xq  pau  bqp2βx  αtq. (3.165)
De derivar (3.165) com respeito u temos
ηu  Apt, xq  ap2βx  αtq, (3.166)
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e também se tem
Cpt, xq  bp2βx  αtq. (3.167)
De substituir (3.165) em (3.90) obtemos
fpuqr2βxxs  s1pau  bq 1a r2βxxxs   2βtx  αtt  0. (3.168)
De derivar (3.168) com respeito a u tem-se
f 1puqrβxxs   s1pau  bq 1a1rβxxxs  0, (3.169)
logo 
f 1puq
pau  bq 1a1


rβxxs   s1rβxxxs  0. (3.170)
De derivar (3.170) com respeito a u obtemos
f 1puq
pau  bq 1a1

1
rβxxs  0. (3.171)
De (3.171) há dois casos a serem considerados
f 1puq
pau  bq 1a1

1
 0 ou

f 1puq
pau  bq 1a1

1
 0.
2.2.1) Suponha em (3.171) 
f 1puq
pau  bq 1a1

1
 0,
assim temos βxx  0 que implica
βpt, xq  a1ptqx  b1ptq, com a1, b1 funções arbitrarias. (3.172)
De usar (3.172) em (3.165) obtemos
η  pau  bqp2a1ptq  αtq. (3.173)
De (3.173) podemos concluir:
ηxx  0, ηxxx  0, ηt  pau  bqp2a11ptq  αttq.
De (3.90) temos ηt  0, assim
2a11ptq  αtt  0, (3.174)
que implica
2a1ptq  αt  c, com c constante. (3.175)
De (3.173) tem-se
η  cpau  bq. (3.176)
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De usar (3.172) e (3.176) em (3.92)
f 1puqrcpau  bqs   fpuqra1ptq  αts  ra11ptqx  b11ptqs  0. (3.177)
De derivar (3.177) com respeito a x obtemos
a11ptq  0
que implica
a1ptq  a1 com a1 constante. (3.178)
De usar (3.178) em (3.175) obtemos
α  p2a1  cqt  d, com d constante. (3.179)
De usar (3.178) e (3.179) em (3.177) tem-se
f 1puqrcpau  bqs   fpuqrc a1s  b11ptq  0. (3.180)
De derivar (3.180) com respeito a t obtemos b21ptq  0 que implica
b1ptq  b2t  b3, com b2, b3 constantes arbitrarias. (3.181)
De usar (3.181) em (3.172) se tem
βpt, xq  a1ptqx  b2t  b3. (3.182)
De (3.182) temos
cf 1puqrau  bs   fpuqrc a1s  b2  0. (3.183)
De (3.183) há dois casos a serem considerados
c  0 ou c  0.
2.2.1.1) Suponha em (3.183) c  0 assim
a1fpuq   b2  0
que implica
a1  b2  0.
Caso contrario fpuq  cte que implica f 1puq  0 que uma contradição com
f 1puq
pau  bq 1a1

1
 0,
assim temos c  a1  b2  0 De (3.179) e (3.182) obtemos
ξ1  α  d, ξ2  β  b3, η  0.
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que é a álgebra principal. 2.2.1.2) Suponha em (3.183) c  0 logo temos
cf 1puqrau  bs   fpuqrc a1s  b2  0. (3.184)
De derivar (3.184) com respeito a u obtemos
c pf 1puqpau  bqq1   f 1puqrc a1s  0. (3.185)
De dividir (3.185) por f 1puq tem-se
cpf
1puqpau  bqq1
f 1puq   rc a1s  0. (3.186)
De derivar (3.186) por u tem-se pf 1puqpau  bqq1
f 1puq

1
 0, (3.187)
logo
pf 1puqpau  bqq1
f 1puq  k1, com k1 constante. (3.188)
De (3.188) há dois casos a serem considerados
k1  0 ou k1  0.
2.2.1.2.1) Suponha em (3.188) k1  0, assim, tem-se
f 1puqpau  bq  fpuqk1   k2, com k2 constante
logo
f 1puq  fpuq k1pau  bq 
k2
pau  bq  0. (3.189)
De resolver (3.189) para fpuq tem-se
fpuq  k3pau  bq
k1
a   k2
k1
. (3.190)
De usar (3.190) em (3.184) obtemos
k3pau  bq
k1
a rck1   c a1s   pc a1qk2
k1
 b2  0. (3.191)
De derivar (3.191) com respeito a u tem-se
k3k1pau  bq
k1
a
1rck1   c a1s  0. (3.192)
De (3.192) há dois casos a serem considerados
k3  0 ou k3  0.
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2.2.1.2.1.1) Suponha k3  0 em (3.192), assim temos
ck1   c a1  0, (3.193)
que implica
a1  cp1 k1q. (3.194)
De usar (3.193) e (3.194) em (3.191) obtemos
b2  ck2. (3.195)
De usar (3.193) e (3.194) em (3.179) e (3.182) obtemos
α  cp1 2k1qt  d, β  cr1 k1sx  ck2t  b3. (3.196)
De juntar (3.196) com η  cpau  bq, obtemos
ξ1  cp1 2k1qt  d, ξ2  cr1 k1sx  ck2t  b3, η  cpau  bq,
logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ9  p1 2k1qtBt   rp1 k1qx  k2tsBx   pau  bqBu. (3.197)
2.2.1.2.1.2) Suponha k3  0 em (3.190), assim temos
fpuq  k2
k1
 constante,
que implica f 1puq  0, que é uma contradição com
f 1puq
pau  bq 1a1

1
 0.
2.2.1.2.2) Suponha k1  0 em (3.188) assim temos
f 1puq  k2pau  bq , (3.198)
logo tem-se
fpuq  k2
a
lnpau  bq. (3.199)
De usar (3.199) em (3.183) obtemos
ck2   k2
a
lnpau  bqrc a1s  b2  0. (3.200)
De derivar (3.200) com respeito a u tem-se
c a1  0, (3.201)
que implica a1  c e também temos
ck2  b2  0,
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logo
b2  ck2. (3.202)
De usar (3.202) e a1  c em (3.179) e (3.182) obtemos
α  ct  d, β  cx ck2t  b3, η  cpau  bq,
que é equivalente a
ξ1  ct  d, ξ2  cx ck2t  b3, η  cpau  bq,
logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ10  tBt   rx k2tsBx   pau  bqBu
2.2.2) Suponha

f 1puq
pau  bq 1a1

1
 0, que implica
f 1puq
pau  bq 1a1  k1, com k1 constante. (3.203)
De resolver (3.203) para fpuq temos
fpuq  k1pau  bq 1a   k2, com k2 constante. (3.204)
De usar (3.164), (3.165) e (3.204) em (3.92) tem-se
k1βxpau  bq 1a   s1βxxpau  bq 1a p1 2aq   k2rβx  αts  βt  0. (3.205)
De (3.205) há dois casos a serem considerados
k1  0 ou k1  0.
2.2.2.1) Suponha k1  0 em (3.205), assim temos
s1βxxpau  bq 1a p1 2aq   k2rβx  αts  βt  0. (3.206)
De derivar (3.206) com respeito a u, obtemos
s1βxxpau  bq 1a1p1 2aq  0. (3.207)
2.2.2.1.1) Suponha a  12 em (3.207), assim βxx  0, que implica
β  a1ptqx  b1ptq, com a1ptq, b1ptq funções arbitrarias. (3.208)
De usar βxx  0 em (3.168) tem-se
2βx  αt  c,
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com c constante. Assim temos
η  cpau  bq. (3.209)
De usar (3.208) em (3.206) obtemos
k2ra1ptq  αts  a11ptqx  b11ptq  0. (3.210)
De derivar (3.210) com respeito x se tem a11ptq  0 que implica a1ptq  a1 constante. Logo,
temos
β  a1x  b1ptq, α  p2a1  cqt  d.
De (3.210) temos
k2ra1   cs  b11ptq  0. (3.211)
De derivar (3.211) com respeito t tem-se b21ptq  0, assim temos
b1ptq  tb2   b3, b2  k2rc a1s.
Então, tem-se
α  p2a1  cqt  d, β  a1px tk2q   ck2t  b3, η  cpau  bq,
que é equivalente a
ξ1  p2a1  cqt  d, ξ2  a1px tk2q   ck2t  b3 , η  cpau  bq,
logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ11  2tBt   rx k2tsBx, Γ12  tBt   k2tBx   pau  bqBu.
2.2.2.1.2) Suponha em (3.206) a  12 , logo tem-se
k2rβx  αts  βt  0. (3.212)
De usar fpuq  k2, (3.164) e (3.165) em (3.90) tem-se
2k2βxx  2s1βxxxp12u  bq
2   2βtx  αtt  0. (3.213)
De derivar (3.213) com respeito a u se tem βxxx  0. De (3.213) temos
2k2βxx   2βtx  αtt  0. (3.214)
De multiplicar por 2 em (3.212) e de derivar com respeito de x em (3.212) obtemos
2k2βxx  2βxt  0. (3.215)
Capítulo 3. Grupo de equivalência para equação generalizada de Kudryashov-Sinelshchikov 60
De somar (3.214) e (3.215) obtemos αtt  0 que implica
α  c1t  c2. (3.216)
De usar (3.216) em (3.212) tem-se
k2rβx  c1s  βt  0. (3.217)
De usar também βxxx  0, obtemos
β  d1ptqx2   d2ptqx  d3ptq. (3.218)
De usar (3.218) em (3.217) obtemos
k2r2d1ptqx  d2ptq  c1s  rd11ptqx2   d12ptqx  d13ptqs  0. (3.219)
De derivar (3.219) com respeito x duas vezes obtemos
d11ptq  0
que implica
d1ptq  d1,
com d1 constante. De (3.219) temos
k2r2d1x  d2ptq  c1s  rd12ptqx  d13ptqs  0. (3.220)
De derivar (3.220) com respeito a x obtemos
2k2d1  d12ptq  0
que implica
d2ptq  2k2d1t  d4.
De (3.220) obtemos
k2r2k2d1t  d4  c1s  d13ptq  0,
que implica
d3ptq  k22d1t2   k2rd4  c1st  d5.
De (3.218) obtemos
β  d1x2   p2k2d1t  d4qx  k22d1t2   k2rd4  c1st  d5. (3.221)
De (3.165) obtemos
η  p12u  bqp2p2d1x  2k2d1t  d4q  c1q, (3.222)
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mas sabemos que
ξ1  α, ξ2  β.
De usar (3.216), (3.221) e (3.222), assim temos os geradores das simetrias como
Γ1  Bt,
Γ2  Bx,
Γ13  rx  k2ts2Bx   p12u  bqp4px  k2tqqBu,
Γ14  px  k2tqBx   4p12u  bqBu,
Γ15  tBt  k2tBx  p12u  bqBu.
2.2.2.2) Suponha em (3.205) k1  0 assim temos
pau  bq 1a rk1βx   s1βxxp1 2aqs   k2rβx  αts  βt  0. (3.223)
De derivar (3.223) com respeito a u tem-se
k1βx   s1βxxp1 2aq  0. (3.224)
De usar (3.224) em (3.223) obtemos
k2rβx  αts  βt  0. (3.225)
De usar (3.164), (3.165) e (3.204) em (3.90) tem-se
2pau  bq 1a rk1βxx  s1βxxxs  2k2βxx   2βtx  αtt  0. (3.226)
De derivar (3.226) com respeito u tem-se
k1βxx  s1βxxx  0. (3.227)
De usar (3.227) em (3.226) também temos
2k2βxx   2βtx  αtt  0. (3.228)
De multiplicar por p1q e derivando com respeito a x em (3.224) e logo, somando com (3.227)
tem-se
s1pa 1qβxxx  0. (3.229)
De (3.229) há dois casos a serem considerados
a  1 ou a  1.
2.2.2.2.1) Suponha a  1 em (3.229) assim temos
βxxx  0.
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De (3.227) temos βxx  0. De (3.224) temos βx  0. De (3.228) temos αtt  0, que implica
α  c1t  c2. (3.230)
De usar βx  0 e (3.230) em (3.225) tem-se
k2c1  βt  0,
assim temos
β  k2c1t  c3. (3.231)
De (3.165) obtemos
η  k2c1pau  bq, (3.232)
e sabemos que ξ1  α e ξ2  β, logo os geradores das simetrias são:
Γ1  Bt, Γ2  Bx, Γ16  tBt  k2tBx   k2pau  bqBu.
2.2.2.2.2) Suponha a  1 em (3.226) logo temos
2pu  bqrk1βxx  s1βxxxs  2k2βxx   2βtx  αtt  0. (3.233)
De derivar (3.233) com respeito a u tem-se
k1βxx   s1βxxx  0. (3.234)
De usar (3.234) em (3.233) também obtemos
2k2βxx   2βtx  αtt  0. (3.235)
De resolver em (3.234) para β tem-se
β  c3ptq
m2
emx   c2ptq   c1ptqx, (3.236)
com c3ptq, c2ptq, c1ptq funções arbitrarias e m  k1
s1
. De usar (3.236) em (3.235) obtemos
 2
m
emxrmk2c3ptq   c13ptqs   c11ptq  αtt. (3.237)
De derivar (3.237) com respeito a x tem-se
mk2c3ptq   c13ptq  0. (3.238)
De resolver para c3ptq em (3.238) obtemos
c3ptq  c3emk2t, com c3 constante. (3.239)
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De usar (3.238) em (3.237) também obtemos
c11ptq  αtt,
e resolvendo para α, temos
α  2
»
c1ptqdt  c4t  c5. com c4, c5 constantes. (3.240)
De usar (3.239) em (3.236) tem-se
β  c3
m2
emxmk2t   c2ptq   c1ptqx. (3.241)
De usar (3.240) e (3.241) em (3.225) obtemos
k2c1ptq   k2c4   c11ptqx  c12ptq  0. (3.242)
De derivar (3.242) com respeito a x obtemos
c11ptq  0
que implica c1ptq  c1constante, assim em (3.242) temos
c2ptq  k2pc1  c4qt  c6. (3.243)
De usar c1ptq  c1, (3.239) e (3.243) em (3.240) e (3.241) tem-se
α  2c1t  c4t  c5, β  c3
m2
emxmk2t   k2pc1  c4qt  c6   c1x. (3.244)
De usar (3.244) em (3.165) obtemos
η  pau  bqp2c3
m
emxmk2t   c4q, (3.245)
e sabemos que ξ1  α, ξ2  β e a  1 assim os geradores das simetrias são:
Γ1  Bt,
Γ2  Bx,
Γ17  2tBt   px k2tqBx,
Γ18  tBt  k2tBx  pu  bqBu,
Γ19  1
m2
emxmk2tBx  2
m
pu  bqemxmk2tBu.
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Capítulo 4
CLASSIFICAÇÃO COMPLETA DA
EQUAÇÃO GENERALIZADA DE
KUDRYASHOV-SINELSHCHIKOV COM
hpuq  0
Nosso estudo do grupo de simetrias da Eq.(1.6) seguirá o proposto por Sophus Lie
[11] em 1881 para (EDPs) lineares de segunda ordem com duas variáveis independentes. O
procedimento geral de encontrar simetrias de Lie para EDP e sua aplicação para obter soluções
exatas das equações podem ser encontradas em [12, 13, 14, 15, 16, 17, 30]. Neste capítulo vamos
a fazer a classificação completa do grupo de simetrias de Lie de forma direta ou "clássica" para
a Eq. (1.6).
Considere a equação generalizada de Kudryashov-Sinelshchikov (1.6):
ut  fpuqux  gpuquxx   hpuqu2x  0. (4.1)
Calcularemos o grupo de simetrias, ou seja construir o gerador infinitesimal (3.86) para a equa-
ção (4.1) com x1  t, x2  x. Para este objetivo, precisamos calcular o segundo prolongamento
do gerador infinitesimal (3.86), ou seja, usando o operador (2.22) em (4.1), assim temos que
Γp2q  ηpt, x, uqrf 1puqux  g1puquxx   h1puqu2xs   ηrtsr1s
  ηrxsrfpuq   2hpuquxs   ηrxxsrgpuqs  0.
(4.2)
Assim temos que calcular os coeficientes ηrts, ηrxs e ηrxxs em (4.2) logo usando (3.4) em (3.87)
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obtemos
Γp2q  ηpt, x, uqrf 1puqux  g1puquxx   h1puqu2xs
  r1srηt   utpηu 
1
ξtq  u2t
1
ξu  ux
2
ξt  uxut
2
ξus
  rfpuq   2hpuquxsrηx   uxpηu 
2
ξxq  ut
1
ξx  utux
1
ξu  u2x
2
ξus
 rgpuqsrηxx   p2ηxu 
2
ξxxqux 
1
ξxxut  2
1
ξxuutux  2
1
ξxuxt (4.3)
  pηuu  2
2
ξxuqpuxq2   pηu  2
2
ξxquxx 
2
ξuupuxq3  3
2
ξuuxuxx
 1ξuupuxq2ut 
1
ξuutuxx  2
1
ξuuxuxts  0.
Logo expressando ut e suas derivadas parciais da equação
ut  fpuqux   gpuquxx  hpuqu2x
em (4.3) e tendo em conta que o resto de monômios em derivadas parciais de u formam um con-
junto linearmente independente. Nesta maneira obtemos as seguentes equações determinantes
supondo gpuq  0.
1
ξu 
1
ξx 
2
ξu  0 (4.4)
fpuqηx  gpuqηxx   ηt  0 (4.5)
g1puqη   2gpuq2ξx  gpuq
1
ξt  0 (4.6)
h1puqη   hpuqηu  gpuqηuu  2hpuq
2
ξx   hpuq
1
ξt  0 (4.7)
f 1puqη   fpuqr2ξx 
1
ξts   2hpuqηx  2gpuqηxu   gpuq
2
ξxx 
2
ξt  0. (4.8)
A solução do sistema de equações anterior (4.4)-(4.8) permite o seguinte resultado.
Teorema 5. A álgebra de Lie da simetria para a equação generalizada Kudryashov–Sinelshchikov
p1.6q com f, g, h arbitrarias e algumas escolhas especiais das funções f, g, h é gerada por os
operadores dados na Tabela 3
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Onde
Γ1  Bt, Γ2  Bx álgebra principal. (4.9)
Γ3  p2k1   1qtBt   rpk1   1qk3t k1xsBx   pgpuq{g1puqqBu,
Γ4  tBt   px k4tqBx   pgpuq{g1puqqBu,
Γ5  tBt  btBx  pgpuq{g1puqqBu,
Γ6  tBt  pgpuq{g1puqqBu,
Γ7  exppax abtqBx  2 exppax abtqgpuq{g1puqBu,
Γ8  2tBt   px btqBx
Γ9  2tBt   xBx,
Γ10  tBt  btBx  pgpuq{g1puqqBu,
Γ11  2tBt   px btqBx,
Γ12  tBt  btBx  pgpuq{g1puqqBu,
Γ13  px  btq2Bx   4px  btqpgpuq{g1puqqBu.
Demostração 3. É claro que se f, g, h são funções arbitrárias, então as únicas simetrias da Eq.
(4.1) são as traslações em t e em x.
De (4.6) temos que
η 

g
g1


p22ξx 
1
ξtq. (4.10)
De derivar (4.10) com respeito a t obtemos
ηt 

g
g1


p22ξtx 
1
ξttq. (4.11)
De derivar (4.10) com respeito a x obtemos
ηx 

g
g1


p22ξxx 
1
ξtxq. (4.12)
De derivar (4.12) com respeito a x obtemos
ηxx 

g
g1


p22ξxxx 
1
ξtxxq. (4.13)
De substituir (4.11), (4.12) e (4.13) em (4.5) se tem
g
g1

fpuqp22ξxx 
1
ξtxq  gpuqp2
2
ξxxx 
1
ξtxxq   2
2
ξtx 
1
ξtt

 0. (4.14)
Mas sabemos que g1, g  0 e 1ξtx 
1
ξtxx  0, logo de (4.14) obtemos:
2
2
ξxt 
1
ξtt  2fpuq
2
ξxx  2gpuq
2
ξxxx  0. (4.15)
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De derivar (4.15) com respeito a u e tendo em conta que
2
ξuxt 
1
ξutt  0,
e organizando obtemos
f
1puq
g1puq
2
ξxx 
2
ξxxx,
e diferenciando novamente com respeito a u, tendo em conta que g1  0.
f 1puq
g1puq

1 2
ξxx  0 com 1  d{du. (4.16)
De (4.16) vemos que há dois casos a serem considerados em relação a
pf 1{g1q1  0 ou pf 1{g1q1  0.
1.) Suponha em (4.16) que 
f 1puq
g1puq

1
 0.
Logo de (4.16) se segue que
2
ξxx  0 e, portanto,
2
ξ é uma função linear de x:
2
ξ  aptqx  bptq, (4.17)
para alguns funções aptq e bptq. De (4.6) se tem
η 

g
g1


p2aptq  1ξtptqq. (4.18)
De derivar (4.18) com respeito a x obtemos
ηx  0.
De (4.5) obtemos
ηt  0.
De diferenciar (4.18) com respeito a t obtemos
2a1ptq  1ξttptq  0.
Então
2aptq  1ξtptq  c  constante. (4.19)
De usar (4.19) em (4.18) se tem
η  cg{g1,
que é uma uma função de u somente. Logo (4.8) tem a forma
f 1puqηpuq   fpuqpaptq  1ξtptqq  a1ptqx b1ptq  0, (4.20)
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assim a1ptq  0 e então aptq  a  const. De (4.19):
1
ξtptq  2a c  constante.
Então
1
ξptq  p2a cqt  d, (4.21)
com d constante arbitraria. De usar (4.18), (4.21) em (4.20) obtemos
f 1puqcgpuq{g1puq   fpuqpc aq  b1ptq  0. (4.22)
De Diferenciar (4.22) com respeito a t obtemos
b2ptq  0,
que implica
bptq  b1t  b2, com b1, b2 constantes.
Logo se tem
2
ξpt, xq  ax  b1t  b2. (4.23)
De (4.22):
f 1puqcgpuq{g1puq   fpuqpa cq  b1  0. (4.24)
Analogamente, de (4.7), temos que
h1puqcgpuq{g1puq   hpuqcppgpuq{g1puqq1  1q  cpgpuq{g1puqq2. (4.25)
Logo se pode escrever (4.24) como
cgf 1   pa cqg1f   b1g1  0. (4.26)
De (4.26) há dois casos a serem considerados:
c  0 c  0
I.) Suponha em (4.26) c  0. Logo em (4.26) obtemos
afpuq   b1  0,
que implica
a  b1  0.
logo f é não constante. Caso contrario f 1  0 que é uma contradição com
f 1puq
g1puq

1
 0.
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Assim temos
1
ξ  d, 2ξ  b2, η  0.
Em este caso o grupo de simetria é gerado somente por translação em t e x, que é a álgebra
principal (4.9).
II.) Suponha em (4.26) c  0. Logo de dividir em (4.26) por g1, logo diferenciando
com respeito a u para então dividimos por f 1 e finalmente diferenciamos mais uma vez com
respeito a u, obtemos 
f 1
g1

1
g
f 1

1
 0.
Portanto, se tem 
f 1
g1

1
g
f 1
 k1  constante.  0 (4.27)
e a  k1c. Resolvendo (4.27) para f temos dois casos.
1.1.) Suponha em (4.27) k1  1, logo resolvendo para f se tem
fpuq  k2
k1   1 |gpuq|
k1 1   k3,
onde k1  0, k2  0 são constantes. De (4.26) temos b1  pk1   1qk3c. Os infinitesimais são
dados por
1
ξ  p2k1   1qct  d
2
ξ  k1cx  pk1   1qk3ct  b2 η  cg{g1,
onde c, d, b2 são constantes arbitrarias.
1.2.) Suponha em (4.27) k1  1, logo resolvendo para f se tem
fpuq  k4 log |gpuq|   k5,
onde k4  0, k5 são constantes. De (4.26) obtemos b1  k2c. Assim os infinitesimais são
dados por
1
ξ  p2k1   1qct  d
2
ξ  k1cx k2ct  b2 η  cg{g1,
onde c, d, b2 são constantes arbitrarias.
2.) Agora suponha que 
f 1puq
g1puq

1
 0.
Logo, resolvendo se tem
fpuq  agpuq   b, (4.28)
onde a, b são constantes. De substituir (4.10) e (4.28) em (4.5) obtemos
2
2
ξxt 
1
ξtt  2b
2
ξxx  2pa
2
ξxx  
2
ξxxxqgpuq  0. (4.29)
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Note os três primeiros termos não dependem u, logo, diferenciando (4.29) com respeito a u
temos
pa2ξxx  
2
ξxxxqg1puq  0.
Logo, se tem
a
2
ξxx  
2
ξxxx  0 (4.30)
De (4.30) há dois casos a considerar
a  0 a  0
2.1) Suponha em (4.30) a  0. Então a solução geral de (4.30) é:
2
ξpt, xq  c3ptq exppaxq{a2   c2ptq   c1ptqx (4.31)
com funções arbitrarias c1ptq, c2ptq, c3ptq. De substituir (4.31) em (4.29) obtemos
2
a
pc13ptq   abc3ptqqeax   2c11ptq 
1
ξtt.
De derivar com respeito a x na equação anterior obtemos
c13ptq   abc3ptq  0,
logo resolvendo para c3ptq se tem
c3ptq  c3eabt, (4.32)
onde c3 é uma constante arbitraria. Também temos que 2c11ptq 
1
ξtt de onde concluímos que
1
ξ  2
»
c1ptqdt  c4t  c5, (4.33)
onde c4, c5 são constantes. De (4.31) e (4.32) obtemos
2
ξ  c3 exppax abtq{a2   c1ptqx  c2ptq. (4.34)
De usar (4.33), (4.34) em (4.10) obtemos
η   g
g1
p2c3 exppax abtq{a  c4q. (4.35)
De substituir (4.33), (4.34) e (4.35) em (4.7) obtemos
g
g1

h1  g
2
g1
h g1

g
g1

2

p2c3 exppax abtq{a  c4q  0. (4.36)
2.1.1.) Suponha em (4.36)
h1  g
2
g1
h g1

g
g1

2
 0.
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Logo em (4.36) temos
2c3 exppax abtq{a  c4  0,
que implica c3  c4  0. Portanto de (4.35) temos η  0. De (4.8) obtemos
c11ptqx  c12ptq   c1ptqpagpuq   bq  0.
Da relação precedente é fácil concluir que
c1ptq  0 c2ptq  c2  constante.
Portanto, no presente caso, chegamos novamente à principal álgebra de simetria, gerado
apenas por traslação em t and x apresentada em (4.9).
2.1.2.) Suponha em (4.36)
h1  g
2
g1
h g1

g
g1

2
 0.
Então a solução geral desta equação diferencial é
hpuq  b5g1  gg
2
g1
, (4.37)
com b5 constante. De (4.8), (4.28), (4.33), (4.34) e (4.35) obtemos:
2c3

g   2h g
g1
 2g

g
g1

1

exppax abtq
c11ptqx ac1ptqg  bc1ptq  bc4  c12ptq  0,
e depois de simplificar, e usando (4.37), tem-se
2c3gp2b5  1q exppax abtq
c11ptqx ac1ptqg  bc1ptq  bc4  c12ptq  0.
Essa igualdade nos permite concluir que
c1ptq  0, c2ptq  c7  bc4t, c3p2b5  1q  0.
2.1.2.1.) Se b5  1{2, então c3  0. Assim:
1
ξ  c4t  c5,
2
ξ  bc4t  c7, η  c4g{g1,
com fpuq  ag   b, a  0, e hpuq  b5g1  gg
2
g1
, b5  1{2.
2.1.2.2.) Se b5  1{2, então hpuq  g1{2 gg
2
g1
e
1
ξ  c4t  c5,
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2
ξ  c3 exppax abtq  bc4t  c7,
η   g
g1
p2c3 exppax abtq{a  c4q,
with fpuq  ag   b, a  0
2.2) Suponha em (4.30) a  0 então
fpuq  b
com b constante. Também se
2
ξxxx  0. Assim temos
2
ξ  c3ptqx2   c1ptqx  c2ptq.
De (4.29) obtemos
2
2
ξxt  2b
2
ξxx 
1
ξttptq,
portanto,
4c13ptqx  2c11ptq  4bc3ptq 
1
ξttptq,
De derivar com respeito a x na equação anterior temos c13ptq  0, que implica c3ptq  c3 
const. De resolver na equação anterior obtemos
1
ξ  2
»
c1ptqdt 2bc3t2   c4t  c5,
mas também tem-se
2
ξ  c3x2   c1ptqx  c2ptq,
η  g
g1
p4c3x  4bc3t c4q.
Por (4.7) obtemos
g
g1

h1  g
2
g1
h g1

g
g1

2

p4c3x  4bc3t c4q  0.
2.2.1.) Se
h1  g
2
g1
h g1

g
g1

2
 0,
então c3  c4  0, η  0 e (4.8) tem a forma
bc1ptq  c12ptq   c11ptqx  0,
de onde concluímos que c1ptq  c1  const. e c2ptq  bc1t  c6, onde c6  const. Portanto,
neste caso
1
ξ  2c1t  c5
2
ξ  c1x bc1t  c6 η  0.
2.2.2.) Se
h1  g
2
g1
h g1

g
g1

2
 0,
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então, como já sabemos, para esta equação diferencial calculamos a solução em (4.37). Por
outro lado, de (4.8) temos
bp2ξx 
1
ξtq   2hηx  2gηxu   g
2
ξxx 
2
ξt  0
ou, equivalente,
br2c3x c1ptq   4bc3t c4s   8c3 g
g1
h 8c3g

g
g1

1
  2c3g  c11ptqx c12ptq  0.
A última igualdade implica que
c1ptq  c1   2bc3t c2ptq  b2c3t2   c9t  c10 c1  c9  c10  constantes.
Fazendo uma simplificação dessa igualdade dá
2c3p4b5  3qgpuq  pc9   bc1   bc4q  0. (4.38)
2.2.2.1.) Se b5  3{4 em (4.38) segue que c3  0 e c9  bpc1   c4q. Portanto,
neste caso
1
ξ  p2c1   c4qt  c5,
2
ξ  c1x bpc1   c4qt  c10, η  c4 g
g1
.
2.2.2.2.) Seja b5  3{4. Em (4.38) se tem que c9  bpc1   c4q. Então, para
fpuq  b  0, e hpuq  34g
1puq  gpuqg2puq{g1puq,
os infinitesimais são dados por
1
ξ  p2c1   c4qt  c5,
2
ξ  c3x2   pc1   2bc3tqx  b2c3t2  bpc1   c4qt  c10,
η  g
g1
p4c3x  4bc3t c4q.
Corolário 1. Se f  u, g  1 u, h  1 (primeira equação de Kudryashov-Sinelshchikov
equação p1.5q, então os geradores de simetrias são
Γ1  Bt, Γ2  Bx, Γ3  tBt  tBx  p1  uqBu.
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Capítulo 5
AUTO-ADJUNTICIDADE NÃO-LINEAR E
LEIS DE CONSERVAÇÃO USANDO O
METODO DE NAIL IBRAGIMOV
5.1 Auto-adjunticidade não-linear para equação generali-
zada de Kudryashov-Sinelshchikov
Nosso objetivo é calcular a equação adjunta de (1.6). Para este proposito vamos a
escrever a equação (1.6) da seguente forma
F : ut  fpuqux  gpuquxx   hpuqu2x  0.
O correspondente Lagrangiano formal (2.38):
L : ν ut  fpuqux  gpuquxx   hpuqu2x , (5.1)
e o operador de Euler-Lagrange (2.41) tem a forma
δL
δu
 BLBu Dt
BL
But Dx
BL
Bux  D
2
x
BL
Buxx . (5.2)
Calculamos explicitamente o operador de Euler (5.2) aplicado a L determinado por (5.1). Desta
forma, obtemos a equação adjunta (2.41) de (1.6):
F  νt   fpuqνx  gpuqνxx  2νg1puquxx  2νhpuquxx
 νh1puqu2x  νg2puqu2x  2g1puqνxux  2hpuquxνx  0. (5.3)
O resultado principal nesta seção pode ser declarado da seguinte maneira.
Teorema 6. A equação generalizada Kudryashov-Sinelshchikov p1.6q é não-linearmente auto-
adjunta.
Se fpuq  agpuq   b, a, bconstantes, e fpuq em si não é uma constante, então a
substituição é dada por
φpt, x, uq  pc1 exppax  abtq   c2q exp


»
g1puq   hpuq
gpuq du


. (5.4)
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Se fpuq  bconstante, então a substituição correspondente é dada por
φpt, x, uq  pc3px  btq   c4q exp


»
g1puq   hpuq
gpuq du


. (5.5)
No resto dos casos, a substituição é
φpuq  c5 exp


»
g1puq   hpuq
gpuq du


. (5.6)
As constantes acima c1, c2, c3, c4, c5 são tais que pc1, c2q  p0, 0q, pc3, c4q  p0, 0q e c5  0.
Demostração 4. Substituindo em (5.3) ν  φpt, x, uq e suas derivadas parciais
νt  φt   φuut, νx  φx   φuux, νxx  φxx   2φxuux   φuuxx   u2xφuu,
tem-se que
 rφt   φuuts   fpuq rφx   φuuxs  gpuq

φxx   2φxuux   φuuxx   u2xφuu

 2φg1puquxx  2φhpuquxx  φh1puqu2x  φg2puqu2x  2g1puqux rφx   φuuxs
 2hpuqux rφx   φuuxs  0. (5.7)
Logo de organizar temos que
φu rut   uxfpuqs   uxxrgpuqφu  2φg1puq  2φhpuqs
  u2xrgpuqφuu  φrh1puq   g2puqs  φur2g1puq   2hpuqss (5.8)
  uxr2gpuqφxu  φxr2g1puq   2hpuqss
 φt   fpuq rφxs  gpuq rφxxs  0.
logo comparando os coeficientes de (5.8) com (1.6) temos quatro equações:
gpuqφu   phpuq   g1puqqφ  0, (5.9)
gpuqφuu   phpuq   2g1puqqφu   ph1puq   g2puqqφ  0. (5.10)
gpuqφxu   phpuq   g1puqqφx  0, (5.11)
φt  fpuqφx   gpuqφxx  0 (5.12)
Observe que Eq. (5.10) é obtida se diferenciamos a Eq. (5.9) com respeito a u também observe
que Eq. (5.11) é obtida se diferenciamos a Eq. (5.9) com respeito a x. Portanto, só temos que
estudar as Eqs. (5.9) e (5.12). Resolvendo para φ em (5.9) obtemos
φpt, x, uq Mpt, xq exp


»
g1puq   hpuq
gpuq du


(5.13)
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para certa função Mpt, xq. Substituindo (5.13) em (5.12) temos que
Mt  fpuqMx   gpuqMxx  0. (5.14)
Consideremos o Wronskiano
W  W p1,f, gq  f2g1  f 1g2.
Assim temos dois casos:
1.) Se W  0 então Mt  Mx  0 em (5.14). isso implica Mconstante. Logo
neste caso, a equação é quase auto-adjunta.
2.) Se W  0, e tendo em conta que g1  0 podemos dividir por g12 e obtemos que
f 1puq
g1puq

1
 0.
Portanto f 1  ag1 e fpuq  agpuq   b, com a, bconstantes.
Seja a  0. Podemos notar que esta condição é equivalente ao fato que a função
fpuq é não constante.
Substituirmos de esta forma a f em (5.14):
Mt  bMx   gpuqpMxx  aMxq  0. (5.15)
Diferenciamos (5.15) com respeito a u e obtemos
pMxx  aMxqg1puq  0
e tendo em conta que g1  0. Logo
Mxx  aMx  0 (5.16)
e sabemos que a solução geral de (5.16) é
Mpt, xq  c1ptq exppaxq   c2ptq
e substituirmos em Mt  bMx  0 (ver (5.15)), e obtemos que
Mpt, xq  c1 exppax  abtq   c2,
onde c1, c2 são constantes arbitrarias e a  0.
Se a  0 então fpuq  bconstante e Mxx  0 de (5.16). Assim
Mpt, xq  c3ptqx  c4ptq.
Substituindo isto em Mt  bMx  0 obtemos finalmente que
Mpt, xq  c3px  btq   c4,
onde c3, c4 são constantes arbitrarias.
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O Teorema 6 tem como consequências imediatas.
Corolário 2. A equação generalizada de Kudryashov-Sinelshchikov p1.6q é quase auto-adjunta
com a substituição
φpuq M exp


»
g1puq   hpuq
gpuq du


(5.17)
onde M  0 é uma constante.
Corolário 3. A equação generalizada de Kudryashov-Sinelshchikov p1.6q é estrita auto-adjunta
se somente se
hpuq  gpuq
u
 g1puq. (5.18)
Corolário 4. A equação Kudryashov-Sinelshchikov p1.5q é não-linearmente auto-adjunta com a
substituição
φpuq  c1 exppt xq   c2 (5.19)
com pc1, c2q  p0, 0qconstantes. A Eq. p1.5q não é uma equação estritamente auto-adjunta.
Os resultados nesta seção são compatíveis com as considerações de N. Ibragimov,
[10], pp. 20–21, sobre a auto-adjunticidade da equação do calor não-linear
ut  pKpuquxqx, (5.20)
5.2 Leis de conservação.
Nesta seção, estabeleceremos algumas leis de conservação para a Eq. (1.5) usando
o teorema de conservação de N. Ibragimov em [10].
Para começar, observamos que a Eq. (1.5) em sim é uma lei de conservação, e que
pode ser escrita na forma
Dtu Dxru2{2 p1  uquxs  0. (5.21)
Sabemos que a Eq. (1.5) é de segunda ordem, e o Lagrangiano formal contém derivados até a
ordem dois. Assim, a fórmula geral (2.45) apresentada em [10] para os componentes do vetor
conservado é reduzida para
Ci  iξL W
 BL
Bui Djp
BL
Buij q

 DjrW s
 BL
Buij

, (5.22)
onde
W  η 
j
ξuj, com i, j  1, 2,
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com Lagrangiano formal
L  νput   uux  p1  uquxx  u2xq
e
1
ξ,
2
ξ, η são os infinitesimais da simetria de Lie admitida pela Eq. (1.5), dadas no Corolário 1.
Se c1  0 em (5.19), então temos que as leis de conservação são triviais. Portanto, podemos
definir c1  1 e c2  0. Logo
ν  exppt xq.
Usando (1.5) e (5.22) com a simetria Γ2, temos o seguinte vetor conservado C  pC1, C2q,
com
C1  ux exppt xq, C2  put   p1  uquxq exppt xq.
Similarmente, usando a simetria Γ1 temos como vetor conservado
C1  ut exppt xq, C2  rutp1  uxq   p1  uqutxqs exppt xq.
Além disso, aplicamos o procedimento simplificador de transferência de termos da formaDxp...q
de C1 para C2, descrito em pp. 50–51 em [10], a fim de eliminar as segundas derivadas parciais
de u. Depois de algum trabalho, os componentes do vetor conservado C  pC1, C2q são
C1  ru2{2 p1  uquxs exppt xq,
C2  ru2{2  p1  uqut   p1  uquxs exppt xq.
Analogamente, para a simetria Γ3 obtemos o vetor conservado C  pC1, C2q com
C1  rp1  uq   tu2{2 tuuxs exppt xq,
C2  rp1  uq   p1  uqux   u2{2  tuut  tu2{2s exppt xq.
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Capítulo 6
CONCLUSÕES
Este trabalho foi motivado primeiramente pelo artigo [1] que faz um estudo sobre
vários modelos (uma EDP de ordem dois e dois EDPs de ordem três,) não-lineares de evolução
que são usadas para descrever as ondas de pressão em uma mistura de líquido e bolhas de gás
considerando a viscosidade do líquido e a transferência de calor.
Neste trabalho aplicamos com sucesso a teoria de grupos de equivalência que nos
permitiu transformar a Eq. (1.6) em uma equação equivalente Eq. (3.85) mais simples. Para
esta nova equação foi muito mais fácil fazer uma classificação completa do grupo de sime-
tria de Lie. O grupo de equivalência também nos permitiu fazer uma classificação preliminar
do grupo de simetrias da Eq. (1.6) que por sua vez, nos permitiu calcular as simetrias da Eq. (1.5).
Nesta tese conseguimos uma classificação completa do grupo de simetrias de Lie da
Eq. (1.6) onde usamos o algoritmo tradicional do cálculo do grupo de simetrias de Lie, logo, essa
classificação completa do grupo de simetrias de Lie nos permitiu calcular as simetrias da Eq. (1.5).
Finalmente, calculamos as condições de auto-adjunticidade não-linear para a Eq
(1.6) e aplicando o método de Ibragimov obtivemos algumas leis de conservação não-trívias para
a Eq. (1.5).
Pretendemos nas futuras pesquisas estender este trabalho para EDPs de ordem maior
descrevendo fenômenos hidrodinâmicos.
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