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We present the results from a series of experimental investigations into
the hydrodynamic instabilities that occur in radiative blast waves. In par-
ticular, we examine the Vishniac instability in which the perturbation modes
oscillate in time and, for certain mode numbers and polytropic index of the
medium, can exhibit a growth in their amplitudes. Experiments were con-
ducted on the GHOST laser laboratory in which a source of atomic clusters
was irradiated by a 1J-2J, 115fs laser pulse to produce cylindrical blast waves.
The thrust of this thesis falls into two categories. First, we analyze the effects
radiative cooling has on the evolution of blast waves such as the lowering of
the effective polytropic index and consequently the lowering of their decelera-
tion parameter. Radiation from the blast wave surface results in a preheated
ionization precursor in the upstream material and is indicated by a gradual
decline in the electron density profile of the blast wave rather than a sharp
jump. This mechanism, if strong enough, can also create a secondary shock
wave to form ahead of the main blast wave. The second set of experiments
vi
investigates the temporal evolution of longitudinal perturbations induced on
the blast waves by use of a transverse interferometric beam that modifies the
cluster medium prior to the onset of the main pump beam. These perturba-
tions are analyzed and compared to theory set forth in Vishniac’s mechanism
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tion of normalized coordinate r̃ for various values of γ in cylin-
drical geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.5 The temporal power law index s for several values of γ as a
function of Log (kr) . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1 Solidworks drawing of the experimental apparatus. The sepa-
rate beams are designated by the following color scheme: Red
- Drive/Pump Beam, Green - Optical Probe Beam, Orange -
Machining Beam . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Top-down view of experimental chamber and the three beams.
Color scheme is same as Fig. (4.1). . . . . . . . . . . . . . . . 74
4.3 Top-down view of experimental chamber. BS1 and BS2 are the
65/35 and 90/10 beamsplitters, respectively. . . . . . . . . . . 75
4.4 Sample image of machining beam at focus. The period of inten-
sity fluctuations are controlled by slight steering adjustments of
one of the interferometer end mirrors. . . . . . . . . . . . . . . 76
4.5 Schematic diagram of the chamber with the machining and
pump beam diagnostics. . . . . . . . . . . . . . . . . . . . . . 77
4.6 Time delay calibration. Error bars are obscured by the plot
points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.7 Undeivated light is obscured by a beam block or blade. Light
that traverses a density gradient will be deflected past the block. 82
4.8 Schlieren image of a blast wave in krypton at 34 ns. . . . . . . 83
4.9 Illustration of inteferometry for measuring electron density. . . 86
4.10 Interferometric image of a blast wave in krypton at 22 ns. Note
the fringe shift at the shock front . . . . . . . . . . . . . . . . 87
xii
4.11 Sample Fourier spectrum of inteferogram of Fig. (4.10). The
prominent peak in the center of the spectrum is the zero fre-
quency term. . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.12 Phase map φ(z, y) of Fig. (4.10). . . . . . . . . . . . . . . . . 89
4.13 Chordal measurement diagram of phase map. . . . . . . . . . 90
4.14 Electron density from phase map of Fig. (4.12) . . . . . . . . 91
4.15 Electron density of krypton blast wave at 22 ns with 80 mJ of
energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.16 Line-out of electron density at z ≈ .5 mm of Fig. (4.14). . . . 92
5.1 Schlieren and interferometric images of blast waves in krypton
with backing pressure of 300 PSI and a 360 mJ laser pulse. . . 95
5.2 Schlieren and interferometric images of blast waves in krypton
with a backing pressure of 300 PSI and a 360 mJ laser pulse. . 96
5.3 Plot of blast wave radius vs. time in krypton with 80mJ of
laser energy. The red curve excludes the first two data points.
The inset is the trajectory of the blast wave at the longitudinal
location where the laser initially deposits its energy. . . . . . . 97
5.4 Plot of blast wave radius vs. time in krypton with 360mJ of laser
energy.The solid red curve is the best fit to the data. The inset
is the trajectory of the blast wave at the longitudinal location
indicated by “b)” in Figs. (5.1). . . . . . . . . . . . . . . . . . 98
5.5 HYADES simulation for the density and pressure profiles of a
blast wave in hydrogen. . . . . . . . . . . . . . . . . . . . . . . 99
5.6 Density profiles at various times of a blast wave in krypton from
HYADES simulations. . . . . . . . . . . . . . . . . . . . . . . 99
5.7 Plot of blast wave radius vs. time in krypton with 600mJ of
laser energy. The solid red is the best fit for the data while the
dashed blue is the trajectory from HYADES. The blast wave
here enters the radiative phase at ∼10 ns. . . . . . . . . . . . 101
5.8 Interferometric images of blast waves in argon with a backing
pressure of 800 PSI and a 600 mJ laser pulse. These blast
waves exhibit more sphericity near the right edge than in those
in krypton. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.9 Plot of blast wave radius vs. time in argon with 600mJ of laser
energy. The blue curve is the best fit for all data points. The
red curve is the best fit for the last five data points, starting
at around ∼10ns when we expect the motion to be self-similar.
The inset is the trajectory of the blast wave indicated in Fig.
(5.8). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
xiii
5.10 Density profiles at various times of a blast wave in argon from
HYADES simulations. . . . . . . . . . . . . . . . . . . . . . . 104
5.11 The energy loss fraction ε in argon for two values of the cavity
polytropic index (see Section (2.4)). The horizontal lines are
the deceleration parameters calculated from the trajectory in
HYADES simulations (blue) and experimental data (red). The
corresponding squares are intercepts of the n vs. ε curve and n
from both. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.12 The energy loss fraction ε in krypton for two values of the cavity
polytropic index (see Section (2.4)). The horizontal lines are
the deceleration parameters calculated from the trajectory in
HYADES simulations (blue) and experimental data (red). The
corresponding squares are intercepts of the n vs. ε curve and n
from both. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.13 Radial electron density profile of krypton blast waves at 22 and
34 ns with 300 PSI of backing pressure and 360 mJ of laser
energy. To the left are the raw interferometric images. . . . . . 108
5.14 Radial electron density profile of argon blast waves at 22 and 31
ns with 800 PSI of backing pressure and 600 mJ of laser energy.
To the left are the raw interferometric images. . . . . . . . . . 109
5.15 Schlieren images of blast wave expansion in xenon gas (1.3 kPa)
at t = 50ns to 30µs produced by laser ablation of solid pin
(El = 10 J). At t ≈ 4µs, a second shock appears ahead of the
main shock front. Taken from Ref. [44]. . . . . . . . . . . . . 111
5.16 1D numerical simulation results in the electron/ion temperature
and compression using the LASNEX code, taken from Ref. [44].
At t = 1µs, the simulations show the birth of a second shock. 112
5.17 Inteferograms of blast waves in krypton at 300 PSI backing pres-
sure. Note the additional fringe shift in the upper left portion
ahead of the main shock front. . . . . . . . . . . . . . . . . . . 113
5.18 Radial electron density measurements (top) of the blast waves
seen in Fig. (5.17) from the upper left corner where the sec-
ondary shock is seen (solid). Shown together are the electron
density calculations from HYADES (dashed). The compression
and electron temperature calculations from HYADES are on
bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.19 Radial electron density measurements (top) of the blast waves
seen in Fig. (5.17) from the upper left corner where the sec-
ondary shock is seen (solid). Shown together are the electron
density calculations from HYADES (dashed). The compression
and electron temperature calculations from HYADES are on
bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
xiv
5.20 Initial and secondary shock front trajectories of the blast waves
in Fig. (5.17) at the upper left corner where the second shock
is present. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.21 Electron density measurements at 9 ns and 22 ns of the blast
waves in krypton. These measurements are taken from the blast
waves of Fig. (5.17) in the upper right portion of the image,
closer in proximity to the gas jet nozzle. . . . . . . . . . . . . 118
5.22 Sequence of events for formation of secondary shock front (time
increases from left to right): (a) A cylindrical blast wave, S1,
is strongly radiative and drives a radiatve heat wave ahead of
itself. (b) S1 radiates less as it expands and slows down. The
RHW is also expanding and slows down as the driving source
for it, i.e., the radiation from S1, diminishes. (c) When the
velocity of the RHW slows down to u1 = 2c2, where c2 is the
sound speed in the region immediately behind, a shock forms
to conserve momentum. . . . . . . . . . . . . . . . . . . . . . 119
5.23 Schlieren images of a stable blast wave in (a) nitrogen, and an
unstable one in (b) xenon. These blast waves were produced
with a 200 J, 1054 nm, 5 ns laser pulse. Figure taken from [25]. 122
5.24 Schlieren images of blast wave in nitrogen and xenon showing
turbulent features in both in the region traversed by the laser.
These features become more prominent as laser energy is in-
creased. Taken from Ref. [27]. . . . . . . . . . . . . . . . . . . 123
5.25 Schlieren images of blast wave in nitrogen at various times show-
ing ripples induced by a wire array with a 4 mm spacing corre-
sponding to a mode number of l = 28. Figure taken from Ref.
[28]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.26 Plot of the normalized amplitude of the perturbation with mode
number l = 28 as a function of time (Top). The data points
are fitted to a power law in time. Plot of the decay rate of
perturbed blast waves in nitrogen for several values of l (Bot-
tom). Shown are experimental data points superimposed with
theoretical curves of Ryu and Vishniac for several values of γ
[23]. Figures taken from Ref. [28]. . . . . . . . . . . . . . . . . 125
5.27 Schlieren and interferometric images of modulated blast waves
in argon produced with a backing pressure of 800 PSI and a
600 mJ laser pulse. The wavenumber of the modulation is k =
14 mm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.28 Schlieren and interferometric images of modulated blast waves
in krypton produced with a backing pressure of 300 PSI and
a 600 mJ laser pulse. The wavenumber of the modulation is
k = 14 mm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
xv
5.29 Schlieren and interferometric images of modulated blast waves
in nitrogen produced with a backing pressure of 1000 PSI and
a 600 mJ laser pulse. The wavenumber of the modulation is
k = 14 mm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
5.30 Schlieren and interferometric images of modulated blast waves
in argon produced with a backing pressure of 800 PSI and a
600 mJ laser pulse. The wavenumber of the modulation is k =
22 mm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
5.31 Schlieren and interferometric images of modulated blast waves
in krypton produced with a backing pressure of 300 PSI and
a 600 mJ laser pulse. The wavenumber of the modulation is
k = 22 mm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.32 Schlieren and interferometric images of modulated blast waves
in nitrogen produced with a backing pressure of 1000 PSI and
a 600 mJ laser pulse. The wavenumber of the modulation is
k = 22 mm−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.33 Sample plot of a blast wave surface. Shown is a trace performed
on an argon blast wave at 26 ns with a modulation wavenumber
of k = 14 mm−1. . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.34 Sample Fourier transform of a modulated blast wave. The peak
corresponds to the primary modulation wavenumber. This par-
ticular plot is from a krypton blast wave at 7 ns with a modu-
lation wavenumber of k = 17 mm−1. . . . . . . . . . . . . . . . 135
5.35 Plot of s = s(r) for k = 14 mm−1 for various γ’s. . . . . . . . . 137
5.36 Plot of s = s(t) for k = 17 mm−1 for various γ’s. . . . . . . . . 138
5.37 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 14 mm−1 in argon. Shown
together are the functions of the form ∼ Bts(t) fit to the data
for various γ’s. . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.38 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 17 mm−1 in argon. Shown
together are the functions of the form ∼ Bts(t) fit to the data
for various γ’s. . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.39 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 22 mm−1 in argon. Shown
together are the functions of the form ∼ Bts(t) fit to the data
for various γ’s. . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.40 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 14 mm−1 in krypton. Shown
together are the functions of the form ∼ Bts(t) fit to the data
for various γ’s. . . . . . . . . . . . . . . . . . . . . . . . . . . 142
xvi
5.41 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 17 mm−1 in krypton. Shown
together are the functions of the form ∼ Bts(t) fit to the data
for various γ’s. . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.42 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 22 mm−1 in krypton. Shown
together are the functions of the form ∼ Bts(t) fit to the data
for various γ’s. . . . . . . . . . . . . . . . . . . . . . . . . . . 144
5.43 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 14 mm−1 in nitrogen. Shown
together are the functions of the form ∼ Bts(t) fit to the data
for various γ’s. . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.44 Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 22 mm−1 in nitrogen. Shown
together are the functions of the form ∼ Bts(t) fit to the data





Astronomical observations by land or space-based telescopes have been
the primary methods by which man was able to study the stars. These tele-
scopes have greatly improved in the last century. Some utilize different regions
of the electromagnetic spectrum like the Very Large Array in New Mexico
which detects radio waves, and others have reduced or eliminated the atmo-
spheric effects that plague so many land-based ones such as the Hubble Space
Telescope. Improvements are still being made and the precision of these in-
struments continue to grow. Computer-aided simulations have also added to
our understanding, providing more insight into observations and theory. How-
ever, these methods still have their limits. Telescopes rely on light that reach
the earth from billions of light-years away. The applicability of such observa-
tions are limited to the conditions that were present at the source billions of
years ago. Despite the precision and sophistication of these instruments the
observations are often very faint to begin with because of the great distances
involved. Computer simulations suffer from the need to validate and verify
the results from these observations.
1
High intensity lasers bridged the gap between astrophysical observa-
tions and theoretical models. These lasers can be used to produce high energy
density plasmas in the laboratory that resemble astrophysical objects such as
the interior of stars. Takabe et al.[1] conducted a survey of the science that
can be achieved with high intensity lasers and its applicability in astrophys-
ical research. He proposed that high energy density and high temperature
plasmas produced using these lasers can be of interest to astrophysics pro-
vided that the following criteria are met: sameness of physics, similarity of
physics, and resemblance of physics. The first requires that the physical states
produced in the laboratory are the same as astrophysical objects such as the
same temperature and density. The second requires that the physics, mainly
the hydrodynamics, of the astrophysical phenomena can be scaled down to the
laboratory. Ryutov et al.[2] elaborated on this condition an showed that hydro-
dynamic parameters in astrophysical objects can be scaled down to laboratory
regimes to simulate certain astrophysical phenomenon, notably radiative su-
pernova remnants (SNRs). The last criteria states that in the case a scaling
law is not found, the physics resemble each other.
High intensity lasers can produce high Mach number shock waves in
the laboratory and many experiments in this field have been concentrated on
the overall evolution of radiative blast waves. Shocks from SNR’s are subject
to various hydrodynamic instabilities in the initial stages, such as Rayleigh-
Taylor and Richtmeyer-Meshkov instabilities. Vishniac et al.[23] developed a
theory that models the behavior of late time instabilities as the shock from an
2
exploding star propagates into the interstellar medium. In this mechanism,
Vishniac showed that the amplitude for certain wavelengths of a perturbed
shock propagating in a polytropic gas can exhibit growth. Known as the
Vishniac overstability, it is this particular instability that forms the crux of
this thesis.
1.2 High Intensity Lasers
Advancements in laser science offered a new set of experimental con-
ditions that can be explored in the laboratory. The development of chirped
pulse amplification (CPA) [3] allowed for high intensities and femtosecond-
range pulses to be achieved (1017 W/m2) and made accessible extreme and
exotic states of matter that are only present in such conditions. Indeed, the
field of high energy density science (energy densities (pressures) on the order
of Mbars) was built in large part to lasers and CPA technology [4].
With the ability to achieve such high intensities and energy densities,
these lasers were now capable of experiments relevant to astrophysics, namely
simulating supernova remnant studies. Some of the early experimental in-
vestigations of radiative blast waves were performed by Grun et al. [25]. In
these experiments, a high intensity laser pulse was fired on to a solid target
immersed in a gas of a given polytropic index to produce spherical blast waves.
The time evolution of the resulting blast wave instabilities that occurred in
more radiative high Z gases were investigated. Edens et al.[27, 28] conducted
similar experiments at Sandia National Laboratories and expanded further on
3
the evolution of instabilities in a controlled manner by inducing specific per-
turbations on the blast wave. This was achieved by use of a wire array placed
in the path of the propagating blast wave. The array spacing and it’s location
respective to the blast wave origin determined the mode number (perturbation
wavelength).
This thesis describes experiments conducted at the University of Texas
at Austin to quantitatively investigate the hydrodynamic instabilities associ-
ated with the Vishniac mechanism in cylindrical blast waves using a gas of
atomic clusters. The laser system used in our investigation of radiative blast




2.1 Fluid Equations and Sound Waves
A fluid in motion can be described in terms of its velocity, density, and
pressure as a function of position and time [5]. The total time rate of change






+ u · ∇, (2.1)
and is often called the convective time derivative. We can express the con-
servation of mass of a given volume element by the net change in the density
resulting from the flow of fluid into or out of that given element as
dρ
dt
+ ρ∇ · u = 0, (2.2)
where ρ is the fluid density and u is the fluid velocity. Any change in the
momentum of the fluid parcel is due to a pressure gradient (absent other





Using Eqn. (2.1), these can be rewritten as
∂ρ
∂t





+ u · ∇u = −1
ρ
∇P. (2.5)
Eq.(2.4) and Eq.(2.5) are referred to as the continuity equation and Euler’s
equation, respectively. From these equations, we can derive the velocity of
small disturbances in a fluid medium. Consider small fluctuations in the ther-
modynamic variables density ∆ρ, pressure ∆P , temperature ∆T , and entropy
∆s from their average equilibrium values ρ0, P0, T0, and s0 of a fluid at rest
(or one in which the average equilibrium velocity is zero):
ρ(r, t) = ρ0 + ∆ρ(r, t)
P (r, t) = P0 + ∆P (r, t)
T (r, t) = T0 + ∆T (r, t)
s(r, t) = s0 + ∆s(r, t)
u(r, t) = ∆u(r, t). (2.6)
Inserting these into the fluid equations and keeping only the linear terms yields
∂∆ρ
∂t
= −ρ0∇ · u (2.7)




= −∇(∆P ) (2.8)
from Euler’s equation. Note that in Eq.(2.8) ∇P = ∇(P0 + ∆P (r, t)) =









where K is the coefficient of thermal conductivity [6]. Together, Equations
(2.7)-(2.9) are collectively known as the Navier-Stokes equations. Lets consider
Equations (2.7) to (2.9) in the simple one dimensional planar case for an ideal



















Since ∆ρ, ∆P , ∆T , and ∆s are related to each other by thermodynamic
equations, we can treat them as exact differentials and choose two of them to
be independent allowing us to expand the other two in terms of them (see Ref.
[6]). Let us choose ∆ρ and ∆T to be independent and expand ∆P and ∆s in
terms of these two(reichl):


























∆T (r, t). (2.14)






























































































Next, we take the time derivative of Eq. (2.15) and substitute in Eq. (2.10)



































































































to express the terms inside the brackets in Eq. (2.20) as (∂P/∂ρ)s and arrive






















If we are not restricted to considering small variations in the ther-
modyanamic variables but finite amplitude disturbances, the gasdynamic equa-
tions will admit solutions that are not single-valued. Consider again the one























































































Eq. (2.29) is the velocity of the wave at constant density. Similary, we rear-














to obtain the wave velocity at constant fluid velocity. We know that the
velocity of the wave is only a function of the fluid density. This mean that the
wave velocity at constant density ρ is equal to the wave velocity at constant







































Integrating both sides of Eq. (2.33) yields an expression for the fluid velocity:∫










Differentiating this, we arrive at an expression for the speed of sound as a












= (u+ c(u)) + f(u) (2.36)
where f(u) is some arbitrary function of the fluid velocity. Eq. (2.36) describes
a wave traveling with velocity v = u + c(u). Since the sound speed c varies
with the density, different parts of the wave front will have different velocities.
It can be shown (Ref. [7]) that d(u + c)/dρ > 0 which implies that the wave
velocity increases with density. As a consequence, the velocity profile of a
finite amplitude wave will steepen with increasing time eventually leading to
an unphysical multivalued solution. It is at this point a shock discontinuity
forms.
2.2 Shock Physics
When the flow variables no longer provide single-valued continuous so-
lutions to the gasdynamic equations, it may admit discontinuous ones. This
discontinuity is known as a shock front. The solutions, in this case, can be
found by examining the flow variables across the discontinuity and applying
the conservation laws.
Consider the simple case of a piston with cross-sectional area A moving
from the left with speed u into a gas with initial density ρ0 and pressure P0.
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This piston will form a region of compressed gas with density ρ1 and pressure
P1 immediately in front of it that is bounded to the right by a discontinuity
propagating with speed D. At some arbitrary time, the mass of the uncom-
pressed gas contained in the volume ADt is set in motion by the piston. The
compressed region has volume A(D − u)t and conservation of mass requires
the condition
ρ1A(D − u)t = ρ0ADt. (2.37)
This mass from the motion of the piston acquires momentum ρ0ADt · u and
is equal, by Newton’s law, to the impulse generated by the pressure difference
across the discontinuity. Thus, conservation of momentum requires that
ρ0ADtu = (P1 − P0)At. (2.38)
Lastly, we have conservation of energy. The uncompressed gas will experience a









Eqns. (2.37) to (2.39) represent conservation laws in the stationary laboratory
frame. It is more convenient, however, to express these equations in the rest
frame of the moving shock discontinuity, allowing us to use only quantities
pertaining to the region in front and behind the shock. Note that if D is the
propagation speed of the discontinuity into the undisturbed gas, then u0 = −D
is the velocity at which the uncompressed gas flows into discontinuity in the
rest frame of the shock. Likewise, since the piston velocity u is equal to the
12
gas velocity in the compressed region, u1 = −(D − u) represents the gas
velocity flowing out of the shock discontinuity. With these definitions, our
mass, momentum, and energy conservation laws become, in the rest frame of
the shock,
ρ1u1 = ρ0u0, (2.40)
P1 + ρ1u
2

















respectively. The properties of the preschocked gas, ρ0 and P0, and a parameter
that describes the strength of the shock, e.g. P1, is assumed to be known in
Eqns. (2.40)-(2.42). From these conservation laws, we can derive some general
relationships that will be of use later. Eliminating one of the velocity terms














where we have introduced the specific volume, or volume per unit mass V =
1/ρ. What we have in Eqns. (2.43) and (2.44) is an expression for the square
of the respective gas velocities in terms of pressure and specific volume. Sub-
stituting these into our energy conversation equation (Eqn. (2.42)), we obtain
ε1 − ε0 =
1
2
(P1 + P0)(V0 − V1). (2.45)
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Eqn. (2.45)is referred to as the Hugoniot relation. In simple terms, it is the
curve represented by the function
P1 = H(V1, P0, V0), (2.46)
where the initial pressure and specific volume are parameters characterizing
the curve. A gas that undergoes a shock will have initial and final values of P
and V fall on this curve.
For a perfect ideal gas, one in which the specific heats are constant, we
can derive more explicit forms of the Hugoniot curve. The equation of state
governing an ideal gas is




where cv is the specific heat at constant volume and γ is the adiabatic index,
or polytropic index, of the gas. The adiabatic index is equal to the ratio of
the specific heats at constant pressure and constant volume and is a measure
of the number of degrees of freedom of the gas f , given by

















(γ + 1)V0 − (γ − 1)V1
(γ + 1)V1 − (γ − 1)V0
, (2.50)
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(γ − 1)P1 + (γ + 1)P0
(γ + 1)P1 + (γ − 1)P0
. (2.51)
Figure 2.1 shows a sample Hugoniot curve that passes through the initial
state P0 and V0. A gas that undergoes a shock compression will have both
their initial and final states on the Hugoniot curve, as inidicated by the points
A and B. The transition to the final state is discontinuous and does not follow
a path along the curve for shocks. Geometrically, the shock velocity can be
calculated from the Hugoniot curve by considering the slope of the line passing
through the initial and final states A and B in Figure 2.1. The slope of this
line is m = (P1 − P0)/(V1 − V0) and from Eqn.(2.43), the shock velocity is
given by





= −mV 20 (2.52)
Let us now consider the special case of a strong shock, i.e., one in which





































Figure 2.1: Hugoniot curve of a gas with initial state A(V0, P0). The gas will
transition to final state B(V1, P1) after shock compression. The shock velocity














From these last two equations, we have




Equations (2.53) to (2.57) are collectively known as the strong shock jump
16
conditions which relates the quantities on either sides of the shock front in
terms of the adiabatic index γ. Note that for a monatomic gas, the density
ratio is 4 accross a purely adiabatic shock.
2.3 Blast Waves
For a shock driven by a supersonically moving piston the trajectory
is constant and ahead of the piston, traveling faster than the piston itself.
Much of this analysis assumed a constant driving mechanism (i.e. the moving
piston) and a homogenous preshocked medium. If, however, the drive source
is not constant in time, then the shock properties are also altered. Let us
now consider the extreme case of a point explosion in which a large amount of
energy is released instantaneously. What results is a blast wave: a shock wave
that decays in strength over time as it propagates into the medium.
Qualitatively, the release of energy heats the surrounding medium and
pushes the gas radially outward exerting a subtantial amount of pressure. The
material is unable to sufficiently react to the explosion and what results is a
peak in the density and pressure of the material culminating in a shock front
discontinuity. The pressure is a maximum at the shock front and decreases as
we move radially in towards the origin until it settles to a constant value. The
temperature, on the other hand, increases slowly as we move inward from the
shock. In the vicinity of the shock front, this increase is rather slow at first but
rises more rapidly in the region where the pressure has settled to its constant
value. The temperature is much higher close to the origin due to the fact that
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the gas was heated by a very strong shock wave. As the subsequent volume
of the blast wave becomes larger, the initial energy of the blast is spread out
more resulting in a cooler temperature. The density profile drops abruptly in
the constant-pressure region because of this sharp rise in temperature. Figure














Figure 2.2: Radial profiles of pressure, density, and temperature of a blast
wave from HYADES numerical simulation. The values were scaled in the
vertical and offset slightly in the horizontal to each other so that the shock
discontinuity from all three can be displayed. R is the position of the shock
front.
In the ideal case of an energy-conserving strong explosion in a homo-
geneous atmosphere without viscosity, Sedov and Taylor [5] developed a self-
similar solution to the blast wave propagation. The fundamental quantities
18
of this problem are the initial energy of the explosion E0 and density ρ0. For
the solution to be self-similar, i.e., the coordinate variable r varies similarly in
time, a dimensionless similarity parameter must be employed. For spherical








In general, the dimensionless similarity parameter for spherical, cylindrical,



















Here, ε0 is the energy per unit length or energy per unit area for cylindrical and



















t2/3 for planar. (2.60)
The exponent of the variable t is referred to as the deceleration parameter
and will be lower for the case when the blast wave is not energy-conserving.
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Figure 2.3: Schematic diagram of cylindrical blast wave. The density and
pressure along with geometric quantities are labeled.
We can derive more explicit forms of the similarity parameter ξ0 in
the case of an adiabatic blast wave. Following the analysis for the spherical
case presented in Zeldovich and Raizer [5], we can formulate an approximate
expression for an adiabatic cylindrical blast wave created by a strong ’line-
explosion’ in a homogenous medium. The main assumption to be made in this
simple case is that the entire mass of gas compressed by the explosion resides
in a very thin shell just behind the shock front. Lets state the conservation of
mass for an arbitrary length segment for the cylinder. The mass within a slice
of the cylinder before the explosion is equal to the mass that is swept up and
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concentrated in a thin-shelled ring,
πR2∆lρ0 = ∆l2πR∆rρ1 (2.61)
where ∆r is the thickness of this ring and Pc is the pressure within the inner
boundary of the shell. The quantities with subscript 0 are the usual quanti-
ties in the ambient medium and quantities inside the the thin shell is denoted
with subscript 1. ∆l is the length of the cylinder in consideration. Fig.(2.3)
shows a schematic diagram of a cylindrical blast wave with the relevant gas-






Assume that the pressure Pc within the inner shell boundary is some fraction
α of the pressure P1 inside the shell that is driving the blast wave:
Pc = αP1. (2.63)
Now we invoke Newton’s Law on our ring equating the change in momentum









= 2πRPc∆l = 2πRαP1∆l, (2.64)
and substitute in Eqns. (2.57) and (2.55) for the gas velocity and pressure in






































= 2RD(α− 1). (2.68)
Separating variables and integrating, we have
D = aR2(α−1) (2.69)
where a is a constant of integration. Of course, since D = dR/dt, we further
reduce Eqn. 2.69 and integrate again giving us
R = [(3− 2α)at]1/(3−2α). (2.70)
The constants a and α are determined by using conservation of energy. Since









while the internal cavity bounded by the inner boundary of the ring contains

































where we have substituted in Eqns.(2.57), (2.55), and (2.69) in the last step.
Since this analysis is for an adiabatic, i.e., energy conserving, blast wave, ε
must not have any dependence on the variable R requiring its exponent to be
zero:
α = 1/2. (2.74)




















2.4 Radiative Blast Waves
In Section 2.3, we analyzed the motion of a blast wave with the condi-
tion that energy is conserved throughout its propagation. If, however, energy
loss mechanisms are present, we must modify our equations. Blast waves can
lose energy, for example by radiative processes at the shock front, which will
result in a greater deceleration than that for the energy-conserving case. There
are two cases in which analytic solutions exist for the blast wave motion in
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which radiative cooling is present. The first is what is known as the Pressure
Driven Snowplow (PDS) regime [8]. In this regime, only the outer layer of
the shocked material cools by radiation, driven by the high pressure of the hot
interior. This interior region does not experience any radiative cooling and the
density is assumed to be small enough to be negligible. The thin cool layer
“snowplows” through the outside medium [9] and for cylindrical blast waves,
the deceleration parameter drops down to n = 3/8. When a blast wave enters
the PDS regime, it is referred to as being fully radiative. Derivation of the
deceleration parameter in the PDS regime is quite involved and will not be
covered in this thesis. The second case is known as the Momentum Conserv-
ing Snowplow (MCS) regime. This occurs when radiative losses behind the
shock front (the interior region) are significant and sufficiently large enough
that both the pressure and density are negligible. Only momentum, but not
energy, is conserved and the shock is simply “coasting.” A derivation for the
deceleration parameter is straightforward and relies simply on momentum con-
servation. We start with the mass of a cylindrical section of gas
M = πR2∆lρ0 (2.77)
which again is swept up and concentrated in a thin outer shell or ring. Its
momentum is given by








(ṀD +MḊ) = 0. (2.79)
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The time derivate of M is
Ṁ = 2π∆lρ0RṘ, (2.80)




(2ṘD +RḊ) = 0. (2.81)
The only nontrivial solution to this is
2D2 = −RḊ. (2.82)
Next, we separate variables and integrate to solve for D:
lnD = −2 lnR + c, (2.83)
where c is an integration constant. Rewritten, we have




where b ≡ ec. We again separate variables and integrate to solve for R
R(t) = 3bt1/3. (2.85)
We see that when radiation or other energy loss mechanisms are present, the
blast wave trajectory propagates with a lower deceleration parameter. Indeed,
one way to experimentally determine if a blast wave experiences any energy
loss is to observe its trajectory and compare the deceleration parameter to the
Sedov-Taylor value of n = 1/2.
25
If the blast wave is not fully radiative, i.e., in the PDS regime, but
still has energy loss through radiation, an analytic approximation can be used
to solve for its motion. Liang and Keilty [10, 11] derived a simple model by
employing a radiative loss parameter and an effective adiabatic index in the
radiating region to account for any energy loss. In this analysis we separate
the blast wave into three regions: the unshocked outside medium, the thin
shocked layer, the outer boundary of which all radiative losses occur, and the
postshocked rarefied internal cavity. In the last region, no radiative losses are
assumed to take place. Here, the adiabatic index in the postshocked region
and outside medium are assumed to be known. Fig. (2.4) shows a schematic
diagram of the blast wave profile. In this analysis, we denote quantities in
the ambient medium with a subscript 0 and the rarefied internal cavity with
a subscript c. Quantities in the shocked layer are denoted with subscript f .
We begin with an assumption that the energy loss rate is a constant fraction




(γ − 1)(γ1 + 1)2
, (2.86)
where γ1 is the effective adiabatic index in the shocked layer. The energy loss
rate for a cylindrical blast wave is then
dE
dt
= −πρ0D3R ε. (2.87)
Note that in the fully radiative case, ε = 1 and γ1 = 1 while in the energy










Figure 2.4: Diagram of the semiradiative shock profile with the different re-
gions. Radiative losses only occur in the thin layer just behind the shock
dicontinuity





but with a more precise formulation for the volume as
V = π(R−∆r)2∆l. (2.89)
The total energy per unit length is

















Figure 2.5: Plot of the energy loss fraction ε as a function of γ1 for a monatomic
gas. ε parametrizes the fraction of energy lost to radiation with the conditions
ε = 0 for γ1 = γ = 5/3 (purely adiabatic) and ε = 1 for γ1 = 1 (fully radiative).

















' R2 − 2∆rR, (2.91)








Inserting Eqn. (2.92) into Eqn. (2.91) gives us





































In Eqn. (2.94), we use our usual shock jump conditions for u and P1 and Eqn.










































(4α− 2) = −4(γ − γ1)
(γ − 1)(γ1 + 1)2
. (2.96)





















Figure 2.6: Plot of power law index n vs. ε for various values of γ = γc. Note
that for all γ’s s converges to the Sedov-Taylor value of s = 1/2 when ε = 0.





via Eqn. (2.70). Figure (2.6) are plots of the deceleration parameter n for
various values of γ. We see that for all nonzero values of ε, the power law
index is lower than the Sedov-Taylor value: when radiative losses are present,
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the blast slows down faster. This analysis treats radiative losses indirectly by
decreasing the value of γ in the shocked layer by use of an effective adiabatic
index γ1 rather than including energy loss terms explicitly in the equations of
motion. The adiabatic index is a measure of the degrees of freedom that a gas
possesses,




where f is the number of degrees of freedom. For a nonradiating monatomic
gas, f = 3 and γ = 5/3. When energy is coupled to the system by means other
than just translational motion, such as when radiative losses are present, more
degrees of freedom exist thereby lowering the adiabatic index. We can see this
explicitly in our analysis by using Eqn. (2.70) and inserting the result for α






















Eqn. (2.101) is the effective adiabatic index γ1 as a function of the power-law
index n. Figure (2.7) are plots of γ1 vs. n for several values of γc. Several
features of Fig. (2.7) should be pointed out. First, note that for all γc values,
the curve first intersects the γ1 = 1 line when n = 1/3. This is expected for a
















Figure 2.7: Plot of γ1 vs. n for a monatomic gas (γ = 5/3) for several values
of the cavity adiabatic index γc. Note that the curves intersect the γ1 = 1 line
at n = 1/3 and for the γc case, the second intercept occurs at n = 3/8.
conserving snowplow regime as discussed in the previous section. Furthermore,
we see for that for the case of γc = γ = 5/3, the second intercept occurs when
32
n = 3/8, the value for the power-law index in the pressure driven snowplow
regime. Lastly, we see that all curves converge on the value γ1 = 5/3 as n
approaches 1/2 which would be the case for a purely adiabatic blast wave
propagating in the Sedov-Taylor regime. For γ1 = 5/3 this problem no longer
treats the radiating layer as having a separate adiabatic index and the blast
wave is purely adiabatic. This analysis does, however, have its drawbacks.
We see that there is a range of values for n when the curve drops below the
γ1 = 1 line which would be an unphysical result and the model is simply in-
adequate. Nevertheless, this analysis, when applicable, is useful in diagnosing
the degree to which radiative losses affect the blast wave motion by analyzing
the trajectory and solving for the effective adiabatic index.
Further evidence of radiative cooling is the ionization/radiative pre-
cursor that accompanies the classic blast wave with a sharp density front [14].
This ionization precursor forms from the radiation that escapes the shock front
and pre-ionizes the upstream medium. Experimentally, this effect is observed
by measuring the radial distribution of the electron density and is manifested
as a gradual gradient that forms radially outward from the shock front.
A consequence of radiative losses is that the temperature in the blast
front is lowered and becomes more compressible leading to a thinner shock
shell. A thinner shell is important in the astrophysical context because of its
increased susceptibility to instabilities. Large scale structure are observed in
many radiative SNR’s that are due to these instabilities and may be a possible
explanation for galactic and stellar formation.
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2.5 Radiative Processes
In the previous sections, we discussed the effects radiative losses has on
the overall temporal evolution of blast waves. There are three main physical
processes by which which a blast wave loses energy through radiation. These
are: Bremsstrahlung or free-free radiation, bound-free transitions, and lastly
bound-bound transitions or line radiation [5].
2.5.1 Free-Free Transitions and Bremsstrahlung Emission
From classical electrodynamics, a charged particle moving in an ex-
ternal Coulomb field will emit radiation and subsequently slow down. This
mechanism is referred to as bremsstrahlung which translated from German
means ”braking radiation.” Consider a freely moving charged particle, for ex-
ample an electron, moving in an external field due to a positive ion of charge
Ze, where Z is the ionization state and e is the charge of an electron. This







per unit time. Here, w(t) is the acceleration vector. The total energy during












Since the electron is freely moving with transitions occurring in the continuum
of ion levels, the radiation emitted will have some continuous spectra. This
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allows us to Fourier expand the acceleration vector in terms of frequency to


























represents the energy emitted per unit frequency interval at frequency ν. Now,
instead of a single electron passing an ion, lets consider a beam of electrons at
constant number density Ne with initial velocity v passing an ion. The number
of electrons with impact parameter ρ passing by an ion per unit time will be
Nev ·2πρdρ. Since each electron emits an amount of energy ∆E derived earlier,
this ring of electrons will emit energy ∆ENev · 2πρdρ per unit time. The total
power emitted by these electrons passing by an ion is found by integrating
the previous quantity for all possible impact parameters, i.e., integrating with






















Let us return to Eqn. (2.103) and derive an approximate expression for










If again the electron has an impact parameter ρ and is incident upon the
ion with velocity v, then the time with which the electron experiences the










The frequency emitted by an electron with impact parameter ρ is of the order
ν ∼ 1/2πt = v/2πρ. After rearranging and some algebraic manipulations, we
have dρ ∼ 2π(ρ2/v)dν. A beam of electrons in an infinitesimal ring of area
2πρdρ will emit radiant power







at the frequency interval ν to ν + dν. This is an approximate analysis of the

























The above result is for a unit electron flux Nev = 1 cm
−2 sec−1. The higher
frequency result given by Eqn. (2.114) only differs from the simple model
(Eqn. (2.113)) by a numerical factor of 4/
√
3. The lower one, however, differs
by a numerical factor and a logarithmic one that is a function of ν. This
is because the lower frequency radiation comes from those electrons whose
impact parameters are large: ν → 0 as ρ → ∞. Evidently, electrons with
impact parameters ρ > v/2πν give a relatively larger contribution to the
radiant energy at frequency ν than those with ρ ∼ v/2πν. For comparison to
later results, we compute the total energy emitted by an electron beam of unit

























As an example, let us consider a high Z plasma and calculate its emis-
sion properties. We know from Eqn. (2.114) the power emitted per ion for a























Figure 2.8: Plots of Energy emitted per unit time, per unit frequency interval.
The vertical axis on the second plot is logarithmic and the temperature is
calculated from the slope of this line: m ∼ 1/kBT .


































































In a high Z plasma, the temperature can be calculated from dqν/dν mea-
surements as Fig.(2.8) shows. Using values from a 100 eV aluminum plasma
(Z = 13) with densities Ne = 8× 1023 cm−3 and Ni = 6× 1022 cm−3, the total
radiated power from bremsstrahlung emission is q = 3× 1010 eV/s.
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2.5.2 Bound-Free Transitions and Electron Capture Emission
A free electron can be captured by a hydrogen-like ion emitting a photon
in the process. Since the electron is transitioning from a continuum of free
states to a bound state, the emitted radiation takes on a continuous spectrum.








where I = IHZ
2 = |E1| is the absolute value of the ground-state energy,
or ionization potential: it is the energy required to remove a ground-state
electron into the continuum of free states. IH = 2π
2me4/h2 is the ground
state energy for a hydrogen atom (Z = 1) and can be derived from elementary
quantum mechanics. n is the principle quantum number of the atom. To
calculate the energy emitted by a capture event, we must consider the cross
section of a free electron into any of the bound states with principle number
n. Using Eqn.(2.116), the effective radiation in some frequency interval ∆ν is
∆qν = (dqν/dν)∆ν, which from quantum mechanics is equal to hν∆σν , where
∆σν represents the cross section of photoemission in the frequency interval
∆ν. In other words, ∆σν represents the cross section of photoemission with
energies in the range hν to hν + h∆ν. Since we are considering not just any
photoemission event, but specifically one in which a free electron recombines
with an ion into some state n, we can represent ∆σν as the product σcn∆n





















For large n, we have from Eqn.(2.119) |dEn/dn| = h∆ν/∆n = 2IHZ2/n3
which represents the energy spacings. Inserting this value and our expression





















the cross section of photorecombination to the bound state n for an electron
with initial energy E = mv2/2. The photon energy emitted during this capture
is








The total cross section for photorecombination into any hydrogen-like ion can





























Let us return to Eqn.(2.120) and calculate the relative contribution of bremsstrahlung




















The quantity (dqν/dν) is given by Eqn.(2.116) since photorecombination in-
volves an electron initially in the continuum of free states. Then, the ratio of
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where the summation is of order unity. This implies that the total emittance
ratio is proportional to the ratio of energies involved in each of these pro-
cesses. Consider again a high Z plasma with electron velocities in a Maxwell-
Boltzmann distribution. Since σcn goes as ∼ 1/n3, free electrons will have an
affinity for the lower states. If we assume that electrons recombine into the













































































At low temperature, say around 10 eV and below, recombination radiation is
higher than from bremsstrahlung emission. At high temperatures, recombi-
nation is negligible compared to bremsstrahlung emission. Intuitively, this is
consistent with the qcap ∼ 1/(kBT )1/2 behavior as it is more difficult for hotter
electrons to recombine.
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2.5.3 Bound-Bound Transitions and Line Emission
An excited electron bound to an atom can decay into a lower quantum
state and emit a photon in the process. Since the energy levels of an atom are
discrete, the emitted spectra will also exhibit discrete peaks, or lines. From
quantum theory, the radiation rate is given by






where Ann′ is the decay rate of the spontaneous transition from state n to n
′,
νnn′ is the frequency of the emitted photon, and |d| is the matrix element of
the dipole moment. |d| is calculated for transitions that occur between states
n and n′. If we denote the nth state with quantum number α and the n′th
















where gn is the degeneracy of the nth level. If we assume that a gas of
hydrogen-like atoms is exposed to light of a continuous spectrum, we can cal-
culate the emission resulting from transitions between levels n and n′. From
principles of detailed balance, a relationship exists between light absorption
resulting in an excitation of an electron and light emission when an excited
electron decays. The energy absorption rate per unit volume is∫
Uνc dν σνn′nNn′ = Nn′Uνc
∫
σνnn′dν = Nn′Uν c h νnn′Bn′n, (2.130)
where Uν is the radiant energy density and σνn′n is the absorption cross section.
Here, Bn′n is the absorption coefficient for the n to n








Note that in analyzing absorption, we have interchanged the states such that
n′ represents the lower state. The emissivity of an atom for these transitions





which is known as the oscillator strength for absorption. For emission, the








γ represents the inverse of the time during which the oscillator energy decreases
by a factor of e. For hydrogen-like atoms, the frequency of transitions is
given by the Balmer series formula (we revert to the conventional notation of























(1/n2 − 1/n′ 2)3
. (2.135)
Let us now calculate the emission for our hydrogen-like atoms excited by
collisions with hot electrons instead of absorption of light and further assume
that most transitions are from n = 1 to n′ = 2. The radiation rate is now





















f(v) is the Maxwell-Boltzmann distribution as before and ∆E is the energy
difference between states n′ and n. Of course, only those electrons with veloc-











































is the Bohr radius. In Eqn.(2.9), the second equality makes use of the as-
sumption that most transitions occur between states 1 
 2. Emission spectra
from a high Z plasma will have recombination radiation and line emission ”sit-
ting” on top of a bremsstrahlung background. Figure (2.9) shows qualitatively










Figure 2.9: Example of an emission spectra from a high Z plasma showing the




3.1 Supernova Remnants and Hydrodynamic Scaling
Once a star exhausts most or all of the nuclear fuel in its core, fusion
reactions are no longer able to sustain the pressure necessary to prevent the
core against its own gravitational collapse. If the gravitational potential energy
is not sufficient enough, the star can collapse into a black hole or end up as a
neutron star. Otherwise, the star can ejects most of the mass in its outer layers
through a violent explosion resulting in a supernova. In general, supernova
explosions undergo three phases in its evolution [15]. First is the explosion
phase in which the core explosion results in a shock wave that propagates
inside the progenitor star causing it to expand. The second phase occurs
when the resulting ejecta drive a blast wave through the interstellar medium
(ISM). Within this phase, the blast wave eventually propagates with the Sedov-
Taylor solution provided the conditions discussed in Chapter 2 are satisfied.
After the Sedov-Taylor expansion ends, the blast wave will propagate with a
smaller power law index due to radiative cooling. Lastly, once the blast wave
has expanded enough such that the intial energy of explosion is distributed in
a sufficiently large volume, it enters a decay phase and eventually becomes an
acoustic wave in the ISM.
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The ejected material is initially heated to many keV’s and is fully ion-
ized. At these high temperatures, most of the radiative emission is due to
bremsstrahlung processes. As the temperature decreases below the keV range,
radiative recombination and line emission become more significant in the emis-
sion spectra such as the example in Fig.(2.9). Fig.(3.1) is the emission spec-
trum from supernova remnant W49B. Note the emission lines on top of the
smoother bremsstrahlung continuum. Only bremsstrahlung emission is present
below ∼ 2keV.
Ryutov et al. [2] developed a theorectical framework for scaling the
hydrodynamic properties of supernovae to laboratory experiments. The condi-
tions under which the two systems behave indentically requires the assumption
that they behave as ideal, compressible hydrodynamic fluids with zero viscos-
ity and thermal conductivity. The continuity and Euler’s equations remain
invariant under the scaling transformations










where a, b,and c are arbitrary positive numbers. Accordingly, the two systems



















Figure 3.1: Spectrum from supernova remnant W49B. The line emissions are
from Si, S, Ar, Ca, and Fe overlaid on the bremsstrahlung continuum. This
figure is taken from Ref. [17]
holds. In Eqn.(3.2), h is the scale lengths of the system. The timescales can
be for any physically significant process such as when h is of a certain value
or the time when instabilities start to grow. The timescale of interest for
our purposes is when radiative effects are important. If the environment is
optically thin, that is, if the radiation mean free path from bremsstrahlung
emission lbrems  h, then the timescale of interest is when radiative cooling
plays a more significant role than hydrodynamic cooling, τthin  τhydro. For
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the hot, fully ionized plasma inside a supernova interior, the bremsstrahlung
mean free path is





The characteristic time for when radiative cooling is significant is set by di-
viding the energy density by the radiative power density:
τthin (s) = 2.4× 10−12




where ΛN is the normalized cooling rate (in ergs cm
−3s−1) [16]. Even though
recombination radiation and line emission can be significant in the temperature
range from 10 eV to 3 keV, we use the mean free path for bremsstrahlung
radiation as an approximation.
Using values for a young supernova (1987A) from Ryutov et al. [2], we
can calculate our scaling parameters and validate the hydrodynamic similarity
of the two systems. Table 3.1 summarizes the parameters found in SN 1987A
Table 3.1: Characteristic Parameters of Shocked Ejecta in SN1987A at 13 yr
and Laboratory Experiments
Quantity SNR Value Laboratory Value
Scale Height (cm) 3.0× 1016 .1
Shock Velocity (cm/s) 9.5× 108 5.0× 106
Density (g/cm3) 1.0× 10−22 3.0× 10−5
Pressure (dyn/cm2) 1.0× 10−5 1.0× 106
Temperature (eV) 3.0× 104 5
at about 13 yr after start of the ejecta phase and approximate values in the
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experiments conducted for this thesis. The temperature in our experiment
were estimated from numerical simulations (to be discussed in CH(5)) and
mass densities calculated from experimental parameters. Using Eqn.(3.1), we
have the scaling parameters a = 3×1017 and b = 3.3×10−18. The pressure was
calculated from the ideal gas law as an approximation given our mass density
and temperature. Our scaling parameter for pressure is then c = 9.6× 10−12.
The Euler numbers for our two systems is
Eu.SNR = 3 Eu.LAB = 27. (3.6)
The Euler numbers are close enough to each other such that we can consider
the two systems as behaving similarly. The timescale in the laboratory, using
Eqn.(3.3), is approximately lower by a factor of 5.7 × 10−15, i.e., 1 yr in the
SNR corresponds to roughly 180 ns. Using the timescale of 13 yrs for a young
SNR, we have τLAB = 2.32 × 10−6 s, which is about two orders of magnitude
longer than the actual experiments (∼ 50×10−9 s). However, SNRs may enter
the radiatve phase at later times with different pressures, densities, shock
velocities, and temperatures which will modify the scaling parameters and
consequently the experimental timescale. In the case of SN 1987A, radiative
cooling plays an insignificant role until the blast wave propagates far enough
and collides with the surrounding cicumstellar ring [2]. This occurs about
∼ 20 yrs after the initial explosion. We summarize these values in Table 3.2,
taken from Ref. [2, 18]. Using these values results in a laboratory timescale of
∼ 30 ns, closer than as calculated before. To futher validate our scaling, we
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Table 3.2: Characteristic Parameters of SN 1987A at Time of Ring Collision
Quantity Value in CSM
Scale Height (cm) 1.0× 1017
Shock Velocity (cm/s) 1.0× 109
Density (g/cm3) 2.2× 10−19
Pressure (dyn/cm2) 3.5× 10−5
Temperature (eV) 170
calculate the time τthin when radiative cooling is comparable to characteristic
hydrodynamic timescales, that is, τthin < h/s where
s(cm s−1) = 1.3× 106
√
(Z + 1)T (eV)
A
(3.7)
is the sound speed for a monatomic gas. In other words, the radiative cooling
time should be less than cooling from convection [2], in addition to the con-




(Z + 1)T (eV)
A




for our laboratory plasma [2]. Eqn. (3.8) is plotted in Fig. (3.2) using
values of A = 36, Z ≈ 4.5, h = .2 cm from a krypton blast wave experi-
ment. The mass density is taken from numerical simulations and is lower than
what Fig. (3.2) might suggest. However, Eqn. (3.8) only takes into account
bremsstrahlung emission as the only radiative cooling mechanism restricting




































Figure 3.2: Plots of Eqn(3.8). The left inequality of Eqn. (3.8) is the red
curve while the right inequality is the blue. The shaded area is the combined
conditions and the desired parameter space for our experiments. If the radiated
power is increased from with the inclusion of line emission instead of solely
bremsstrahlung, the red line will curve upwards as density increases thereby
extending our ”desired regime” to lower densities and temperatures.
are included in addition to bremsstrahlung emission, then the “desired regime”
may be extended to lower densities and temperatures.
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3.2 Vishniac Overstability and Instability Growth
After the Sedov-Taylor phase radiative cooling will significantly affect
the dynamics of the blast wave motion. Energy losses will effectively increase
the number of degrees of freedom and as a result lower the adiabatic index γ
along with the power law index with which the radius expands. In addition,
the density inside the shock shell will increase since ρ1/ρ0 = (γ + 1)/(γ − 1)
while shell thickness becomes thinner [9]. A consequence of a thin shock shell
is that it may become more susceptible to rippling instabilities on the surface.
The study of blast wave instabilities are important in astrophysics because of
their possible role in stellar and galactic formations [19]. These perturbations
to the blast wave geometry can oscillate in time and the amplitudes grow
depending on the wavelength of perturbations and the adiabatic index of the
gas [21–23]. The oscillations are due to the disparity of forces acting on the
blast wave surface as it propagates into the ambient medium. Consider a
blast wave with a thin shock layer that has ripples on its surface. The ram
pressure on the shock surface is always directed antiparallel to the direction of
propagation while the thermal pressure inside acts normal to the shock front.
The resultant force has a tangential component that causes mass to move from
the ripple crests towards the troughs. When this occurs, the section that is
now more massive acquires more momentum and decelerates at a lower rate.
What was previously a crest now becomes a trough and vice versa, and this
process repeats resulting in oscillating ripples. Fig. (3.3) shows qualitatively





Figure 3.3: A thin shelled blast wave is propagating upwards through the
ambient medium. The ram pressure always acts opposite the direction of
propagation while the thermal pressure is normal to the surface. The resulting
forces cause mass to move back and forth from the ripple crests and troughs
Vishiniac et al. developed a comprehensive theory [23] on these oscil-
latory perturbations and how they evolve in time. Much like the analysis of
semiradiative blast waves in Ch. 2, the blast wave is assumed to be adiabatic
and self-similar but with an altered polytropic index γ to account for radiative
effects and shell thinning. The anaysis is done in three main steps: (1) The
hydrodynmaic equations of motion are linearized with respect to perturbation
variables. (2) The linearized equations are then normalized to the unperturbed
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shock values. (3) The perturbations are defined and the equations are trans-
formed into a similarity form. Appropriate boundary conditions are used to
numerically solve the equations. Before these are solved, however, we require
the values of hydrodynamic variables of an unperturbed blast wave normalized
to the blast wave radius, i.e., the radial profiles of pressure, density, and gas
velocity normalized to the shock front. We begin the analysis with the con-








+ ρ(v · ∇)v +∇p = 0, the momentum equation(
∂
∂t





= 0. the entropy equation (3.9)
Using the strong shock jump conditions, the pressure, density, and gas velocity















Here, the subscript 2 refers to quantities at the shock front and v2 is the
gas velocity relative to the ambient medium, while the subscript 1 refer to
quantities in the ambient medium. u1 is the shock front velocity with respect
to the ambient medium. Note that the notation used in this section is different
than that of Ch.2 to keep with consistency seen in many of the literature. We
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can normalize v, p, and ρ, along with the similarity parameter ξ, to the values






















at the shock front. The simlarity solutions are obtained by integrating our
equations of motion. The derivation is not addressed in this thesis but can be
found in Ref. [20]. These are
ṽ = r̃v′,
ρ̃ = r̃−α3/α2v′−α3/α2(γ + 1− γv′)−α1α3/α2+α4
(




p̃ = v′(γ + 1− γv′)α4−2α1
(






v′(γ + 1− γv′)2α1
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Fig.(3.4) shows the normalized shock profiles for different values of γ. The











































































Figure 3.4: The normalized hydrodynamic quantities ṽ, p̃, and ρ̃ as a function
of normalized coordinate r̃ for various values of γ in cylindrical geometry.
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Let us now linearize our hydrodynamic equations with perturbation
variables defined as
δv(r, z, t) ≡ v(r, z, t)− v0(r, t)r̂,
δρ(r, z, t) ≡ ρ(r, z, t)− ρ0(r, z, t),
δp(r, z, t) ≡ p(r, z, t)− p0(r, z, t), (3.15)














































Note that in Eqn. (3.16), all the unperturbed variables obey the hydrodynamic





















































































































































The normalized variables ṽ, p̃, and ρ̃ are self-similar and is a function of a
single normalized similarity parameter r̃:
ṽ = ṽ(r̃),
p̃ = p̃(p̃),
ρ̃ = ρ̃(ρ̃). (3.22)
Therefore, we can assume that the normalized perturbation variables can be
expanded by a similarity term (a function of only a similarity parameter r̃),
the longitudinal spatial dependence as a Fourier series (we are assuming an
azimuthally symmetric blast wave with longitudinal “ripples”), and a power-
law temporal dependence:
δṽ(r̃, z, t) = δṽr(r̃)e
ikztsr̂ + δṽz(r̃)e
ikztsẑ,
δρ̃(r̃, z, t) = δρ̃(r̃)eikzts,
δp̃(r̃, z, t) = δp̃(r̃)eikzts. (3.23)
Since a cylindrical blast wave expands as r2 ∝ t1/2, the time derivatives of


































































As a final step, we insert Eqns. (3.23), (3.24), and (3.25) into Eqn. (3.18) and









































































































































For notational simplicity, explicit functional dependence of the perturbed
quantities have been taken out, for example, δṽr = δṽr(r̃) and not δṽr(r̃, z, t),
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in the above equations.
To solve Eqn. (3.26), we need appropriate boundary conditions. The
















where ur is the component of the gas velocity relative to and normal to the
shock front and uz is the tangential component. The square brackets denote
the difference of the enclosed quantities across the shock front. Linearizing








































































where η is the perturbation of the shock front position. Again, normalizing to
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and likewise expanding it as



























































Here we use the relations ṽ(1) = ρ̃(1) = p̃(1) = 1 and r = r2 ∝ t1/2. After
some algebraic manipulations, we obtain the conditions at the shock front




+ η̃(1 + 2s),
δρ̃ = −η̃ dρ̃
dr̃
,
δp̃ = −η̃ dp̃
dr̃
+ η̃(2 + 4s). (3.32)
We see that in Eqn. (3.32) η̃ is simply a scale factor which can be arbitrarily
set to 1 for convenience. Lastly, consider the z-component of the gas flow




u1 cos θ sin θ, (3.33)
64
where θ is the angle between the shock front surface and the r = r2 plane at
kr = π/2. With θ being small, this yields
cos θ ≈ 1,
sin θ ≈ kη̃ = k, (3.34)
and our z-component gas velocity boundary condition becomes
δṽz = −ikr. (3.35)
The condition at the origin is [23]
δp = 0. (3.36)
To numerically solve the normalized perturbation equations, we first
rearrange Eqn. (3.26) into matrix form
A · dδQ̃
dr̃




δṽr, δρ̃, δp̃, δṽz
]
,

















































































































































= (A−1 ·B) · δQ̃
= C · δQ̃. (3.38)







where h is an arbitrarily small value. For a given value of γ and kr, a value
for s is guessed and the equations numerically integrated from x̃ = 1 to x̃ = 0
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in steps of h. The results are checked to see how it matches the boundary
conditions and if not, then s is modified to s+ ∆s with ∆s given by
∆s = − δp̃(x̃ = 0)
∂δp̃(x̃ = 0)/δs
, (3.40)








· δQ̃ + C · ∂δQ̃
∂s
. (3.41)
The iterations are continued until ∆s ≤ 10−4. In this analysis, s is a complex
number and the real part gives the rate at which perturbations decay or grow.
The imaginary part gives the frequency of oscillations. The objective of our
experiments were to measure the decay rate of perturbations and are mainly
concerned with the Re[s]. Fig. (3.5) shows the results of this calculations, for
several values of γ.
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Γ=1.1













































































Figure 3.5: The temporal power law index s for several values of γ as a function
of Log (kr)
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These calculations show that for γ ≤ 1.22 there are longitudinal modes
for which s is positive, or overstable: the amplitude of perturbations with
these modes will exhibit growth. The plots would imply that the quantity kr
remains fixed, that is, as the blast wave propagates, the wavelengths grow to
keep kr constant. This, however, is not the case for perturbations in rectan-
gular geometry (which is the case for an azimuthally symmetric blast wave
with longitudinal ripples). The use of plotting as a function of kr is merely
for convenience. Physically, a blast wave with a certain perturbation with
wavenumber k will expand with the same k throughout its motion [24]. This
is not the case for perturbations in polar geometry such as for spherical blast
waves. As the radius expands, the wavelengths will diverge proportionately to
keep mode number l constant. This aspect of cylindrical blast waves will be
addressed in Ch. 5 in which experimental data is compared to theory.
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Chapter 4
Experimental Setup and Diagnostics
Our experiments utilized a high intensity laser system to drive a cylin-
drical blast wave in a medium of atomic clusters for various gases. A small
percentage of the beam was used to optically probe the blast wave at different
times. Two separate optical diagnostics were used to measure the trajectory
and electron density and the temporal evolution of perturbations on the blast
wave. Previous experiments [25, 27, 28] used a small plastic pin target im-
mersed in a gas to create the blast waves and an array of thin wires placed
ahead to induce perturbations of a given wavelength, determined by the wire
spacing. Because of the smaller spatial scales of our blast waves, use of a
wire array was not a feasible option. Instead, we used a separate transverse
beam to ”machine” the cluster medium prior to the onset of the main drive
beam. This transverse beam consists of a focused interferometric beam that
has a spatial periodicity in the intensity to modify the cluster medium ahead
of time. Since clusters are very effective at absorbing laser energy, the result-




Our experiments were conducted on the Glass Hybrid Optical Para-
metric Chirped Pulse Amplification Scale Testbed (GHOST) Laser System
at the University of Texas at Austin. This laser is a multi-terawatt system
that fires a 150 fs pulse centered at 1054 nm with a peak energy of 2J that was
initially developed as a scaled testbed for the Texas Petawatt Laser. Unlike
titanium-sapphire lasers, this system uses a hybrid of doped glass as a gain
medium to deliver the pulse. The front end of the laser consists of a commer-
cial mode-locked oscillator that delivers short, low energy, laser pulses. The
initial low energy beam is sent to a set of optical gratings that stretches the
pulses in time such that subsequent amplification does not damage optical el-
ements along the way. This stretched pulse is initially amplified by two sets of
two BBO crystals pumped by a commercial 532nm PRO laser. The energy of
the pulses after this initial amplification is around 30 mJ. After a set of spatial
filters to clean up the beam, it is sent to a series of two hybrid glasses for
final amplification before entering the compression chamber. The compression
chamber has a set of optical gratings that works in reverse to the stretcher to
compress the beam in time before entering the experimental chamber.
4.2 Experimental Apparatus
Our blast wave experiments required the use of three separate laser
beams to deliver the main drive pulse, optical probes, and a transverse ma-
chining beam. The drive/pump beam is the most energetic of the three. The
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other two beams require less energy and was acquired by use of beam splitters
inside the experimental chamber. Previous blast wave experiments conducted
on the THOR laser system [30] took a fraction of the uncompressed main
beam beforehand and utilized a separate air compressor for use as the probe
and machining beam. This air compressor was a set of optical gratings much
like that inside the compression chamber but on a smaller scale. An addi-
tional vacuum chamber was not necessary because of the low energy of this
split-off beam making it less prone to self-focusing and other nonlinear opti-
cal effects [29]. The intensity requirements of the machining beam and short
pulse duration of the probe beam, however, still required optical compression.
A probe pulse in the nanoseconds range is undesirable because a blast wave
can expand significantly in this time period and thus “smear” out the images.
The limited geometry of the GHOST laser facility, however, did not allow for
a separate air compressor to be used as a source for these two beams. Instead,
the main beam from the vacuum compressor was split into all three inside our
experimental chamber. Fig. (4.1) shows a Solidworks drawing of the main
experimental chamber and the various beams made during the initial design
phase of the experiment.
The compressed beam enters the experimental chamber from the com-
pressor and is sent through a series of two beam splitters. The first is a 65/35
(reflection/transmission) beam splitter (BS1) that directs the more energetic
65% beam to a spherical 45” focal length mirror. This mirror produces a 30
µm diameter beam focused underneath the supersonic gas jet and serves as our
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Figure 4.1: Solidworks drawing of the experimental apparatus. The separate
beams are designated by the following color scheme: Red - Drive/Pump Beam,
Green - Optical Probe Beam, Orange - Machining Beam
drive/pump beam. The remaining 35% is sent to the second 90/10 beamsplit-
ter (BS2) that directs the 90% component to our optical machining assembly.
The remaining 10% exits the chamber through a glass port and is routed to
an optical delay stage to serve as our probe beam. Fig. (4.2) is a top-down
view of the experimental chamber and beams. All three beams originate from
inside the experimental chamber. The probe line reenters the chamber after
traveling a distance based on time delay of interest by use of multipass optical
delay stage.
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Figure 4.2: Top-down view of experimental chamber and the three beams.
Color scheme is same as Fig. (4.1).
4.2.1 Pump Beam
The pump beam is produced by a 4” gold-coated spherical mirror with
a focal length of 45”. Such a long focal length was necessary because of the
requirement that this beam arrive approximately ∼ 2.5 ns after the machining
beam modulates the cluster environment. We placed the spherical mirror
inside a separate external chamber connected by steel bellows to position the
focal spot just beneath the gas jet nozzle. With a f/22 spherical mirror, our
peak intensity at the focus was on the order of 1017 W/cm2. The Rayleigh
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range of this beam is ∼ 2mm, consequently resulting in a blast wave of similar
length. This proved to be a convenient size as our imaging diagnostics with
a magnification of 2× imprinted an image that fit within the CCD chip. Fig.
(4.3) shows an image of the experimental chamber.
Figure 4.3: Top-down view of experimental chamber. BS1 and BS2 are the
65/35 and 90/10 beamsplitters, respectively.
4.2.2 Machining Beam
After passing through BS1, the remaining 35% of the beam is then
routed to BS2 where 90% is reflected to our machining beam apparatus. This
consists of a standard Michelson interferometer that produces interference
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fringes which is then focused beneath our gas jet, perpendicularly and overlap-
ping with the pump beam. This apparatus was placed inside our experimental
chamber to fulfill the requirement that the cluster environment be modulated
approximately 2 ns prior to the pump beam. Once the fringes are produced
in the interferometer, it is routed upwards where it passes through a f = 30
cm convex spherical lens and a f = -70 cm cylindrical lens. The positive lens
serves to focus down the entire beam at the gas jet location while the cylin-
drical lens spreads out the beam in the longitudinal direction. The periodic
intensity profile of this beam, then, destroys clusters in the regions where the
intensity is high such that the consequent blast wave is seeded with some per-
turbed structure. Fig. (4.4) shows directly imaged machining beams for two
modulation wavelengths. The end mirror adjustments for path length and the
two steering axes were connected to motors which allowed us to control the
fringe spacing and contrast.
Figure 4.4: Sample image of machining beam at focus. The period of inten-
sity fluctuations are controlled by slight steering adjustments of one of the
interferometer end mirrors.
76
We used two separate diagnostics to ensure proper overlap of the ma-
chining and pump beam. We imaged the nozzle and pump beam in the axial
direction and matched the machining beam focus accordingly. To overlap the
two longitudinally, we imaged a fiducial at the pump beam focus and steered
the machining beam to the same location. Lastly, as a final check, we shot
blast waves with an imprinted modulation and made fine adjustments. Fig.
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We used an optical rail and a system of multipass mirrors to achieve the
desired time delay between the pump and probe beams. The multipass mirror
system consisted of a 4-pass and 8-pass delay stage for short and long time
delays, respectively. The probe beam was the remaining 10% of transmitted
light from BS2 that was sent outside of our chamber to the respective multipass
systems and reentered the chamber to pass through the plasma filament. The
4-pass consists of four 45◦ mirrors on an optical rail to reflect the beam four
times before reentering the chamber. The time delay was adjusted by moving
the stage on the rail thereby lengthening or shortening the distance between
passes. The entire 4-pass system was mounted on a magnetic base for easy
removal when longer time delays were desired and the 8-pass system was used.
We achieved a time delay of roughly -2 to 10 ns with the 4-pass stage while
the 8-pass system allowed for time delays of 18 to 70 ns. The two systems
did suffer the drawback of a delay gap between 10 to 18 ns. We calibrated
the delay stages by measuring the difference in time between the pump and
probe beams at the target location for various distances of the delay leg using
a photodiode. Fig. (4.6) shows a sample plot of this calibration. The distance
measured was between the front of the optical rail to an arbitrary point on
the delay stage apparatus.
The probe beam reentered the chamber and passed orthogonally through
the plasma filament. It was sent to a magnification 2× telescope consisting of






















Figure 4.6: Time delay calibration. Error bars are obscured by the plot points.
cm from the plasma filament, f2 roughly 90 cm from f1, and lastly our CCD
camera roughly 60 cm from f2 giving us the desired magnification.
4.2.4 Gas Jet
We used a high pressure pulsed gas jet to produce clusters as our target
media. Clusters are an ideal medium for these experiments because of their
high efficiency in absorbing laser light [31–33]. The gas jet assembly was posi-
tioned on top of our experimental chamber and fitted with a 3-axis translation
stage. The nozzle extended down from the ceiling of the chamber top and was
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manipulated into place, roughly 3 mm above the pump beam focus.
Clusters form when a plume of gas is supersonically released into vac-
uum. The Van der Waals forces acts on the individual atoms to coalesce them
into clusters. The number of atoms in a cluster, or the degree to which clus-
terization occurs, depends on the parameters of the gas jet such as opening








where Γ∗ is the Hagena parameter that is related to the nozzle characteristics





where d is the nozzle diameter (µm), α the opening half angle, T the temper-
ature (Kelvin) before expansion, and P0 the backing pressure (mbar) of the
gas. k is a constant related to bond formation for a given gas [34, 36] and is
listed for several gases in Table 4.1. We used a nozzle with a 790 µm diame-
Table 4.1: k values for the Hagena parameter Γ∗ for various gases
Gas H2 D2 N2 O2 CO2 CH2 He Ne Ar Kr Xe
k 184 181 528 1400 3660 2360 3.85 185 1650 2890 5500
ter opening and an opening half angle of α = 5◦. The Γ∗ values and cluster
number densities for the several gases we used are summarized in Table (4.2).
Clusterization begins for Γ∗ ≥ 100 − 300 and the cluster number density can
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be calculated from dividing the atomic number density before clustering by
the average number of atoms per cluster, nc ≈ N0/NC . The number density
Table 4.2: Γ∗ values for the gases in our experiments. The backing pressure
was 300, 800, and 1000 PSI for krypton, argon, and nitrogen, respectively.
Gas Kr Ar N2
Γ∗ 470200 308800 188100
NC(×106) 6.5 3.0 1.2
N0 is calculated using the ideal gas law.
4.3 Imaging Diagnostics
We used two main imaging systems to obtain data for our blast wave
experiments. The first was a schlieren or dark-field imaging systems that cap-
tures the image of a blast wave taking advantage of the large density gradient
present at the shock front. The second method we used was optical interfer-
ometry. This method uses the change in the index of refraction due to ionized
electrons to record the electron density landscape of the blast wave. This diag-
nostic not only captures the spatial information of the blast wave but whether
ionization from radiative processes are present.
4.3.1 Schlieren Images
The schlieren technique involves using a pin or knife edge to obscure
most of the undisturbed probe light and is sensitive to the first spatial deriva-
tive of the refractive index [37]. A plane parallel probe beam that passes
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through a plasma slab will be refracted and deviate away from its normal
path. An obstruction at the focal point of a lens in the imaging setup will
obscure light that has been undeviated by the plasma and only the refracted
beam will end up at the image plane. This results in bright areas on the image
plane where large density gradients are present in our plasma slab. Fig. (4.7)





Figure 4.7: Undeivated light is obscured by a beam block or blade. Light that






where N is the index of refraction. In our experiments, we used a thin wire
oriented in the horizontal direction to serve as our beam block. This diagnostic
is useful in obtaining spatial information about the blast wave such as the small
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scale perturbations induced on the shock surface. A sample image of a blast
wave in krypton gas is shown in Fig. (4.8)
Figure 4.8: Schlieren image of a blast wave in krypton at 34 ns.
4.3.2 Interferometry
We also utilized a Michelson interferometer to obtain measurements of
the electron density in our blast waves. This method also relies on the electron
density dependence of the index of refraction through the phase shift induced
on light [37].



















is the critical density. me and e is the mass and charge of an electron, respec-
tively, and Ne is the electron density that we seek to measure. Consider the
two beams of an interferometer with phase difference φ in their electric fields
E1(t) = E1 exp iωt and E2(t) = E2 exp i(ωt+ φ) (4.7)
added together. The phase difference could be due to some slight misalignment
of the two beams resulting in a different path length traversed by the two
beams. The total field is then
ETot = (E1 + E2 exp iφ) exp iωt, (4.8)
and the intensity is










Thus the output has a constant component and a periodic component that
varies as cosφ. Since φ is dependent on the path length, what appears on
the detector screen will be a series of bright and dark fringes. Any additional
phase induced on the beam, for example, by a plasma filament will result in
a shift in the fringes on the detector screen. If we assume that one arm of
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the interferometer passes through the plasma, then the phase difference of this






















where we use the approximation n ≈ −1
2
(Ne/Nc) which is valid if the plasma
density is sufficiently small, i.e., Ne  Nc [37].
To use this method in our experiments, we aligned the probe beam
asymmetrically through the plasma filament such that only a portion of the
beam passed through it. We then interfered this portion (the portion that
contains the phase information) with a part of the beam that passed through
undisturbed by the plasma. We used a rooftop mirror on one end of our
interferometer to flip the image upon reflection such that upon recombination,
the two halves of the probe beam can interfere with each other. Fig. (4.9)
illustrates this diagnostic.
The raw interferometric images were first Fourier transformed to yield
a phase map which we then applied an Abel inversion to extract a radial profile
of the electron density. Fig. (4.10) is a sample interferometric image of a blast











Figure 4.9: Illustration of inteferometry for measuring electron density.
the form
g(z, y) = a(z, y) + b(z, y) cos[2πf0z + φ(z, y)], (4.12)
where φ(z, y) is the phase information of interest, a(z, y) and b(z, y) represent
background intensity variations, and f0 is the frequency of the fringe pattern
[38]. For convenience, Eq. (4.12) is rewritten as
g(z, y) = a(z, y) + c(z, y) exp(2πif0z) + c
∗(z, y) exp(−2πif0z), (4.13)
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Figure 4.10: Interferometric image of a blast wave in krypton at 22 ns. Note





b(z, y) exp[iφ(z, y)]. (4.14)
Applying a Fourier transform on Eq. (4.13) with respect to the x direction
yields
G(f, y) = A(f, y) + C(f − f0, y) + C∗(f + f0, y), (4.15)
where f is the spatial frequency in the z direction. If a(z, y), b(z, y), and φ(z, y)
vary slowly compared to f0, then the Fourier spectra A(f, y), C(f−f0, y), and
C∗(f + f0, y) are separated by f0 as shown in Fig. (4.11). We can thus filter
out and isolate either of the two side peaks and translate it by f0 to obtain









Figure 4.11: Sample Fourier spectrum of inteferogram of Fig. (4.10). The
prominent peak in the center of the spectrum is the zero frequency term.
which yields c(z, y), and take the logarithm giving us
log[c(z, y)] = log[(1/2)b(z, y)] + iφ(z, y). (4.16)
We do this for every line of our raw inteferometric image and construct a phase
map of our blast wave.
The technique of Abel inversion requires that the quantity of inter-
est is cylindrically symmetric which is a valid assumption of our blast wave
[37]. At any given longitudinal position of our blast wave, we have the phase








Figure 4.12: Phase map φ(z, y) of Fig. (4.10).









and apply the Abel inversion which gives us









This technique allows us to calculate the radial phase map based on a image
that only has phase information on a projected two dimensional plane. With
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Figure 4.13: Chordal measurement diagram of phase map.
Fig. (4.14) shows the three dimensional plot of the electron density calculated
from the phase map of Fig. (4.12).
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Figure 4.14: Electron density from phase map of Fig. (4.12)
Figure 4.15: Electron density of krypton blast wave at 22 ns with 80 mJ of
energy.
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A line-out plot of the three dimensional graphs shown in Fig. (4.15)
and (4.14) may be more useful in illuminating the features of the electron
density profile as shown in Fig. (4.16).
























Figure 4.16: Line-out of electron density at z ≈ .5 mm of Fig. (4.14).
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Chapter 5
Experimental Results and Analysis
We performed several experimental campaigns to study the properties
of radiative blast waves in several gases focusing particularly on the behavior
of hydrodynamic instabilities. We first discuss the experimental results along
with numerical simulations that show how radiative losses affect the evolu-
tion of blast waves. Lastly we examine and analyze the temporal behavior of
perturbations induced on the surface of our blast waves.
5.1 Radiative Effects on Blast Wave Trajectory
As discussed in Ch.2, radiative losses from a blast wave surface will
cause it to propagate with a smaller power-law index than the energy-conserving
Sedov-Taylor value of 1/2 for a cylindrical blast wave. By measuring the trajec-
tory, that is, how the radius changes over time, we are able ascertain whether
a blast wave has suffered energy losses through radiation.
High Z gases exhibit more radiative losses because of the presence of
more line emission in addition to bremsstrahlung as a means of radiation.
Krypton was chosen as a target gas because of its relative high atomic number
compared to argon but not as high as xenon as previously studied [39–41].
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The first set of results are images of blast waves in krypton and argon
for various drive energies. We operated the cluster gas jet with a backing
pressure of 300 and 800 PSI for krypton and argon, respectively. These values
were chosen based on calculations of the Hagena parameter discussed in Ch.
4. We acquired both Schlieren and interferometric images and traced out the
edge of the blast wave by hand to measure its radius for the various time
delays. Images of blast waves in krypton at various time delays are shown in
Figs. (5.1) and (5.2). The radius measurements were taken at the position
indicated in the figure. This position was chosen because the blast wave is not
necessarily strictly cylindrical throughout its longitudinal length and exhibits
some sphericity at or close to the location where the laser pulse first deposits
its energy. These radius measurements were fit to a power law of the form
R(t) = A ∗ tn (5.1)
with A and n as fitting parameters. Sample schlieren and inteferometric images
for krypton are shown in Figs. (5.3)-(5.7). Figs. (5.3)-(5.7) are the radius vs.
time data for krypton blast waves for different laser energies. Superimposed
with the data are the fitting curves. The blast wave with a drive energy
of 80 mJ (Fig. (5.3)) follows a more complicated trajectory than the rest.
For this one, the data was divided into two segments, for the earlier and
later times, and the regression analysis done separately for each. The lower
deceleration parameter of n = 0.12±0.01 during the earlier phase suggest that
the blast wave is initially strongly radiative and has not swept up enough mass
to become self-similar and approach the Sedov-Taylor or sub-Sedov-Taylor
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8 ns 8 ns 
Laser 
500 𝜇𝑚 
R R a) b) 
Figure 5.1: Schlieren and interferometric images of blast waves in krypton
with backing pressure of 300 PSI and a 360 mJ laser pulse.
trajectory. After ∼10 ns, the blast wave settles to a value of n = 0.42± 0.03,
lower than the adiabatic case of n = 1/2.
For the blast waves in krypton with 360 and 600 mJ of energy, a sharp
shock front has not yet fully developed until around ∼10 ns, approximately
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44 ns 44 ns 
34 ns 34 ns 
Laser 
500 𝜇𝑚 
R R a) b) 
Figure 5.2: Schlieren and interferometric images of blast waves in krypton
with a backing pressure of 300 PSI and a 360 mJ laser pulse.
the time at which we expect the blast wave to have swept up enough mass to
enter the self-similar phase [11, 42]. We also see that with higher energy, the
overall deceleration parameter is less than that of the 80 mJ case indicating
that radiative losses are greater. With higher initial energy, a blast wave will
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Figure 5.3: Plot of blast wave radius vs. time in krypton with 80mJ of laser
energy. The red curve excludes the first two data points. The inset is the
trajectory of the blast wave at the longitudinal location where the laser initially
deposits its energy.
undergo more radiative losses because of the greater amount bremsstrahlung
emission from hotter electrons and more bound-bound excitations in the atoms
that eventually decay and emit light. Figs. (5.3)-(5.7) also show that at the
longitudinal position indicated in Fig. (5.1) and (5.2), closer to the location of
energy deposition, the deceleration parameter is generally lower, approaching
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that of the radiative spherical case of n ≤ 2/5.
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nexp = 0.45 ± 0.02












nexp = 0.41 ± 0.05







Figure 5.4: Plot of blast wave radius vs. time in krypton with 360mJ of laser
energy.The solid red curve is the best fit to the data. The inset is the trajectory
of the blast wave at the longitudinal location indicated by “b)” in Figs. (5.1).
We performed numerical simulations in HYADES, a one dimensional
Lagrangian hydrodynamics code to investigate the effects of radiation on blast
wave evolution. HYADES employs a tabular equation of state and treats
radiation as a diffuse approximation with user defined photon groups. Figure
(5.5) are simulation results for the density and pressure profiles of a blast wave
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in hydrogen. As a low Z gas, the blast wave shows a sharp shock front due
to the lack of radiative losses. We used an initial mass density of 2 × 10−4
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Figure 5.6: Density profiles at various times of a blast wave in krypton from
HYADES simulations.
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g/cm3 and a 110 eV hot plasma filament at t = 0 to set off the blast wave
in krypton. Figure (5.6) shows the density and pressure profiles from these
simulations. The simulation results for the trajectory, n = 0.450±0.008, show
good agreement with the experimental data for the blast wave in krypton with
600 mJ of laser energy when considering the entire time interval. However, if
we divide the trajectory into segments and consider them separately, we arrive
at different values for the power-law index: n = 0.352±0.008 from 10 to 25 ns
and n = 0.542± 0.007 from 25 to 70 ns. This is due to the blast wave in the
simulation entering the radiative phase at earlier times and propagating with
the lower deceleration parameter. As it expands and cools, the blast wave then
enters the energy-recovery phase where it reabsorbs energy from the preheated
ionized gas leading to a greater deceleration parameter than the Sedov-Taylor
value of 1/2 [41].
Images of blast waves in argon are shown in Fig. (5.8). Since argon,
has a lower Z value than krypton, we observe a deceleration parameter that is
slightly greater than that of krypton of the same initial energy. In addition,
these images suggest that argon blast waves enter the self-similar similar phase
earlier than that of krypton as the fringe shifts are much sharper in the earliest
image. We observed an experimental value of n = 0.46 ± 0.04 for these blast
waves. From HYADES simulations using an initial temperature of 140 eV,
we observed a value of n = 0.552 ± 0.006 for the entire time period which
is greater than the Sedov-Taylor adiabatic value. If we divide the trajectory
into segments as we did for krypton, the deceleration parameter takes the
100
aL
nexp = 0.44 ± 0.05



























nexp = 0.33 ± 0.04






Figure 5.7: Plot of blast wave radius vs. time in krypton with 600mJ of laser
energy. The solid red is the best fit for the data while the dashed blue is the
trajectory from HYADES. The blast wave here enters the radiative phase at
∼10 ns.
value n = 0.467 ± 0.005 from 10 to 20 ns and n = 0.612 ± 0.002 from 20
to 45 ns. The HYADES simulations show that argon is less radiative than
krypton during the radiative phase. It still recovers some energy from the
preheated upstream medium and travels with a higher deceleration parameter
than krypton during this phase. Figure (5.10) are the simulation results for the





6 ns 9 ns 
22 ns 27 ns 
31 ns 44 ns 
R a) b) 
Figure 5.8: Interferometric images of blast waves in argon with a backing
pressure of 800 PSI and a 600 mJ laser pulse. These blast waves exhibit more
sphericity near the right edge than in those in krypton.
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Figure 5.9: Plot of blast wave radius vs. time in argon with 600mJ of laser
energy. The blue curve is the best fit for all data points. The red curve is
the best fit for the last five data points, starting at around ∼10ns when we
expect the motion to be self-similar. The inset is the trajectory of the blast
wave indicated in Fig. (5.8).
effective adiabatic index γ1 from these data using the semiradiative analysis,
Eqn. (2.101). It should be noted that these calculations use for the adiabatic
index of the internal cavity γc as 5/3. The physical quantities of interest are
summarized in Table (5.1). These results indicate that blast waves in both
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Figure 5.10: Density profiles at various times of a blast wave in argon from
HYADES simulations.
effective adiabatic indexes reported in this thesis are higher [43].
Table 5.1: Deceleration Parameter n and Effective Adiabatic Index γ1
Target Gas n γ1
Argon 0.46± 0.04 1.40 ± 0.23
Krypton 0.44± 0.05 1.28 ± 0.28
5.2 Radiated Energy Loss Fraction
We can calculate the fraction of the blast wave’s initial energy lost to
radiation using the dimensionless cooling rate, ε, discussed in Ch. 2. Using
Eqs. (2.86), (2.97), and (2.98), and the deceleration parameters measured from
both experiment and HYADES simulations we calculated ε for the blast waves
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in argon and krypton. Figs. (5.11) and (5.12) show the fraction of energy lost
















Figure 5.11: The energy loss fraction ε in argon for two values of the cavity
polytropic index (see Section (2.4)). The horizontal lines are the deceleration
parameters calculated from the trajectory in HYADES simulations (blue) and
experimental data (red). The corresponding squares are intercepts of the n vs.
ε curve and n from both.
In argon, the trajectory during the radiative phase from HYADES sim-
ulations were used to calculate ε since the deceleration parameter for the entire
time interval was higher than the Sedov-Taylor case. In krypton, conversely,
we used the trajectory during the entire time interval since the deceleration
parameter during the radiative phase was in the fully radiative regime (ε ≈ 1).
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The calculated radiated energy-loss fractions are summarized in Table (5.2).
Table 5.2: Energy-loss fraction ε from experiment and HYADES simulations.
Target Gas γc εExp εSim
Argon 5/3 0.27 0.22
Krypton 5/3 0.44 0.35
Argon 1.3 0.52 0.41
















Figure 5.12: The energy loss fraction ε in krypton for two values of the cavity
polytropic index (see Section (2.4)). The horizontal lines are the deceleration
parameters calculated from the trajectory in HYADES simulations (blue) and
experimental data (red). The corresponding squares are intercepts of the n vs.
ε curve and n from both.
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5.3 Ionization Precursor from Radiative Losses
A characteristic feature of a radiative blast wave is the gradual gradi-
ent in the electron density starting at the shock front and extending radially
outwards. Conversely, a blast wave that is adiabatic or nearly adiabatic will
exhibit a steep and abrupt electron density peak at the shock front. When
radiative losses are present, the emitted radiation will preheat the upstream
material and ionize the surrounding gas. This ionization front is observed
in the Abel-inverted phase maps retrieved from interferometric images. Figs.
(5.13) and (5.14) show the radial electron density profile of blast waves in
krypton and argon, respectively.
Previous studies of blast waves in argon report the absence of an ioniza-
tion front [40, 41] and attribute this to the less efficient radiation production
because of argon’s lower Z value. In contrast, the data from our experiments
indicate that radiative losses indeed are present in argon. This is due to the
higher energies with which we produced our blast waves. With higher de-
posited energies, the blast wave medium will undergo more radiation produc-
tion since hotter electrons will radiate more bremsstrahlung emission and more
atoms will be ionized or excited to higher energy levels resulting in greater line
emission and radiative recombination emission.
It is in this preheated ionized upstream medium that a blast wave
recovers some of the energy initially lost during its radiative phase. As the
blast wave expands into this region, it reabsorbs energy which becomes added

















Figure 5.13: Radial electron density profile of krypton blast waves at 22 and
34 ns with 300 PSI of backing pressure and 360 mJ of laser energy. To the left
are the raw interferometric images.
higher deceleration parameter). If enough energy is recovered, the blast wave

















Figure 5.14: Radial electron density profile of argon blast waves at 22 and 31
ns with 800 PSI of backing pressure and 600 mJ of laser energy. To the left
are the raw interferometric images.
Taylor value of 1/2. This effect is observed in the HYADES simulations we
performed. As seen in Figs. (5.7) and (5.9), the simulations showed that
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the blast wave trajectory in argon and krypton experience an increase in the
deceleration parameter at later times.
5.4 Double Shock Front Formation from a Strongly Ra-
diative Blast Wave
The presence of an ionization precursor and a lower deceleration pa-
rameter are indications that a blast wave is experiencing radiative losses. We
have found in a series of experiments that if a strongly radiative blast wave
is traveling in an optically thick medium, the emitted radiation is reabsorbed
by the upstream medium and a secondary shock in the ionization precursor is
produced.
It was first reported by Hansen et al. [44] that under certain conditions,
a high Mach number, strongly radiating laser-driven blast waves in xenon gas
exhibited structure characteristic of a second shock forming out in front of the
primary blast front. They attributed this phenomenon to the reabsorption of
radiation by the optically thick upstream medium creating a radiative heat
wave (RHW) that travels supersonically ahead of the main shock [44]. As the
blast wave propagates into the heated medium it slows and loses energy, di-
minishing in speed. When the radiative heat wave slows down to the transonic
regime, a secondary shock in the ionization precursor is produced.
In this experiment, the authors focused a 10 to 200 J, 1064 nm laser
pulse with a pulsewidth of 5 ns onto a solid steel pin target immersed in
either nitrogen or xenon gas at a pressure of ∼1 kPa. A spherical blast wave
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was created by the rapid ablation of the pin by the laser. They employed a
standard Schlieren technique to image the blast wave. In xenon gas as the
ambient medium, the blast wave is observed until t ≈ 8µs at which point a
second shock forms ahead of the initial main shock. Images of blast waves in
xenon with observation of a secondary shock structure is seen in Fig. (5.15).
To understand their experimental results, these authors ran 1D numerical
Figure 5.15: Schlieren images of blast wave expansion in xenon gas (1.3 kPa)
at t = 50ns to 30µs produced by laser ablation of solid pin (El = 10 J). At
t ≈ 4µs, a second shock appears ahead of the main shock front. Taken from
Ref. [44].
simulations using the LASNEX code [44] in which a multiphoton diffusion
approximation was used to treat radiative losses and a large enough optical
depth in the RHW. Fig. (5.16) shows the results of these simulations in xenon.
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Figure 5.16: 1D numerical simulation results in the electron/ion temperature
and compression using the LASNEX code, taken from Ref. [44]. At t = 1µs,
the simulations show the birth of a second shock.
In our experiments using krypton as the cluster target source, we pro-
duced cylindrical blast waves with a high-intensity ∼ 1017 W/cm2, 1057 nm,
∼115 fs laser pulse and observed the presence of a secondary shock structure
from interferometric images. These appear as a shift in the fringes ahead of
the main shock front in Fig. (5.17), especially apparent in the image at 9 ns.
A sharp fringe shift like this is indicative of a steep electron density gradient
as found when a shock discontinuity occurs.







Main Shock22 ns 28 ns
Figure 5.17: Inteferograms of blast waves in krypton at 300 PSI backing pres-
sure. Note the additional fringe shift in the upper left portion ahead of the
main shock front.
ical simulations using the 1D hydrodynamic code HYADES. These calcula-
tions were performed using a multigroup photon treatment for radiative losses
and adjusting the optical depth to large enough values such that reabsorption
would occur within the spatial scales of the experiment. Under the right con-
ditions, we observed evidence of a secondary shock forming ahead of the main
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shock. Exclusion or weakening of radiative processes from the numerical sim-
ulations prevented this phenomenon from occurring, and it was further found
that the thermal conductivity of electrons was negligible in the overall dynam-
ics. Furthermore, our simulations have shown that the local mass density of
the region of interest plays a significant role in the radiative hydrodynamics of
the process, with lower values being more conducive to a secondary shock for-
mation. In our simulations we have found that a mass density of .00003 g/cm3
corresponded well to our observed experimental data. Fig (5.18) and (5.19)
show the measured and calculated radial electron density profiles of these blast
waves that show the secondary shock structure along with the simulation re-
sults for the compression and electron temperature. Below the electron density
profiles are the numerical results of the compression and electron temperature.
Note that the second shock is borne at the location where the radiative heat
wave is present as indicated by the electron temperature profile. At the initial
shock, this temperature profile takes on a more adiabatic jump as expected.
The blast wave and secondary shock front trajectory was measured
in the same manner as discussed in Section (5.1). A decleration parameter
of s = 0.42 ± 0.04 and s = 0.34 ± 0.02, respectively, was calculated from
these measurements. The departure of the blast wave’s deceleration parameter
from that of the Sedov-Taylor case suggests that radiative losses are playing a
significant role while the secondary shock front is itself too slow to be radiative
[45]. Fig. (5.20) shows the trajectory of both shock fronts.



































































t = 6 ns
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Figure 5.18: Radial electron density measurements (top) of the blast waves
seen in Fig. (5.17) from the upper left corner where the secondary shock
is seen (solid). Shown together are the electron density calculations from
HYADES (dashed). The compression and electron temperature calculations
from HYADES are on bottom.
may be due to the higher local mass density of the gaseous medium which is in
closer proximity to the gas jet (upper right in Fig. (5.17), off screen). At these
locations, radiative losses manifest themselves as an ionization precursor. Fig.
(5.21) shows the radial electron density profiles of the blast waves at 9 ns and
22 ns.




























































t = 9 ns






















t = 22 ns






















Figure 5.19: Radial electron density measurements (top) of the blast waves
seen in Fig. (5.17) from the upper left corner where the secondary shock
is seen (solid). Shown together are the electron density calculations from
HYADES (dashed). The compression and electron temperature calculations
from HYADES are on bottom.
and the energy lost by radiation from the blast wave would be carried out to
“infinity” [44]. In order that we observe the effects of a RHW means that the
radiation mean free path is relatively short, at least within the length scales of
our imaging diagnostics. The sequence of events for when a secondary shock
forms is as follows: a strongly radiative blast wave (which we refer to as S1)






























Figure 5.20: Initial and secondary shock front trajectories of the blast waves
in Fig. (5.17) at the upper left corner where the second shock is present.
free path is relatively short resulting in a supersonic radiative heat wave that
travels ahead of S1. As S1 slows down, it radiates less and the RHW slows
down because of its expansion and diminishing radiative losses from S1 which
act as a driving source. When the supersonic RHW slows down to 2 times
the sound speed of the region immediately behind it, a shock will form in
order that momentum be conserved. Fig. (5.22) shows schematically a cross
sectional view of a cylindrical blast wave with the sequence of events.
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Figure 5.21: Electron density measurements at 9 ns and 22 ns of the blast
waves in krypton. These measurements are taken from the blast waves of Fig.
(5.17) in the upper right portion of the image, closer in proximity to the gas
jet nozzle.
ing Barenblatts [46] self-similar solution for an instantaneous point release
of energy (for the cylindrical case it would be a line release of energy) with
heat conduction included [47]. Consider the 1D fluid equations for mass and
momentum conservation




1 = P2 + ρ2u
2
2 (5.3)
in the rest frame of the radiative heat wave (RHW), where ρ, P , and u are
the density, and gas velocity, respectively. Here, quantities with subscript 1





(c) (b) (a) 
Figure 5.22: Sequence of events for formation of secondary shock front (time
increases from left to right): (a) A cylindrical blast wave, S1, is strongly
radiative and drives a radiatve heat wave ahead of itself. (b) S1 radiates less
as it expands and slows down. The RHW is also expanding and slows down
as the driving source for it, i.e., the radiation from S1, diminishes. (c) When
the velocity of the RHW slows down to u1 = 2c2, where c2 is the sound speed
in the region immediately behind, a shock forms to conserve momentum.
the region behind. By combining these two conservation equations, we can














(Here we assume an ideal gas, P = ρc2, where c is the speed of sound). A real-
valued compression, η, requires u1 ≥ c2 +
√
c22 − c21 ≈ 2c2, where we use the
approximation c1  c2 (this is a valid approximation because the temperature
behind the RHW is much higher than the temperature in front it [47]). This
leads to the requirement that the mixed Mach number, M ≡ u1/c2 ≥ 2. Once
the Mach number drops below 2, the RHW can no longer satisfy Eq. (5.4)
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and a shock forms at the location of the RHW to conserve momentum. To
approximate the position of the RHW when this mixed Mach number drops
below 2, we first assume a power-law dependence of the radiative conductivity
(in SI units of J m−1 K−1 s−1)
χ = χ0ρ
aT b (5.5)
in the upstream medium. In a fully ionized plasma, a = −2 and b = 13/2 [47].


















δ = 1/(nb+ 2). (5.8)
Here, B(x, y) is the Beta function, n = 1, 2, 3 and Sn = 1, 2π, 4π for planar,
cylindrical, and spherical geometry, respectively. Γ is the gas constant and is











is the Rosseland mean free path for a multiply ionized gas of hydrogen-like
atoms with an appropriate charge and is derived using Saha equilibrium for
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ion densities [5]. In Eq. (5.9), Ne is the electron density, m the average
ionization, and σ the Stefan-Boltzmann constant. The average ionization in
a ∼2.5 eV krypton plasma is ∼4.5 [48]. Using our measured value for the
electron density of ∼ 3 × 1018, we estimate for the Rosseland mean free path




becomes Mach 2. In our experiment, this occurs at t ≈ 7 ns with
rh ≈ .8 mm. The interferometric images in our data show what appears to be a
steepening of the ionization precursor and the beginnings of a shock structure
at 6 ns out at a radius of ∼ .5 mm while the simulations show this occurring at
a radius of ∼ .6 mm for the same time. A more prominent shock discontinuity
is seen at 22 ns with a second shock radius of ∼ .8 mm.
5.5 Evolution of Blast Wave Instabilities
The time evolution of instabilities on a blast wave surface is an area
of interest in these types of laboratory astrophysics experiments because of
its application in understanding certain astrophysical phenomenon. Previous
experiments [25, 28] sought to make experimental observations of the Vishniac
overstability and measure the growth rate of these instabilities. In the exper-
iments by Grun et al., they created spherical blast waves by irradiating a 6
µm polystyrene foil in a chamber filled to 5 Torr of pressure in either nitrogen
or xenon [25]. This work reported the growth of instabilities from noise when
blast waves were launched in xenon gas but not in nitrogen. Images of blast
waves from this work can be seen in Fig. (5.23).
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Figure 5.23: Schlieren images of a stable blast wave in (a) nitrogen, and an
unstable one in (b) xenon. These blast waves were produced with a 200 J,
1054 nm, 5 ns laser pulse. Figure taken from [25].
The work by Grun et al. reported a growth rate of t1.6 for a spherical
mode number of l ∼ 10 with γ = 1.06, the value they measured for xenon,
whereas the theory set forth by Ryu and Vishniac [23] predicts a growth rate of
t0.7 for the same parameters. This discrepancy was later resolved by Edens et
al. in which they observed similar turbulent structures in xenon and nitrogen
blast waves but attributed this to preionization of the gas in the region tra-
versed by the drive laser [27]. The velocity and temperature of a laser driven
blast waves increases with the laser energy and therefore the significance of
radiative losses on the hydrodynamics of the blast wave. Edens et al. reported
the presence of these unstable features in both nitrogen and xenon primarily
in the region traversed by the laser. These features became more prominent
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as the drive laser energy was increased.
Figure 5.24: Schlieren images of blast wave in nitrogen and xenon showing
turbulent features in both in the region traversed by the laser. These features
become more prominent as laser energy is increased. Taken from Ref. [27].
Further work by Edens et al. [28] explored the validity of the Vishiniac
overstability mechanism in hydrodynamic instabilities by directly inducing
perturbations on the blast wave surface by means of a regularly spaced wire
array. This method sidestepped the difficulty of measuring small amplitude
perturbations that grew out of noise [26] such as the work of Laming and
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Figure 5.25: Schlieren images of blast wave in nitrogen at various times show-
ing ripples induced by a wire array with a 4 mm spacing corresponding to a
mode number of l = 28. Figure taken from Ref. [28].
Grun [25]. The growth rate of perturbations by the Vishniac overstability
mechanism is primarily dependent on its spatial frequency (or mode number
l) and the polytropic index γ of the gas. These experiments used a plastic
pin target in a chamber filled with various gases and produced spherical blast
waves. A wire array was placed in the path of the expanding blast wave to
induce perturbations on the surface. The mode number l was controlled by
the spacing of the wires and its radial distance from the origin and polytropic
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Figure 5.26: Plot of the normalized amplitude of the perturbation with mode
number l = 28 as a function of time (Top). The data points are fitted to
a power law in time. Plot of the decay rate of perturbed blast waves in
nitrogen for several values of l (Bottom). Shown are experimental data points
superimposed with theoretical curves of Ryu and Vishniac for several values
of γ [23]. Figures taken from Ref. [28].
index γ by using various gases. Schlieren images of rippled blast waves were
traced out and Fourier-transformed to extract the mode number of interest set
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by the particular wire array. Shown in Fig. (5.25) are sample images of these
blast waves. By tracking the amplitude normalized to the blast wave radius
with respect to time, these authors were able to compare their results with the
predictions of Vishniac [28]. The normalized amplitude of the primary l was
fitted to a power law in time and tabulated for several values of l to compare
to predictions. Fig. (5.26) are the results of Edens et al..
We have performed experiments with cylindrical blast waves to explore
further the Vishinac overstability in hydrodynamic instabilities. These blast
waves were produced by irradiating a gas of atomic clusters. Unlike the ex-
periments of Edens et al., we addressed the in-feasibility of using a wire array
because of the smaller length scales typically involved in these cluster exper-
iments by means of optically “machining” the cluster medium to induce per-
turbations [49, 50]. Blast waves were produced using a cluster gas jet assembly
backed by either nitrogen, argon, or krypton.
In these experiments, we varied the modulation frequency, or the wavenum-
ber k, of the induced perturbation by adjusting the fringe spacing from the
machining beam interferometer. For argon and krypton blast waves, we mod-
ulated the blast waves with a wavenumber of k = 14, 17, and 22 mm−1 corre-
sponding to a modulation wavelength of λ = 0.43, 0.36, and 0.28 mm, respec-
tively. Shown in Figures (5.27) - (5.29) are images of blast waves in argon,
krypton, and nitrogen that have been imparted with a modulation wavelength
of λ = 0.43 mm.
The images of argon with this particular wavenumber show prominent
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Figure 5.27: Schlieren and interferometric images of modulated blast waves in
argon produced with a backing pressure of 800 PSI and a 600 mJ laser pulse.
The wavenumber of the modulation is k = 14 mm−1.
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modulations and even appears to be larger in amplitude at 46 ns than at 42
ns. However, it must be noted that it is the amplitude normalized to the blast
wave radius at that particular time that must be considered in our analysis.
Nitrogen, with its lower Z number provides a useful comparison as it
is less radiative than both argon and krypton. Fig. (5.29) show the images
of modulated blast waves in nitrogen. At earlier times, these modulations
are clearly visible but seem to decay more readily than the other gases with
the same wavenumber. This is especially apparent on the upper portion of the
blast wave surface where the modulations seem to have damped out completely.
In general, for a given polytropic index, shorter wavelength modulations
decay faster than for longer ones. To compare the behavior of perturbations
with higher wavenumbers, we produced blast waves in all three gases under the
same conditions with the higher wavenumber k = 22 mm−1. Figures (5.30) to
(5.32) show images of modulated blast waves with wavenumber k = 22 mm−1.
These shorter wavelenghth perturbations to indeed appear to damp out faster
than those of Figs (5.27) to (5.29), especially for that of krypton.
To analyze the evolution of these blast waves with an imparted pertur-
bation we traced out by hand the blast wave surface and Fourier transformed
it to obtain a frequency spectrum. A sample plot of such a trace is shown in
Fig. (5.33). We applied a 80% cosine taper window to smooth out the dis-
continuities at the ends to these traces [25] and Fourier transformed to obtain
the primary modulation wavenumber. This was performed for the images ac-
quired for the various time delays and normalized to the blast wave radius at
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Figure 5.28: Schlieren and interferometric images of modulated blast waves
in krypton produced with a backing pressure of 300 PSI and a 600 mJ laser
pulse. The wavenumber of the modulation is k = 14 mm−1.
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Figure 5.29: Schlieren and interferometric images of modulated blast waves
in nitrogen produced with a backing pressure of 1000 PSI and a 600 mJ laser
pulse. The wavenumber of the modulation is k = 14 mm−1.
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Figure 5.30: Schlieren and interferometric images of modulated blast waves in
argon produced with a backing pressure of 800 PSI and a 600 mJ laser pulse.
The wavenumber of the modulation is k = 22 mm−1.
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Figure 5.31: Schlieren and interferometric images of modulated blast waves
in krypton produced with a backing pressure of 300 PSI and a 600 mJ laser
pulse. The wavenumber of the modulation is k = 22 mm−1.
132
Figure 5.32: Schlieren and interferometric images of modulated blast waves
in nitrogen produced with a backing pressure of 1000 PSI and a 600 mJ laser
pulse. The wavenumber of the modulation is k = 22 mm−1.
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that delay. We calculated this radius by taking the mean radial displacement
of the modulated blast wave surface. Analysis of longitudinal modulations

















Figure 5.33: Sample plot of a blast wave surface. Shown is a trace performed
on an argon blast wave at 26 ns with a modulation wavenumber of k = 14
mm−1.
on a cylindrical blast wave differs from that of the spherical case since the
wavelength of the perturbation remains constant throughout its evolution. In
the spherical case, since the mode number l remains constant, the wavelength
must grow as the blast wave expands. In that case, then, the analysis requires
a simple power law fit ∼ ts of the normalized perturbation amplitude where
s = constant. In our case, both k and the wavelength remains constant. It
is more useful, then, to consider s = s(r) for a given k value rather than the
quantity s = s(kr) as is plotted in Fig. (3.5).


















Figure 5.34: Sample Fourier transform of a modulated blast wave. The peak
corresponds to the primary modulation wavenumber. This particular plot is
from a krypton blast wave at 7 ns with a modulation wavenumber of k = 17
mm−1.
data. Fig. (5.35) are plots of s = s(r) for k = 14 mm−1 of the Vishiniac
overstability model for various values of γ.
We can transform the plots shown in Fig. (5.35) from s = s(r) to
s = s(t) by fitting the blast wave radius to a power law R = At1/2 and use
the fit parameter A to compute t = A2/R2 since this analysis assumes that
the unperturbed component of the blast wave follows the classic Sedov-Taylor
trajectory.
The normalized amplitudes of the perturbation is then fit to a func-
tion of the form ∼ ts(t), where s is no longer just a constant. Here lies the
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difference between analyzing longitudinal perturbations in cylindrical blast
waves and those of spherical case. The normalized amplitudes for the vari-
ous wavenmubers in argon, krypton, and nitrogen blast waves are plotted in
Fig. (5.37)-(5.44) along with the curves fitted to the data for the effective
polytropic index shown in Table (5.1).
136
Γ=1.1

































































Figure 5.35: Plot of s = s(r) for k = 14 mm−1 for various γ’s.
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Figure 5.37: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 14 mm−1 in argon. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.
The results for argon for k = 14 mm−1, shown in Fig. (5.37), suggest a
polytropic index of γ = 1.4 at earlier times that eventually settles to a value
of 5/3. The former is in agreement with calculations performed using the
semiradiative model of blast waves and the experimentally observed trajectory
under similar laboratory conditions discussed in Section 5.1. The latter value
may be due to a decrease in the gas temperature as the blast wave expands and
























Figure 5.38: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 17 mm−1 in argon. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.
therefore, may not be the same throughout the blast wave evolution. With
a wavenumber of k = 17 mm−1, these blast waves exhibit a decay rate that
implies a polytropic index in the range of 1.3 and 1.4. Shown in Fig. (5.38) are
the data for the blast waves in argon with this particular modulation. Again,
the amplitudes follow the curve for γ = 1.3 at earlier times eventually falling
off and lying in between the curves for γ = 1.3 and 1.4. With the shorter























Figure 5.39: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 22 mm−1 in argon. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.
the curve for a polytropic index of γ = 5/3 suggesting an adiabatic or nearly
adiabatic blast wave, a result that would be unlikely given the conditions
of the experiment. One possible explanation for this behavior is that the
shorter wavelength perturbations have been damped out too much during the
blast wave’s expansion thus making the analysis more difficult. In Ryu and
Vishniac’s theoretical analysis [23], the imaginary component of the temporal
exponent describes the rate at which the perturbations oscillate with the higher
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k’s oscillating faster. It is possible that the high wavenumber perturbations

























Figure 5.40: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 14 mm−1 in krypton. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.
The results for krypton blast waves with modulation wavenumbers k =
14 and 17 mm−1 closely fits the curve for a polytropic index of γ = 1.3.
Similar to the results in argon, Fig. (5.40) shows that for k = 14 mm−1, the
perturbation amplitudes on these blast waves initially decay consistent with
polytropic index of γ = 1.3 until ∼40 ns, after which the data points lie more
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closely to the γ = 1.4 curve. As discussed perviously, this may be due to the

























Figure 5.41: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 17 mm−1 in krypton. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.
data for k = 22 mm−1 in krypton seem to suggest that the short wavelength
perturbations have largely damped out and follow closely with the curve for
γ = 5/3 for most of the data points. Within error, however, are several points
that do follow the curve for γ = 1.3.























Figure 5.42: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 22 mm−1 in krypton. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.
did not have an experimentally derived value for the polytropic index unlike
for argon and krypton. The k = 14 modulation wavenumber data follow the
theoretical curves for γ = 1.3 and 1.4, the latter being the value for a purely
adiabatic diatomic gas. For the high wavenumber of k = 22 mm−1, the data
follows most closely with the curve for γ = 1.4 (Fig. (5.44), consistent with
that of an adiabatic blast wave traveling in a diatomic gas. This is unlikely


























Figure 5.43: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 14 mm−1 in nitrogen. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.

























Figure 5.44: Plot of the normalized amplitude versus time for blast wave
modulations with wavenumber k = 22 mm−1 in nitrogen. Shown together are
the functions of the form ∼ Bts(t) fit to the data for various γ’s.
5.6 Conclusions
The evolution a high Mach number blast wave is strongly affected by
the amount of radiative losses it experiences as it expands. When a blast
wave loses energy by radiation, its motion will be slower than that of its
adiabatic counterpart and will expand will a lower deceleration parameter.
We have shown that our blast waves are indeed radiative, first by measuring
its trajectory and noting that its deceleration parameter is lower. The energy
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lost by a strongly radiative blast wave is reabsorbed by the upstream medium
and manifests itself in the form of a radiative precursor where the material
upstream is ionized and is observed in the electron density measurements made
by interferometric techniques. In addition, we have found that if the upstream
material is not optically thin and certain conditions are met, the radiation
from the blast wave will form a radiative heat wave that can ultimately give
birth to a secondary shock ahead of the main shock front. This has been
reported on previously in other experiments [44] and was observed in some of
our experiments as well.
Lastly, radiative blast waves are important in experiments relating to
astrophysical systems because of its susceptibility to hydrodynamic instabil-
ities. As a blast wave experiences energy loss by radiation, its shock front
becomes thinner and more compressible, ultimately leading to unstable be-
havior. In particular, we performed experiments to observe the time evolution
of perturbations induced on the blast wave surface and compared it to theory
proposed by Vihsniac et al. [23]. The evolution of these perturbations are
largely affected by the polytropic index of the gas and the wavelength of the
perturbation. In our experiments, we have shown evidence of the decay in the
perturbation amplitudes and compared it to theory. Our results show that
a single polytropic index is not applicable to the entire duration of the blast
wave’s motion. A blast wave may be radiative in at earlier times but may





The primary objective of this work has been to produce strongly radi-
ating blast waves as it relates to astrophysical phenomena. Specifically, our
experiments centered around the behavior of hydrodynamic instabilities and
its possible contribution to stellar formation. We achieved this by producing
blast waves using cluster gas sources and modifying the medium prior to the
onset of the main heating pulse. By destroying clusters at periodic locations
with a second beam beforehand, the main heating beam is variably absorbed
by the clusters and consequently a modulation is imprinted in the subsequent
blast wave.
By tracking the modulations on the blast wave surface, we were able to
make comparisons of these perturbations to that of accepted astrophysical the-
ory. Our results show that the amplitudes decay within agreement with theory
for the different gases and for the different modulation frequency. Our results
show that the evolution of these perturbations, however, are not consistent
by a single polytropic index throughout its lifetime but varies. In the early
radiative phase, a blast wave undergoes energy loss by radiation. Eventually,
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though, the blast wave may recover some of this energy from the upstream
preheated ionized material as it expands. We have observed this to be the
case in our analysis of the perturbations.
6.2 Future Work
There are many ways this work can be extended by future efforts. I
will discuss three specific possible directions.
6.2.1 Diagnostics
Our primary diagnostics in this work were schlieren or interferometric
images. To adequately study these blast waves require images at various time
delays. We achieved this by use of a probe beam that was delayed relative
to the main pulse by means of an optical rail. Since the time frame we are
interested in are in the 10’s to 100’s of nanoseconds and limited physically
by laboratory space, we employed multipass delay stages to accomodate our
needs. One possible way to bypass this limiation is through electronic means
using a pockel cell and an optical cavity where a probe beam can pass back
and forth until the beam is desired for use as a probe. This method would
allow for precise electronic timing of the probe pulse and many more images
at the desired delays.
Another improvement in tracking the blast wave would be to use a
streak camera that can continuously record its motion. This method, used
in a previous experiment [51], would allow the possibility to observe the os-
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cillatory nature of the Vishniac overstability mechanism. The drawbacks to
this, however, are that a streak camera only provides one spatial dimension
for observation and requires a probe beam that is intense and long enough to
be recorded.
6.2.2 Secondary Shock Formation
A detailed investigation of the secondary shock formation in strongly
radiative blast waves is another direction. We observed this in experiments
with krypton but was limited to a localized region. Our numerical simulations
hints at this phenomena being sensitive to the local gas density. This work can
be extended by examining other high Z cluster sources and different backing
pressures to observe any trends in the formation of this secondary shock.
6.2.3 Instability Growth and Different Wavenumbers
Further experiments on the Vishiniac overstability can be extended to
include more wavenumbers and various other high Z gases. The behavior of
these instabilities are mainly affected by the polytropic index of the gas and
the wavelength of the particular perturbation. Exploring more modulation fre-
quencies and using other high Z gases would be an effective way to investigate
futher the Vishniac mechanism.
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