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Algorithms or models are often measured using a fitness function that cal-
culates total prediction error. While reducing total error is typically the
overall objective, examining error as an aggregate value does not provide a
thorough understanding of model behaviour. A greater appreciation of be-
haviour can be obtained through performing a bias-variance decomposition
to split error into bias and variance components. This is effective for assess-
ing a deterministic algorithm, such as Classification and Regression Trees
(CART). However, splitting the error into bias and variance is not suffi-
cient for non-deterministic algorithms, such as genetic programming (GP),
that potentially produce a different model each time they are applied to
the same sample.
This thesis presents an extended bias-variance decomposition that decom-
poses error into bias, external variance (error attributable to limited sam-
pling of the problem), and internal variance (error due to random actions
performed as part of the algorithm’s execution). Using this extended de-
composition framework provides a greater understanding of the behaviour
of an algorithm, and enables more informed choices in algorithm refinement
to be enacted. While the extended error decomposition is primarily applied
to GP, it can be used to improve the understanding of any non-deterministic
algorithm. This is important for interpreting the modelling properties of
these types of algorithms, irrespective of their complexity or assumptions
regarding their behaviour.
In this thesis, the extended decomposition is used to characterise the be-
haviour of GP variants in the literature, determining whether they behave
as reported in terms of reducing a particular component of error. While
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the majority of this thesis examines synthetic data sets, methods for de-
composition using finite data samples are also examined to determine their
suitability for error analysis.
The application of Z-score standardisation (zero mean with unit variance)
to GP is rare in the literature. In this thesis, the extended decomposi-
tion is applied to a variant of GP using standardisation. It is shown to
generally improve the predictive performance of GP by reducing error due
to bias. However, it can also be associated with erratic error due to vari-
ance (particularly internal variance). This thesis uncovers evidence that
this is due to sparse examples of the training data near the boundary in-
tervals of the explanatory variable. A simple solution to this problem is
presented, which involves augmenting the training data with observations
at the boundaries of these intervals. Cross-validation is used to determine
the appropriate number of boundary observations for a number of “real-
world” data sets. The results show that standardisation generally improves
the predictive performance of GP for these data sets, often without the need
for augmentation, demonstrating the importance and reliability of applying
standardisation to GP.
This thesis proposes initial steps towards determining how the extended de-
composition can be used for algorithm refinement by targeting a reduction
of the largest component of error. This is examined for automated algorithm
refinement by comparing different combinations of algorithm modules. If
these modules have been selected as candidates after characterising them
solely using total error (or without characterising them), they may not pro-
vide a sufficiently diverse range of behaviours for comparing and combining
them effectively. Also, this thesis demonstrates the difficulty in compar-
ing algorithm modules with relatively similar decomposed error when error
due to internal variance is unstable. Alternatively, algorithm adaptations
with well-understood behaviour in terms of decomposed error are examined
for manual algorithm refinement. This highlights the need for automatic
machine learning methods that consider a diverse portfolio of modules in
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All problem domains involve complex systems. It is often important to gain a greater
understanding of these systems, for example, in order to provide competitive advantage
for a business or scientific discovery within the healthcare industry. Useful insights can
be gained by constructing a model that tries to reflect the behaviour of the system.
But how can a model be built? The behaviour of a system can be inferred by sampling
observed outcomes (observations) and collecting these data in order to quantify the
problem domain. The data, consisting of a number of observations for each of the
variables of interest, are used as a representation of the system. The analysis of the data
often involves constructing a model for the prediction of one or more of the variables
that are important. A model is produced using an algorithm that is run on the given
data. While simple statistical modelling approaches (e.g., multiple linear regression
(MLR)) can be adequate in many cases, more flexible approaches may be needed to
provide an accurate model of the data. Machine learning algorithms allow knowledge
to be extracted from data, in order to build a model in an automated manner, without
the assumptions of classical statistical approaches.
There are many machine learning algorithms that can be used to construct a model
for prediction. After choosing an appropriate algorithm, a model can be produced using
training data, which are assumed to be representative of the distribution of observations
from a problem domain. The estimated model is used to characterise a system from
the problem domain and to predict an outcome for unseen observations. Test data are
used to understand the generalisation of the model as these data have not been used
by the algorithm during training. By applying test data to the prediction model, the
calculated residuals represent the deviations of the predicted values from the observed
values for unseen data. These residuals are often aggregated into a single measure in
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order to compare the predictive performance of algorithms.
Choosing an appropriate algorithm is important for producing a good predictive
model and to give bounds on the expected test error. It is common in machine learning
literature to determine an appropriate algorithm by applying a number of machine
learning algorithms to multiple data sets and comparing them using a single test error
measure for each data set. Often the results show that an algorithm performs better
than competing algorithms on some data sets but worse on other data sets. This
observation is consistent with the no free lunch theorem, which states that a particular
algorithm will not provide consistently better predictive performance than all other
algorithms (Wolpert, 1996). Therefore, the only information that a single error measure
provides is which data sets are associated with better predictive performance for a
particular algorithm. However, it provides minimal understanding of why the algorithm
performs well for a given data set.
The predictive performance of an algorithm is better understood by decomposing
the error associated with it rather than using a single error measure. The standard
error decomposition framework decomposes prediction error into error due to bias and
error due to variance (James, Witten, Hastie, and Tibshirani, 2014). Error due to bias
is introduced by a model being simpler than the system that it is trying to characterise.
This is often due to the algorithm not being flexible enough for the model to accurately
capture the training data. Error due to variance estimates the degree to which a model
and its associated predictions change if different training sets are used. For many
classical statistical approaches, such as MLR, different samples of training data are
the only source of error due to variance. By decomposing error into error due to bias
and error due to variance, we can better understand how an algorithm behaves when
modelling a particular data set and whether the algorithm adopted is appropriate given
the properties of the data.
The interaction between the training data and the chosen algorithm produces the
prediction model. For well understood algorithms, the residuals are often used in a
meaningful way to understand the behaviour of the algorithm and the structure of
the data (e.g., Q-Q plots and Cook’s distance analysis (Wilk and Gnanadesikan, 1968;
Cook, 1977)). This is straightforward for an algorithm that is highly constrained and
where the only source of variation between models originates from the data sample
used for training. This makes the analysis of residuals more interpretable. In contrast,
an evolutionary machine learning (EML) algorithm is highly unconstrained, very flex-
ible and provides another source of predictive variance. Using a single error measure
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to assess an EML algorithm does not provide an understanding of whether errors in
its predictive performance are due to the properties of the algorithm and/or the prop-
erties of the data. This prompts models produced using complex machine learning
algorithms to be treated more like black box models, where the only output to be
examined is a single error measure. Furthermore, using the standard bias-variance
error decomposition does not capture the different sources of error due to variance
associated with stochastic algorithms such as EML. The central theme of this thesis
is that an error decomposition framework is needed to understand the mechanics of
an algorithm and how it interacts with the training and test data. This is performed
by estimating the multiple sources of error due to variance, distinguishing between
error due to external variance (error associated with a training sample) and error due
to internal variance (error associated with the random decisions within an algorithm)
(Owen, Dick, and Whigham, 2020). This error decomposition framework provides a
greater understanding of the behaviour of an algorithm and allows for the targeted
selection and adaptation of an algorithm.
1.1 Motivation
A macroscopic view of error can be used to improve total error. In particular, cross-
validation can be used as a model selection methodology to reduce total error by
partitioning data into subsets (Allen, 1974; Stone, 1974). Over multiple runs of an
algorithm, each subset is used for testing with the remaining data used for training.
This is often performed for selecting the appropriate set of parameters for an algorithm.
However, cross-validation cannot be used as a methodology for model improvement.
There is some uncertainty surrounding a model chosen using cross-validation as it
is not clear why a specific parameterised model is better than the other candidates
and whether other better models could be relatively easily produced. Even if cross-
validation is repeated multiple times, there may be luck involved in the sampling of
the data or the decisions made by the algorithm. Instead, using decomposed error to
refine an algorithm or select a model should provide a greater degree of confidence in
its development.
Using only total error to choose between algorithms is consistent with using ma-
chine learning in an automated way. This involves assessing all possible permutations
for an algorithm and choosing the best option based on total error. When sufficient
computational resources are available, this approach is popular because it requires no
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human intervention. However, it does not provide confidence as to why the algorithm
should be chosen. Decomposed error could be used as an instrument for examining
model behaviour as it provides a greater degree of confidence in the model. This is one
of the goals of eXplainable Artificial Intelligence (XAI), alongside informativeness and
interactivity (Arrieta, Díaz-Rodríguez, Del Ser, Bennetot, Tabik, Barbado, García, Gil-
López, Molina, Benjamins, et al., 2020). Decomposed error could be used as a post hoc
interpretability technique for XAI. It may not be entirely clear how a machine learning
algorithm works but the decomposed error provides end users with information about
the behaviour of the model (Lipton, 2018).
Confidence in a model is particularly important in risk-sensitive domains such
as patient diagnosis, which requires both accurate and transparent models (Virgolin,
De Lorenzo, Medvet, and Randone, 2020; Crabbe, Zhang, Zame, and van der Schaar,
2020). It is crucial that an algorithm that is used to produce a model for predicting
whether a patient has COVID-19 is accurate and stable. The worst possible outcome
of a false negative can potentially occur either because the model does not capture
the characteristics of a patient or simply because the behaviour of a particular run of
the algorithm provided this outcome. Using only total error to choose a model does
not make it clear whether, for example, a false negative is due to model underfitting
or algorithm instability. Therefore, it is not clear as to how the algorithm should be
improved in order to reduce the number of false negative results. Another example
problem domain is self-driving cars, where confidence in the algorithm determining
the behaviour of the car is key to its development (Adadi and Berrada, 2018). The
cause of undesirable behaviour such as a car not stopping for a pedestrian or braking
unnecessarily needs to be understood in order to try to rectify that behaviour. Rather
than an automated approach that minimises total error, decomposed error can be used
to target the reduction of the largest component of error in a repeated manner. This
provides greater understanding and confidence in the behaviour of an algorithm and
the models it produces.
When implementing a predictive model, assessing the quality of the model is impor-
tant for improving it or comparing it to other candidate models. An effective predictive
model generalises well to unseen data. This performance is often determined using an
error function. However, using only total error to assess model quality does not provide
an in-depth understanding of the behaviour of the model or an understanding of how
candidate models are similar (or different). An in-depth understanding can be gained
by decomposing the error associated with the underlying algorithm. This allows the
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different sources of error to be estimated, providing an understanding of the systematic
(error due to bias) and non-deterministic (error due to variance) components of error.
Alternative variants of algorithms will exhibit different behaviours and the mechanics
of these need to be understood in more detail. By decomposing the error associated
with a variant of an algorithm, the desirable properties of the interaction between the
algorithm and the data, as well as potential avenues for improvement, can be iden-
tified. After determining the largest estimated component of error, an adaptation of
the algorithm can be applied that is known or expected to reduce this component of
error and therefore reduce total error. An algorithm could be selected using a series
of targeted improvements to reduce total error, rather than choosing from a set of
non-adapted candidate algorithms. This sequence of targeted improvements provides
a greater understanding of the algorithm, including the contribution of each part of
the algorithm to reducing total error. While an error decomposition approach has
been used to inform improvements to many machine learning algorithms (e.g., bagging
(Breiman, 1996a)), its application to EML is rare. Some previous research alludes
to an error decomposition but ultimately assesses the performance of explicit models
(Agapitos, Brabazon, and O’Neill, 2012; Fitzgerald, Azad, and Ryan, 2013).
An error decomposition that distinguishes between the different sources of error due
to variance would allow stochastic algorithms such as genetic programming (GP) to be
more fully characterised. It could be used to understand the behaviour of the algorithm
and to help select the appropriate algorithm variant and/or parameters for a given
problem. Also, the decomposition would allow for targeted algorithmic improvements
to the model using external factors such as feature scaling, data augmentation or
ensemble methods. By targeting and reducing the dominant component of error, the
total error will also be reduced. This process would help achieve interactivity for XAI.
The goal of this thesis is to develop an error decomposition that distinguishes
between error due to external variance (error associated with a training sample) and
error due to internal variance (error associated with the random decisions within the
algorithm). This decomposition can then be applied to machine learning algorithms,
particularly highly unconstrained algorithms such as GP. By more fully characterising
the error associated with GP, targeted improvements can be made to the algorithm and
the design decisions associated with it. This includes parameters such as the function
set and the features/variables included in the terminal set. Targeted improvements can
also be made to GP in terms of factors external to the algorithm. For example, this
thesis shows that Z-score standardised GP exhibits lower error due to bias than non-
5
standardised GP but larger and more erratic error due to internal variance. This can be
stabilised and reduced by augmenting the training data with boundary observations.
1.2 Research Objectives
This thesis has three main objectives. First, the thesis will outline how the error
associated with stochastic learning algorithms can be more fully decomposed by dis-
tinguishing between different sources of error due to variance. A practical framework
will be developed that allows the more fully decomposed error to be estimated. Second,
the thesis will show how the extended decomposition framework can be used to target
and reduce the largest component of error associated with a model and therefore reduce
total error. Finally, by applying this framework to GP, the thesis aims to provide a
greater understanding of the algorithm, which will have wider implications for other
evolutionary and/or population-based methods.
The first part of the thesis defines how error due to variance can be further decom-
posed. This is achieved by extending the standard bias-variance model to expand the
variance term into internal and external components. Using this definition, a frame-
work is developed for estimating the decomposed error. This thesis shows that the
extended decomposition can be applied to GP as well as to other stochastic machine
learning algorithms.
As a result of exploring bias-variance decomposition, initial results suggested that
a simple transformation of data (Z-score standardisation) improves the behaviour of
GP and therefore requires further examination. This is particularly relevant given that
GP is found to be sensitive to the scale of input data. The thesis finds that Z-score
standardisation generally reduces total error and therefore uses the extended decompo-
sition framework to understand the behaviour brought about by standardisation. The
thesis shows that standardisation reduces error due to bias but can exhibit erratic error
due to internal variance. Analysis of the runs of GP associated with erratic error shows
that they are caused by gaps at the boundaries of training data. The thesis develops
a method for augmenting the training data to fill the gaps at the boundaries of input
variables. While erratic error due to internal variance caused by training data gaps
is not common for “real-world” data sets, data augmentation appears to address this
problem when it does occur.
Finally, the thesis uses the extended decomposition framework as the basis for a
methodology for improving an algorithm by targeting and reducing the largest compo-
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nent of error. This is performed for algorithm refinement by examining the decomposed
error for isolated parts of different GP variants or choices prior to refining the algorithm
for a particular data set. The thesis shows that this provides a greater understanding
of the error associated with GP and that the decomposed error can be used to reduce
total error.
1.3 Contributions
• The thesis develops an extended bias and variance error decomposition which
separates error into error due to bias and two different types of error due to
variance.
• The thesis applies the extended error decomposition to EML, specifically GP.
Prior to this research, the application of an error decomposition to EML was
rare in the literature.
• By applying the extended error decomposition to GP, the thesis is able to show
that it can be used to apply targeted improvements to an algorithm in order to
reduce total error.
• The thesis develops a method for augmenting training data when there are gaps at
the boundaries of variables, adversely affecting the generalisation of a prediction
model. This involves generating boundary observations based on the minimum
and maximum values of the variables.
1.3.1 Publications
Several sections of this thesis have been published in peer-reviewed conference proceed-
ings or journals as listed below:
Owen, C. A., Dick, G., & Whigham, P. A. (2018). Feature standardisation in symbolic
regression. In T. Mitrovic, B. Xue & X. Li (Eds.), Advances in artifical intelligence:
Lecture notes in artificial intelligence (Vol. 11320). (pp. 565-576). Cham, Switzerland:
Springer. URL: http://dx.doi.org/10.1007/978-3-030-03991-2_52
Owen, C. A., Dick, G., & Whigham, P. A. (2020). Characterising genetic program-
ming error through extended bias and variance decomposition. IEEE Transactions on
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Evolutionary Computation, 24 (6), 1164-1176.
URL: http://dx.doi.org/10.1109/TEVC.2020.2990626
Dick, G., Owen, C. A., & Whigham, P. A. (2020). Feature standardisation and coeffi-
cient optimisation for effective symbolic regression. In Proceedings of the Genetic and
Evolutionary Computation Conference, 306-314. New York, USA: ACM.
URL: http://doi.org/10.1145/3377930.3390237
1.4 Thesis Structure
The rest of the thesis is structured as follows. Chapter 2 provides an overview of
error decomposition, evolutionary algorithms and other research relevant to this thesis.
Chapter 3 defines the extended bias and variance error decomposition and applies it
to stochastic methods, primarily GP. Chapter 4 uses the extended error decomposition
to examine the effect of Z-score standardisation on the behaviour of GP and to guide
the development of a data augmentation solution to erratic error brought about by
standardisation. Chapter 5 performs and critiques automated and manual algorithm
refinement using the extended error decomposition. Finally, Chapter 6 summarises the
main findings of the thesis and identifies areas for future work that have been uncovered
by this thesis.
In addition to the main chapters, an appendix has been included to allow the reader
to implement the extended error decomposition. Appendix A provides implementations




Using only total error to compare and examine prediction models does not fully char-
acterise the behaviour of the algorithms used to produce the models. By splitting up
prediction error into components, a greater understanding of these algorithms can be
provided. This thesis investigates the application of a bias and variance error decompo-
sition to evolutionary algorithms, specifically genetic programming (GP). Although a
brief introduction to GP is included, some prior knowledge of evolutionary algorithms
is assumed. A review of the principles of error decomposition and current research that
applies an error decomposition to EML is performed. This chapter highlights that the
current method for decomposing error is widely used for traditional machine learning
methods but is not often applied to EML or GP. Also, there are issues associated with
applying this decomposition to evolutionary computation and other non-deterministic
methods. This chapter also reviews algorithms, feature scaling methods and operators
that are subsequently used in the error decomposition analysis.
2.1 Machine Learning
Machine learning extracts knowledge from data to build a computer program, im-
proving its performance without human intervention rather than being explicitly pro-
grammed. A computer program learns “from experience E with respect to some class
of tasks T and performance measure P , if its performance at tasks in T , as measured
by P , improves with experience E” (Mitchell, 1997, p. 2). There are various options
for these components of learning, which are selected based on their suitability for the
problem domain and objectives.
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2.1.1 Task T
The type of task being performed for machine learning is determined by the character-
istics of the data. A data set consists of a set of observations, where each observation
is a collection of features/variables that are measured and are relevant to the problem
domain (Goodfellow, Bengio, and Courville, 2016). The focus of the work in this thesis
is on performing regression tasks. This involves using features as explanatory variables
to predict an unknown response variable. Regression is a similar type of task to clas-
sification except that a numerical variable is being predicted rather than a categorical
variable.
2.1.2 Experience E
The experience that a machine learning algorithm encounters has significant influence
on the learning process. The two main types of algorithms are unsupervised and
supervised learning. Unsupervised learning attempts to “implicitly or explicitly learn
the probability distribution” of the features (Goodfellow et al., 2016, p. 103). In
contrast, supervised learning is performed on data that includes a label/target for
each observation, which acts as an instructor. This allows the algorithm to adapt the
predicted model in response to differences between the predicted target values and
the actual target values, which is often referred to as learning by example (Hastie,
Tibshirani, and Friedman, 2009). As this thesis focuses on regression tasks involving
data with a response/target value, all of the algorithms examined in this thesis use
supervised learning.
2.1.3 Performance measure P
The performance of a machine learning algorithm needs to be examined using a quan-
titative measure. As the focus of this thesis is on regression, the examined performance
measure is prediction error. Given an estimate f̂ of the unknown underlying function
f , prediction error is defined as:
E(Y − Ŷ )2 = [f(X)− f̂(X)]2︸ ︷︷ ︸
reducible
+ V ar(ε)︸ ︷︷ ︸
irreducible
where E(Y − Ŷ )2 is the expected squared difference between the actual and predicted
values of Y , and V ar(ε) is the variance of the model error term ε (James et al., 2014,
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Eq. 2.3). The irreducible error can occur from variables that have not been included
in the data or unmeasurable variation in capturing the data.
An algorithm adapts a prediction model using the error associated with the training
data. However, it is more important to examine the performance of the algorithm on
data that it has not seen before as this shows “how well it will work when deployed in
the real world” (Goodfellow et al., 2016, p. 102). Therefore, a subset of the data needs
to be kept aside for testing the prediction model. If a model exhibits low test error,
this shows that it generalises well from training data to unseen data. However, this
is often not the case. Building a model that fits “too closely to the particularities of
the training set” exhibits overfitting (Müller and Guido, 2016, p. 30). Alternatively,
building a model that is too simple for the domain problem exhibits underfitting.
2.1.4 Deterministic vs non-deterministic algorithms
The behaviour of an algorithm determines the consistency of the predictions, and there-
fore prediction error, associated with its models. For deterministic algorithms, there is
no randomness involved in the modelling process. Unsurprisingly, for different training
samples, the algorithm produces different models. However, for repeated trials on the
same data, the algorithm produces the same model. An example of a deterministic al-
gorithm is Classification and Regression Trees (CART) (Breiman, 1993). In contrast,
non-deterministic algorithms exhibit variance from both different samples of training
data and repeated trials on the same training data. An example of a non-deterministic
algorithm is GP (Koza, 1992). As it is undesirable for repeated trials on the same
training data to produce different models, it is important to understand the prediction
error associated with these non-deterministic algorithms.
2.2 Origins of Evolutionary Computation
Evolutionary computation arose from the central concept of natural selection (Darwin,
1859). Individuals compete in an environment with limited resources and those that
are better at performing tasks in their environment are more likely to survive and re-
produce at a higher rate. Based on this concept, there are four main components of
an evolutionary system: (i) there is at least one population of competing individuals;
(ii) populations change dynamically based on the birth or death of individuals; (iii)
the performance/fitness of each individual is measured; and (iv) offspring are similar
to their parents (variational inheritance) (De Jong, 2006). At the University of Michi-
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gan, Holland determined that evolutionary processes were important in implementing
robust self-adapting systems and that most problems can be formulated in terms of
genetics (Holland, 1962, 1967). This led to the development of “reproductive plans”,
that have formed the basis for simple genetic algorithms. Around the same time at
the Technical University in Berlin, Rechenberg and Schwefel were exploring how evolu-
tionary processes could be used for complex optimisation problems, developing a series
of “evolution strategies” (Rechenberg, 1965). These projects started out as indepen-
dent developments but have converged over time into a unified framework under the
umbrella term of evolutionary computation (De Jong, 2006).
2.3 Genetic Algorithms
A genetic algorithm (GA) evolves a population of individuals that are usually fixed
length character strings (imitating the sequences of nucleotide bases on a chromosome)
(Goldberg, 1989). An initial population is constructed with individuals that are often
randomly generated. Each individual is associated with a fitness, which determines
whether the individual is reproduced in the next population or used to produce off-
spring. There are a number of different methods used to select individuals for the next
population. These include tournament selection (t individuals are randomly selected
from the population and the fittest individual is chosen) and linear ranking selection
(each individual is associated with a selection probability which is “linearly assigned to
the individuals according to their rank” in terms of fitness) (Blickle and Thiele, 1996,
p. 376). New individuals/offspring are constructed using crossover (combining two
segments, one from each of the two parent individuals) or mutation (changing one or
more of the values in the character string). The population is evolved over multiple
generations until a termination condition is met.
2.4 Genetic Programming
While fixed length character strings can be an effective way of defining individuals,
there are issues associated with that representation. The initial selection of the appro-
priate length of all individuals limits the learning process (Koza, 1992). It is widely
accepted in the literature that it is important for learning to occur without a prede-
termined size or shape of the ultimate solution (Samuel, 1959; Selfridge, 1959; Uhr
and Vossler, 1966; Newell, Shaw, and Simon, 1960). Also, a character string cannot
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represent the hierarchical nature or structures of computer programs (e.g., programs,
subroutines) (Koza, 1992). Therefore, GP helps to solve these issues by using dynamic
tree structures for individuals. The trees are made up of nodes that are included in a
terminal set (variables relevant to the problem and sometimes ephemeral random con-
stants) or a function set (operations or conditions applied to the terminal set) (Koza,
1992). Similarly to a GA, the initial population of trees are often randomly generated.
Crossover is performed by selecting two parent trees, randomly selecting the node at
the top of the subtree which is being swapped (for each parent), swapping these two
subtrees and adding one of the offspring to the population. Mutation is performed us-
ing subtree mutation (randomly selecting a node at the top of a subtree and replacing
the subtree with a randomly generated tree) or point mutation (randomly selecting a
node and replacing it with another node from the same set). Crossover and mutation
are performed based on pre-defined probability values. GP, in the form of symbolic
regression, will be the primary method examined in this thesis. Symbolic regression
involves fitting mathematical models to observations through searching for arbitrary
equations rather than pre-defining a fixed form.
2.4.1 Geometric Semantic Genetic Programming
For traditional GP, crossover focuses on the syntactic manipulation of the trees, ignor-
ing their meaning/semantics (Moraglio, Krawiec, and Johnson, 2012). Therefore, the
behaviour of the new tree may be too dissimilar to that of its parents and provide worse
predictive performance. This is also the case for standard mutation, which swaps a
randomly selected subtree for a randomly constructed subtree based on the tree’s syn-
tactic representation. This is the motivation behind a new GP algorithm, geometric
semantic GP (GSGP), which uses the semantics of the trees to perform crossover and
mutation. The semantics of a tree can be described as a formal description of its be-
haviour (e.g., the vector of predictions of a training set). Moraglio et al. (2012) define
semantic distance between two trees as the distance between their output values with
respect to all possible input values.
Krawiec and Lichocki (2009) propose new operators that make use of the traditional
crossover operator. The simplest of these is the approximately geometric semantic
crossover, which applies crossover multiple times to create a pool of candidate trees.
The tree that is semantically most similar to the parent trees is selected. An extension
of this method was proposed (Krawiec and Lichocki, 2009) which chooses a tree from
the pool for its semantic similarity to the parents but also promotes a tree which is
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semantically equidistant between the two parents. This minimises the likelihood of
choosing a tree which is very similar to one of the parents. The main disadvantage of
these new operators is that they are computationally expensive as they require multiple
candidate trees to be produced. Also, as the method is indirect, it does not provide a
mapping between syntactic and semantic searches (Moraglio et al., 2012).
Moraglio et al. (2012) propose a direct GSGP method, using semantic geometric
operators that are specified using semantic distance. The semantic geometric crossover
constructs the tree T3 using the formula:
T3 = (T1 · α) + ((1− α) · T2) (2.1)
where T1, T2 are the parent trees and α is a random uniform variable between 0 and 1.
The crossover operator is visually depicted in Figure 2.1. Using this operator, offspring
trees are guaranteed to be at least as good as the parent with lower fitness. In terms of
the fitness of tree T3, the semantic crossover operator behaves like a weighted average
of the two parent trees. The semantic geometric mutation operator constructs the tree
TM using the formula:
TM = T +ms · (TR1− TR2) (2.2)
where T is the parent tree, ms is the mutation step and TR1, TR2 are random trees.
The mutation operator is visually depicted in Figure 2.2. The size of the mutation
step determines how different (semantically) the mutated tree TM is from the original
tree T . The disadvantage of these operators is that the offspring are much larger than
the parent trees and will therefore grow exponentially over subsequent generations.
Moraglio et al. (2012) have tried to minimise this issue by simplifying the offspring,
without changing the meaning of the tree. However, this process is computationally
expensive.
2.5 Error Decomposition
Error decomposition involves separating the prediction error associated with a model
into different components. This provides a greater understanding of the behaviour of
the model and the most dominant source of error. Prediction error can be decomposed
into error due to bias and error due to variance. However, this is uncommon in the
EML or GP literature. The two key examples of the application of the conventional
error decomposition to GP are reviewed in Section 2.9.4.
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Figure 2.1: GSGP crossover where T1, T2 are the parent trees and α = 0.8.




An important part of using machine learning methods is an assessment of model qual-
ity or accuracy. This is often evaluated using an error (or loss) function defined on
data distinct from that used to train the model (James et al., 2014). For any problem
domain of reasonable complexity, there will be some degree of error associated with un-
seen test data. The use of an error function allows selection between trained candidate
models, choosing the model that has the lowest resulting error. A common practice in
machine learning literature, particularly within EML, focuses on designing new oper-
ators and approaches; the purpose of such research is solely to change the behaviour
of EML methods to improve predictive performance. These approaches are usually
examined and compared using a measure of total model error. However, there are
issues associated with using only total error to compare models or assess new methods.
Relying on goodness of fit when evaluating a model or method suggests that there is a
focus on modelling flexibility without paying attention to sensitivity to noise (Brighton
and Gigerenzer, 2015). Additionally, using a total error function to determine whether
a new method produces models with improved predictive performance may wrongly
suggest that the new method is behaviourally similar to those with which it is being
compared; two models that are implemented using different algorithms may be associ-
ated with a similar aggregate error for unseen data but differ greatly in their behaviour
on specific instances. Furthermore, the actual behaviour of a method may differ from
its expected behaviour, which is masked by a total error function. Understanding the
interactions between different components of an EML method is “non-trivial” (O’Neill,
Vanneschi, Gustafson, and Banzhaf, 2010, p. 353). Therefore, a more fine-grained in-
terpretation of error is needed to help guide the development of more sophisticated
learning methods.
2.6 Examination of Fitness
There are differing perspectives on how fitness/performance should be examined in
order to improve predictive models in evolutionary computation. Evaluation/fitness
functions typically aggregate model performance into a single number (number of failed
tests for classification or a value from a continuous range for regression). This provides
a simple measure of performance and follows the conventions of machine learning.
The emphasis given to total error likely stems from the minimisation of total error
being the ultimate goal of a prediction model. Therefore, research that focuses on,
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for example, choosing the appropriate function set for GP often uses total error to
determine the best function set. Nicolau and Agapitos (2021) average the test error
across 43 benchmark problems in order to select the function sets with the best overall
performance from a large number of candidate function sets. This is a macroscopic
view of error because total error does not explain why a particular function set does not
provide good performance and averaging total error across problems does not explain
which function sets are appropriate for which benchmark problems.
A macroscopic view of error is often used to perform regularisation in GP. Bloat
control is performed by limiting the size or depth of a tree in an attempt to avoid
overfitting. The fitness function can provide parsimony pressure through a trade-off
between prediction error and tree size, delivering a balance between overfitting and
underfitting (Koza, 1992). Structural risk minimisation performs a similar trade-off
between training error and model complexity (Chen, Zhang, and Xue, 2019). While
total error allows for these trade-offs, the behaviour of the resulting model is not well-
understood, therefore making further improvements to the algorithm difficult.
A macroscopic view of error is also often used in multi-objective optimisation. Chen,
Xue, and Zhang (2020) propose a multi-objective GP method that uses two objectives:
mean squared error and a Rademacher complexity measure. They find that the method
“evolves fronts where models typically do not suffer from premature convergence or
overfitting” (p. 12). While adding a second objective has provided a refinement of
the models, the GP algorithm might have instead been adapted to avoid overfitting
through the examination of decomposed error.
While much of the EML literature uses aggregated fitness values, Krawiec (2016)
believes that this results in a loss of information by denying “a search algorithm access
to detailed behavioural characteristics of a program”, particularly in program synthesis
(p. 22). There are parallels between the issues associated with a macroscopic view of
fitness and the issues associated with using a macroscopic view of error to compare
models/algorithms. For example, two models that exhibit basically the same fitness
value may exhibit very different behaviour on specific test instances, which is a similar
problem to that described for total error in Section 2.5.1. The issue of a single fitness
value providing limited information has been tackled using techniques such as fitness
sharing (Goldberg and Richardson, 1987), niching (Goldberg, Deb, and Horn, 1992) and
island models (Tanese, 1989). While decomposing prediction error uses total error as
the fitness function during evolution, it still provides a more detailed understanding of
the characteristics of an algorithm that can be used for model refinement and selection.
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2.7 Bias and Variance
The performance of a predictive model should be determined with data that is not
used for training the model. For any problem of reasonable complexity, there will be
some degree of error associated with unseen test data. This error can be decomposed
into components:
E(y0 − f̂(x0))2 = V ar(f̂(x0)) + [Bias(f̂(x0))]2 + V ar(ε)
where x0 is a specific value for explanatory variable x and y0 is the corresponding
value for the dependent variable y (James et al., 2014, Eq. 2.7). In this equation,
E(y0 − f̂(x0))2 defines the expected mean square error (MSE) for test data, i.e., the
average test MSE from repeatedly estimating the function for many different training
sets. V ar(f̂(x0)) represents the error due to variance, which is the variation in the
predicted function (f̂) from random events, such as using different training samples.
V ar(ε) represents the irreducible error (intrinsic error).
Bias and variance are commonly discussed in relation to traditional machine learn-
ing methods: bias is defined as the difference between the expected model prediction
and the underlying generating function for observations, while variance is defined in
terms of the squared differences between the average model prediction and the distinct
model values. For example, a decision tree that splits the observations into separate
leaf nodes (one for each observation) is a no/low-bias but high-variance method. As
there is a leaf node for each observation used to build the decision tree, these obser-
vations are associated with no prediction error. However, this makes the decision tree
much more specific to the training set, providing greater variation between decision
trees produced using different training sets. In contrast, a decision tree that performs
only one split of the observations into two leaf nodes is a high-bias but low-variance
method.
2.8 Bias-Variance Trade-Off
The goals of minimising bias and variance are typically opposed: efforts to minimise
bias are usually met with a corresponding increase in variance, and vice versa. The
difficulties involved in trying to simultaneously minimise error due to bias and error
due to variance are represented by the bias-variance trade-off. As low-bias models
are often complex and high-bias models are often simple, this trade-off also relates to
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the generalisation of a model (Geman, Bienenstock, and Doursat, 1992). As shown
in Figure 2.3, where flexibility is the ability of a model to provide a better fit of the
training data, an inflexible model that under-fits the data results in high bias and low
variance. Initially, when the flexibility of the model is increased, the bias decreases
at a faster rate than the variance increases, so the test error (MSE) decreases (James
et al., 2014). This is more accurate than the traditional representation of the trade-
off between bias and variance, which shows bias decreases and variance increases at
the same rate (Faber, 1999). This faster decrease in bias suggests that overfitting a
model is more desirable than underfitting. Further increasing flexibility does not help
reduce bias but increases the error due to variance. Therefore, the model is over-
fitting the data and the mean test error increases. However, Faber (1999) claims that
for non-linear modelling methods, variance does not necessarily increase with model
complexity. A model that provides an effective trade-off between bias and variance
generalizes well to new data.
Figure 2.3: Bias-variance trade-off
A trade-off between bias and variance is observable in many algorithms. The use
of feature selection to simplify an Ordinary Least Squares (OLS) regression model
typically reduces error due to variance but can increase error due to bias. In contrast
to OLS, regularized regression produces a set of coefficient estimates for each value
of the tuning parameter λ. The coefficient estimates are the same as for OLS when
λ = 0, but increasing λ has the effect of shrinking the coefficients towards 0 (lasso) or
setting them to 0 (ridge regression). Therefore, by increasing λ, regularized regression
introduces error due to bias in order to reduce error due to variance. Prediction using
the k-nearest neighbour algorithm behaves in a similar way to regularized regression in
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that increasing k reduces error due to variance but increases error due to bias. This is
because the decision boundaries for a small value of k are very flexible and therefore the
predictions are more sensitive to the training sample (James et al., 2014). In contrast,
the decision boundaries for a large value of k are not sensitive to the training sample
but provide predictions that are less specific to the location of the observations being
predicted. A greater understanding of the trade-off between bias and variance for GP
is needed, provided by an explicit bias and variance decomposition of the error (see
Section 2.9.4).
2.9 Bias-Variance Decomposition of Error
Machine learning is a popular approach for producing predictive models with applica-
tions in a large variety of domains. An important factor in the success of a predictive
model is determining how well the model represents the problem domain. Instead of
using total error, a greater understanding of the error associated with the learning
process is provided by decomposing the error into bias and variance. There is a widely
cited and well understood body of literature regarding a bias-variance decomposition,
which provides an understanding of the systematic and non-deterministic components
that comprise model error (Geman et al., 1992; Bishop, 2006, p. 46-47 and 147-152).
By measuring or estimating the components of error associated with a model, specific
extensions can be designed to provide targeted improvements. For example, if the bias-
variance decomposition reveals that a given learning approach is typically low in bias,
but high in variance, then extensions of this method could specifically target reducing
the variance component of error. The interaction between bias and variance can also
be assessed. Given that there is a trade-off between error due to bias and error due to
variance, both components are important in terms of the performance of a predictive
model. However, there is a greater focus in the literature on reducing bias than on
reducing variance (Brighton and Gigerenzer, 2015).
2.9.1 Definition of standard bias and variance error decompo-
sition
Similar to the work of Keijzer and Babovic (2000), we use the notation of Bishop to
describe the bias-variance decomposition (Bishop, 2006, p. 46-47 and 147-152). We
assume a squared-error loss function for regression: given an observation with input x
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and observed value t, and a model y (x) to predict the value of t, the squared loss is
simply:
L(t, y (x)) = {y (x)− t}2 . (2.3)
We know that squared loss is optimised by the conditional expectation of t given x
(the regression function):
h (x) = Et [t|x] =
∫
t× p(t|x) dt. (2.4)
We also assume that the observed value t for a given x is a function of h (x) sampled
with Gaussian noise:
t = h (x) + ε. (2.5)
Given that the expected value of Gaussian noise is zero, the expected value of t is
E [t] = h (x). With this knowledge, we can add and subtract h (x) from our loss
function to arrive at the following:
E
[








This gives three additive components to the loss function, and given that
E [A+B + C] = E [A] + E [B] + E [C], we can isolate these three components. The
last of these components can then be reduced to zero by using the fact that E [XY ] =
E [X]E [Y ] when X and Y are independent:
E [2 {y (x)− h (x)} {h (x)− t}] = 2E [{y (x)− h (x)}]E [{h (x)− t}]
= 2E [{y (x)− h (x)}] (E [h (x)]− E [t])
= 2E [{y (x)− h (x)}] (h (x)− h (x))
= 0
(2.7)
Therefore, the expected value for the loss function becomes:









This decomposes loss into a reducible component (influenced by the model y (x) and
minimised when y (x) = h (x)), and an irreducible component independent of y (x) that
cannot be affected by the modelling process. The bias-variance decomposition begins
by examining the first term of Equation (2.8), observing that any model developed from
a given learning process may differ depending upon the data set D used for training (D
varies). Denoting a model developed on training set D as y(x;D), we can use a similar
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technique as was used to decompose Equation (2.6) to decompose the first term of













{ED [y(x;D)]− h (x)}2
]
+2ED [{y(x;D)− ED [y(x;D)]} {ED [y(x;D)]− h (x)}] .
(2.9)
The {ED [y(x;D)]− h (x)} component of the third term in Equation (2.9) is a constant.
This is because ED [y(x;D)] is a mean and h (x) is not dependent on D. Therefore, the
only component of the second term that is not a constant is {y(x;D)− ED [y(x;D)]}.
When considering the expected value of this expression and using E [X − E [X]] = 0,
the final term vanishes:
ED [y(x;D)− ED [y(x;D)]] = ED [y(x;D)]− ED [ED [y(x;D)]]
= ED [y(x;D)]− ED [y(x;D)]
= 0
(2.10)














2.9.2 Use of standard decomposition to characterise models
The definition of the bias-variance decomposition in Equation (2.11) is formulated
as the expectation over the infinite set of models and data samples. However, the
bias-variance decomposition can be empirically estimated by drawing M training data








where yD (x) is the model resulting from training set D. Given a test set of N instances,






















(tn − h (xn))2 . (2.15)
If the regression function is not known (as is generally the case when working with real-
world data), then the observed target values t are substituted in Equation (2.13); this
has the effect of increasing estimates of bias (essentially the bias term now combines
both bias and the constant irreducible error), but the scale of this increase will be
constant across different parameter settings allowing fair comparisons to be made.
2.9.3 Application of bias-variance decomposition
An in-depth understanding of the bias-variance decomposition has informed many im-
portant extensions to basic learning algorithms, such as bagging and boosting (Breiman,
1996a,b; Schapire, Freund, Bartlett, and Lee, 1998; Breiman, 1999; Bauer and Kohavi,
1999; Webb, 2000). These studies have shown that bagging reduces error due to vari-
ance without increasing error due to bias. Therefore, Valentini and Dietterich (2003)
tune the parameters associated with the SVM algorithm, in order to reduce bias, which
is then used in a bagging ensemble (low bias bagging). This approach is also used by
Bauer and Kohavi (1999) in creating an ensemble of unpruned decision trees, because
unpruned decision trees are associated with lower error due to bias than pruned deci-
sion trees. The bias-variance decomposition has allowed machine learning algorithms
to be extended in a targeted and justified manner. Geman et al. (1992) perform a bias-
variance decomposition of neural networks, determining that layers of hidden units in
backpropagation networks are not sufficient to provide good generalisation (an effective
trade-off between bias and variance) for difficult problems and finite training sets. This
is particularly the case for extrapolation.
2.9.4 Application of bias-variance decomposition to GP
Use of the bias-variance decomposition in EML is rare, with more emphasis placed
on implicit knowledge of the bias-variance trade-off rather than explicitly examining
model error through decomposition. For example, ensemble approaches are regularly
adopted in EML, with particular emphasis on multi-objective approaches to develop
the ensemble (Bhowan, Johnston, and Zhang, 2011). However, the resulting ensem-
bles are usually compared using an aggregate model error (for example, Dick, Owen,
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and Whigham (2018); Virgolin (2020)). Consequently, it is not clear what role is being
played by these ensemble approaches in terms of bias and/or variance reduction. Other
research alludes to the bias-variance decomposition, but ultimately examines the per-
formance of single models evaluated against bootstrap resamples of the training data
(Agapitos et al., 2012; Fitzgerald et al., 2013). Typically, bias-variance decompositions
consider an entire learning process and the average model that results from the process,
rather than a specific model evolved by the learning algorithm.
There are two notable examples of bias-variance analysis of GP. Keijzer and Babovic
(2000) perform a preliminary analysis of GP using a bias-variance decomposition and
find that the variance component of GP models is large regardless of limits placed on
the size of the model, which they regard as surprising. Small models most likely exhibit
high variance because the random behaviour of the algorithm has a greater effect on
small trees. They also find that bias is reduced with increasing model size, but that
this has further implications for variance to the point where estimates of bias are
destabilised due to highly unstable models. Their proposed solution is to use trimmed
means (exclude the highest x percent and lowest x percent of predictions) to obtain
robust estimates of the average model. The need to use a bias-variance decomposition
to characterise the instability of GP is consistent with one of their strongest conclusions
that “relying on results produced by single runs should be strongly discouraged” (Keijzer
and Babovic, 2000, p. 89).
A more recent exploration of a bias-variance decomposition is performed by Kowaliw
and Doursat (2016), who focus on the behaviour of linear GP models. An interesting
aspect of their work is an attempt to measure the influence of the random effects of
GP in terms of model variance. They do so by holding data constant and examining
multiple seed values for the random number generator. They conclude that random
initialisation has a greater impact on model variance than the underlying data signal.
However, as these two factors are examined separately, it is not clear how random
initialisation interacts with the specific nature of the data sample. Kowaliw and Dour-
sat (2016) also vary the values for a number of control parameters (e.g., population
size) individually to assess their effect on variance. However, the effects of varying
the control parameters are not entirely isolated from the randomness of the algorithm.
One outcome of their work is the claim that “larger and more diverse function sets are
always preferable” (p. 62), implying that GP is effective at using selection and genetic
operators to limit the use of unnecessary functions within the resulting models; this
claim contradicts the conclusions drawn by others (Fitzgerald and Ryan, 2014; Nicolau
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and Agapitos, 2018).
2.10 Stability of Decomposed Error Estimates
If decomposed error is used to better understand the behaviour of an algorithm and/or
make improvements to it, it is important for the decomposed error estimates to be
stable and therefore reliable. The stability of decomposed error estimates is discussed
by Keijzer and Babovic (2000). They propose the use of trimmed means in order to
calculate more robust estimates of the average model. This means that the average
is not affected by a single outlier prediction. Keijzer and Babovic (2000) exclude
the largest and smallest predictions which make up 10% of the predictions. However,
determining the cut-off for the percentage of predictions that are excluded is somewhat
arbitrary. An alternative method to using means or trimmed means is calculating the
median values for bias and variance. This allows outlier predictions to not affect the
decomposed error while still using all predictions. Although the summation of the bias
and variance median values do not equal the total prediction error, they can be used
as an approximation of the decomposed error.
The importance of stable estimates is also discussed by Bouckaert (2008). He
decomposes the error associated with the decision tree C4.5 algorithm (using the pa-
rameter of training set size) for three different random samples of the training data,
claiming that they exhibit very different decomposed error values. Although there
are differences between them, they exhibit similar values for larger training sizes and
represent the same trends (i.e., which type of error is contributing the most to the
total error). The biggest difference between the decomposed error values is exhibited
for 100-200 training observations, highlighting the importance of using a large train-
ing set. Bouckaert (2008) also performs classification experiments to determine the
stability of decomposed error estimates based on the number of training samples and
the size of the test set. The results show that less than 200 training samples produce
highly variable estimates for decomposed error, while the variability of the estimates is
relatively constant for more than 1000 training samples. He also finds that a test set
size of less than 2000 observations provides highly variable estimates for decomposed
error. While a larger number of training samples and test observations is desirable,
this may not be possible for all problems. This is particularly the case for “real world”
problems. Therefore, data preparation methods that help provide stable decomposed
error estimates for small samples should be investigated.
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2.11 Data Preparation Methods for Decomposing Er-
ror
There are many different data preparation methods, and different variants of these
methods, used for decomposing error in the literature. This highlights that there is “no
generally accepted protocol” for estimating error due to bias and error due to variance
(Bouckaert, 2008, p. 250). There are a number of error decomposition design decisions
that provide variation between studies: the proportions of data used for learning and
testing, the sampling method for creating multiple data sets, the number of data sets
used, and the number of algorithm repetitions. For deterministic algorithms like C4.5,
performing the algorithm using multiple data sets provides greater stability in the de-
composed error estimates. Bouckaert (2008) states that repeated error measurements
for different data sets (i.e., different random splits/samples) should provide almost
equal estimates for error due to bias and error due to variance. This is difficult to
achieve for a non-deterministic algorithm like GP because different repetitions of the
algorithm for the same data set are very likely to produce different predictions and
therefore different estimates for decomposed error. However, multiple repetitions of
the algorithm for the same data set are likely to provide greater stability and can also
be used to provide more information about the different sources of error due to vari-
ance. Other desirable properties of an error decomposition approach include unbiased
estimates, computational efficiency and control over the data source (e.g., size of data
sets and dependency between data sets). These properties are likely to be involved in a
trade-off. For example, a data preparation approach may by computationally expensive
but provide more stable decomposed error estimates than a simpler approach.
Webb and Conilione (2005) review different methods for splitting the data into
training and test data in order to estimate error due to bias and error due to variance.
One method is the holdout approach (as used by Kohavi and Wolpert (1996)). This
involves dividing the data set into a learning pool and a test set. Training sets are
created by sampling from the learning pool (without replacement), which is based on
the idea that the “bootstrap world” estimates the probability model of the data in the
“real world” (Efron and Tibshirani, 1994, p. 91). This method is simple in that it does
not require a large number of runs; this would be effective for an algorithm which is
not highly sensitive to the data. As the test set always contains the same observations,
the decomposed error may not be representative of the decomposed error exhibited by
other learning and test splits. Also, small training sets (smaller than the size of the
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learning pool) will reduce the performance of the predictive model and may provide
high variability in the estimates of decomposed error. When using finite data, the
goals of having a large training set (better predictive performance), a large learning
pool from which training sets are sampled (allowing for variation between training sets)
and a large test set (better indication of model generalisation) are contradictory, which
makes choosing the size of these subsets difficult.
Another method discussed by Webb and Conilione (2005) is the out-of-bag ap-
proach (as used by Valentini and Dietterich (2003)). This method performs bootstrap
resampling of the data (sampling with replacement) to create training sets. Any ob-
servations that are not used in the training set are used in the test set. This results in
a small number of observations being used in the test set, which will not be consistent
across training sets. Therefore, a large number of runs would be required in order to
ensure that each observation is used for testing, discarding predictions for observations
that already have a sufficient number of predictions. This is particularly computation-
ally expensive if further decomposing the error due to variance. However, the main
advantage of this method is that it allows for large training sets.
The holdout and out-of-bag approaches split the data into only two sets. An al-
ternative method is to perform k-fold cross-validation, using (k - 1) folds for training
and the remaining fold for testing. This is repeated so that every observation has the
opportunity to be used for training and for testing. This provides a more stable esti-
mate of the decomposed error. Webb (2000) uses this method by performing three-fold
cross-validation and repeating the process 10 times. Bouckaert (2008) recommends the
use of 10-fold cross validation, taking 100 samples from each fold. Cross-validation is
simpler to implement than the out-of-bag approach because all observations are guar-
anteed to be used once for testing. Also, the parameter k provides more control over
the size of the training set than just splitting the data into two sets. However, Webb
and Conilione (2005) claim that a disadvantage of this method is that the training set
size is not independent of the variation between training sets. Therefore, they propose
an extension of cross-validation that involves splitting the data into k-folds, one of
which is used entirely for testing. For each of the other folds, observations are sam-
pled (without replacement) to form the training set. This allows for variation between
training sets without changing the size of the training set. Also, the training set size
is larger than when using the holdout approach.
Based on the advantages and disadvantages of these methods, another new method
for splitting up the data could be explored. This would involve using cross-validation
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to split the data into training and test data (as used by Webb and Conilione (2005)).
However, rather than sampling (without replacement) from the training folds, obser-
vations could be oversampled, so that the number of training observations is equal
to the total number of observations in the data set. This provides a larger training
set than the method proposed by Webb and Conilione (2005), while still providing
independence between training set size and the variation between training sets.
2.12 Feature Scaling: Advantages, Methods and
Application to GP
Symbolic regression has become almost synonymous with GP, with indications that as
much as a third of all research into GP is dedicated to using or improving symbolic
regression (White, McDermott, Castelli, Manzoni, Goldman, Kronberger, Jaśkowski,
O’Reilly, and Luke, 2013). However, the baseline symbolic regression performance of
canonical GP as defined by Koza has been shown to be quite poor (Dick, 2014), and
a large body of work has introduced new search operators, selection methods, and
fitness functions to improve upon this performance. Almost all of this work focuses
on internal factors of GP itself; factors relating to the nature of the data provided to
GP for training remain largely unexplored. This is in contrast to many other types of
machine learning, such as neural networks, where it is well-understood that data must
be adequately preprocessed prior to training to best exploit the learning method’s
behaviour (LeCun, Bottou, Orr, and Müller, 1998). Given that GP typically evolves
solutions that involve multiple interactions between numerous variables, there is a
need to properly understand the impact that variable scale has on GP performance.
Extensions to GP have been introduced that attempt to acknowledge the scale and
nature of the variables used for modelling (Keijzer and Babovic, 1999; Keijzer, 2003).
Two of these data preprocessing methods are linear scaling and standardisation.
2.12.1 Linear scaling
Linear scaling involves calculating the slope and intercept for a regression of the actual
values on the fitted values for the set of outputs of a GP system, resulting in the scaled
formula a+ bŷ, where ŷ is the prediction/output of the GP system. The slope (b) and
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intercept (a) are calculated using the formulas:
b =
∑
[(y − ȳ)(ŷ − ¯̂y)]∑
[(ŷ − ¯̂y)2]
(2.16)
a = ȳ − b¯̂y (2.17)
where y is the actual response, ȳ is the mean actual response, ŷ is the prediction/output
of the GP system and ¯̂y is the mean prediction/output. As linear scaling calculates
two coefficients that would otherwise have to be evolved explicitly by GP, this means
that GP is “free to search for that expression whose shape is most similar to that of
the target function” (Keijzer, 2003, p. 7). Implicit in this statement is the notion
that the scale of input variables and their impact on the resulting GP function will be
standardised when wrapped in a linear model. However, no standardisation of variables
was done by Keijzer (2003), so linear scaling was effectively tasked with both shifting
the search space and correcting the shape of the evolved GP function. It has been
shown that a successful solution is more likely to be found using linear scaling than
standard/non-scaled mean squared error (Keijzer, 2004).
2.12.2 Z-Score standardisation
Standardising variables is a common practice in machine learning. It is a preferred
preprocessing method compared to normalisation because standardisation reduces the
effect of outliers (Hastie et al., 2009). A variable y is converted into its standardised





where ȳ is the sample mean value of y and SD(y) is the sample standard deviation of y.
The predictor variables can be standardised in the same way. Typically, once a model
using standardised inputs has been trained, any predictions are also in a standardised
space, and so a reverse transformation is typically applied to the prediction to restore
the value back into the original scale of the response.
2.12.3 Motivation for Z-Score standardisation
There are many motivations for using Z-Score standardisation across different machine
learning algorithms. In statistics, it is often used for controlling round-off errors and
making the scales of measurement of variables comparable (Neter, Wasserman, and
Kutner, 1985). This can be performed while retaining the skewness and kurtosis of
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variable distributions as well as the correlation coefficients between pairs of variables
(Jajuga and Walesiak, 2000). Standardised coefficients in MLR and logistic regres-
sion have been used to try to determine the relative importance of each explanatory
variable for predicting the response (Gelman and Pardoe, 2007; Kaufman, 1996; Long,
1987). For many algorithms it is important that variables that exhibit a larger scale
or variance in values do not dominate other variables. This includes algorithms that
use distance metrics such as k-means clustering (Su, Zhan, and Sakurai, 2009) as well
as dimensionality reduction algorithms such as principal components analysis (Hinch
and Somers, 1987). For artificial neural networks (ANNs) that combine inputs using
a distance function (e.g., a radial basis function network), it is important that the
variables exhibit similar variation. Also, for ANNs more generally, standardisation
can reduce the chance of getting stuck in a local optimum and ensures that “default
values involved in initialisation and termination are appropriate” (Sarle, 1997, p. 38).
While comparable variable scales is the main advantage of scaling for support vector
machines, it also avoids “numerical difficulties” when calculating the inner products
of vectors (Hsu, Chang, and Lin, 2003, p. 4). Despite the clear motivations for using
Z-Score standardisation, it is rarely performed for GP. This is confirmed by a literature
search in Section 4.1.
2.13 Heuristics for Tuning Hyperparameters
There are many algorithms in the field of machine learning, most of which involve a
number of parameters or algorithm module choices. With the successful application
of machine learning algorithms to many problem domains, there is increasing interest
from end users who are not experts in this field. Even for data scientists, the process
of choosing between a large number of algorithms as well as choosing appropriate
algorithm parameters/modules is difficult (Elshawi, Maher, and Sakr, 2019). This is
the motivation for automated machine learning (AutoML), which involves automating
the composition and parameterisation of machine learning algorithms, usually in order
to maximise prediction accuracy (Mohr, Wever, and Hüllermeier, 2018). In AutoML,
the combined algorithm selection and hyperparameter optimisation (CASH) problem
can be viewed as a “single hierarchical hyperparameter optimisation problem”, with
the chosen type of algorithm being considered as a hyperparameter (Thornton, Hutter,
Hoos, and Leyton-Brown, 2013, p. 847).
A number of different methods have been used for AutoML. Grid search exam-
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ines all possible combinations of hyperparameters (Montgomery, 2017). While this
is a simple method, it is computationally expensive and potentially infeasible if the
number of hyperparameters is large. Random search improves on grid search by ex-
amining only certain distributions of hyperparameter values (Bergstra and Bengio,
2012). However, random search is still computationally expensive. Bayesian optimi-
sation, involving a probability surrogate model of objectives, is more computationally
efficient and is applicable to any type of objective function. Auto-WEKA (Kotthoff,
Thornton, Hoos, Hutter, and Leyton-Brown, 2019) involves Bayesian optimisation us-
ing tree-based models. Auto-SKLearn (Feurer, Klein, Eggensperger, Springenberg,
Blum, and Hutter, 2019) also uses Bayesian optimisation, extending Auto-WEKA in
order to provide an initial meta-learning step as well as automated ensemble construc-
tion. Evolutionary computation has also been used for AutoML. RECIPE (REsilient
ClassifIcation Pipeline Evolution) uses grammar-based GP, with a grammar represent-
ing an algorithm pipeline, i.e., a combination of algorithm modules (de Sá, Pinto,
Oliveira, and Pappa, 2017). RECIPE provides a larger number of algorithm modules
than both Auto-SKLearn and Auto-WEKA. TPOT (Tree-Based Pipeline Optimization
Tool) also uses a variant of GP to represent algorithm pipelines, allowing parallel pro-
cessing by using multiple copies of a data set (Olson, Bartley, Urbanowicz, and Moore,
2016).
When applied to regression problems, these AutoML methods involve the same
basic process. A portfolio of candidate algorithm modules and parameters is cho-
sen (although the reasons for including the selected module options are not usually
explained). During the hyperparameter optimisation process, combinations of these
candidates are examined. Total prediction error (using test observations) is used to
guide the improvement of the combination of algorithm modules. Therefore, it is worth
examining whether decomposed error can be a better guide for algorithm refinement
by providing a greater understanding of the behaviour of the algorithm.
2.14 Open Issues for Error Decomposition of Evolu-
tionary Machine Learning
The application of the bias and variance error decomposition to EML, and more specifi-
cally GP, is rare in the literature. However, the error decomposition needs to be applied
to GP in order to more fully characterise its behaviour. In addition, compared to a
deterministic algorithm, the non-deterministic behaviour of GP cannot be as fully char-
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acterised using the standard error decomposition. This chapter has summarised the
current literature relating to bias-variance error decomposition, evolutionary machine
learning and the error decomposition of GP. This review has uncovered a number of
unresolved issues and unexplored areas of research that are addressed in the subsequent
chapters of this thesis.
The standard bias and variance error decomposition does not separate different
sources of error due to variance. This is appropriate for deterministic algorithms, for
which the only source of variance is the training data. However, non-deterministic
algorithms, such as GP, also exhibit variance due to repeated trials on the same train-
ing data. For GP, this is due to random events involved in the algorithm such as the
random initialisation of the population of trees. Kowaliw and Doursat (2016) examine
the effects on model variance of both this random initialisation and repeated sampling
of the training data. However, these two factors are assessed separately as the stan-
dard bias and variance error decomposition does not allow for them to be examined
simultaneously. Therefore, in this thesis, the standard error decomposition is extended
in order to distinguish between variance due to the training data and variance due to
the random events involved in the modelling process.
The majority of GP research uses only total error to assess predictive performance.
There are only two notable examples of bias-variance analysis of GP in the literature
(Keijzer and Babovic, 2000; Kowaliw and Doursat, 2016), both of which use the stan-
dard bias and variance error decomposition. In contrast, the extended decomposition
more fully characterises standard GP and examines its behaviour in response to varying
a number of key parameters. Also, the extended decomposition more fully characterises
the behaviour of variants of GP (e.g., GSGP) in order to determine whether their actual
behaviour is consistent with their expected behaviour in terms of targeting a reduction
in bias and/or variance.
Many new variants of GP algorithms have been developed in the literature. Meth-
ods in the machine learning literature applicable to GP (e.g., bagging and boosting) are
well-understood in terms of bias and variance. However, GP algorithms are primarily
examined using only total error. Therefore, the effects of the individual modules of an
algorithm on its predictive performance may not be clear or well-understood. Also, it
is not clear, when comparing algorithms using total error, why some provide better or
worse predictive performance than others. By more fully characterising the behaviour
of individual GP algorithm modules, the extended error decomposition can help deter-
mine a more effective combination of modules that reduces the largest component of
32
error. This is examined using automated and manual algorithm refinement.
Feature scaling methods, including Z-score standardisation, are wrapper methods
that affect the behaviour of GP. Despite the advantages of data preprocessing being
well understood for other learning methods, such as neural networks, the role of the
data in the performance of GP has not been a focus in the literature. Therefore,
the extended error decomposition is used to more fully characterise GP with Z-score
standardisation and linear scaling. The advantages of using standardisation for neural
networks and other algorithms can also apply to GP. These include ensuring appro-
priate default initialisation and termination values as well as similar variation between
variables when using a distance function. Also, more fully characterising Z-score stan-
dardised GP confirms that standardisation reduces error due to bias. This leads to
a more thorough examination of the behaviour of Z-score standardised GP, with an
emphasis on improving the stability of its behaviour.
Keijzer and Babovic (2000) determine that GP can provide unstable models and
therefore unstable estimates for error due to bias and error due to variance. Their
solution is to estimate the decomposed error using trimmed means. In this thesis, the
use of trimmed means is compared to alternative solutions (e.g., using Tukey’s method
for removing outliers (Tukey, 1977)) in order to determine the method which provides
the most robust estimates of the decomposed error.
The stability of decomposed error estimates is also affected by the data used, in
particular the number of observations available for training and testing models. While
a larger number of training observations provides a more stable estimate of the de-
composed error, this may not be possible with small samples. Alternatively, a larger
number of testing observations provides a more stable estimate of how the algorithm’s
performance generalises to unseen data. Three common data preparation approaches
identified in the literature are holdout, out-of-bag and cross-validation. These data
preparation approaches do not all provide a consistent test set, which is found to be an
important factor in the degree of difficulty in applying the extended bias and variance
error decomposition. A comparison of variants of these data preparation approaches
is performed (with varying sizes of test set) in order to determine their effects on the
decomposition of GP error.
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Chapter 3
Extended Bias and Variance
Decomposition of Loss
The standard analytical framework for error decomposition estimates two main compo-
nents of error: bias and total variance. By examining only total variance, the framework
assumes a deterministic learning algorithm and that the sampling of the training data
is the sole source of variance error (Geman et al., 1992). A decision tree is an exam-
ple of a deterministic learning algorithm. Unsurprisingly, applying different training
sets to the algorithm produces different decision trees. However, multiple runs of the
algorithm using the same training data produce the same decision tree. This means
that the standard bias-variance decomposition can fully decompose the error associ-
ated with deterministic algorithms and therefore fully characterise their behaviour.
However, many machine learning algorithms require non-deterministic operations in
either their initialisation or within their search for models; EML is a prime example of
this. A standard bias-variance decomposition applied to these stochastic learning algo-
rithms assumes that the error associated with the randomness in the learning process
is sufficiently small to either ignore or integrate into the error component attributed to
variance from the sampling of training instances. This assumption is prevalent in previ-
ous work (LeCun, Bengio, and Hinton, 2015). Consequently, the impact of randomness
within stochastic learning is not fully characterised by this framework because it does
not distinguish between different causes of variance. This runs the risk of exploring
modifications to algorithms that do not adequately address the appropriate sources of
model error.
In this chapter, we extend the conventional bias-variance decomposition in order
to separate the variance component into variance as a result of external and internal
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factors. This allows the error of a stochastic learning method to be analysed in terms
of the contributions of error associated with the data sampling process and error as-
sociated with the random initialisation or internal decisions of the learning algorithm.
For the EML method of GP, this decomposition separates the error associated with
a training sample from the error associated with the random initialisation of a pop-
ulation of individuals, the selection of individuals for producing offspring, the choice
of nodes/points for crossover or mutation, and the random generation of subtrees for
mutation.
The stochastic nature of machine learning methods, and in particular EML meth-
ods, suggests that there is considerable variation between runs (Keijzer and Babovic,
2000). This is often cited as a factor that limits the adoption of such methods, as
this lack of consistency between runs reduces confidence in the resulting model. By
further decomposing the error resulting from variance into its internal and external
components, the framework proposed in this thesis helps to determine how much of an
evolved model’s error is attributable to the stochastic nature of the learning algorithm.
Unlike the work performed by Kowaliw and Doursat (2016), the extended bias-variance
decomposition allows both types of variance to be considered within a single analysis.
3.1 Definition of Extended Error Decomposition
The variance term of the bias-variance decomposition (Equation (2.11)) is typically
interpreted as the component of error that results from ‘overfitting’ the data sample
D. Implicitly this assumes that the data sample is the only source of variance, which
is a reasonable assumption if the learning algorithm is deterministic (e.g., k-Nearest
Neighbour, decision tree). However, a stochastic learning method, such as an artificial
neural network or GP, introduces a source of variance resulting from the random deci-
sions made during the initialisation and subsequent execution of the learning algorithm.
To enable this source of variance to be represented, the bias-variance decomposition
described in Equation (2.11) can be further expanded. This expansion follows a very
similar process to the standard bias-variance decomposition, but concentrates solely
on the variance term; in this expansion, any model generated will be dependent upon
the given training set D, but also a stochastic effect S representing, for example, the
seed for the random number generator (S varies). We denote this by y(x;D,S), and
represent the conditional expectation of this with respect to D as:
ES [y(x;D,S)|D] =
∫
y(x;D,S)× p(S|D) dS (3.1)
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and the expected value of all models as:
ED,S [y(x;D,S)] =
∫∫
y(x;D,S)× p(D,S) dD dS
=
∫
ES [y(x;D,S)|D]× p(D) dD
= ED [ES [y(x;D,S)|D]] .
(3.2)
Therefore, total variance is written in terms of D and S (both vary). We can now apply
the same technique that was used to decompose the first term of Equation (2.8) to the
total variance term of Equation (2.11). If Equation (3.1) is added and subtracted from
the total variance term of Equation (2.11), the result is:
ED,S
[










{ES [y(x;D,S)|D]− ED,S [y(x;D,S)]}2
]
+
2ED,S [{y(x;D,S)− ES [y(x;D,S)|D]} {ES [y(x;D,S)|D]− ED,S [y(x;D,S)]}]
.
(3.3)
As in Equations (2.6) and (2.9), the third term in Equation (3.3) collapses to zero.
Therefore, once the expectation is taken, the total variance term can be broken into:
ED,S [{y(x;D,S)− ED,S [y(x;D,S)]}2] =
ED
[






























3.2 Use of Extended Decomposition to Characterise
Models
The extended bias and variance error decomposition can be empirically estimated as
follows: M training data samples are drawn from the learning pool, and then R runs
are performed on each sample using a different seed for the random number generator.












where y(S)D (x) is the model resulting from the Sth run on training set D. Likewise, the








D (x) . (3.7)
Using these two estimates, and given a test set of N instances, bias, external variance




































(tn − h (xn))2 . (3.11)
As is also the case for the standard bias and variance error decomposition (see Sec-
tion 2.9.2), if the regression function is not known, the observed target values t are
substituted in Equation (3.8).
3.2.1 Number of runs required for data preparation methods
The data preparation method used to fully decompose the error associated with an
algorithm affects the number of runs needed for a certain number of M and R. For
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a synthetic data set, only M × R runs are required. Only one run is required for
each training set because the test set always contains the same observations. This
is also the case for the holdout approach (see Section 2.11). The M training sets
are created by sampling M times from the learning pool (without replacement) and
R runs of the algorithm are performed for each training set. However, other data
preparation methods require additional runs of the algorithm for the extended error
decomposition. For cross-validation and k folds, the number of runs performed is
k ×M × R. This makes it easy to repeat the process with different k-fold splits and
multiple runs compared to the out-of-bag approach. There is no guaranteed number
of bootstrap samples (sampling with replacement) that will provide a test prediction
for all observations. Also, R runs have to be performed for each bootstrap sample and
the bootstrap sampling process has to be repeated M times. Therefore, the out-of-bag
approach will not be considered as a data preparation method for the extended error
decomposition.
3.3 Application of Extended Decomposition to Tra-
ditional Machine Learning Methods
In order to clearly illustrate the behaviour of the extended bias-variance decomposition,
and how it differs from the standard bias-variance decomposition, the extended decom-
position has been applied to a number of traditional machine learning methods. The
errors associated with the models are decomposed for a synthetic data set so that the
underlying data generating process and therefore the desirable predictive performance
is known. The data set has been generated with different scales for the explanatory
variable (shifting values away from zero). This has been performed in order to deter-
mine the importance of the scale/position of the data for good predictive performance.
The synthetic data set is inspired by that used by Bishop (2006) but with a slightly
more complex underlying function:
h(x) = 2.3(x− a) + sin(2π(x− a)2) (3.12)
t = h(x) +N(0, 0.3) (3.13)
where a = 1 for x ∈ U [1, 2), a = 5 for x ∈ U [5, 6) and a = 10 for x ∈ U [10, 11). The
use of x− a in the equation allows the magnitude of x to change without changing the
magnitude of y. A similar linear transformation of variables is used by Vladislavleva,
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Smits, and Den Hertog (2009) in order to make prediction for symbolic regression more
difficult. For data generated by Equation (3.13), 1000 observations were generated for
testing and 25 observations were generated for each training set, as used by Bishop
(2006). Training sets of 250 observations were also generated in order to understand
the effect of the sample size on decomposed error. This was performed for 10 sets of
training observations (M = 10) and 10 runs for each training set (R = 10). As there are
difficulties involved in calculating an unbiased estimate of the confidence interval for
each decomposed error component, a single value was estimated for each combination
of parameters.
3.3.1 CART
CART was performed for a maximum tree depth of 1 up to 30 (using a minimum of
two observations for a split to be considered). It was run in R using the rpart (version
4.1-15) package (Therneau and Atkinson, 2019). The decomposed test error is shown
in Figure 3.1 for up to a maximum depth of 10. As CART is a deterministic algorithm,
error due to internal variance is equal to zero. Therefore, the extended decomposition
collapses to the standard bias-variance error decomposition (i.e., the only source of
error due to variance is error due to external variance). As the maximum tree depth
increases, the error due to bias decreases and therefore the total error decreases. This
is because a small decision tree (particularly one involving one or no splits) does not
provide enough information about x to provide good predictive performance. Error
due to external variance and irreducible error are similar in magnitude and are the
largest components of error for a larger tree depth. For error due to external variance,
this is likely due to the training samples being small (25 observations) and therefore
providing greater variation in error between samples. For larger trees, error due to
external variance stays relatively constant.
CART was also performed using 250 training observations for each training set (1000
observations for testing) to determine how the size of the training sample affects the
decomposed error (see Figure 3.1). The error due to external variance is smaller for 250
training observations than for 25 training observations. This is because more training
observations provide less variation in the predictive performance of trees constructed
using different training sets as they are more likely to overlap. The error due to bias is
similar for 25 and 250 training observations except for a = 10 (where the bias is larger
for 25 observations). However, as the CART algorithm is not sensitive to the scale and
location of data, this difference must be purely due to small training samples rather
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Figure 3.1: Decomposed error for CART and data generated by Equation (3.13), using
both 25 and 250 training observations and a varying maximum tree depth.
than underfitting as x shifts away from zero.
3.3.2 Random forest
The random forest algorithm was performed for a varying number of trees (1 up to 30),
a minimum terminal node size of 1 up to 25 observations and 25 training observations.
It was run in R using the randomForest (version 4.6-14) package (Liaw and Wiener,
2002). The individual components of bias, external variance and internal variance are
shown using contour plots in Figures 3.2 to 3.4. Increasing the size of the decision trees
(i.e., a smaller minimum terminal node size) decreases error due to bias, whereas the
number of trees has no effect on error due to bias (see Figure 3.2). However, larger
trees do increase error due to external variance (see Figure 3.3). This is because more
terminal nodes allow the bootstrap of the training data to be more closely fitted and
therefore the tree is more likely to overfit. The trade-off between error due to bias and
error due to external variance for a varying minimum terminal node size is made clear
in Figure 3.5 (using an ensemble of 20 trees to decompose error). The number of trees
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has less of an effect on external variance, although it can be larger for a small number of
trees. In terms of internal variance, increasing the number of trees decreases the error.
Although this variance is due to the bootstrapping of the data, different bootstraps are
used across runs for the same training set D. Therefore, the bootstrapping is part of the
algorithm and is represented by error due to internal variance. The random sampling
of candidate features for each split is also another source of algorithmic variance when
there is more than one explanatory variable, which is not the case for this data set.
The decomposed error for a varying number of trees and a minimum terminal node
size of 15 is shown in Figure 3.6. The largest component of error is irreducible error
followed by error due to bias. As shown in Figures 3.4 and 3.6, error due to internal
variance decreases for a larger number of trees. As error due to bias and error due to
external variance are relatively constant as the number of trees increases, total error
decreases.
a = 1 a = 5 a = 10






























Figure 3.2: Bias component of error for random forest and data generated by Equation
(3.13), using 25 training observations and varying the number of trees and minimum
terminal node size. Note that a smaller minimum size of terminal nodes corresponds
to a larger decision tree.
The random forest algorithm was also performed for 250 training observations (see
Figure 3.6). Error due to external variance and particularly error due to bias are
smaller with more training observations. This shows that for moderate size trees, more
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Figure 3.3: External variance component of error for random forest and data generated
by Equation (3.13), using 25 training observations and varying the number of trees and
minimum terminal node size.
a = 1 a = 5 a = 10




























Figure 3.4: Internal variance component of error for random forest and data generated
by Equation (3.13), using 25 training observations and varying the number of trees and
minimum terminal node size.
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Figure 3.5: Decomposed error for random forest and data generated by Equation (3.13),
using 25 training observations, an ensemble of 20 trees and a varying minimum terminal
node size.
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Figure 3.6: Decomposed error for random forest and data generated by Equation (3.13),
using both 25 and 250 training observations, a minimum terminal node size of 15 and
a varying number of trees.
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training observations reduce overfitting. As seen for CART, it is clear from using 250
training observations that random forests are not sensitive to the location of data (i.e.,
error due to bias does not increase as x shifts away from zero).
3.3.3 ANN
The ANN algorithm was performed using a multilayer perceptron (MLP) for 1 up
to 20 hidden nodes (Rumelhart and McClelland, 1986; Hinton, 1987; Sejnowski and
Rosenberg, 1987). It was run in C using the Adam optimiser, which is an extension
to the stochastic gradient descent algorithm that uses a per parameter learning rate
that changes over time (Kingma and Ba, 2014). It was performed for 25 and 250
training observations. As it is common practice to standardise data for ANNs, this
was performed before applying the data to the MLP. The decomposed error is shown
in Figure 3.7 (and using a log scale in Figure 3.8). Irreducible error followed by error due
to bias are the largest components of error. Unsurprisingly, error due to bias and error
due to external variance are both smaller for a larger number of training observations.
Increasing the number of hidden nodes provides an initially steeper decrease in error
due to bias before flattening off. This is because using a neural network with a small
number of hidden nodes (particularly only one hidden node) limits how much the
network can learn from the training observations. Error due to bias does not increase
as x shifts away from zero (even for only 25 training observations), which is likely
due to the use of standardised data. While there are small fluctuations in the error
due to external variance, the trend is relatively flat as the number of hidden nodes
increases. In contrast, there is a small decrease in error due to internal variance for 25
training observations but a small increase in error for 250 training observations. Also,
there is a spike in error due to internal variance for a small number of hidden nodes.
This suggests that the initial random weights have a greater effect on the predictive
performance of the network when there are a small number of weights (due to a small
number of hidden nodes).
3.4 Application of Extended Decomposition to Stan-
dard GP
The proposed extended decomposition of bias and variance is applicable to any machine
learning method but is most useful for algorithms that have a stochastic element as
44
a = 1 a = 5 a = 10
25
250











Component Total Error bias2 varext varint Irreducible Error
Figure 3.7: Decomposed error for MLP and data generated by Equation (3.13), using
both 25 and 250 training observations and a varying number of hidden nodes.
a = 1 a = 5 a = 10
25
250









Component Total Error bias2 varext varint Irreducible Error
Figure 3.8: Decomposed error cf., Fig. 3.7 (using log scale for y axis).
part of the learning process; in this thesis, we focus the decomposition on GP. As there
are contradictory conclusions in the literature regarding the appropriate complexity of
a function set, the sensitivity of GP to the choice of function set needs to be explored.
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Table 3.1: GP parameters
Parameter Value
Population Size 200
Number of Generations 250
Probability of Crossover 0.3
Probability of Subtree Mutation 0.7
Elitism Yes (1 individual)
Size of Tournament 3
GP is performed using a small number of different function sets in order to determine
whether the decomposed error can illustrate why there are conflicting conclusions.
These experiments have been performed to analyse the behaviour of GP rather than
determine the function set that generalises best across all synthetic and “real-world”
data sets.
The extended decomposition is applied to normal GP using the same data generated
by Equation (3.13). This was performed for 10 sets of training observations (M = 10)
and 10 runs for each training set (R = 10). At the end of each run, the best/final
model was applied to each test observation to obtain a predicted value, and these
predictions were then compared against the known values for the test observations.
GP was implemented using the ECJ library in Java.1 The GP parameters used are
shown in Table 3.1.
Both training and test instances used in estimating the decomposition are samples
of the total input space, and typically have minimal overlap to ensure the decomposition
represents good generalisation. However, because samples are finite, this means that
certain areas of the input space will not be encountered in training; the nature of genetic
programming means that there is potential for a vast number of different models (for
the same data) that are not evaluated in these regions, so there is potential for unstable
outlier models to be evolved. These models may provide very disruptive predictions,
so much so that they distort the mean predicted value, and therefore the estimations
of bias and variance.
3.4.1 Effect of error decomposition method
Equations (3.8) to (3.10) provide effective estimates of the bias-variance decomposi-
tion as long as the models resulting from the learning process provide reasonably stable
predictions. Previous work notes that in the presence of outliers, Equations (3.6) and
1https://cs.gmu.edu/∼eclab/projects/ecj/
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(3.7) may not be reliable estimators of expected value, and so may distort the subse-
quent estimations of bias, internal variance and external variance (Keijzer and Babovic,
2000). Such outlier predictions can occur in canonical GP and have a substantial in-
fluence on the model average, which distorts the empirical means and consequently
the estimates for bias and variance. To alleviate this issue, the results are presented
for different methods for estimating the decomposed error. The examined methods in-
volve the calculation of the mean predicted value (as shown in Equations (3.8)–(3.10)),
the trimmed mean predicted value (as performed by Keijzer and Babovic (2000)), the
median predicted value (which replaces the mean value in Equations (3.6) and (3.7)
with the median) and a new method involving Tukey’s “fences” outlier removal (Tukey,
1977).
The decomposition using Tukey’s outlier detection identifies and removes outlier
models prior to computing bias and variance statistics. This thesis presents a new er-
ror decomposition method that involves performing the following process before Equa-
tions (3.8)–(3.10) are computed:
1. The mean squared error of each of the M ×R models is computed.
2. The upper and lower hinge values of the mean squared error are computed, along
with the inter-quartile range of the values.
3. The acceptable bounds are computed: the lower bound (L) is the lower hinge
minus 1.5 times the inter-quartile range, while the upper bound (U) is the upper
hinge plus 1.5 times the inter-quartile range.
4. Any model with a mean squared error (along with its test predictions) outside of
the interval [L,U ] is removed.
GP was performed using the same parameters (see Table 3.1) and function set
{+,−,×,÷}. The results from applying different methods for decomposing error,
including the 5% trimmed mean and the 10% trimmed mean, are shown in Figure 3.9
using a log scale. Error due to variance (particularly internal variance) is the most
unstable component of error across the different methods. This is particularly the
case when using the mean and median values. Error due to bias and error due to
external variance exhibit more stable estimates when using the median value rather
than any type of mean value. This shows that there are only a few large values for these
components of error. Trimming 10% of the mean provides more stable decomposed
error than trimming 5%, particularly for error due to internal variance, as this removes
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a larger number of predictions. This reinforces the decision made by Keijzer and
Babovic (2000) to use a 10% trimmed mean. However, determining what percentage
of predicted values should be removed is still arbitrary.
The 10% trimmed mean and Tukey’s methods provide the most stable decomposed
error. In order to more easily compare their decomposed error, they have been repro-
duced in Figure 3.10 without a log scale. The two methods exhibit error due to bias
and error due to external variance with a similar degree of stability. However, Tukey’s
method exhibits more stable error due to internal variance, particularly for later gen-
erations of the algorithm. Tukey’s method has the advantage over a trimmed mean
method in that it removes all the predictions from outlier models, rather than selectively
removing large predictions across different models. This ensures that Equations (3.8)–
(3.10) will faithfully rebuild the decomposition. As Tukey’s method provides the most
stable estimates, this method will be used to decompose error for the remainder of this
thesis unless explicitly stated otherwise.
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Figure 3.9: Different methods for decomposing the error associated with GP for data
generated by Equation (3.13), using 25 training observations, a maximum tree depth
of 10 and a varying number of generations.
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Figure 3.10: 10% Trimmed Mean and Tukey’s outlier removal methods for decomposing
the error associated with GP for data generated by Equation (3.13), using 25 training
observations and a maximum tree depth of 10 and a varying number of generations.
3.4.2 Effect of tree depth and function set
The behaviour of GP is examined by decomposing the error using Tukey’s outlier
removal. The parameters explored are the number of generations and the maximum
tree depth, along with some manipulation of simple-but-commonly-used function sets.
We also briefly explore the effect of the size of the training sample. Additional GP
parameters are shown in Table 3.2 and the function sets used are shown in Table 3.3:
although this is a small set of compared function sets, they are representative of the
types of function sets frequently encountered in GP research. Each function set also
includes ephemeral random constants drawn from the uniform distribution [−1, 1).
Although the first function set includes mathematical/trigonometric functions as used
by Koza (1992), the exp function is not used due to the generation of infinite values.
As the underlying data generating process uses the sin operator, it has been included
in the first function set in order to determine whether this provides lower error due to
bias compared to not including sin in the function set. Protected operators are used
as required to prevent undefined results (i.e., division by zero, log of zero and log of a
negative number), and are defined in the same way as in Koza (1992).
The decomposed error for a maximum tree depth of 10 is shown in Figure 3.11. The
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Table 3.2: Additional GP parameters
Parameter Value
Initial Minimum Depth Up to 2 (< max tree depth)
Initial Maximum Depth Up to 6 (< max tree depth)
Maximum Depth of Subtree Mutation 4 (for max tree depth > 4)
Table 3.3: Function sets
Function Set
1. +,−,×,÷, sin, cos, log
2. +,−,×,÷
3. +,−,×
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Figure 3.11: Decomposed error for GP and data generated by Equation (3.13), using
25 training observations, a maximum tree depth of 10, Function Sets 1 to 3 and a
varying number of generations.
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Figure 3.12: Bias component of error for GP and data generated by Equation (3.13),
using 25 training observations, Function Sets 1 to 3 and varying the maximum tree
depth and number of generations.
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Figure 3.13: External variance component of error for GP and data generated by
Equation (3.13), using 25 training observations, Function Sets 1 to 3 and varying the
maximum tree depth and number of generations.
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Figure 3.14: Internal variance component of error for GP and data generated by Equa-
tion (3.13), using 25 training observations, Function Sets 1 to 3 and varying the max-
imum tree depth and number of generations.
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individual components of bias, external variance and internal variance, using number
of generations and maximum tree depth as parameters, are shown using contour plots
in Figures 3.12–3.14. The log of the error values has been used for the plots of internal
variance due to the presence of some large values (see Figure 3.14).
As shown in Figure 3.11, the choice of function set has a significant effect on the
expected behaviour of GP on this function, in terms of both total error and decomposed
error. Using Function Set 1, bias and both variance components are minimised with
irreducible error (noise) being the largest component of error, while the other function
sets are more limited by bias. Function Set 2 demonstrates a large variance component
(both internal and external). Across the function sets, the error due to bias generally
increases as the location of the x values increases (i.e., as a increases); this is particularly
pronounced for Function Set 3. Figure 3.12 suggests that maximum depth appears to be
more important than number of generations for reducing error due to bias, particularly
as the magnitude of the x values increases. For the interval of x closest to 0 (x ∈
U [1, 2)), Function Sets 1 and 3 exhibit similar error due to bias by the end of the
evolution for a larger maximum depth (Function Set 3 exhibits a much slower decrease
in error due to bias). However, as the location of x shifts further from zero, Function
Set 1 is associated with the lowest error due to bias, decreasing at a similar rate as
maximum tree depth and number of generations increases. This is not surprising as
the underlying data generating process uses the sin function and only Function Set
1 includes the sin function as an operator. In contrast, Function Set 3 is associated
with the largest error due to bias, regardless of the number of generations or maximum
tree depth. For error due to internal variance, Function Set 2 exhibits large values and
therefore large total error; this is particularly so for trees with a larger depth.
As indicated in Figure 3.14, the largest internal variance error value is exhibited for
Function Set 2, x ∈ U [1, 2) and a maximum depth of 18 at generation 150 (5.53e+13).
This is likely due to one or more models evolved under these settings including a division
by close to zero. For Function Set 1, this problem of division by near-zero is potentially
masked by the inclusion of the log and trigonometric functions, which would help to
dampen any excessively large values produced by any subtree expressions. Error due to
external variance is relatively small in magnitude across function sets and x locations,
with some larger values exhibited for Function Set 2. Also, as the location of x shifts
away from zero, the magnitude of the larger external variance values decreases. These
results show that, for this data set, GP using Function Set 1 exhibits generally good
performance with low bias, while Function Set 2 appears to offer no benefits over
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Figure 3.15: Decomposed error cf., Fig. 3.11 (outlier models not removed before de-
composition computed).
Function Set 3. Although the expected behaviour of GP using Function Set 1 looks
effective, it should be noted that it is accompanied by a handful of outlier runs with
extremely large errors (see Figure 3.15). While total error appears to initially support
the larger function set hypothesis of previous work (Kowaliw and Doursat, 2016), full
support is complicated by the presence of these outliers. Also, the largest component
of error is irreducible, which makes the use of a targeted improvement to reduce total
error more difficult. In contrast, error due to bias is the largest component of error
for Function Set 3. The error due to internal variance (and therefore total error) is
smaller than for Function Sets 1 and 2, suggesting that an ensemble of models would
be less useful than another modification aimed at targeting bias reduction. Therefore,
it would be of interest to determine whether the predictive performance of GP using
Function Set 3 can be improved by targeting a reduction in its error due to bias. This
is examined in Section 3.5.1.
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Figure 3.16: Decomposed error for GP and data generated by Equation (3.13) for
x ∈ U [1, 2), using 250 training observations, a maximum tree depth of 10, Function
Sets 1 to 3 and a varying number of generations.
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Figure 3.17: Decomposed error cf., Fig. 3.16 (outlier models not removed before de-
composition computed).
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3.4.3 Effect of sample size
While the choice of function set clearly has an effect on error due to internal variance,
the number of observations used for training is another likely factor that would influence
internal variance. The results presented here have used 25 instances for training each
model; as shown in Figure 3.15, this results in cases (particularly with Functions Sets
1 and 2) where unstable models are evolved. Experiments performed by Chen et al.
(2019) also use small training sample sizes, and a similar behaviour of large error values
for GP is observed. Therefore, it is likely that a small sample size not only promotes
high external variance, but may also contribute to an increase in internal variance.
As only 25 observations have been used in each training fold, it should be determined
how the decomposed error of GP behaves with more training data. Therefore, the
results from the previous section were repeated (for x ∈ U [1, 2)) using 250 observations
for each training fold and 1000 observations for testing. The results are shown in
Figure 3.16; more training observations significantly stabilise and reduce the error due
to external variance. When using more training observations, Function Set 1 is less
prone to producing unstable outlier models (see Figure 3.17), and therefore delivers
a more viable trade-off between error due to bias and error due to external variance.
However, the impact of an increased sample size on internal variance is less noticeable,
suggesting that, for an increase in sample size, changes in error contributions due to
variance are largely due to internal choices made within the algorithm, rather than
issues with the data sample itself. This result suggests that an increased sample size
could be used in conjunction with bagging to reduce both variance components (see
Figure 4.6). However, given that sampling additional data from “real-world” problems
is often infeasible, exploring whether the performance of GP using Function Set 3 can
be improved by targeting a reduction in bias is also warranted.
3.4.4 Effect of decomposition parameters
All of the results so far in this chapter have used 10 sets of training observations
(M = 10) and 10 runs for each training set (R = 10) to decompose prediction error.
However, it should be examined whether an equal number of training sets and runs
is appropriate. Different combinations of M and R, for a total number of 120 runs,
were examined. GP was performed using Function Set 2 from Table 3.3 and the same
parameters as in Table 3.1. The error was decomposed for x ∈ U [1, 2) and both 25 and
250 training observations. All components of decomposed error are shown in Figure
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Figure 3.18: Decomposed error for GP and data generated by Equation (3.13) for
x ∈ U [1, 2), using both 25 and 250 training observations and varying the number of
data sets and number of runs.
3.18 while only error due to external and internal variance are shown in Figure 3.19.
For a small value of M and large value for R, error due to internal variance is more
erratic and large (particularly erratic for a small number of training observations)
and the error due to external variance is small. This is because a larger number of
runs for each training set provides more opportunity for the algorithm to make outlier
predictions. In contrast, a large value for M provides larger error due to external
variance and smaller and less erratic error due to internal variance. This is because a
larger number of training sets is likely to provide greater variation between them. For
120 runs, an equal number for M and R would be approximately equal to 11. The
decomposed error shows that, in the absence of any other information, this combination
is sensible as error due to internal variance is less erratic than for smaller M and the
error due to external variance is small. However, there may be some benefit to tuning
these values, depending on the availability of training data and the stability of the
prediction models.
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Figure 3.19: Decomposed error cf., Fig. 3.18 (showing only external variance and
internal variance components of error).
3.4.5 Effect of data preparation method
In order to determine which data preparation methods are suitable for a data set with
a limited number of observations, a range of different preparation methods was applied
to the synthetic function:
f(x, y, z) =
30(x− a)(z − a)
((x− a)− 10)(y − a)2
(3.14)
where a = 10 for x, z ∈ U [9, 11) and y ∈ U [11, 12). This function is used by Keijzer
(2003) (Keijzer-5) but without the use of a to shift the intervals of the explanatory
variables away from zero. A similar adaptation of the Keijzer-5 function is used by
Vladislavleva et al. (2009). GP is performed using the Distributed Evolutionary Al-
gorithms in Python (DEAP) framework (Fortin, De Rainville, Gardner, Parizeau, and
Gagné, 2012). It was implemented using one point crossover, uniform mutation, tour-
nament selection and the parameters shown in Table 3.4. This synthetic problem
was used to generate 10 training folds of 100 observations and a test fold of 1000 ob-
servations, representing a scenario of an unlimited supply of observations (unlimited
approach). This was compared to data preparation approaches that represent a limited
quantity of observations:
• Holdout approach (using 10 training folds of 100 observations drawn from a
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Table 3.4: GP parameters
Parameter Value
Population Size 250
Number of Generations 200
Probability of Crossover 0.3
Probability of Subtree Mutation 0.7
Maximum Depth 17
Initial Minimum Depth 2
Initial Maximum Depth 6
Minimum Depth of Subtree Mutation 2
Maximum Depth of Subtree Mutation 6
Elitism Yes (1 individual)
Size of Tournament 3
Function Set {+,−,×,÷}
learning pool of 500 observations and a test set of 500 observations)
• Cross-validation of 1000 observations (2-fold, 4-fold and 10-fold)
• Cross-validation of 1000 observations (2-fold, 4-fold and 10-fold) with undersam-
pling of each training fold (USCV ) so that there are 100 training observations
• Cross-validation of 100 observations (2-fold, 4-fold and 10-fold)
For the unlimited approach, there is effectively no overlap between training sets.
In contrast, these finite data approaches use training sets that have a greater degree
of overlap. It is expected that runs of GP performed using more similar training sets
will provide lower estimated prediction error (compared to the unlimited approach)
with lower error due to internal variance and external variance. When characterising
an algorithm using finite data, it is desirable that the error decomposition does not
underestimate the components of error due to internal variance and external variance.
The variants of cross-validation were performed 10 times for 10 different shuffles
of the data. The resulting decomposition process was repeated 10 times to allow con-
fidence intervals for error due to bias, external variance and internal variance to be
computed. The decomposed error values are shown in Figures 3.20 and 3.21. The
results are consistent with the hypothesis that training sets with more overlap ex-
hibit lower error due to internal variance and external variance. For example, these
components are estimated to be larger for the holdout approaches than for the 1000
observation cross-validation approaches. These differences are statistically significant
using a Wilcoxon signed-rank test for the last generation. However, the number of test
observations is also an important factor. For the last generation, the mean differences
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in the magnitude of the components between the unlimited approach and the finite
data approaches were calculated as well as the degree of overlap between two train-
ing sets. The results are shown in Table 3.5, with statistically significant differences
(at the 5% level) shown in bold (using the Wilcoxon signed-rank test for differences)
and the methods ordered by the degree of overlap between training sets. The non-
undersampled cross-validation approaches are more likely to have overlapping training
sets and therefore exhibit smaller error due to internal and external variance compo-
nents. In contrast, the undersampled cross-validation approaches exhibit larger error
due to internal and external variance components (although there is not a significant
difference). Unsurprisingly, cross-validation for 1000 observations also exhibits a sta-
tistically significantly lower error due to bias as larger training sets improve the fit of
the model.
Cross-validation for 1000 observations and cross-validation for 100 observations,
for the same number of folds, have the same degree of overlap but exhibit different
magnitudes of error due to internal and external variance (with primarily statistically
significant differences). This is due to the differences in test set size. For a smaller
number of test observations (i.e., for cross-validation using 100 observations), outlier
predictions are less likely to occur because the test observations are more likely to
be representative of the training observations. Therefore, error due to internal and
external variance are smaller in magnitude. This explains why the magnitude of error
due to internal variance for the holdout approach is smaller than might be expected. In
order to confirm this hypothesis, an alternative holdout approach was examined, using
10 training folds of 100 observations drawn from a learning pool of 500 observations
and a test set of 1000 observations. The alternative holdout approach presents the
same degree of overlap between two training sets as the holdout approach but with
a larger test set. The decomposed error values for the alternative holdout approach
(compared to the unlimited and holdout approaches) are shown in Figures 3.22 and
3.23. Increasing the size of the test set for the holdout approach is shown to increase
error due to internal and external variance, making the magnitude of the decomposed
error components more comparable to the unlimited approach. Using the alternative
holdout approach, instead of the holdout approach, to examine the correlation between
the differences in components and the degree of overlap (see Table 3.5) also provides
larger Pearson correlation coefficient values for all components (0.651 for bias, 0.732
for external variance and 0.714 for internal variance).
These results show that standard cross-validation, regardless of the number of folds,
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underestimates the components of error due to internal and external variance when us-
ing a finite data sample. Therefore, undersampling should be used with cross-validation
to provide a more realistic characterisation of the behaviour of an algorithm or another
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Figure 3.20: Decomposed error for GP and data generated by Equation (3.14), com-
paring unlimited sampling to a number of finite data sampling approaches. US denotes
undersampling of each training fold for cross-validation (only 100 training observations)
































Figure 3.21: Decomposed error cf., Fig. 3.20 (showing only bias and external variance
components of error).
3.5 Characterisation of GP in the Literature
It is clear from the results in Section 3.3 that different algorithms exhibit different
error decompositions and largest sources of error. This is likely to also be the case
for different variants of an algorithm. The error decomposition framework should be
applied to variants of GP used in the literature, rather than assessing them using only
total error. The individual parts or choices for a GP algorithm need to be characterised
in order to understand how they contribute to decomposed error and to determine
whether the decomposed error associated with the algorithm behaves as expected.
One of the initial decisions involved in a GP algorithm is choosing the operators
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Table 3.5: Finite data preparation methods compared to an unlimited data sample
Method # Test Degree of Diff in Bias Diff in V arext Diff in V arint
Overlap
US-10-CV 100 0.010 -0.033 -0.071 -0.524
US-4-CV 250 0.010 -0.020 -0.060 -0.469
US-2-CV 500 0.010 -0.027 -0.047 -0.185
Holdout 500 0.040 0.001 0.037 0.404
100Obs-2-CV 50 0.250 -0.008 0.080 0.698
2-CV 500 0.250 0.018 0.144 1.103
100Obs-4-CV 25 0.563 0.003 0.109 0.804
4-CV 250 0.563 0.020 0.149 1.149
100Obs-10-CV 10 0.810 0.005 0.126 0.982
10-CV 100 0.810 0.019 0.154 1.168
r 0.527 0.678 0.643
Unlimited Holdout Alternative Holdout
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Figure 3.22: Decomposed error for GP and data generated by Equation (3.14), compar-
ing unlimited sampling and the holdout approach to the alternative holdout approach
(involves the same degree of overlap between two training sets as the holdout approach
but with a larger test set).
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Figure 3.23: Decomposed error cf., Fig. 3.22 (showing only bias and external variance
components of error).
in a function set. A division-style operator allows a quantity to split into parts, pro-
viding different behaviour to other operators such as addition or multiplication. When
including division in a function set for GP, protected division is required in order to
prevent division by zero. This is important in terms of operator closure as Koza argues
that an operation on a real number should always map to another real number (Koza,
1992). However, the use of protected division can provide undesirable behaviour for
sparse training data (Keijzer, 2003). This is because the protection of the division only
occurs when the denominator is exactly zero. An alternative is the analytic quotient





where x1 and x2 are real numbers. The AQ has similar properties to that of the division
operator but does not require protection (by ensuring that the denominator is not equal
to or close to zero).
A number of papers in the literature have been selected for using a combination of
algorithm parts or recommending design choices that should be individually examined
in terms of decomposed error. The algorithms or individual algorithm parts used in
these papers are:
• GP with full Z-Score standardisation (GPZ) (Owen, Dick, and Whigham, 2018)
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• GP with linear scaling (GPLS) (Owen et al., 2018)
• GP using the function set:
– {+,−,×} (note that this is equal to Function Set 3 in Section 3.4.2)
– {+,−,×,÷}
– {+,−,×, AQ}
– {+,−,×, AQ, sin}, which was found to provide the best generalisation per-
formance on average across 43 problems (Nicolau and Agapitos, 2021).
• Geometric Semantic GP (GSGP ) (Moraglio et al., 2012)
• Bootstrapped GP methods:
– Spatial structure with bootstrapped elitism (SS +BE) (Dick et al., 2018)
– Simple Simultaneous Ensemble GP (2SEGP ) (Virgolin, 2020)
• GP using truncation selection (non-bootstrapped)
The feature scaling and function set choices were examined using the DEAP frame-
work in Python (Fortin et al., 2012). The parameters in Table 3.1 were used as well as
a default function set of {+,−,×} and a maximum depth of 10. GP was run for 250
generations and the predictions at the end of the run were used to decompose error.
This was performed for 10 sets of training observations (M = 10) and 10 runs for each
training set (R = 10) using the same data generated by Equation (3.13).
3.5.1 Feature scaling
The decomposed error values for the feature scaling methods are shown in Table 3.6
(bolded for the smallest value for each type of decomposed error). These methods are
compared to standard GP as a baseline. Both GPZ and GPLS provide lower error
due to bias but GPZ exhibits a lower value. However, GPZ exhibits larger error due
to internal variance than both GP and GPLS as well as larger error due to external
variance than GPLS. GPLS exhibits lower error due to internal and external variance
than GP . Based on these error components, GPZ and GPLS exhibit lower total error
than GP , with GPZ exhibiting the lowest total error. These results show that GPLS
and particularly GPZ are bias-reduction algorithms. However, there is evidence of a
slight trade-off with error due to internal variance for GPZ . Apart from irreducible
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Table 3.6: Characterisation of feature scaling methods for data generated by Equation
(3.13) using function set {+,−,×}
Error Component GP GPZ GPLS
Bias2 0.285 0.004 0.110
External Variance 0.003 0.002 0.001
Internal Variance 0.001 0.004 0.000
Irreducible 0.090 0.090 0.090
Total 0.379 0.100 0.201
error, the largest error component of GPZ is still error due to bias. However, error due
to bias has been substantially reduced. Therefore, GPZ could be used in an ensemble
(multiple runs for the same data) in order to reduce error due to internal variance
(although bagging could also be investigated). As the largest component of error for
GPLS is error due to bias, boosting could be applied to GPLS to further improve
performance.
3.5.2 Function set
The decomposed error values for the recommended and related function sets are shown
in Table 3.7 (with the smallest value for each type of decomposed error bolded). The
results for the function set of {+,−,×} are the same as for GP in Table 3.6. The
recommended function set of {+,−,×, AQ, sin} provides the lowest error due to bias.
This is not surprising, given that the underlying data generating function uses the
sin operator. However, the recommended function set also provides larger error due
to internal variance than {+,−,×}. The function sets that include a division style
operator (÷ or AQ) are bias-reducing (compared to the {+,−,×} function set) but
also exhibit larger error due to internal variance. The inclusion of AQ provides a
smaller reduction in bias compared to the ÷ operator as well as a larger increase in
error due to internal variance (and therefore larger total error). The inclusion of the
sin operator provides lower error due to internal variance compared to the function
set {+,−,×, AQ}. These results show that although the AQ operator prevents both a
division by zero and a division by close to zero, the ÷ operator may still be preferable.
Although the inclusion of a division style operator (÷ or AQ) decreases error due to
bias, it is still the largest component of error. Therefore, boosting could be applied to
the function set {+,−,×} in order to further reduce error due to bias. Alternatively,
standardisation could be used with the function set of {+,−,×} to reduce bias, as
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Table 3.7: Characterisation of recommended function set
Error Component {+,−,×} {+,−,×,÷} {+,−,×, AQ} {+,−,×, AQ, sin}
Bias2 0.285 0.173 0.180 0.013
External Variance 0.003 0.003 0.006 0.003
Internal Variance 0.001 0.019 0.028 0.011
Irreducible 0.090 0.090 0.090 0.090
Total 0.379 0.284 0.303 0.117
shown in Table 3.6.
3.5.3 GSGP
The GSGP algorithm was performed using the C++ implementation by Castelli, Silva,
and Vanneschi (2015). The default parameters were used except for the mutation step.
The number of generations and mutation step were used as parameters to decompose
the error. The decomposed error is shown in Figure 3.24 for mutation step equal to 0.5
and 1 (with a limit on the y axis). Large error values are often exhibited for the first
generation, which suggests that the error decomposition is not always stable for GSGP
when calculating the mean value for each component (see Equations (3.8) to (3.10)).
After the first few generations, the total error quickly decreases before plateauing with
some fluctuation (although total error slightly decreases for a = 5 and a mutation step
of 0.5 because error due to bias slightly decreases). This shows that, overall, additional
generations beyond approximately 100 generations do not provide improved predictive
performance. Error due to bias and error due to internal variance are typically the
largest components of error. As a increases (i.e., x shifts away from zero), error due to
bias increases. This shows that GSGP is sensitive to the location of the explanatory
variable, which contradicts the assumption that geometric semantic operators search a
“conic” fitness landscape (Moraglio et al., 2012).
The individual components of bias, external variance and internal variance are
shown using contour plots in Figures 3.25 to 3.27 (using a log scale for the error values
in Figure 3.27). The first generation is excluded from the contour plots due to the large
error values, allowing the error patterns to be clearer. As the number of generations
increases and the size of the mutation step increases, error due to bias decreases. While
the mutation step is more important for reducing error due to bias than the number
of generations, it does not reduce it to near zero. Error due to external variance
also decreases as the number of generations and the size of the mutation step initially
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increase (particularly for a = 5 and a = 10). However, it also exhibits larger values
for a larger mutation step. This is most prominent for a = 10 and a mutation step
of 0.5 as well as an outlier value for a = 5 and a mutation step of 1. This suggests
that a larger mutation step can promote overfitting of the training data. Error due
to internal variance also decreases as the number of generations and the size of the
mutation step increase. While a = 10 provides larger error values for a mutation step
of 0.5 (as also shown in Figure 3.24), it also promotes a larger decrease in error for
intermediate mutation step values. This is partly accentuated by the use of a log scale.
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Figure 3.24: Decomposed error for GSGP and data generated by Equation (3.13), using
a mutation step equal to 0.5 and 1 and varying the number of generations.
The behaviour of GSGP was also examined for the Friedman 1 problem (Friedman,
1991; Breiman, 2001) with 250 training observations, 30 sets of training observations
(M = 30) and 30 runs for each training set (R = 30). This was performed using a
population of 200 individuals and 250 generations. The other parameter values are
those used by the safe initialisation approach of Dick (2015), but varying the mutation
step and maximum mutation tree depth. Due to the large error values for the first
generation in the previous results, GSGP is decomposed using Tukey’s method. The
decomposed error is shown in Figure 3.28 for varying maximum mutation tree depth
and mutation step as well as Figure 3.29 for number of generations and mutation
step equal to 0.01 and 1. For a smaller mutation step, there is a visible trade-off
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Figure 3.25: Bias component of error for GSGP and data generated by Equation (3.13),
varying the size of the mutation step and the number of generations.
a = 1 a = 5 a = 10

















Figure 3.26: External variance component of error for GSGP and data generated by
Equation (3.13), varying the size of the mutation step and the number of generations.
between error due to bias and error due to internal variance during evolution and
as the maximum mutation tree depth increases. However, as the magnitude of the
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Figure 3.27: Internal variance component of error for GSGP and data generated by
Equation (3.13), varying the size of the mutation step and the number of generations.
mutation step increases, error due to bias initially decreases and error due to internal
variance exhibits only a small initial increase before both components stabilise. As
also shown in Figures 3.24 and 3.25, error due to bias is not reduced to near zero
as the mutation step increases. Error due to external variance is relatively constant
across mutation step sizes and for varying maximum mutation tree depth (except for
a mutation step of 0.01). All of these results show that, although GSGP has been
typically described as a bias-reduction algorithm, increasing the size of the mutation
step has a larger influence on decreasing error due to internal variance than error due
to bias (particularly for data not centred near zero).
3.5.4 2SEGP
SS + BE and 2SEGP both implement bagging using an ensemble produced using
a single run of GP. However, SS + BE performs bagging by arranging individuals
in a graph structure (providing competition within neighbourhoods), associating each
individual with one bootstrap sample and choosing the best individual for each boot-
strap to be in the ensemble. In contrast, for 2SEGP , the prediction error for each
individual in the merged population (parents and offspring) is calculated for all boot-
strap samples, selecting the top-ranking individuals for each bootstrap (the number
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Figure 3.28: Decomposed error for GSGP and Friedman 1 data set, varying the maxi-
mum mutation tree depth (bottom axis) and the size of mutation step (top label).
of individuals equal to the population size / number of bootstraps). As truncation
selection does not use bagging, the n top-ranking individuals are selected and repro-
duced multiple times (population size / n times). SS + BE, 2SEGP and GP using
bagging and truncation selection were performed using the synthetic Friedman 1 data
set (Friedman, 1991; Breiman, 2001) with 250 training observations, 30 sets of training
observations (M = 30) and 30 runs for each training set (R = 30). A population size of
196 individuals and 250 generations were used for SS+BE, with parameters consistent
with those used in Dick et al. (2018). A population size of 500 individuals and 100
generations were used for 2SEGP and GP using bagging and truncation selection. For
all of the algorithms, the combination of standardisation and linear scaling as well as
the function set {+,−,×,÷, log, sqrt} was used as performed by Virgolin (2020). The
decomposed error for these algorithms is shown in Figure 3.30 (where the number of
bootstraps for truncation selection is actually n). GP using bagging exhibits its well-
understood behaviour of reducing error due to variance as the number of bootstraps
increases. This is due to a reduction in error due to internal variance. Interestingly, the
external variance component appears unaffected by bagging. As error due to external
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Figure 3.29: Decomposed error for GSGP and Friedman 1 data set, using a mutation
step equal to 0.01 and 1 and varying the number of generations.
variance is relatively constant as the number of bootstraps increases and is small in
magnitude, the behaviour of an ensemble of models without bootstrapping (i.e., per-
forming multiple runs for the same data) should be explored. Deep learning ensembles
that do not use bootstrapping have been shown to provide good predictive perfor-
mance and better performance than bagging (Lee, Purushwalkam, Cogswell, Crandall,
and Batra, 2015; Lakshminarayanan, Pritzel, and Blundell, 2017; Fort, Hu, and Lak-
shminarayanan, 2019). Therefore, an ensemble of GP models without bootstrapping
is examined in Section 5.2.
For SS + BE, each individual is only associated with one bootstrap and may
exhibit a different fitness for each neighbourhood that it participates in. Therefore,
the resulting ensemble includes a diverse set of models and reduces error due to internal
variance as the number of bootstraps increases. In contrast, for 2SEGP , it is likely
that multiple bootstrap samples will have the same top-ranking individual(s). This
reduces the diversity within the ensemble and therefore the magnitude of error due to
internal variance stays approximately constant as the number of bootstraps increases.
However, this still provides more diversity than truncation selection, which is more
sensitive to the choices made within the GP algorithm as n increases (i.e., including
more individuals that are reproduced fewer times). This is why error due to internal
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variance slightly increases as n increases.
In terms of error due to bias, there is a slight increase for SS +BE as the number
of bootstraps increases. This is likely due to the training sample size being effectively
smaller. For 2SEGP , the ensemble gives more weight to individuals with better pre-
dictive performance by allowing them to be reproduced multiple times. This provides
a decrease in error due to bias as the number of bootstraps increases. Truncation
selection exhibits a similar decrease in error due to bias for small n but the error com-
ponent flattens out as n increases. This is likely due to the number of reproductions
of an individual being pre-determined and not based on prediction error.
Bagging SS+BE 2SEGP Truncation Selection  (non−Bootstrap)
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Figure 3.30: Decomposed error for GP using bagging, SS + BE, 2SEGP and GP
using truncation selection for the Friedman 1 data set, varying the number of bootstrap
samples (the number of top-ranking individuals for truncation selection).
Using only total error, it is clear that the prediction error for 2SEGP decreases as
the number of bootstraps increases and is lower than that associated with SS + BE.
Virgolin (2020) promotes bagging ensembles as being useful for low-bias and high-
variance models. However, this implies that 2SEGP reduces error due to variance as
the number of bootstraps increases (as seen for bagging). The results in Figure 3.30
suggest an alternative reason; error due to bias is being reduced due to increased se-
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lection pressure on individuals that provide good predictive performance over multiple
bootstraps. In contrast, SS + BE does reduce error due to variance as the number
of bootstraps increases (exhibiting trends for decomposed error components that are
more similar to bagging than 2SEGP ).
3.6 Insights from Extended Decomposition
By further decomposing error due to variance into error due to internal and external
variance, it is clear that, for different algorithms, there are different sources of error due
to variance. For example, the sole source of error due to variance for CART is external
variance. Random forests and MLP exhibit both error due to external and internal
variance, with the larger of these components being error due to external variance. In
contrast, the larger component of error due to variance for GP is often error due to
internal variance. The results for GP often exhibit larger and/or more erratic error due
to internal variance than is the case for MLP. This reinforces the conclusion that there
is a much greater degree of randomness involved in the GP algorithm and therefore
illustrates the importance of applying the extended error decomposition to GP.
Another reason for further decomposing error due to variance is that the source of
the variance is clearer and can be targeted. For example, the error due to variance
associated with function sets that included a division style operator (see Section 3.5.2)
primarily consists of error due to internal variance. This shows that a method like
bagging that targets a reduction in error due to variance (by resampling the data)
may not be needed for these function sets. Instead, the results in this chapter suggest
that bagging does not target error due to external variance (see Figures 3.6 and 3.30).
Aggregating multiple runs for the same training data would be sufficient. As differ-
ent algorithms exhibit different largest error components, it is important that these
components are identified and targeted in order to improve total prediction error.
Decomposing the error associated with an algorithm is worthwhile for determining
whether it behaves as expected. For example, it is assumed that 2SEGP uses bagging
to reduce error due to variance. However, results (see Figure 3.30) suggest that it
reduces error due to bias (as the number of bootstraps increases) due to the increased
selection pressure. Also, GSGP has been presented as an algorithm that reduces error
due to bias to near zero through its conic fitness landscape. However, the results in
Section 3.5.3 show that increasing the size of the mutation step has a bigger influence on
reducing error due to internal variance. Using only total error to examine an algorithm
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can potentially lead to incorrect conclusions about the behaviour of an algorithm.
Although the larger component of error due to variance for both GP and GSGP
is often error due to internal variance, these methods have quite different behaviours.
There is a common belief that GSGP overfits as error due to bias is reduced to nearly
zero. However, results in this chapter suggest that is not the case, even when using
a large mutation step. There is also a belief that GP generally underfits. However,
the results in Section 3.4 show that by increasing the number of generations and the
depth of the tree, error due to bias decreases while error due to internal variance and
error due to external variance increase. This highlights the importance of using the
extended error decomposition to understand the behaviour of evolutionary methods.
In Chapter 5, the extended decomposition is trialled as a methodology for identifying
the largest component of error associated with GP in order to perform a sequence
of targeted improvements to the algorithm. These refinements to the algorithm are
targeted because it is determined how they each individually affect decomposed error.
The results for CART, random forest and MLP (operating on standardised inputs)
show that these methods are not sensitive to the location of data (i.e., error due to
bias does not increase as the interval of x shifts away from zero). In contrast, GP and
its related variants can be sensitive to the location of data. Therefore, it should be
investigated whether the pre-processing of data improves the predictive performance
of GP as the interval of x shifts away from zero. This can be performed by standard-
ising the data, with initial results in Section 3.5.1 showing that it improves predictive
performance due to a decrease in error due to bias. In Chapter 4, the effect of Z-Score
standardisation on the decomposed error of GP is more thoroughly investigated. These
results have also shown that increasing the number of training observations reduces er-
ror due to bias and error due to external variance (and therefore total error).
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Chapter 4
Extended Decomposition for Z-Score
Standardised GP
It has been shown in Chapter 3 that more training observations often provide better
predictive performance, including a reduction in error due to external variance. This
is not surprising because more data provide more evidence towards understanding
the underlying probability distribution of the data. Increasing the size of the training
sample is one option for improving predictive performance. However, this is not always
possible for real-world data sets. Also, increasing the sample size does not address issues
of scale in the data. Results in Chapter 3 suggest that GP is sensitive to the scale and
location of data. This is emphasised by shifting the interval of the synthetic explanatory
variable away from zero, as performed by Vladislavleva et al. (2009). It is also well
understood that the predictive performance of other machine learning techniques such
as ANNs improve by standardising data. While it has been shown in Section 3.5.1
that the application of standardisation to GP reduces prediction error by a reduction
in error due to bias, it should be explored whether this conclusion generalises to other
data sets. First, in Section 4.1, it is shown that, despite its potential benefits, the
application of standardisation to GP is uncommon in the literature. In Section 4.2,
the error associated with standardised GP is decomposed. In Section 4.3, the role
of standardisation in providing erratic error due to variance for GP is examined. A
possible solution of data augmentation for stabilising error due to variance is examined
in Section 4.4.
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4.1 Z-Score Standardisation in GP Research
There have been many previous attempts to improve the baseline performance of GP
for symbolic regression; these include the use of gradient descent to optimise coeffi-
cients (Topchy and Punch, 2001), interval arithmetic to increase reliability (Keijzer,
2003; Dick, 2015), special crossover methods to accelerate search (Uy, Hoai, O’Neill,
McKay, and Galván-López, 2011), and semantic methods such as GSGP (Moraglio
et al., 2012). In all these cases, the emphasis is on the underlying algorithms used by
GP; there is little emphasis on exploring the behaviour of GP in response to the nature
and scale of the data used for training. As data used for modelling are typically sup-
plied in arbitrary scales, dimensions and formats, this has many practical implications
for GP. The units used to record the state of a variable may have significant impact on
the way that they interact with other variables in the problem. For example, recording
an elapsed time in hours will produce values several orders of magnitude smaller than
the same quantity recorded in seconds, and this would produce considerably different
behaviour if this variable were used within a ratio computation. To cope with this,
canonical GP using raw unscaled variables needs to rely on the use of ephemeral ran-
dom constants, and possibly adjusting their magnitude, in order to appropriately scale
variables within the evolved model. However, the search mechanisms in canonical GP
do not lend themselves well to searching for optimal coefficient values (Keijzer, 2003).
Although the standardisation of variables is common in machine learning, its appli-
cation to GP for symbolic regression is rarely seen in the literature. This was confirmed
by a literature search of a number of well-respected evolutionary computation confer-
ences and journals. Six journals/conferences were examined from 2017 to 2019. The
results are shown in Table 4.1. Out of the 76 papers identified as being relevant to
GP for symbolic regression, only four papers used feature scaling (5.26%). Two of the
papers used standardisation (Liskowski and Krawiec, 2017; Orzechowski, La Cava, and
Moore, 2018) and the two other papers used [0, 1] normalisation (Oliveira, Casadei, and
Pappa, 2017; De Melo, Vargas, and Banzhaf, 2019). Historically, GP has emphasised
system identification in symbolic regression (Koza, 1992). This perspective may have
influenced the infrequent use of standardisation in GP. However, as more recent GP
research increasingly focuses on a geometric interpretation, a greater understanding of
the role of standardisation for GP is needed.
Though it appears to be essentially overlooked, the concept of standardisation can
be easily applied to GP. After obtaining a prediction from a GP model using standard-
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Table 4.1: Number of papers (2017-2019) using feature scaling
Journal/Conference Subset # Papers # Using # Using
Standardisation Normalisation
European Conference - 14 0 1
on Genetic
Programming
Evolutionary - 1 0 0
Computation Journal




Genetic Programming - 5 0 0
and Evolvable
Machines
IEEE Congress on - 16 0 0
Evolutionary
Computation
Transactions on - 5 0 0
Evolutionary
Computation
ised data, the predicted value is converted back into its normal range using a linear
transformation:
ŷ∗ = ȳ + SD(y) ∗GP (XST ) (4.1)
where GP (XST ) is the output value from the GP system, using standardised predictors.
We describe standardisation of both the explanatories and the response variable as full
standardisation and denote it as GPZ in this chapter.
4.2 Effect of Standardisation on Decomposed Error
The results in Section 3.5.1 (see Table 3.6) suggest that the predictive performance
of GP can be improved by full standardisation of training data, providing a reduction
in error due to bias. Figures 3.11–3.16 show the results from performing GP for the syn-
thetic data generated by Equation (3.13), using Function Sets 1 ({+,−,×,÷, sin, cos, log}),
2 ({+,−,×,÷}) and 3 ({+,−,×}). The results suggest that non-standardised GP is
sensitive to the location of data (i.e., error due to bias increases as the interval of x is
shifts away from zero). The results also show that Function Set 3 is associated with
higher error due to bias than Function Sets 1 and 2. However, the error due to internal
variance associated with Function Set 3 is generally lower (particularly when estimat-
ing the decomposed error without removing outliers - see Figures 3.15 and 3.17). It
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is argued that applying bagging to Function Sets 1 or 2 would reduce error due to
internal variance and applying boosting to Function Set 3 would reduce error due to
bias, but both of these methods are more computationally expensive than applying
standardisation to Function Set 3. Therefore, it is worth examining whether the error
due to bias associated with Function Set 3 can be reduced by standardising the data,
particularly for data not centred at zero.
Non-standardised GP (GP ) is compared to GP using Z-score standardisation of
both the predictors and the response (GPZ). The GPZ runs were performed under the
same conditions for GP without standardisation, using the parameters in Table 3.1.
Results are shown in Figure 4.1 for a maximum tree depth of 10, with Function Set
1 included for a comparison with Function Set 3. Function Set 2 is not included as
it is shown to provide unstable decomposed error in Chapter 3 (see Figures 3.11 to
3.14). The individual components of bias, external variance and internal variance,
using number of generations and maximum tree depth as parameters, are shown using
contour plots in Figure 4.2.
Function Set 1 is not fully able to exploit standardisation and its behaviour is
largely unchanged. While this function set typically exhibited lower error due to bias,
it is possible that the additional operators in the function set (over Function Set 3) are
not compatible with standardisation. For example, given that standardisation centres
data around 0, it is likely that (protected) division becomes less useful in this domain.
Likewise, with 50% of input data being negative, the protection within the logarithm
operator is applied more frequently and may distort its behaviour in an undesirable
fashion. However, the introduction of standardisation into GP allows Function Set
3 to be used with a notable reduction in error due to bias, resulting in overall error
performance comparable to (or even surpassing) that of GP using Function Set 1.
Importantly, the introduction of standardisation appears to remove issues of scale in
the training data, meaning that these low-bias characteristics are not sensitive to the
location of training data, as was observed when using GP . Figure 4.3 shows the same
comparison of GP and GPZ as in Figure 4.1 but without removing outliers. These
results reinforce that Function Set 1 can provide very erratic decomposed error and
therefore Function Set 3 should be used.
Through standardisation, a simple function set can be used on the examined prob-
lem with low error due to bias. Although this only presents a single example, it still
stands in contrast to the results of previous work promoting the use of large complex










































Component Total Error bias2 varext varint Irreducible Error
Figure 4.1: Decomposed error for GP and GPZ and data generated by Equation (3.13),
using 25 training observations, Function Sets 1 and 3, a maximum depth of 10 and a
varying number of generations. Note that the left-most column of plots is recreated
from Figure 3.11 for easier comparison.
training on both small and large training samples. However, there is an increase in
error due to external variance when using standardisation and small training samples.
This is the only GP configuration examined in which the total error is dominated by
external variance rather than internal variance or bias.
Standardising GP for a small number of training observations also has the effect of
increasing error due to internal variance for some ranges of x, and so an investigation
into the relationship between standardisation and the nature of the data itself is war-
ranted. For example, the models produced by GPZ for x ∈ U [5, 6) and a maximum
depth of 16 at generation 250 exhibit internal and external variance values of 194915.58
and 19815.11, respectively. The median function and training data sample associated
with the largest error values are shown in Figure 4.4; for this particular data sample,
the functions produced by GPZ are markedly different between runs for test obser-
vations with small x values, but have remarkably similar characteristics in the areas
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Figure 4.2: Decomposed error for GPZ and data generated by Equation (3.13), using
25 training observations, Function Set 3 and varying the maximum tree depth and the
number of generations.
5.0 < x < 5.2. This pattern of erratic error due to internal variance is also exhibited
for other runs of GPZ for x ∈ U [1, 2) and x ∈ U [10, 11) when certain ranges of x values
are present in the test observations but not in the training observations. Interestingly,
in the cases where this erratic modelling behaviour occurs, the significant gaps in the
training data are located on the boundaries. GPZ does not seem to be influenced by
gaps in the middle of the training data, only on its edges. This suggests a complex
interaction between training data and the space of models searchable by GPZ ; there
are many models in the search space that behave very similarly in and around the mid-
dle of the input domain, but behave markedly differently on the fringes. Unlike GP ,
this unstable modelling behaviour is not brought about through mishandled division
or similar operations, but rather through model behaviours that cannot be controlled
through protected operators or similar exception handling. This plausibly explains
why GPZ exhibits both sensitivity to training sample (as shown by the larger error













































Component Total Error bias2 varext varint Irreducible Error
Figure 4.3: Decomposed error cf., Fig. 4.1 (outlier models not removed before decom-
position computed). Note that a log scale is used for the y axis.
algorithm.
These results show that, for sparse training data, GPZ exhibits a different dominant
component of decomposed error compared to GP . Therefore, the method required to
reduce total error for GPZ differs to the method required to reduce total error for
GP , as they need to target the reduction of different components of error. For GPZ ,
some variant of bagging is likely to improve the overall performance of the algorithm,
while for GP an approach that targets bias reduction (e.g., boosting) could be more
effective. To explore this, bagging was applied to both GP and GPZ using Function
Sets 1 and 3; in each case 30 bootstrap resamples were used and a median selection
rule was used for the aggregation function. The results are shown in Figure 4.5, where
a training sample of 25 observations was used. An interesting observation is that, while
error due to internal variance is effectively reduced through bootstrapping, error due to
external variance appears to be less affected. In fact, it is not until a larger sample of
250 observations is used for training (Figure 4.6) that error due to external variance is






































Figure 4.4: The largest error due to internal variance for GPZ is due to an outlier run
associated with the first training sample for x ∈ U [5, 6). The left plot shows the test
observations for x ∈ U [5, 6) (constant across training samples). The middle plot shows
the median predicted function (F (x)) (red) and the 10 functions predicted by the 10
runs of GPZ (grey). One of the functions provides very large predictions for small
x values. The right plot shows the median predicted function (red) and the training
observations (black) associated with the first training sample. Due to the outlier run
shown in the middle plot, the median predicted function provides large predictions for
small x values, which are not represented by the training observations.
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forests (see Figure 3.6), so this may be a limitation of bagging on very small samples
rather than a property of GP. It is explored in Section 5.2 whether an ensemble of
models without bootstrapping (i.e., performing multiple runs for the same data) is
sufficient to reduce error due to internal variance. These results confirm that GPZ is
effective in reducing error due to bias for a smaller function set (Function Set 3), without
a substantial trade-off with error due to variance components. Also, GPZ provides
improved performance with a single GP run in contrast to a more computationally
expensive ensemble approach (such as bagging using Function Set 1), which requires












































Component Total Error bias2 varext varint Irreducible Error
Figure 4.5: Decomposed error when using a bagging ensemble approach (30 bootstrap
resamples) for GP and GPZ and data generated by Equation (3.13), using 25 training
observations, Function Sets 1 and 3, a maximum depth of 10 and a varying number of
generations.
4.3 Erratic Error Due to Variance
The results presented in Section 4.2 suggest that GP and GPZ differ in the nature and













































Component Total Error bias2 varext varint Irreducible Error
Figure 4.6: Decomposed error when using a bagging ensemble approach (30 bootstrap
resamples) for GP and GPZ and data generated by Equation (3.13), using 250 training
observations, Function Sets 1 and 3, a maximum depth of 10 and a varying number of
generations.
internal and external variance for Function Set 3, which is not associated with issues
that easily cause outlier predictions such as division by close to zero. There is also
evidence that the erratic error due to variance may be caused by the training data
exhibiting gaps at the boundaries of the explanatory variable intervals but the test
data not exhibiting these gaps. The extended bias-variance decomposition is used to
better understand the effect of standardisation on the behaviour of GP.
4.3.1 Boundary outlier predictions
Why do gaps at the boundaries of training data allow a model to predict outlier val-
ues? A better understanding of this issue is provided by modelling a simple synthetic
function:
h(x) = sin(2πx) (4.2)
t = h(x) +N(0, 0.3) (4.3)
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for x ∈ U [0, 1.25). This is performed using training data that have been altered
to include gaps at different positions of the interval of x, clarifying whether erratic
predictions are associated specifically with gaps at the boundaries. A training set of
100 observations was initially generated and 10 observations were removed in order to
provide a gap at different positions within the interval of x (gaps at the left boundary,
right boundary and centre of the interval). 10 observations were removed randomly
from the entire interval of x for the training set associated with no gap. To understand
the interaction between training data gaps and outlier predictions, independent of the
behaviour of GP, OLS regression was used. Polynomial functions with varying degrees
of power transformations (order 1 for the single explanatory variable x up to order
6 for explanatory variables x, x2, x3, x4, x5, x6) were fitted using OLS regression to
understand the influence of model complexity on outlier predictions. These models
were used to predict 200 observations generated uniformly from the interval of x.
The polynomial functions are shown in Figure 4.7. There are only outlier pre-
dictions associated with the training data exhibiting gaps at the boundaries of the
interval of x. For the lower order polynomials (particularly Order 1), there is no er-
ratic/oscillating behaviour at the boundaries of x. However, they do not provide as
good a fit of the data (exhibit larger error due to bias) at the centre of the interval
of x, compared to the higher-order polynomials. The oscillation at the boundaries of
the higher order polynomials is also seen in Runge’s phenomenon (Runge, 1901). More
accurate predictions for boundary x values are not necessarily achieved from a higher-
order polynomial function, with convergence at the centre of the interval but not at
the boundaries (Trefethen, 2019). Convergence of the entire interval of a function is
determined by both the half-length of the interval of the explanatory variable and the
distance between the poles and real-axis (Epperson, 1987, p. 337-338).
For these simple additive models, the higher-order polynomials are not able to
converge at the boundaries of x due to the lack of training data. These results are
relevant to GP because, when using a function set of {+,−,×}, it essentially produces
models that are higher-order polynomials, particularly when using GPZ . There are
parallels between GP and the lower-order polynomials in Figure 4.7 because, while
they do not provide erratic behaviour, they may not provide a good fit to the data. In
contrast, GPZ and the higher-order polynomials provide a better fit to the data but
can provide outlier values in the presence of a gap at the boundary of the interval. It is
explored in Sections 4.3.2 and 4.3.3 whether training data boundary gaps cause erratic
behaviour for GP.
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Figure 4.7: Polynomial functions fitted using OLS regression for data generated by
Equation (4.3) and training data points with gaps at different intervals of x.
4.3.2 Outlier predictions associated with GP
In order to better understand the erratic behaviour of GPZ at the boundaries of the
training data, GPZ was applied to the synthetic function generated by Equation (3.13).
For each range of x values, GP and GPZ were performed for 10 training samples (25
observations per sample) and 10 runs for each training sample (100 runs in total). The
parameters for GP are shown in Table 3.1 as well as a maximum depth of 10 and a
subtree mutation depth of 4. The 100 functions produced by GP and GPZ , as well
as the median function1, are shown in Figure 4.8. The test observations are shown
instead of the training observations as these vary between the 10 training samples
used to produce the 100 functions. A limit has been placed on the y axes due to
large prediction values associated with a number of GPZ runs. The largest absolute
prediction value exhibited is 124.7 for x ∈ U [5, 6) and a smaller x value (left boundary).
The decomposed error of the 100 runs is also shown in Figure 4.8. Prediction error
1The median function is determined by calculating the median of the 100 predicted values for each
test observation.
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is decomposed when including outlier models as they need to be targeted in order to
stabilise and reduce the magnitude of error due to variance. Including outlier models





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Type Median Function Individual Run
GP GPZ








Type Total Error bias2 varext varint Irreducible Error
(c) x ∈ U [10, 11)
Figure 4.8: Left: Functions produced by individual runs of GP and GPZ after genera-
tion 250 (grey), median function (red) and test observations (black) for data generated
by Equation (3.13). Right: Decomposed error for GP and GPZ for data generated by
Equation (3.13), using a varying number of generations.
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For each range of x values, one of the boundaries is more sensitive to outlier pre-
dictions than the other boundary (e.g., small x values for x ∈ U [1, 2) and GPZ). This
suggests that the distribution of training data may be causing outlier predictions for
particular intervals of x and training sets (as shown in Figure 4.4). For values in the
middle of the distribution of x, the predicted functions for GPZ are relatively similar to
the actual values of the test observations (1000 observations). However, for boundary x
values (smaller or larger x values), GPZ is often significantly over or under predicting.
The largest prediction errors (exhibited for x ∈ U [5, 6)) are associated with the largest
error due to internal (and external) variance value at the end of evolution. In contrast,
the estimated functions associated with GP do not capture the polynomial shape of
the actual underlying function. As x shifts away from zero, there is an increase in error
due to bias. GP is capable of evolving expressions that emit predictions that are in the
same area of the search space as x when the values of x are close to zero. However, GP
finds it difficult to shift the expression when the response values and x values (shifted
away from zero) are in different areas of the search space. This is represented by GP
providing a better fit of the test data for x ∈ U [1, 2) than x ∈ U [5, 6) or x ∈ U [10, 11).
GPZ provides greater flexibility in capturing the polynomial underlying function than
GP . The error due to bias does not increase for GPZ as x shifts away from zero.
However, in contrast to GPZ , there are no outlier predictions at the boundaries of x
for GP (only a few predictions that deviate from the actual values for x ∈ U [1, 2) and
larger x values).
It is important for a predictive model to provide good performance for values at
both the centre and the boundaries of the distribution of an explanatory variable.
Training observations at the boundaries are often associated with a high degree of
leverage/influence on the shape of a predictive model. Therefore, the prevalence and
cause of these outlier predictions for GPZ is investigated in Section 4.3.3.
4.3.3 Effect of sampling on variance behaviour
It is not clear how often the erratic behaviour of GPZ occurs and whether the single set
of 100 runs used to decompose error (see Figure 4.8) is representative of the behaviour
of GPZ for that data set and set of explanatory variable intervals. The data generated
by Equation (3.13) was used to generate four different trials of data (10 training samples
of 25 observations and one test sample of 1000 observations) for each interval of x. For
each trial of data, GPZ was performed and the error was decomposed four times (four
repetitions of 100 runs). The decomposed test error results for x ∈ U [5, 6) are shown
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in Figure 4.9. Erratic error due to internal variance is exhibited for all ranges of x
values. It is the largest component of error for a number of the error decompositions
for x ∈ U [5, 6) and x ∈ U [10, 11) (not shown), with particularly large error values for
x ∈ U [5, 6). The error due to internal variance is more erratic for some trials compared
to others. This reinforces the idea that the trial of training and test data has an
effect on the stability of error due to internal variance. Also, for the trials of data
associated with more erratic internal variance, this behaviour appears to be common.
For example, Trial 2 for x ∈ U [5, 6) often exhibits large error due to internal variance
whereas Trial 3 for x ∈ U [5, 6) always exhibits much more stable error due to internal
variance.


























Component Total Error bias2 varext varint Irreducible Error
Figure 4.9: Decomposed error for GPZ and data generated by Equation (3.13) for
x ∈ U [5, 6), using 25 training observations and a varying number of generations.
The runs associated with Trial 1 and Repetition 3 for x ∈ U [5, 6) are analysed as
the error due to internal variance is large and highly erratic for GPZ (an error value of
27.9 by the end of evolution). By visualising the predicted functions produced by each
training sample (see Figure 4.10), it is clear that the largest test prediction residuals
(i.e., when ŷ > 300) are associated with the first training sample.
For the first training sample, the function produced by each run is visualised as











































































































































































Figure 4.10: Median functions (red) and functions produced by individual runs of GPZ
(grey) for Trial 1, Repetition 3 and data generated by Equation (3.13) for x ∼ U [5, 6).
92
for the y axis makes it clear that the predicted functions differ greatly for small x
values (5 < x < 5.2), with the largest ŷ > 300. For the values of x > 5.2, the estimated
functions are more representative of the underlying data generating function. The clear
difference between the test predictions for the intervals of 5 < x < 5.2 and 5.2 < x < 6
is that all of the 25 training observations are within the range 5.2 < x < 6 and there
are no training observations for 5 < x < 5.2. When evolving the GP models, a lack
of evaluation for 5 < x < 5.2 means that the shape of the predicted function within
this range can change significantly in order to improve the accuracy of the model for
the training data outside this range. However, when testing the model, many of the
observations lie outside the range of the training observations and therefore provide
poor test error. The median function has a distinct change in slope/trajectory at
x ≈ 5.2. The flexibility of the shape of the function for the interval 5 < x < 5.2 is due
to the combination of a lack of training data as well as the internal random choices of
the algorithm. This is why GPZ exhibits a trade-off between providing lower error due









Type Median Function Individual Run
Figure 4.11: Functions produced by individual runs of GPZ for the first training sample
(grey), median function (red) and training observations (black) data generated by
Equation (3.13) for x ∈ U [5, 6).
The single run associated with the largest prediction errors forGPZ exhibits extreme
values for 5 < x < 5.2 due to a lack of training data. GPZ is performed using the
minimal function set of {+,−,×}. Therefore, these large prediction errors occur despite
the absence of operators that require protection (Keijzer, 2003). For the run associated
with the largest prediction error for GPZ (see Figure 4.11), the full equation that
describes the function was examined. The simplified equation associated with the
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large predicted values for Sample 1 and X ∼ U [5, 6) (see Figure 4.10) is:
ŷ =− (x ∗ (0.02 ∗ (x3 ∗ (0.06 + 0.12 ∗ x− x ∗ (1 + 2.00 + 1.73 ∗ x))∗
(x− 0.78)) + 0.14) ∗ (0.68 ∗ x+ 3.71− ((−0.91− x)∗
(1.32 ∗ (0.77 + 1.36− 1.74 ∗ x) + 2.26) + (0.20 + 2 ∗ x− x2) ∗ (0.90 + x))))
(4.4)
The magnitude of the ŷ values are much larger than the actual y values for 5 < x <
5.2 because the predicted function is a high order polynomial. For this training set,
standardising the x values reduces the magnitude of x (e.g., -2.7 instead of 5.0). Also,
ŷ in the standardised space exhibits large values (a maximum value of 732), which are
reduced in size when converting back to the non-standardised space using SD(y) < 1
(0.452). However, the boundary x values are still the largest absolute values in the
standardised space and therefore produce larger ŷ values when applied to the high-
order polynomial function. Also, the model is evolved around zero in the standardised
space, so predictions for values of x that are further away from zero are less stable.
After inspecting the results, including those in Figure 4.9, it is clear that all of the
larger test error values are associated with a gap at the boundary of the training data
x values. In Section 4.4, it is investigated how the magnitude of a gap at the boundary
of a training data explanatory variable influences erratic prediction error for GPZ .
4.4 Data Augmentation for Stabilising Variance
In order to quantify the effect of training data gaps at the boundaries of explanatory
variables, it was examined whether the size of a gap in training data is correlated
with the number of runs that exhibit outlier or extreme residuals. Based on the linear
model results in Figure 4.7, only gaps at the boundaries of x were examined. This
was performed using the decomposed test error results and training samples associated
with Equation (3.13). For each set of 100 runs, the test mean square error (MSE)
for each run was calculated and then the quartiles and interquartile range (IQR) of
the MSE values were calculated. This was performed based on the predictions made
at the end of each run (after generation 250). A run was considered to be an outlier
(associated with large residuals) if its MSE is smaller than Q1 − (1.5 ∗ IQR) or larger
than Q3 + (1.5 ∗ IQR). For each different training and test split, the number of outlier
runs was calculated. In order to measure the size of the gap, the gap for the smaller
training x values (the difference between the smallest x value and the lower limit of
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the x values) and the gap for the larger training x values (the difference between the
upper limit of the x values and the largest x value) were calculated and the largest gap
was chosen. The size of the gaps were calculated using raw/non-standardised x values.
The size of the largest training data boundary gap and the number of outlier runs is




















Data X ~ U[1,2), a=1 X ~ U[5,6), a=5 X ~ U[10,11), a=10
Figure 4.12: Number of outlier runs vs largest training data gap for GPZ and data
generated by Equation (3.13).
These results clearly show that an explanatory variable with a larger training data
gap at the boundary of the variable is more likely to be associated with outlier runs.
This is shown for all intervals of x. This is not surprising as any learning algorithm
has difficulty predicting test observations that are not represented by the training
observations. Also, a lack of training data at the boundary intervals of an explanatory
variable allows the predicted function to take any shape within that interval without
significantly affecting the training error. All the intervals of x exhibit a steep increase
in the number of outlier runs when the training data gap is larger than ≈ 0.1. As
the width of the x interval is always 1, this suggests that GPZ is likely to provide
outlier runs if there are boundary training data gaps which are larger than 10% of the
range of the whole explanatory variable interval. The relationship between the size of
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the largest training data gap at the boundaries of the explanatory variable and the
number of outlier runs is also shown by a correlation of 0.81. Therefore, a solution to
the outlier runs associated with training data gaps at the boundaries of explanatory
variables needs to be explored.
4.4.1 Solution for training data boundary gaps for small data
sets
A complementary method to standardisation is data augmentation, which is commonly
used in deep learning. This involves using information about the problem domain, as
captured by the training data, to generate observations that are added to the training
set (Wang and Perez, 2017). It has been used for image classification by performing
geometric or colour augmentations (e.g., cropping or translating an image) (Baird,
1992; Simard, Steinkraus, Platt, et al., 2003; Krizhevsky, Sutskever, and Hinton, 2012)
as well as audio classification tasks (McFee, Humphrey, and Bello, 2015; Salamon and
Bello, 2017). While it has been applied to regression problems for continuous response
data (Velasco, Garnica, Contador, Lanchares, Maqueda, Botella, and Hidalgo, 2017),
this is less common in the literature.
The purpose of this chapter is to characterise and understand the reason for errors
at the boundaries of explanatory variables. The goal is not to find the optimal strategy
for solving this issue. However, a possible solution to the training data gaps at the
boundaries of explanatory variables is to augment the training data with observations
that are located at the upper and lower boundaries of the explanatory variable. For
synthetic data sets, the interval used to generate the data points is known and therefore
the upper and lower values of this interval can be used for the boundaries. Although
this is less clear for real-world problems, the characteristics of the scale of a variable
may be well understood (e.g., a quantity cannot be negative) or the boundary values
could be predicted. The training data can be augmented using a nearest neighbour
method as shown in Figure 4.13; the data augmentation has been applied to the training
sample associated with the outlier run shown in Figure 4.11.
Firstly, the training observation that is closest to each boundary of the explanatory
variable is determined. Then for each boundary observation, the response value from
the nearest training observation is copied to the new boundary training observation.
This method is performed separately for each training sample. As there are issues with











Figure 4.13: Training Sample 1 for data generated by Equation (3.13) and x ∈ U [5, 6)
including nearest training observations to boundaries (black) and new boundary train-
ing observations (red).
from the nearest training observation rather than predicting y using a function fitted
to the training data (e.g., loess regression). In order to avoid the standardisation being
distorted by the boundary observations, x̄ and SD(x) are calculated using only the
original training data.
The above method of adding boundary observations to the training data was applied
to the data set generated by Equation (3.13) and x ∈ U [10, 11), using the same minimal
function set of {+,−,×}. As used before, GP was performed for 10 training samples
and 10 runs for each training sample (100 runs). The decomposed test error for these
data when using the ordinary training samples for GPZ as well as the augmented
training samples for standardised GP (GP ∗Z) is shown in Figure 4.14 (using a log scale
for the y axis). The decomposed error shows that the erratic behaviour of the error
due to internal variance has been stabilised by augmenting the training data with
observations at the boundaries of the x variable. The error due to external variance
has also been reduced. There is a small increase in error due to bias but total error is
still smaller than that associated with GPZ .
As the data set generated from Equation (3.13) is a one dimensional problem, the












Component Total Error bias2 varext varint Irreducible Error
Figure 4.14: Decomposed error for standardised GP with (right) and without (left)
nearest neighbour boundary augmentation and data generated by Equation (3.13) for
x ∈ U [10, 11), using a varying number of generations.
assess the performance of training data augmentation for a larger number of dimen-
sions, data augmentation was applied to the synthetic problem generated by Equation
(3.14). As the problem has more than one explanatory variable, the current version of
GP ∗Z is not an appropriate method for this problem as the locations of the boundary
observations now involve multiple explanatory variables that need to be jointly consid-
ered. Therefore, GPZ was performed in order to better understand which areas of the
explanatory variable space exhibit the largest prediction errors. This was performed
using 10 training samples of 25 observations and one test sample of 1000 observations
(as performed for data generated by Equation (3.13)). The squared residual error val-
ues associated with the test data for an example GPZ run are shown in Figure 4.15.
The largest error values are primarily located at the corners of the explanatory vari-
able space while the smallest error values are located as the centre of the explanatory
variable space. This shows that the boundary observations that are used to augment
the training data should be located at the corners of the variable space. This also rein-
forces that augmenting the training data with boundary cases is more important than
augmenting the training data where there are gaps in the middle of an explanatory
variable interval.
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Figure 4.15: Example GPZ test error squared residual values for data generated by
Equation (3.14).
In order to augment the training data with corner boundary observations, all of
the explanatory variables together need to be considered. This involves creating a new
observation for every combination of the extrema for the explanatory variables (see
Figure 4.16). The distance from the boundary observation to each training observation
(used to determine the response value of the boundary observation) was calculated
using the number of dimensions equal to the number of explanatory variables. As the
data are synthetic, the upper and lower values for the explanatory variables are known.
For a data problem with three explanatory variables, this method of augmenting the
training data requires an additional eight new boundary observations.
Augmenting the training data with boundary observations for every combination of
upper and lower values for the explanatory variables (GP ∗Z for more dimensions) was
applied to data generated by Equation (3.14). The decomposed error for both GPZ and
GP ∗Z are shown in Figure 4.17. This shows that the error due to internal variance is
smaller and much more stable when augmenting the training data with corner boundary
observations. Augmenting the data induces an increase in error due to bias because
GP ∗Z fits a model to training data that includes boundary observations, which are less
accurate than the actual observations due to the prediction of the response values.
This increase in error due to bias is accentuated by a larger number of boundary
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Figure 4.16: Example augmented training sample for data generated by Equation
(3.14). Includes the original training observations (black), new boundary training
observations (red) and arrows pointing to the nearest original training observations
used to obtain the corresponding response values.
GPZ GPZ
*
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Figure 4.17: Decomposed error for GPZ and GP ∗Z (corner boundary augmentation)
and data generated by Equation (3.14).
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Table 4.2: Synthetic data sets. The training and test data intervals are described using
[start:step:stop] notation, where rnd(min,max) refers to random uniform sampling
and mesh refers to regular sampling in the two dimensional explanatory variable space.
Problem Equation Train Interval Test Interval
1 f(x) = 0.3xsin(2πx) x=[-1:0.1:1] x=[-1:0.001:1]
2 " x=[-2:0.1:2] x=[-2:0.001:2]
3 " x=[-3:0.1:3] x=[-3:0.001:3]
4
f(x) =x3exp−xcos(x)sin(x)
(sin2(x) ∗ cos(x)− 1)
x=[0:0.05:10] x=[0.05:0.05:10.05]











9 f(x) = arcsinh(x) x=[0:1:100] x=[0:0.1:100]
10 f(x, y) = xy x,y=rnd(0,1) x,y=mesh([0:0.01:1])
11
f(x, y) =xy+
sin((x− 1)(y − 1))
x,y=rnd(-3,3) x,y=mesh([-3:0.01:3])
12 f(x, y) = x4 − x3 + y2/2− y x,y=rnd(-3,3) x,y=mesh([-3:0.01:3])
13 f(x, y) = 6sin(x)cos(y) x,y=rnd(-3,3) x,y=mesh([-3:0.01:3])
14 f(x, y) = 8/(2 + x2 + y2) x,y=rnd(-3,3) x,y=mesh([-3:0.01:3])
15 f(x, y) = x3/5 + y3/2− y − x x,y=rnd(-3,3) x,y=mesh([-3:0.01:3])
observations (a larger proportion of the number of training observations) for more
than one explanatory variable. However, error due to internal variance and, therefore,
total error is more stable and smaller in magnitude.
4.4.2 Application of data augmentation to small data sets
The predictive performance of GP using training data augmented with corner boundary
observations needs to be assessed for a range of synthetic data problems. Therefore,
GP , GPZ , and GP ∗Z were applied to synthetic problems with a varying number of
explanatory variables (see Table 4.2) as used by Keijzer and Babovic (2000). For
Problems 1-4 and 6-9, GP ∗Z was not performed as the training data already includes
observations at the boundaries of the explanatory variable intervals. For Problems
1-4 and 6-9, GP was performed 50 times (for the same training and test split). For
Problems 5 and 10-15, GP was performed once for each of the 50 different training
sets. The prediction error was calculated using the root relative squared error (RRSE)
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Table 4.3: Comparisons of median testing RRSE performance for synthetic data sets.
For each problem, the p-value for a Wilcoxon signed-rank test for difference between
methods A and B is shown. Where relevant, a  or ≺ symbol indicates a significant
difference in favour of method A or B, respectively.
MethodA MethodB 1 2 3 4 5 6
GP GPZ 0.942 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 
GP ∗Z - - - - 0.059 -
GPZ GP
∗
Z - - - - 0.000  -
MethodA MethodB 7 8 9 10 11 12
GP GPZ 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.899 0.000 
GP ∗Z - - - 0.323 0.000  0.000 
GPZ GP
∗
Z - - - 0.003  0.000  0.000 
MethodA MethodB 13 14 15
GP GPZ 0.203 0.003  0.402
GP ∗Z 0.293 0.081 0.000 
GPZ GP
∗
Z 0.828 0.243 0.000 





where i denotes the index of an instance in the data set. For standardised GP, ŷ was
replaced by ŷ∗ (see Equations (2.18) and (4.1)). For each problem, the p-value for a
Wilcoxon signed-rank test for the difference between two methods was calculated.
The test RRSE results for the synthetic data sets are shown in Figure 4.18 (limited
to an RRSE of 1) as well as Tables 4.3 and 4.4. GPZ largely provides lower prediction
error than GP . This is particularly true for Problem 9. The main case when GPZ
performs worse than GP is for Problem 6. This is not surprising because the size of
the interval of the test observation x values is more than twice as large as the interval
of the training observation x values. GP ∗Z provides similar or higher prediction error
compared to GPZ (in terms of median testing). For some problems, GPZ does not
appear to be impacted by issues relating to a lack of boundary observations. In these
situations, augmenting the data set with boundary observations will only increase error
due to bias and lead to an increase in total error. For the other problems associated
with larger GP ∗Z error values, GP ∗Z reduces the number of outlier values associated with
GPZ but at the cost of increasing error due to bias. However, GP ∗Z performs particularly
well on Problems 13 and 14 as, compared to both GP and GPZ , GP ∗Z exhibits fewer
values of RRSE > 1 without a statistically significant increase in RRSE. These results
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show that GP ∗Z performs well when the training data sample size is small, and therefore
gaps at the boundaries of the explanatory variable intervals are more likely, as well as
for more complex underlying data generating functions.
Table 4.4: Test RRSE statistics (% quartiles) for synthetic problems
% Q RRSE
Problem Method 0 25 50 75 100 # > 1
1 GP 0.159 0.350 0.397 0.458 0.720 0
GPZ 0.252 0.337 0.399 0.442 0.795 0
2 GP 0.632 0.761 0.837 0.855 0.873 0
GPZ 0.489 0.643 0.770 0.817 0.874 0
3 GP 0.870 0.903 0.905 0.912 0.918 0
GPZ 0.765 0.896 0.902 0.905 0.925 0
4 GP 0.749 0.963 0.985 0.991 0.998 0
GPZ 0.286 0.701 0.822 0.913 0.956 0
5 GP 0.028 0.088 0.109 0.156 0.313 0
GPZ 0.036 0.059 0.072 0.090 0.180 0
GP ∗Z 0.037 0.082 0.101 0.119 0.162 0
6 GP 0.270 1.559 2.007 5.149 14.606 44
GPZ 1.082 40.793 119.706 627.986 13226.610 50
7 GP 0.239 0.292 0.351 0.403 0.566 0
GPZ 0.045 0.072 0.082 0.105 0.190 0
8 GP 0.089 0.125 0.162 0.201 0.324 0
GPZ 0.022 0.032 0.039 0.050 0.111 0
9 GP 0.279 0.337 0.416 0.462 0.641 0
GPZ 0.054 0.092 0.102 0.117 0.173 0
10 GP 0.140 0.178 0.194 0.212 0.337 0
GPZ 0.136 0.166 0.174 0.186 0.242 0
GP ∗Z 0.148 0.171 0.185 0.213 0.234 0
11 GP 0.218 0.263 0.312 0.403 2.976 3
GPZ 0.218 0.273 0.306 0.389 0.700 0
GP ∗Z 0.242 0.341 0.414 0.488 0.777 0
12 GP 0.000 0.025 0.059 0.138 2.395 3
GPZ 0.084 0.235 0.363 0.497 5.189 4
GP ∗Z 0.322 0.481 0.632 0.736 1.115 1
13 GP 0.653 0.736 0.846 1.020 2.018 16
GPZ 0.579 0.802 0.891 1.089 2.710 17
GP ∗Z 0.366 0.832 0.891 0.981 1.743 9
14 GP 0.256 0.587 0.628 0.841 2.993 3
GPZ 0.543 0.655 0.799 1.011 3.669 14
GP ∗Z 0.491 0.691 0.802 0.838 1.375 2
15 GP 0.165 0.300 0.368 0.562 1.357 2
GPZ 0.170 0.313 0.398 0.527 3.241 2



















Figure 4.18: Boxplots of test RRSE error for synthetic problems. Note that GP ∗Z is
only performed for Problems 5 and 10-15.
4.4.3 Solution for training data boundary gaps for large data
sets
The performance of GP ∗Z should be examined for a data set with a larger number of ex-
planatory variables. Therefore, data augmentation was applied to the Boston Housing
data set (Breiman, Friedman, Stone, and Olshen, 1984; Harrison and Rubinfeld, 1978).
The data were split into 70% of the observations for testing and 30% for learning, in
order to accentuate the need for data augmentation. 50% of the observations in the
learning pool were sampled for each of the training samples. The error was decom-
posed using 10 training samples and GP was run 10 times for each training sample. As
Boston Housing is a real-world data set, the minimum and maximum values of some
explanatory variables are not known. Based on the understanding that data should
be augmented using only information captured by the training data (Wang and Perez,
2017), the minimum and maximum values in the training data were determined and
the values were shifted outwards by a certain percentage of the range of the variable
(GP ∗TZ ). However, the minimum and maximum values were not shifted outwards for
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nominal/discrete variables as this would produce nonsensical values. For the data sets
generated by Equation (3.13), there is evidence that shifting the boundary values out-
wards by 10% would be sufficient to prevent a large number of outlier runs (see Figure
4.12). However, as Boston Housing is a more complex data set, the minimum and
maximum values were shifted outwards by 20% of the range of the variable (with the
exception of the nominal/discrete variable chas). While data should be augmented
using the minimum and maximum values of the training data, domain knowledge may
provide a greater understanding of the boundary values. In order to simulate this do-
main knowledge, the Boston Housing data set was also augmented using the minimum
and maximum values from the whole data set (GP ∗Z).
The decomposed test error for the Boston Housing data set for GPZ , GP ∗Z and
GP ∗TZ are shown in Figure 4.19 (using a log scale for the y axis). The results show
that applying training data augmentation to standardised GP significantly reduces the
magnitude of the error due to internal variance and increases its stability. However,
the error due to bias is larger when using any of the training data augmentation meth-
ods compared to GPZ . This is not surprising as the number of additional boundary
observations is much larger than the number of original observations in each training
sample. Unlike augmenting the training data for a lower dimensional problem such
as data generated by Equations (3.13) and (3.14), augmenting the Boston Housing
data set requires 8192 boundary observations for each original training sample of 76
observations (i.e., significantly more boundary observations than original training ob-
servations). This places greater emphasis on the prediction accuracy of the boundaries
of the explanatory variable space. These boundary areas may be less common and less
important to predict compared to the values at the centre of the explanatory variable
space. This causes an increase in error due to bias when predicting the test observa-
tions. GP ∗Z exhibits lower error due to bias than GP ∗TZ but it is only a small difference.
This shows that using the training data to determine the boundaries of explanatory
variables provides reasonable performance compared to using the boundaries from all
of the data. GP ∗TZ exhibits larger error due to external variance than GP ∗Z because
the explanatory variable values of the boundary observations change between training
samples.
As the large number of boundary observations has caused an unacceptable increase
in error due to bias, standardised GP should be performed using a smaller number of
observations to augment the training data. Therefore, the subset of the corner bound-
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Figure 4.19: Decomposed error for GPZ , GP ∗Z and GP ∗TZ and the Boston Housing data
set, using a varying number of generations.
those boundary observations that are furthest away from the original training observa-
tions) were used to augment the training data. Firstly, the boundary observations were
generated (as performed above for GP ∗Z and GP ∗TZ ). Then, the Mahalanobis distance
between the centre of mass of the training observations and each boundary observa-
tion was calculated (Mahalanobis, 1936). The training data were augmented with the
selected corner boundary observations and these data were used to perform GP. The
boundary observations were constructed using training data to determine boundaries
(GP S∗TZ ) as well as all of the data to determine boundaries (GP S∗Z ).
Choosing the number of corner boundary observations is an important parameter
for the predictive performance of GP S∗Z or GP S∗TZ . Therefore, the impact of the chosen
number of observations on the decomposed prediction error should be explored. GP S∗Z
and GP S∗TZ were performed for the Boston Housing data set for a varying number
of selected boundary observations. As performed above for GP S∗TZ , the minimum and
maximum values were shifted outwards by 20% of the range of the variable. The number
of boundary observations was calculated as a proportion of the number of training
observations (1, 1/2, 1/4, 1/8, 1/16, 1/32, 1/64). The largest number of boundary
observations used was equal to the number of training observations (76 observations
per training sample) due to the large error due to bias exhibited for GP ∗Z and GP ∗TZ .
The decomposed error for GP S∗Z and GP S∗TZ are shown in Figure 4.20. The results
show that as the number of selected boundary observations increases (i.e., a larger
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Figure 4.20: Decomposed error for GP S∗Z and GP S∗TZ and the Boston Housing data set,
using a varying number of generations.
error due to bias increases. This is consistent with the examples shown earlier in this
chapter. However, increasing the number of boundary cases places too much emphasis
on the prediction accuracy of the boundaries of the explanatory variable space (using
nearest neighbour prediction for the boundary response values) and increases error due
to bias. The results for GP S∗Z and GP S∗TZ show that only a few boundary observations
are needed to stabilise error due to internal variance without an increase in error due
to bias. This is in contrast to the large number of augmentations often used in deep
learning. Therefore, it is important to determine the appropriate number of boundary
observations for a particular problem in order to reduce total error. GP S∗TZ exhibits
similar decomposed prediction error to GP S∗Z . Therefore, the experiments performed
in Section 4.4.4 focus only on comparing GP S∗Z to GPZ and GP ∗Z .
4.4.4 Application of data augmentation to larger data sets
The predictive performance of GP using training data augmented with selected corner
boundary observations needs to be assessed for a range of larger problems. Therefore,
GP , GPZ and GP S∗Z were applied to real-world and synthetic problems with a varying
number of explanatory variables (see Table 4.5). The data were split into 70% for
training and 30% for testing (and vice-versa). GP was performed for 50 different runs
(each run using a different training and test split). The number of boundary obser-
vations for each data set and training/test split was determined using cross-validation
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Table 4.5: Benchmark data sets
Problem # Inputs # Instances References
Abalone 8 4177 Breiman (2001)
Airfoil 5 1503 Albinati, Pappa, Otero, and Oliveira
(2015); Lichman (2015)
Auto MPG 7 392 Quinlan (1993)
Boston Housing 13 506 Breiman et al. (1984); Dick (2015);
Harrison and Rubinfeld (1978)
Concrete Strength 8 1030 Yeh (1998); Dick (2015)
Energy 8 768 Dick (2015)
Friedman 1 10 2200 Breiman (2001)
Ozone 8 330 Breiman (2001)
Wine Quality (Red) 11 1599 Dick (2015)
Yacht 6 308 Dick (2015)
(3-fold for 70% training and 2-fold for 30% training), including the option of adding
no boundary observations to the training data. The number of boundary observations
was calculated as a proportion of the number of training observations in a geometric
sequence (as previously performed for the Boston Housing data set). The proportion of
boundary observations was implemented if there were enough boundary observations
(based on the number of explanatory variables), at least one boundary observation and
no more boundary observations than the number of training observations. The error
was calculated using RRSE as shown in Equation (4.5).
The test RRSE results for the benchmark data sets are shown in Figures 4.21 and
4.22 (limited to error values less than 1) as well as Tables 4.6 to 4.9. There are more
large error values (RRSE > 1) associated with GP or GPZ for a 30% training data split
than a 70% training data split. This is not surprising because a smaller training sample
is likely to be associated with bigger gaps at the boundaries of the explanatory variables
and therefore more erratic prediction error. For all of the data sets except Airfoil and
Yacht, GP S∗Z constructs boundary observations for the majority of the training folds
(out of 50 folds). This suggests that based on cross-validation, many of the training
folds have gaps at the boundaries. However, the number of constructed boundary
observations is only a small proportion of the number of training observations. This
reinforces the results shown in Figure 4.20. While the proportion of training folds
without augmentation does not decrease for all data sets for a smaller number of
training observations, it is clear that the average proportion of boundary observations
increases. This shows that data augmentation is more important for smaller training
sets.



















Figure 4.21: Boxplots of test RRSE for larger data sets and 30% training split. Note



















Figure 4.22: Boxplots of test RRSE for larger data sets and 70% training split.
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Abalone, for which the difference is not statistically significant. This includes applying
standardisation to some categorical variables such as chas (a Charles River dummy
variable) for the Boston Housing data set without any issues. Lower prediction error
is particularly clear for the Airfoil data set as all or almost all of the RRSE values for
GP are greater than 1 but GPZ and GP S∗Z do not exhibit any values greater than 1.
For the Abalone and Wine Quality (Red) data sets, GPZ exhibits large error values
(particularly for a 30% training split). These large error values are reduced by using
GP S∗Z . Also, there is no significant difference in median prediction error between GPZ
and GP S∗Z . Therefore, the data augmentation is effective in removing outlier or large
error values without increasing the median prediction error. However, for most of the
data sets, GPZ does not exhibit large error values and there is no significant difference
in median prediction error between GPZ and GP S∗Z . This is because GPZ does not
exhibit erratic prediction error and therefore the training data augmentation performed
by GP S∗Z does not have the opportunity to stabilise prediction error. For some of the
data sets, including Concrete Strength, the median prediction error is larger for GP S∗Z
than GPZ . This shows that the cross-validation based on the training data gives the
impression that the data should be augmented but this actually increases prediction
error for the test data.
Table 4.6: 30% training split test RRSE statistics (% quartiles)
Prop. of
% Q RRSE Folds
Problem Method 0 25 50 75 100 # > 1 With Aug.
Abalone GP 0.673 0.696 0.703 0.714 0.749 0 -
GPZ 0.672 0.689 0.699 0.709 5.845 3 -
GPS∗Z 0.658 0.692 0.698 0.709 1.080 1 0.780
Airfoil GP 1.189 1.686 2.639 3.337 4.046 50 -
GPZ 0.585 0.613 0.628 0.645 0.689 0 -
GPS∗Z 0.583 0.627 0.642 0.675 0.724 0 0.380
Auto GP 0.453 0.508 0.547 0.612 0.744 0 -
MPG GPZ 0.352 0.390 0.410 0.428 0.561 0 -
GPS∗Z 0.358 0.389 0.404 0.436 0.513 0 0.840
Concrete GP 0.561 0.607 0.632 0.662 0.775 0 -
Strength GPZ 0.499 0.534 0.560 0.600 0.668 0 -
GPS∗Z 0.520 0.560 0.602 0.647 0.845 0 0.640
Energy GP 0.287 0.313 0.332 0.350 0.450 0 -
GPZ 0.258 0.273 0.279 0.290 0.350 0 -
GPS∗Z 0.260 0.276 0.284 0.298 0.367 0 0.600
Friedman GP 0.434 0.502 0.526 0.536 0.553 0 -
1 GPZ 0.317 0.407 0.445 0.504 0.538 0 -
GPS∗Z 0.330 0.424 0.454 0.495 0.786 0 0.560
Boston GP 0.532 0.610 0.646 0.694 1.028 1 -
Housing GPZ 0.447 0.497 0.534 0.606 0.924 0 -
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GPS∗Z 0.475 0.527 0.557 0.623 0.792 0 0.800
Ozone GP 0.522 0.568 0.590 0.610 0.695 0 -
GPZ 0.492 0.531 0.555 0.567 0.786 0 -
GPS∗Z 0.503 0.535 0.550 0.565 0.712 0 0.960
Wine GP 0.795 0.825 0.837 0.851 0.917 0 -
Quality GPZ 0.794 0.812 0.824 0.847 1.009 1 -
(Red) GPS∗Z 0.786 0.815 0.826 0.836 0.892 0 0.940
Yacht GP 0.160 0.250 0.287 0.352 0.469 0 -
GPZ 0.099 0.136 0.165 0.229 0.355 0 -
GPS∗Z 0.116 0.174 0.248 0.295 0.532 0 0.480
Table 4.7: 70% training split test RRSE statistics (% quartiles)
Prop. of
% Q RRSE Folds
Problem Method 0 25 50 75 100 # > 1 With Aug.
Abalone GP 0.653 0.690 0.702 0.711 0.727 0 -
GPZ 0.646 0.680 0.692 0.706 1.073 1 -
GPS∗Z 0.658 0.685 0.695 0.712 0.768 0 0.720
Airfoil GP 0.961 1.643 2.567 3.092 3.949 47 -
GPZ 0.567 0.603 0.620 0.634 0.766 0 -
GPS∗Z 0.574 0.617 0.631 0.652 0.850 0 0.400
Auto GP 0.434 0.478 0.531 0.560 0.736 0 -
MPG GPZ 0.322 0.359 0.387 0.412 0.471 0 -
GPS∗Z 0.319 0.362 0.386 0.412 0.494 0 0.720
Concrete GP 0.526 0.613 0.637 0.667 0.761 0 -
Strength GPZ 0.486 0.525 0.555 0.569 0.687 0 -
GPS∗Z 0.490 0.532 0.568 0.608 0.799 0 0.680
Energy GP 0.276 0.320 0.334 0.348 0.382 0 -
GPZ 0.236 0.265 0.276 0.293 0.327 0 -
GPS∗Z 0.242 0.269 0.284 0.297 0.330 0 0.620
Friedman GP 0.439 0.508 0.527 0.543 0.581 0 -
1 GPZ 0.337 0.402 0.439 0.486 0.684 0 -
GPS∗Z 0.351 0.411 0.450 0.472 0.637 0 0.680
Boston GP 0.499 0.565 0.607 0.661 0.923 0 -
Housing GPZ 0.390 0.452 0.492 0.555 0.750 0 -
GPS∗Z 0.317 0.486 0.511 0.553 0.849 0 0.860
Ozone GP 0.514 0.555 0.580 0.604 0.673 0 -
GPZ 0.432 0.503 0.528 0.548 0.668 0 -
GPS∗Z 0.462 0.507 0.538 0.574 0.636 0 0.800
Wine GP 0.776 0.820 0.839 0.863 0.922 0 -
Quality GPZ 0.756 0.798 0.811 0.835 1.101 1 -
(Red) GPS∗Z 0.743 0.796 0.816 0.837 0.907 0 0.740
Yacht GP 0.115 0.209 0.277 0.322 0.522 0 -
GPZ 0.092 0.131 0.163 0.249 0.372 0 -
GPS∗Z 0.096 0.131 0.171 0.220 0.355 0 0.580
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Table 4.8: Comparisons of median testing RRSE performance for 30% training split
(see Table 4.3 for details).
MethodA MethodB Abalone Airfoil Auto Concrete Energy
MPG Strength
GP GPZ 0.203 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺
GPS∗Z 0.287 0.000 ≺ 0.000 ≺ 0.002 ≺ 0.000 ≺
GPZ GP
S∗
Z 0.712 0.002  0.931 0.000  0.071
MethodA MethodB Friedman 1 Boston Ozone Wine Yacht
Housing Quality (Red)
GP GPZ 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.025 ≺ 0.000 ≺
GPS∗Z 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.008 ≺ 0.000 ≺
GPZ GP
S∗
Z 0.519 0.023  0.770 0.882 0.000 
Table 4.9: Comparisons of median testing RRSE performance for 70% training split
(see Table 4.3 for details).
MethodA MethodB Abalone Airfoil Auto Concrete Energy
MPG Strength
GP GPZ 0.012 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺
GPS∗Z 0.266 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺
GPZ GP
S∗
Z 0.201 0.010  0.785 0.022  0.206
MethodA MethodB Friedman 1 Boston Ozone Wine Yacht
Housing Quality (Red)
GP GPZ 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.001 ≺ 0.000 ≺
GPS∗Z 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺ 0.000 ≺
GPZ GP
S∗
Z 0.796 0.234 0.182 0.920 0.997
4.5 Conclusion
The results in this chapter show that standardised GP, GPZ , can provide a reduction
in error due to bias, particularly for data not centred at zero. However, it can also
provide an increase in magnitude and greater instability of error due to internal variance
and/or external variance. Analysis of multiple runs of GPZ confirms that this is due
to the boundaries of the explanatory variable intervals not being represented by the
training data, providing large error values for the test observations located within these
intervals. Augmentation of the training data was examined as a solution to training
data boundary gaps. The results in this chapter suggest that for many real-world data
sets, erratic prediction error due to boundary gaps in the training data is uncommon
and therefore data augmentation is not needed. This suggests that standardisation
is primarily a robust method for improving the prediction error associated with GP.
However, for data sets that often exhibit erratic prediction error due to training data
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gaps, augmenting the data with a selected number of observations at the boundaries
of the explanatory variable space is effective. Also, when augmentation is used despite





In Chapter 3, the extended error decomposition was used to characterise the behaviour
of algorithms, and was shown to be responsive to changes in algorithm parameters or
adaptations (e.g., applying feature scaling, varying maximum tree depth). As described
in Section 2.13, AutoML methods in the literature typically use only total error to
examine combinations of algorithm modules, so it would be worthwhile to examine
whether decomposed error could be used to guide algorithm refinement. Using the
extended error decomposition, instead of total error, may allow an AutoML process
to make more informed decisions in terms of the compatibility of combinations and
parameterisation of algorithm modules. This AutoML process can be performed as a
greedy heuristic search, by swapping algorithm modules to target the reduction of the
largest component of error and therefore reduce total error. In this chapter, automated
and manual algorithm refinement processes are examined in order to determine which
is more appropriate for non-deterministic algorithms and GP in particular.
5.1 Automated Algorithm Refinement in GP
Machine learning algorithms consist of many modules and parameters. This is par-
ticularly the case for EML approaches as they usually involve the selection, crossover
and mutation of individuals as well as design choices such as the function set. Many
new variants of these algorithm parts have been developed in the literature, and are
often combined in defining a new algorithm. These are often compared against alterna-
tive algorithms using total error. However, this does not provide an understanding of
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how the modules of the algorithm interact and the role each module plays in reducing
total error. By decomposing the error associated with an algorithm, the inclusion of
different modules can be examined individually in order to reduce total error. A pro-
cess that applies targeted improvements to an algorithm can utilise modules that are
well-understood to reduce a particular component of error. Also, other modules can
be examined in order to determine whether they are useful for reducing a particular
component of error.
One option for algorithm refinement is to use an automated process, similar to
that discussed in Section 2.13. Starting with traditional GP, alternative modules can
be examined and one can be chosen in order to minimise the largest component of
error (reducing error due to bias, internal variance or external variance). The process
can be repeated a specific number of times or until the largest component of error
cannot be reduced. Compared to using only total error, this sequential process of
using decomposed error to select algorithm modules could provide greater confidence
in understanding how multiple algorithm modules interact. The process has been
illustrated by focusing on particular key parts of an evolutionary algorithm, rather
than examining all possible alternative modules.
The typical framework of an evolutionary algorithm is shown in Figure 5.1. A
number of design choices present themselves at each block of the diagram, meaning
that there are potentially many choices to be made at each module. The algorithm
refinement process examined in this chapter focuses on the selection and variation
(crossover and mutation) parts of the algorithm (shown in red). However, in principle,
any part of the algorithm could be examined using this process. The sequential process
of targeting the reduction of the largest component of error was performed using these
steps:
1. Run a baseline GP configuration.
2. Decompose the error associated with the baseline GP.
3. Determine the largest component of error (i.e., error due to bias, internal variance
or external variance).
4. Run GP using the current combination of modules except for swapping in each
alternative module individually, calculating the decomposed error associated with
each combination of modules.
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Figure 5.1: Modules involved in an evolutionary algorithm process.
5. Determine which new combination of modules reduces the largest component of
error.
6. If the largest component of error cannot be reduced, stop the process and re-
turn the current combination of modules. Otherwise, determine the new largest
component of error (i.e., repeating Step 3).
7. Repeat Steps 4 to 6 for n time steps (if the process has not already been termi-
nated).
Modules from traditional GP, Angle-Driven Geometric Semantic GP (ADGSGP )
(Chen, Xue, and Zhang, 2019) and GP using semantic similarity (Uy et al., 2011) have
been selected. The following individual modules were examined:
Selection Operators:
• Tournament selection (TS)
• TS and angle-driven selection (ADS) for crossover (Chen et al., 2019)
• Double tournament selection (DTS) (Luke and Panait, 2002)
• DTS and ADS for crossover
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Crossover Operators:
• One point crossover (OPX)
• Perpendicular crossover (PC) (Chen et al., 2019)
• Semantic similarity-based crossover (SSC) (Uy et al., 2011)
Mutation Operators:
• Uniform subtree mutation (UM) using full growth
• Random segment mutation (RSM) (Chen et al., 2019)
• Semantic similarity-based mutation (SSM) based on SSC (Uy et al., 2011)
The algorithm refinement process was performed for the Keijzer-5 problem gener-
ated by Equation (3.14) using the DEAP framework in Python (Fortin et al., 2012).
The modules of ADGSGP were performed using Chen et al.’s (2019) implementation.
GP was performed using the same parameters as in Table 3.4 (with the exception of
100 generations and a population size of 100) and a maximum of five steps. A baseline
GP using OPX, UM and TS was used as the starting point for the refinement process.
The decomposed error values associated with the steps taken to improve the algo-
rithm are shown in Figure 5.2 (using Tukey’s method of outlier model removal - see
Section 3.4). After initially running GP (using OPX, UM and TS), it was determined
that OPX should be swapped with PX in order to reduce the largest component of er-
ror (internal variance). Despite this configuration change, internal variance remains the
largest error component. In the second iteration, TS was swapped with DTS+ADS in
order to continue to reduce error due to internal variance. Subsequent iterations were
unable to find combinations of modules that reduced error due to internal variance.
Therefore, the process terminated and the mutation operator remained unchanged.
However, it is interesting to see that two modules from ADGSGP (PX and ADS for
crossover) have been selected using this process. The steps taken in the decomposed
error space are shown using a radar chart in Figure 5.3. The ideal path involves taking
steps that simultaneously minimise all components of error. The decisions made about
which modules to include were effective in not reversing the reduction of decomposed
error components. The process was also effective in reducing error primarily due to
internal variance but also external variance. However, there was an apparent trade-off
between error due to variance and error due to bias. Swapping TS for DTS + ADS
provided a reduction in both types of error due to variance but with a slight increase
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Figure 5.2: Decomposed error for data generated by Equation (3.14), using the auto-
mated algorithm refinement process to change the combination of GP modules imple-
mented.
5.1.1 Critique of automated algorithm refinement
The motivations for using this automated algorithm refinement process are clear. First,
by automating the process, the only human involvement required is for determining the
initial combination of modules examined, the candidate modules and the parameters
associated with these modules. Second, the process of changing only one module at
each time step allows all candidate modules to be applied without the computational
expense of trying all possible combinations. Finally, by choosing a combination of mod-
ules that reduces the largest component of error, total error can be reduced (see Figure
5.2). However, the results in the previous section suggest that there are challenges asso-
ciated with this process. Examining relevant options such as ensemble models are more
complicated and computationally expensive if using this process. Also, a reduction in
the largest component of error may be due to a new module as well as its interac-
tion with other modules. Most importantly, it needs to be determined whether the
estimated decomposed error of GP provides stable enough estimates in order to assess
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Figure 5.3: Steps taken in decomposed error space by the automated algorithm refine-
ment process to change the combination of GP modules implemented.
whether the inclusion of a particular module reduces the largest component of error.
Using the same initial GP configuration as in the previous section and data generated
by Equation (3.14), the 100 runs used to estimate the decomposed error were repeated
50 times for the first two combinations of modules ({OPX, UM , TS} and {PX, UM ,
TS}). The mean decomposed error values (and associated error bars calculated using
one standard deviation) from the 50 repetitions are shown in Figure 5.4. The iden-
tification of error due to internal variance as the largest component of error for both
combinations of modules is consistent across the 50 repetitions. This is not surprising
as error due to internal variance is prominent in GP. However, the mean internal vari-
ance value for the initial combination of {OPX, UM , TS} is very similar to that for
{PX, UM , TS}. Also, the error bars have significant overlap, with the inclusion of
OPX sometimes providing lower error values compared to PX. This suggests that the
per 100-run estimates of error due to internal variance are not stable enough to select
a set of modules. Some repetitions of this process determined that swapping OPX
for PX reduces error due to internal variance while other repetitions determined the
opposite result (selecting a different module or terminating the process). These incon-
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sistent patterns are shown for an example set of 15 (out of the 50) repetitions in Figure
5.5. For example, the second repetition of the algorithm refinement process estimates
that swapping OPX for PX increases error due to internal variance. In contrast, the
seventh repetition estimates that swapping OPX for PX reduces error due to internal
variance. There are also repetitions (the thirteenth repetition in particular) that esti-
mate error due to internal variance components of similar magnitude, suggesting that
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Figure 5.4: Mean decomposed error (and associated error bars calculated using one
standard deviation) for data generated by Equation (3.14), for 50 repetitions of the
first two combinations of GP modules involved in the automated algorithm refinement
process (see Figure 5.2).
These results show that automatic algorithm refinement is associated with difficul-
ties in swapping algorithm modules in order to reduce the largest component of error.
In particular, a comparison of modules that exhibit similar decomposed error does not
help to substantially reduce the largest component of error. This can also provide
inconsistent results when performed for multiple repetitions due to unstable estimates
of error due to internal variance. Performing a manual algorithm refinement process
might allow for more meaningful comparisons of modules, as we can choose to examine
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Rep 13 Rep 14 Rep 15
Rep 10 Rep 11 Rep 12
Rep 7 Rep 8 Rep 9
Rep 4 Rep 5 Rep 6
Rep 1 Rep 2 Rep 3
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Figure 5.5: Decomposed error for data generated by Equation (3.14), for 15 repetitions
of the first two combinations of GP modules involved in the automated algorithm
refinement process (see Figure 5.2).
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modules with a prior understanding that they are expected or known to target the
largest component of error. Such a manual process is investigated in the next section.
5.2 Manual Algorithm Refinement
The automated algorithm refinement process was able to consistently determine the
largest component of error. However, individual runs gave inconsistent results as to
whether changing an operator reduced the largest component of error. Therefore, it
is plausible that the largest error component can be determined but used within a
manual algorithm refinement process as a heuristic for reducing the largest component
of error. This was performed by examining a single well-understood adaptation to an
algorithm that targets the largest component of error (or is hypothesised to reduce
the largest component of error), rather than blindly comparing alternative algorithm
module combinations that may be too similar in terms of their error reducing behaviour.
Starting with the GP results for the initial combination of {OPX, UM , TS} (see
Figure 5.4), the largest component of error is consistently error due to internal variance.
Therefore, an adaptation to the algorithm needs to be applied in order to reduce this
component of error. Bagging is well understood to reduce error due to internal and
external variance. However, the results in Figure 3.30 suggest that bootstrapping of
the training data is unnecessary when the error due to external variance component
is much smaller than the error due to internal variance component. Averaging the
predictions from an ensemble of models without bootstrapping will, like bagging, reduce
error due to internal variance. Therefore, an ensemble of 25 models (using the operator
combination of {OPX, UM , TS} and calculating the median value) was used to predict
the test observations, with each set of 100 runs (M = 10 and R = 10) being performed
30 times. The mean decomposed error (and error bar calculated using one standard
deviation) of the ensemble algorithm is compared to the initial algorithm in Figure
5.6. An ensemble of models (without bootstrapping) provided a large reduction in
error due to internal variance, which is statistically significant (p < 0.0001) using the
Wilcoxon signed-rank test for the difference between the error due to internal variance
components. The additional runs involved in model averaging provided more accurate
predictions with a reduction in error due to bias. There also appears to be a reduction
in error due to external variance that was not observed in Chapter 3, although this
may be due to the error estimate (based on 10 training samples) being less reliable
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Figure 5.6: Mean decomposed error (and associated error bars calculated using one
standard deviation) for data generated by Equation (3.14), for 30 repetitions of the
initial combination of GP modules, before and after using a non-bootstrapped ensemble
of 25 models.
appear to be reduced (and therefore so has total error), an ensemble of models is not
associated with a trade-off between error due to bias and error due to variance.
The new largest component of error associated with the operator combination of
{OPX, UM , TS} and an ensemble of models (without bootstrapping) is error due
to bias. This is consistent across all 30 repetitions. Therefore, a different type of
adaptation to the algorithm needs to be applied in order to reduce error due to bias.
The feature scaling results in Table 3.6 show that GPZ and GPLS both reduce error due
to bias. Therefore, GP was performed using both standardisation and linear scaling
(GPZ+LS). The decomposed error of the ensemble algorithm without feature scaling
is compared to the ensemble algorithm using GPZ+LS in Figure 5.7. Using GPZ+LS
provided a large reduction in error due to bias, which is statistically significant (p <
0.0001) using the Wilcoxon signed-rank test for the difference between the error due to
bias components. It also reduced error due to both external and internal variance (with
both differences statistically significant, both p < 0.0001). As shown when adapting
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the algorithm to create an ensemble of models without bootstrapping (see Figure 5.6),
all components of error were reduced. Therefore, these wrapper methods have reduced
total error without exhibiting a trade-off between error due to bias and error due to
variance.
The new largest component of error associated with an ensemble of models (with-
out bootstrapping) using GPZ+LS was still error due to bias (across all 30 repetitions).
However, this component was only slightly larger than error due to external variance,
with both components being significantly reduced by performing standardisation and
linear scaling. Therefore, this manual algorithm refinement process reached an appro-
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Figure 5.7: Mean decomposed error (and associated error bars calculated using one
standard deviation) for data generated by Equation (3.14), for 30 repetitions of the
non-bootstrapped GP ensemble (25 models), before and after using GPZ+LS.
5.2.1 Critique of manual algorithm refinement
Estimating which component of error is the largest gave consistent results over multiple
repetitions of the runs required to decompose error. This provides confidence in deter-
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mining what type of adaptation to the algorithm needs to be made in order to reduce
the largest component of error and therefore total error. While this process requires
human involvement after performing multiple runs of each adaptation of the algorithm,
it allows domain knowledge and targeted decision making to be exploited. By consider-
ing a small set of candidate algorithm adaptations that are known or expected to target
the reduction of a specific component of error, fewer runs of GP are required. Instead
of performing many runs across many different algorithm adaptations, the focus can be
on multiple repetitions of the same algorithm to determine the consistency of both the
overall predictive performance and the magnitude of the error components. A small
set of candidate algorithms is sufficient if, between them, they capture a reduction in
all components of error. This algorithm refinement process is not trying to find the
algorithm with the best possible predictive performance but instead find an algorithm
that provides reasonable performance as well as stable and well-understood behaviour.
While only wrapper adaptations to the algorithm have been examined (feature scaling
and ensemble models), adaptations internal to the algorithm can also be examined
using this manual process. A set of candidate algorithm adaptations or modules with
known or expected behaviour, in terms of targeting a reduction of the largest com-
ponent of decomposed error, is a desirable characteristic of an AutoML process. By
understanding the behaviour of algorithm adaptations or modules, the set of candidate
options can be chosen more carefully in order to provide a diverse range of behaviour.
5.3 Conclusion
The results for the automatic algorithm refinement process in Section 5.1 show that
comparing algorithm modules with similar estimated decomposed error makes it dif-
ficult to target a reduction of the largest component of error. In order to make more
meaningful comparisons, the manual algorithm process in Section 5.2 focuses on choos-
ing a candidate algorithm adaptation or module that is known to reduce the largest
component of error, determined by manually examining the estimated decomposed
error of the algorithm at each step in the process. The sequence of algorithm adapta-
tions was successful in reducing the largest component of error, with the type of the
largest error component changing throughout the process. Therefore, a set of candi-
date algorithm adaptations or modules need to provide diversity in reducing different
components of decomposed error. Many traditional AutoML processes choose a set of
candidate algorithm adaptations or modules without prior examination of their diver-
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sity in terms of reducing different components of error. Therefore, choosing candidate
modules that coincidentally target a reduction of the same component of error will
significantly limit the ability to improve the predictive performance of an algorithm.
A greater understanding of how an algorithm module reduces prediction error, can be
provided using the extended error decomposition. A more strategically chosen set of
candidate algorithm modules, in terms of providing diverse behaviour in reducing dif-





It is important to have a thorough understanding of a learning algorithm in order to
use it to provide good predictive performance. While the standard bias and variance
error decomposition fully characterises deterministic algorithms, it does not distinguish
different sources of error due to variance for stochastic algorithms. The goal of this
thesis was to develop an extended error decomposition that distinguishes between dif-
ferent sources of error due to variance. The decomposition can then be applied to
highly unconstrained algorithms including variants of GP. By more fully characterising
the error associated with these algorithms, a greater understanding of them can be
achieved. This provides useful insights into whether an algorithm behaves as expected.
Also, the extended error decomposition can be used to make targeted improvements
to an algorithm in order to reduce the largest component of error.
6.1 Summary of Work
This thesis developed an extended error decomposition framework that splits predic-
tion error into error due to bias, error due to external variance and error due to internal
variance. The framework was applied to machine learning algorithms, illustrating the
two different components of error due to variance and characterising how the behaviour
of the algorithms change when varying parameter values. Primarily, the extended er-
ror decomposition framework was applied to variants of GP, determining whether their
behaviour is consistent with that described in the literature. The results showed that
GP is sensitive to the scale and location of data. Therefore, Z-score standardisation
was applied to GP. It provides a reduction in error due to bias but can also promote
more erratic prediction error (more erratic and larger error due to internal variance).
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It was determined that this erratic prediction error is caused by a lack of training
data observations at the boundaries of the intervals of the explanatory variables. A
boundary data augmentation method was developed in order to stabilise prediction
error, which is effective when needed and does not substantially compromise perfor-
mance when not needed. As the extended error decomposition framework is responsive
to changes in algorithm parameters, it was used to perform algorithm refinement by
targeting a reduction of the largest component of error. It was determined that this
process is difficult when performed in an automated manner, involving the comparison
of algorithm modules that exhibit similar decomposed error. Therefore, a manual al-
gorithm refinement process was examined using algorithm adaptations that have been
characterised to reduce the largest component of error, which changes over multiple
iterations. This illustrates the importance of using a portfolio of algorithm modules or
adaptations for AutoML that provides diversity in terms of targeting the reduction of
different components of error.
6.2 Outcomes of Research Objectives
This thesis had three main research objectives (reproduced below from Section 1.2),
relating to an extended decomposition of error. The outcomes of these objectives are
described below:
Objective 1: The thesis will outline how the error associated with stochas-
tic learning algorithms can be more fully decomposed by distinguishing
between different sources of error due to variance.
An extended error decomposition framework was defined that splits prediction error
into error due to bias, error due to external variance (error associated with a training
sample) and error due to internal variance (error associated with the random decisions
within the algorithm). As outlier predictions for stochastic algorithms, such as GP,
have been shown to distort error component estimates, different methods for decom-
posing error were investigated (see Section 3.4.1). This thesis defined a new method
involving Tukey’s outlier removal, which provides the most stable decomposed error
estimates. Different data preparation methods were also examined in order to deter-
mine what types of methods are effective for not underestimating the components of
error when there is a limited supply of data (see Section 3.4.5).
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Objective 2: The thesis will show how the extended decomposition frame-
work can be used to target and reduce the largest component of error
associated with a model and therefore reduce total error.
By using the extended error decomposition framework to characterise a number of
algorithm modules or choices (see Section 3.5), it was determined which type of er-
ror component they reduce. For example, it was shown that Z-score standardisation,
linear scaling and the inclusion of a division style operator in the function set are all
bias-reduction choices. As the behaviour of these algorithm modules or adaptations is
now understood, the modules can be applied to algorithm refinement. A manual algo-
rithm refinement process was performed (see Section 5.2), which involved determining
the largest component of error and then choosing how to adapt the algorithm. These
decisions were based on the knowledge that the chosen algorithm module/adaptation
did reduce the current largest component of error.
Objective 3: The thesis aims to provide a greater understanding of GP,
which will have wider implications for other evolutionary and/or population-
based methods.
The extended error decomposition framework allows an algorithm to be examined in
order to determine whether its assumed behaviour, in terms of bias and variance, is
consistent with its actual behaviour. The results showed that this is not always the
case for GP. For example, the results in Section 3.5.4 showed that 2SEGP is a bias-
reduction algorithm. This is despite 2SEGP involving the use of bootstrapping, which
is the key element of the well-understood variance-reduction method of bagging. Be-
ing able to confirm the behaviour of an algorithm is important when developing new
variants, particularly within evolutionary computation as these algorithms are highly
unconstrained. In Section 5.2, it was shown that an ensemble of GP models without
bootstrapping is effective in reducing variance, by a reduction in error due to internal
variance. This algorithm adaptation is relevant to any variant of GP, particularly as
the results in this thesis showed that error due to internal variance is often the largest
component of error for GP algorithms.
6.3 Insights from Extended Decomposition
In Chapter 3, the extended bias and variance error decomposition was primarily applied
to GP as well as non-deterministic machine learning algorithms. This involves splitting
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error due to variance into error due to internal variance and error due to external
variance. Error due to internal variance was shown to almost always be the largest
component of error associated with GP. This confirms the conclusion of Keijzer and
Babovic (2000) that using results from single runs of GP should be avoided. As error
due to internal variance can be erratic, prediction error was decomposed using Tukey’s
‘fences’ method of removing outlier models (see Section 3.4) in order to stabilise this
component of error. The results showed that there is not always a clear trade-off
between error due to bias and error due to variance, with the magnitude of these
components often not crossing over within the range of values for the parameter being
examined. This is likely due to the exclusion of more extreme parameter values as well
as estimating the components using Tukey’s method rather than a trimmed mean (see
Figure 3.10). However, the results do reinforce that error due to bias decreases at a
faster rate than error due to variance increases (James et al., 2014).
An examination of the effect of the error decomposition parameters of M (the
number of training samples) and R (the number of runs) showed that equal numbers
for these parameters is a sensible default setting (see Figures 3.18 and 3.19). M and R
were primarily given the value of 10, involving 100 runs of the algorithm in total. This
provided relatively stable estimates of the components for characterising the behaviour
of an algorithm, particularly when using Tukey’s method of removing outlier models.
However, the estimation of the different components of error due to variance is less
reliable than the estimation of error due to bias. This may provide apparent changes
in error due to variance components with a small magnitude which are not meaningful;
the differences in error due to external variance for feature scaling methods in Section
3.5.1 may be an example of this issue. Larger values for M and R would provide more
reliable estimates for the variance components but would be more computationally
expensive, especially when producing an ensemble model or using cross-validation.
The properties of the data, including the size of the training set, are important factors
in determining the appropriate numbers of M and R.
In Chapter 4, the extended decomposition was applied to the use of standardisa-
tion for GP. The results showed that while standardisation reduces error due to bias, it
can promote erratic error due to internal variance. It was found that the erratic error
is associated with training data gaps at the boundaries of the explanatory variable
intervals (similar to Runge’s phenomenon as observed in polynomial interpolation).
In order to stabilise the error, this thesis examined augmenting the training data with
boundary observations at the corners of the explanatory variable space. As the number
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of explanatory variables increases, the number of boundary observations exponentially
grows. Therefore, only the most important boundary observations should be used to
augment the training data. Cross-validation was used to determine the appropriate
number of boundary observations (see Section 4.4.4). However, the error due to in-
ternal variance may not be sufficiently stable for choosing between different numbers
of boundary observations with relatively similar prediction error. Error due to inter-
nal variance can also be insufficiently stable for choosing between different algorithm
modules (see Chapter 5). This may be why a number of boundary observations was
selected despite standardised GP without augmentation not exhibiting erratic predic-
tion error. Augmentation was shown to be largely unnecessary for standardised GP for
a number of “real-world” machine learning benchmark problems. However, this may
be due to the distribution of the training data being very similar to that of the test
data for these benchmarks. The differences between training and test sets have been
exploited in adversarial attacks on deep learning platforms (Rudin and Carlson, 2019).
Therefore, actual real-world problems may involve data sets that are not well-behaved,
requiring the need for both standardisation and augmentation.
In Chapter 5, the extended error decomposition was applied to automatic and man-
ual algorithm refinement. Using this type of process to improve an algorithm provides
a greater understanding of its behaviour compared to cross-validation on total error.
While cross-validation assesses error due to bias and error due to variance in terms
of a trade-off, algorithm refinement assesses the components separately. This provides
more control over targeting the reduction of the most important/largest component of
error, compared to not knowing why the selected algorithm is the best choice. Also,
cross-validation underestimates error due to variance (see Section 3.4.5), which is un-
desirable when trying to accurately characterise and apply targeted improvements to
an algorithm.
The results for automatic algorithm refinement showed that the decomposed error
was not stable enough (particularly for error due to internal variance) to choose between
algorithm modules. This was likely due to the alternative modules exhibiting similar
behaviour and therefore decomposed error provided inconsistent module combination
rankings if the error was decomposed using multiple repetitions. Such small differences
between module combinations result in meaningless “bake-off” comparisons (Rudin
and Carlson, 2019, p. 11) where observed differences are largely due to chance effects.
Automatic machine learning is popular, particularly when using the platforms of large
technology companies that assume a vast quantity of training data. However, this is
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not always possible for real-world problems, particularly those in scientific domains
such as early stage clinical trials. As the results for standardised GP showed that
erratic error is associated with training data gaps at the boundaries of the explanatory
variable intervals (see Section 4.3), this issue is more likely to occur for small data sets.
An alternative algorithm refinement approach is to examine well-understood adap-
tations to an algorithm, which are applied manually. These include data pre-processing,
as improving the quality of data can be more valuable than adapting the internal algo-
rithm (Rudin and Carlson, 2019). The algorithm adaptations were fully characterised,
in terms of decomposed error, and they were applied repeatedly to ensure that the
targeted improvements were consistently successful. Each adaptation provided a re-
duction in a different component of error, combined without a trade-off between error
components. Therefore, a portfolio of diverse candidate modules, in terms of which
component of error they target, is an important starting point for automatic algorithm
refinement. This allows the decomposed error values associated with candidate combi-
nations of modules to be sufficiently different for a meaningful comparison. While the
combination of standardisation and linear scaling provided a complementary reduction
in error due to bias, for example, it is possible that there are interactions between al-
gorithm adaptations that provide unexpected changes in estimated decomposed error.
When performing the manual algorithm refinement, it was clear that using stan-
dardisation and linear scaling in a non-bootstrapped ensemble had effectively reduced
all components of error and that additional adaptations of the algorithm were unneces-
sary (see Figure 5.7). Prior to performing the algorithm refinement, the components of
error (particularly the largest component) were of a sufficient magnitude to apply tar-
geted improvements. As this was performed using synthetic data with non-overlapping
training sets, the decomposed error values are a fair estimate of the actual decom-
posed error. However, the decomposed error may be underestimated for a finite data
problem if the data are not split into training and testing sets appropriately (see Sec-
tion 3.4.5). This could cause a premature stopping point for the manual algorithm
refinement process and therefore not utilise valuable adaptations to the algorithm.
The results in this thesis show that a better understanding of EML is needed in
order to improve the algorithms within this field. Prior to this thesis, the general belief
was that GP performs system identification, with the use of standardisation being rare
in the literature. While recent attention has been given to semantic methods in order
to solve the issue of underfitting, a more common problem is the issue of prediction
error instability. There are more random decisions involved in EML algorithms com-
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pared to other non-deterministic algorithms such as neural networks, providing greater
opportunity for larger and more erratic error due to internal variance. This component
of error can only be distinguished from other types of components using an extended
bias and variance error decomposition, which has not been applied to EML prior to the
work completed in this thesis. The results showed that error due to internal variance
is often the largest component of error. Future work in GP should focus on stabilising
prediction error before any effort is made to provide bias reduction refinements. Error
due to internal variance cannot be reduced by using more training data, which is the
common solution for reducing error due to variance amongst large technology compa-
nies. Instead, error due to internal variance can be reduced by producing an ensemble
model that does not involve bagging. Surprisingly, this type of model is rare in the
EML and, more widely, the machine learning literature. The use of feature scaling for
EML is also uncommon, despite GP being sensitive to the location of data and feature
scaling being common practice for neural networks. Given that GP does not perform
well for data with varying scales of units, the results in this thesis strongly suggest
that GP is not an effective system identification algorithm. Future GP research should
de-emphasise the mindset of system identification, instead opting for a more traditional
machine learning mindset of searching for a function that is correlated with the actual
underlying function.
There are many variants of GP in the literature, most of which have seemingly been
developed and characterised solely using total error. While an algorithm variant may
be developed in terms of its expected bias and variance decomposition, the actual
behaviour of the algorithm may be sufficiently subtle to provide unexpected error
decomposition estimates. For example, the use of bootstrap sampling in the 2SEGP
algorithm was expected to provide a reduction in error due to variance (see Section
3.5.4). However, the selection pressure involved in the algorithm instead provided a
reduction in error due to bias. Therefore, the extended error decomposition framework
can be used to better understand the behaviour of existing algorithms as well as design
or combine modules for a new algorithm to provide good predictive performance and
stable behaviour. This characterisation of evolutionary algorithms allows them to be
more readily used as part of eXplainable Artificial Intelligence (XAI).
The use of an error decomposition framework to better understand the behaviour
of algorithms is an emerging field. A number of papers have recently been written
about splitting error due to variance in order to better understand neural networks
(Adlam and Pennington, 2020; d’Ascoli, Refinetti, Biroli, and Krzakala, 2020; Lin and
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Dobriban, 2020). The recent literature reinforces the importance of characterising
the different sources of variance for all non-deterministic algorithms, regardless of the
regularity of random decisions within the algorithm.
6.4 Contributions
• The thesis developed an extended bias and variance error decomposition which
separates error into error due to bias, error due to external variance (error associ-
ated with a training sample) and error due to internal variance (error associated
with the random decisions within the algorithm). This extended decomposition
allows any non-deterministic/stochastic algorithm to be more fully characterised.
• The thesis applied the extended error decomposition to EML, specifically GP.
Prior to this research, the application of an error decomposition to EML was rare
in the literature and did not allow multiple sources of variance to be examined
simultaneously.
• By applying the extended error decomposition to GP, the thesis showed that this
decomposition can be used to apply targeted improvements to the algorithm and
factors external to the algorithm in order to reduce total error. This methodology
can be applied to any stochastic learning algorithm. It can also be applied to
deterministic algorithms using the standard bias and variance decomposition.
• The thesis developed a method for augmenting training data when there are
gaps at the boundaries of variables, promoting less stable and larger error due to
internal variance for Z-score standardised GP. This data augmentation method
involves generating boundary observations based on the minimum and maximum
values of the variables (estimated or known based on domain knowledge). This
augmentation method can be applied for different numbers of dimensions, select-
ing only the most important boundary observations for a high dimensional data
set.
6.5 Future Work
This thesis applied the extended bias and variance error decomposition only to symbolic
regression problems; error was decomposed into error due to bias, internal variance and
external variance based on the assumption that the response variable being predicted
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is a continuous variable. However, non-deterministic algorithms are also used for clas-
sification problems. Therefore, this error decomposition framework could be adapted
to classification.
If error due to internal variance was determined purely by the algorithm, then it
would be expected to be constant across different data samples. However, the internal
variance is not completely independent of the data sample. This may be due to the
use of a data sampling approach as part of the algorithm. For example, the error
associated with the bootstrap sampling involved in the random forest algorithm is
represented as part of error due to internal variance (see Section 3.3.2). Alternatively,
this dependence is due to how the algorithm reacts to the training data. For example,
standardised GP exhibits erratic error due to internal variance when there are gaps at
the boundary intervals of the explanatory variables for the training data (see Section
4.3.3). This allows flexibility in terms of the shape of the predicted function for the
boundary intervals without affecting the training error but potentially adversely affects
the test error. Error due to internal variance could be further split into error due to the
behaviour of the algorithm and error due to the behaviour of the algorithm in response
to data sampling.
The extended error decomposition framework more fully characterised a number
of algorithm adaptations and components in this thesis, providing hypotheses of how
different combinations may complement each other. While the results in Chapter 5
provided an initial exploration into combining algorithm components, there are many
in the literature that should be characterised in order to determine complementary
combinations. For example, the use of bootstrapping in a spatial structure for SS+BE
reduces error due to internal variance as the number of bootstraps increases (see Figure
3.30). Error due to bias is subsequently the largest component of error and should be
targeted in order to reduce total error. Gradient descent for GP is well understood to
provide a reduction in error due to bias. Therefore, the combination of SS + BE and
gradient descent should be explored, with the expectation that it will provide lower
total error. Prior to characterising 2SEGP , it was expected to be a variance-reduction
algorithm, which would complement gradient descent well. However, as they both
reduce error due to bias, SS +BE (a variance-reduction algorithm) is a better choice
for combining with gradient descent.
In Chapter 4, in order to stabilise the behaviour of standardised GP, the training
data were augmented with observations at the boundaries of the explanatory variable
intervals. The response value was predicted by taking the value of the nearest neighbour
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training observation. As this is a very simple model, there is bias associated with the
prediction of the boundary observations. Therefore, a more sophisticated method for
predicting the response values should be explored. An alternative solution would be
to fit a linear model to the k-nearest training observations and use this to estimate
the response value at the interval boundary by extrapolation. Although this method
requires an additional parameter, it would be less biased than using only the nearest
neighbour observation.
For data sets with a large number of explanatory variables, the number of aug-
mented boundary observations may be larger than the number of training observations.
As including all of the boundary observations in the training set led to an undesirable
increase in error due to bias (see Figure 4.19), only the most important boundary
observations should be included (i.e., those that remove the biggest gaps at the bound-
aries of the explanatory variable space). This selection process was performed using
Mahalanobis distance. A more intelligent method for selecting these boundary observa-
tions should be investigated. This could include an automated method for determining
whether explanatory variables require augmentation based on the size of the gaps at the
boundaries of the interval. By discounting certain variables as needing augmentation,
fewer candidate boundary observations would need to be created.
While data augmentation was used in this thesis to stabilise standardised GP, alter-
native methods could be explored; these include the use of multi-objective optimisation.
Additional to the main objective of minimising prediction error, another objective could
be a measure of tree complexity (e.g., size and/or nature of functions used at internal
nodes), which is also minimised. This objective would assume that a tree consisting
of more complex operators is more likely to provide outlier values at the boundaries
of an explanatory variable interval because the expression provides a greater degree
of flexibility. An alternative second objective could be to examine the gradient of the
predicted function, with the gradient being ideally flat at the edges of the function
(and therefore not exhibiting outlier tails).
The results in Chapter 4 examined the application of data augmentation to stan-
dardised GP using traditional GP and the function set {+,−,×}. This is because
standardisation reduces the error due to bias associated with the simple function set,
which is not associated with the potentially distorted behaviour of protected operators
(see Section 4.2). However, the interaction between data augmentation and the choice
of function set should be explored. As GP is increasingly focused on a geometric in-
terpretation, the impact of both standardisation and training data augmentation on
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semantic GP methods should also be investigated.
In Chapter 5, automatic algorithm refinement was initially explored. As the candi-
date algorithm modules were too similar, the decomposed error provided inconsistent
decisions about which module was preferable when performed multiple times (see Fig-
ure 5.5). Using the error decomposition framework for automatic algorithm refinement
should be revisited, choosing candidate modules that have been fully characterised as
targeting bias or variance in order to ensure that they are orthogonal in terms of their
error-reducing behaviour. Therefore, despite potentially unstable error due to internal
variance, there will still be clear differences between candidate modules.
For both automatic and manual algorithm refinement, the initial combination of
algorithm modules has to be determined prior to performing the process. As this biases
the choices made in refining the algorithm, it should be explored as to how the initial
combination should be chosen. The appropriate order of algorithm adaptations should
also be investigated. For example, when performing manual algorithm refinement,
the adaptation of both standardisation and linear scaling (see Figure 5.7) would have
reduced error due to bias but may have also been sufficient to reduce error due to
internal variance. Therefore, if this combination had been applied prior to adapting
the algorithm to an ensemble model (see Figure 5.6), the ensemble adaptation may not
have been required. A simpler algorithm, as is also the case for parsimonious models,
is likely to provide greater interpretability and better generalisation.
Bagging is a commonly used and well-understood ensemble method that reduces
error due to variance. Using a different bootstrap sample for each run of the algorithm
is designed to provide diversity within the ensemble of models. However, each sample
will include fewer unique training observations than if the whole set of observations is
used. This is shown in Figure 3.30 by the increase in error for bagging when using a
small number of bootstrap samples. In Section 5.2, an ensemble modelling approach
without bootstrapping was shown to be effective in reducing error due to variance
(particularly error due to internal variance but also external variance). While good
predictive performance of aggregation ensembles without bootstrapping data has been
noted in some of the deep learning literature, the use of the method is uncommon
in general machine learning. Therefore, ensemble modelling without bootstrapping
should be applied to a range of machine learning methods to determine whether its
good predictive performance is widespread.
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Appendix A
Bias and Variance Decomposition
A.1 Example R Code for Decomposition
The following R function can be used to perform the extended bias variance decomposition for a given
set of runs. The parameters are as follows:
• y — an N × (M ×R) matrix of predictions, with each column corresponding to the model
predictions for a given run R on a training sample M
• t — the vector of target values corresponding to the entries in the columns of y
• h — the outputs of the underlying generating function h(x), if these are not known then t can
be used in their place (and the returned irreducible error will be encapsulated in the bias term)
• M — a vector of length (M ×R) ids indicating the sample that was used to train the model
and used to generate the predictions for each column of y
• calc— determines if outliers are removed using Tukey’s IQR method or if all model predictions
are used in the decomposition.




if (mode == "IQR") {
residual <- (y - t)^2
loss <- colMeans(residual, na.rm=TRUE)
q <- fivenum(loss)[c(2, 4)] + c(-1.5, 1.5) * IQR(loss)
y[, (loss < q[1] | loss > q[2])] <- NA
n.trim <- sum(loss < q[1] | loss > q[2])
}
ybar <- rowMeans(y, na.rm=TRUE)
ybar.M <- matrix(NA, ncol=length(unique(M)), nrow=length(t))
for (m in unique(M)) ybar.M[, m] <- rowMeans(y[, M==l, drop=FALSE], na.rm=TRUE)
bias <- mean((h - ybar)^2, na.rm=TRUE)
var.e <- mean((ybar.M - ybar)^2, na.rm=TRUE)
var.i <- mean((y - ybar.M[, M, drop=FALSE])^2, na.rm=TRUE)
err.i <- mean((t - h)^2)
err.t <- mean((y - t)^2, na.rm=TRUE)
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list(bias=bias, var.e=var.e, var.i=var.i, err.i=err.i, err.t=err.t,
calc=mode, n.trim=n.trim)
}
A.2 Example Python Code for Decomposition
The following Python import statements and function can be used to perform the extended bias
variance decomposition for a given set of runs. The parameters are as follows:
• t — the vector of target values corresponding to the vector of output values h
• h — the vector of outputs of the underlying generating function h(x), if these are not known
then t can be used in their place (and the returned irreducible error will be encapsulated in
the bias term)
• res — the data frame which includes the following columns:
– the ids indicating the test observation being predicted (i)
– the ids indicating the sample that was used to train the model and used to generate the
predictions for y (M)
– the ids indicating the run of the algorithm performed (R)
– the outputs of the underlying generating function h(x) (h)
– the predicted output values (y)
– the squared differences between the actual output values h and the predicted output
values y (pdif)
• nTest — the number of test observations being predicted
import numpy as np
import pandas as pd
from scipy.stats import iqr
def perform_decomp(t, h res, nTest):
irredError = np.mean((t - h) ** 2)
res = res.rename(columns={0: "i", 1: "M", 2: "R", 3: "h", 4: "y", 5: "pdif"})
mse = res.groupby(["M","R"], group_keys=False)
mse = mse.apply(lambda g: g.pdif.sum() / nTest)




res["lower"] = res["h1"] - 1.5 * res["IQR"]
res["upper"] = res["h2"] + 1.5 * res["IQR"]
res = res[(res["mse"] >= res["lower"]) & (res["mse"] < res["upper"])]
yhatBarD = res.groupby(["M","i","h"], group_keys=False)
yhatBarD = yhatBarD.apply(lambda g: np.mean(g.y))
res = pd.merge(res, yhatBarD.rename("yhatBarD"), on=["M","i","h"])
yhatBar = res.groupby(["i","h"], group_keys=False)
yhatBar = yhatBar.apply(lambda g: np.mean(g.yhatBarD))
res = pd.merge(res, yhatBar.rename("yhatBar"), on=["i","h"])
summary_results = {"ErrorType": [‘bias’,‘varE’,‘varI’,‘irrE’,‘errT’],
"Value": [np.mean((res["yhatBar"] - res["h"]) ** 2) - irredError,
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np.mean((res["yhatBarD"] - res["yhatBar"]) ** 2),
np.mean((res["y"] - res["yhatBarD"]) ** 2),
irredError,
np.mean((res["h"] - res["y"]) ** 2)]}
output = pd.DataFrame(summary_results, columns = ["ErrorType","Value"])
return output
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