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1. LA TEORIA DEL CONTROL
1.1 Introducción.
Richard Bellman habló de la teoría del control como “una cierta disposición de 
la mente, más que como un conjunto de teorías y modelos matemáticos”. El objetivo, en 
sentido amplio, de esta teoría es conseguir que un sistema funcione de un modo más 
conveniente, se trata de intentar optimizar el comportamiento del sistema, cuando ello 
sea posible. El problema central de cualquier intento de optimización es “la búsqueda de 
un control que maximice o minimice un criterio representativo de la eficiencia del 
sistema”( Dreyfus, 1965 p. IX)
En resumen, a través del control se estudian los sistemas reales construyendo 
modelos matemáticos abstractos que, por una parte expliquen el sistema y, por otra, 
permitan regular la evolución del mismo mediante la adopción de decisiones adecuadas 
(decisiones óptimas).
Tal y como se ha definido la teoría del control no cabe duda de que su aplicación 
al ámbito de la economía resulta, no sólo interesante, sino necesaria.
Economizar, en sentido estático, consistía en distribuir recursos escasos entre 
objetivos que compiten en un momento dado del tiempo, en términos matemáticos se 
denominaba un problema de programación matemática.
El problema dinámico de economizar, consiste en distribuir dichos recursos 
escasos entre objetivos, que ahora competirán en un intervalo de tiempo, que va desde 
un tiempo inicial hasta un tiempo terminal.
La resolución matemática del problema consiste en elegir cursos temporales para 
ciertas variables llamadas variables de control, dentro de una clase de cursos dada que 
se denomina conjunto de control. La elección de estas trayectorias temporales para las 
variables de control supone, a través de una serie de ecuaciones diferenciales - 
ecuaciones de movimiento- cursos temporales para ciertas variables que describen el 
sistema, llamadas variables de estado. Los cursos temporales de las variables de control 
se eligen de modo que maximicen un funcional dado, que depende tanto de las variables 
de estado como de las de control, denominado funcional objetivo. Planteado de esta 
forma el problema se denomina problema de control.
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1.2 Planteamiento formal del problema.
El planteamiento formal de un problema de control comprende :
A) El tiempo, que se mide en unidades continuas y se define en el intervalo que 
abarca desde el tiempo inicial to, dado, hasta el tiempo terminal t¡, que puede venir dado 
o, como ocurre a menudo, es necesario determinarlo a lo largo de la resolución del 
problema. Luego el intervalo es:
to<  t < t¡
B) Las variables de estado, son n números reales que caracterizan el estado del 
sistema en el .intervalo pertinente, y se agrupan en el vector de estado :
X(0 ={xi(/), x2( /) ,..... .. xn(0)
Cada variable de estado se supone función continua del tiempo, de modo que la 
trayectoria de estado es una función continua de valores vectoriales del tiempo, cuyo 
valor en cualquier tiempo t perteneciente al intervalo (to, t\), es el vector de estado 
X(/).Geométricamente, la trayectoria de estado es una sucesión de puntos del espacio 
euclídeo E", que comienza en el estado inicial x(/0) = xo, dado, y finaliza en el estado 
terminal x(t¡) = xi, que puede estar dado o no.
C) Las variables de control, son los r números reales que caracterizan las 
elecciones que deben hacerse, están representadas en el vector de control.
U(/) = {ui(0, u2( 0 , ..... Un(0}
Cada variable de control ha de ser una función del tiempo continua a trozos, de 
modo que resulte una trayectoria de control que sea también continua a trozos, cuyo 
valor, en cualquier tiempo t del intervalo correspondiente, es el vector de control U(7). 
Geométricamente, la trayectoria de control es una sucesión de puntos en Rn que es 
continua, con la posible excepción de un número finito de saltos discretos.
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El vector de control en todos los tiempos del intervalo debe pertenecer a un 
subconjunto Q  dado, no vacío, del espacio euclídeo de dimensión r :
U(0 e  Q , t0 < t < t \
Q se supone compacto (cerrado y acotado), convexo e invariante respecto al
tiempo.
D) Las ecuaciones de movimiento, son un conjunto de n ecuaciones diferenciales 
que caracterizan a la trayectoria de estado, las cuales dan la tasa instantánea de variación 
de cada variable de estado en función de:las variables de estado, las variables de control 
y el tiempo
X = f(x(0, u(0, t)
Donde las n funciones se suponen dadas y continuamente diferenciables. Si estas 
ecuaciones diferenciales no dependen explícitamente del tiempo, se hablará de 
ecuaciones de movimiento autónomas
E) El funcional objetivo, es una aplicación de las trayectorias de control en puntos de la
recta real, cuyo valor debe ser optimizado. En general será de la forma siguiente:
ti
J = J {u(Y)}= í I(x(f), u(t), Odt + F(xj, ti), donde
*0
I( ) se denomina función intermedia, y F( ) función final. Tanto una como otra
se suponen dadas y continuamente diferenciables.
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En resumen, el problema general de control es:
ti
Max J = í I(x, u, f)dt + ¥(x \t t\)
to
sujeto a: x = f(x, u, t)
to y x(/0) = x0 dado 
( x(0, t ) e  T en t = t\
{u(0> e  U
En el caso de que la fixnción intermedia sea nula hablaremos de un Problema de 
Mayer, si la función final es nula el problema se denomina Problema de Lagrange, 
cuando ninguna de las funciones que componen el funcional objetivo se anula estaremos 
ante un Problema de Bolza.
En cualquiera de los casos, comenzando en el estado inicial xo, dado el tiempo 
inicial to, la trayectoria de estado {x(t)} debe tomarse del conjunto de trayectorias 
factibles, cada una de las cuales resulta de utilizar una trayectoria de control admisible 
(u(/)}. La trayectoria de estado factible particular que sea optimal (x*(/)}, debe alcanzar 
la superficie terminal y debe maximizar el funcional objetivo entre el conjunto de dichas 
trayectorias.
Para llegar a la solución de un problema de control existen tres caminos: el 
cálculo de variaciones, el control óptimo y la programación lineal
1.3 Cálculo de variaciones y control óptimo.
La primera aproximación al problema del control es la del cálculo de 
variaciones. El problema del control se reduce en el cálculo de variaciones a encontrar 
una trayectoria temporal para la variable de estado que une puntos inicial y terminal 
dados, de modo que maximice el valor de la integral de una función dada de la variable 
de estado, la tasa instantánea de variación de la variable de estado, y del tiempo.
El problema clásico del cálculo de variaciones es por tanto:
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Opt. }f [x(0,*(0>*1^
s.a x (to )= x o  ( 1 )
x ( t , ) = x ,
donde F(x,x,í) es una función dada continuamente diferenciable y to , ti , xo y xi son 
parámetros dados. Este problema puede considerarse como un caso especial del 
problema de control en el cual no existe ninguna dependencia respecto de las 
consideraciones finales ( es un problema de Lagrange ); existe solamente una variable 
de estado y una variable de control; la variable de control es simplemente la tasa de 
variación instantánea de la variable de estado, siendo la ecuación de movimiento:
x =u,
de modo que u se remplaza por x en F(...); y la variable de control puede tomar 
cualquier valor:
Q = E.
La única restricción sobre la trayectoria de control es la de que sea una función continua 
a intervalos de tiempo. Cualquier trayectoria {x (t)} que cumpla las condiciones de 
contorno de (1) y la condición de continuidad de que x(t) sea continua y las x(t) sean 
funciones continuas a intervalos del tiempo se denomina admisible, y el problema de 
cálculo de variaciones clásico consiste en elegir una trayectoria admisible que 
maximimce la integral funcional objetivo.
El tratamiento por cálculo de variación también puede utilizarse en la resolución 
de ciertos problemas de control con restricciones. Las restricciones pueden ser en forma 
integral o en forma de igualdad o desigualdad, relacionándose en este último caso las 
variables de estado, sus tasas de variación y el tiempo. En el caso de restricciones de 
igualdad el problema quedaría planteado como:






El método de resolución implica la introducción del multiplicador de Lagrange. 
Definiendo la función lagrangiana como:
L(x, x ,t,X)= F(x,x ,t)+X[b-g(x,x ,t)], 
la solución se obtiene eligiendo {x(t)} para maximizar, y X, para minimizar:
J'= ]L(x,x,t,A)dt
l0
lo que lleva a la ecuación de Euler:
c!L d dL 
dx dt c^!x
que junto a las condiciones de contorno y la restricción, define la solución.
Las restricciones de desigualdad relacionan las variables de estado, sus tasas de 





Formando la lagrangiana como en el caso anterior, la solución debe satisfacer:





Otro tipo de restricción muy importante es la restricción integral, en la que la 
integral de una función dada se mantiene constante. Este problema, llamado 






k = ÍG(y,y,t)dí = c
o
siendo G(...) una fianción dada continuamente diferenciable y c una constante dada. La 
restricción se tendrá en cuenta introduciendo el multiplicador de Lagrange X, y 
definiendo el funcional:
o
siendo las condiciones necesarias las requeridas para hallar un máximo de J ' con 
respecto a la trayectoria {x(t)} y un mínimo de J ' con respecto al multiplicador de 
Lagrange X. La ecuación de Euler es:
O 7 ^
— + — (F(...) + AG(...)) ) = 0,
la cual junto a las condiciones de contorno y la restricción, define la solución
El cálculo de variaciones puede utilizarse pues para resolver problemas de 
control que contengan ciertos tipos de restricciones. Pero su  debilidad principal radica 
en que no  puede resolver directamente problem as en que las variables de control 
estén restringidas a un  conjunto de control dado.
El estudio continuado en el tiempo de los problemas de cálculo de variaciones ha 
conducido al desarrollo de un método mucho más moderno : la teoría del control 
óptimo. En la teoría del control óptimo, el problema de optimización dinámica se 
formula con tres tipos de variables: además de la variable tiempo t y la variable de 
estado x(t), se considera la variable de control u(t). De hecho es esta última variable la 
que da nombre a la teoría del control óptimo y ocupa el centro de estudio en esta nueva 
aproximación a la optimización dinámica.
Enfocar la atención sobre la variable de control implica relegar la variable de 
estado a un segundo plano. Esto podrá ser aceptado únicamente si la decisión sobre una 
trayectoria de control u(t) nos ayudara a, una vez dada una condición inicial para la
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variable de estado, determinar de manera directa una trayectoria para la variable de 
estado x(t). Por esta razón un problema de control óptimo deberá contener una ecuación 
que relacione la variable de estado x(t) con la variable de control, y que se denominará 
ecuación de movimiento:
=f[t,y(t),u(t)J
indicándonos cómo en cualquier momento del tiempo, dado el valor de la variable de 
esta'do, la elección del planeador de la variable de control u será determinante del valor 
de la variable de estado a lo largo del tiempo. Una vez encontrada la trayectoria óptima 
de la variable de control u(t), la ecuación de movimiento nos posibilitará la construcción 
de la trayectoria óptima de la variable de estado x(t).
El problema de control optimo se reduce entonces a :
Opt. \F[t,x(t),u(t)]dt
*0
s.a: x ( t)= f  [t,x(t),u(t)]
x (to) = x0 
x (ti) libre.
Ahora la variable de control u(t) es el instrumento último de optimización. Este 
problema de control está por tanto íntimamente ligado al problema planteado de cálculo 
de variaciones, permitiéndonos sin embargo resolver además de los problemas que 
podíamos solucionar mediante cálculo de variaciones, otros que no tenían solución a 
través de dicho método. De hecho el control óptimo no deja de ser un caso especial del 
cálculo de variaciones, en el que se sustituye x(t) en la integral, y se adopta la ecuación 
diferencial x(t)=u(t) como ecuación de movimiento.
2. CONTROL ÓPTIMO CON RESTRICCIONES
2.1 Introducción.
Como en el cálculo de variaciones el tratamiento de las restricciones en la teoría 
de control óptimo descansa sobre todo en la técnica de los multiplicadores de Lagrange. 
Sin embargo como los problemas de control óptimo incluyen también variables de 
control, es necesario distinguir entre dos categorías de restricciones. En primer lugar 
aquellas en las que las variables de control están presentes en la propia restricción, y en
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segundo lugar aquellas en las que las variables de control están ausentes, por lo que la 
restricción sólo afecta a las variables de estado. Los métodos de tratamiento para ambas 
categorías son distintos.
2.2 Restricciones que incluyen variables de control.
Podemos distinguir cuatro tipos principales: restricciones de igualdad, 
restricciones de desigualdad, restriciones de igualdad en forma de integral, y 
restricciones de desigualdad en forma de integral.
2.2.1 Restricciones de igualdad.
Sean dos variables de control en un problema (ui,u2). Sea la restricción referida a 
dichas variables:
g(t,y,u i ,u2)=c Función restricción.
c constante de restricción.





y las condiciones de frontera.
El principio de maximización nos lleva a maximizar el Hamiltoniano: 
Io) Construimos el Hamiltoniano:
H=F(t,y,ui,u2)+X.(t)f(t,y,ui,u2) V te [0, T]
2°) Introducimos la restricción mediante una Lagrangiana: 
L=H+0(t) [c-g(t,y,u i ,u2)]=
= F(t,y,ui,u2)+^(t)f(t,y,ui,u2)+0(t)[c-g(t,y, uj,u2) ]
Donde el multiplicador de Lagrange ahora es dinámico y dependiente del tiempo. Esto 
es así porque la restricción g deberá ser satisfecha en cualquier momento t del periodo 
de planificación.
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La solución vendrá dada por la C.P.O:
düj ciij ¿itj duj
—  =c-g(t,y,ui,u2)=0 V te [0,7"]
Deberán darse también unas condiciones de segundo orden apropiadas, o una 
condición de concavidad adecuada.
El resto del problema de maximización incluye:
junto a una condición de transversalidad adecuada.
2.2.2 Restricciones de igualdad en forma de integral;
“E l  problem a isoperimétrico ”
Antes de plantear este tipo de problemas debemos tener en cuenta dos
- La variable de coestado asociada a la integral, como en el cálculo de 
variaciones, es constante a lo largo del tiempo.
- Dada la naturaleza de la integral, no es necesario restringir el número de 
restricciones relativas al número de variables de control.
Sea un problema con una variable de estado, una variable de control y una 
restricción en forma de integral:
y = — => Ecuación de movimiento para y.
uA
Ui-I





Y(0)=yo Y(T)libre (y0 ,T dados)
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En este contexto vamos a introducir una nueva variable de estado , que 
llamaremos T(t) de tal manera que podamos reemplazar la integral por una condición 
en términos de T(t):
T(t)= - J G(t,y,u)dt
o
Derivando:
É (t)= -G(t,y,u) Ecuación de movimiento para T.
Los valores inicial y terminal para T(t) serán:
r(0)= - J G(t,y,u)dt=0
o
r(T)= - J G(t,y,u)dt= -k Condición terminal.
o
CONCLUSIÓN: Podemos reemplalzar la restricción integral dada, por una condición 
terminal en la variable de estado T.





y(O)=y0 y(T) libre ( y0 , T dados) 
r(0)=0 T(T)= -k (k dado)
Se puede trabajar con el Hamiltoniano sin ampliarlo y por ello no es necesario 
limitar el número de restriccones integrales.
Construimos el Hamiltoniano simple:
H=F(t,y,u)+A.(t)f(t,y,u) - |aG(t,y,u)
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Las condiciones de maximización serán:
Ecuación de movimiento para X.
Ecuación de movimiento para y.
Ecuación de movimiento para T.
Ecuación de movimiento para |x.
X (T)=0 Condición de transversalidad.
CONCLUSIÓN: Lo que distingue a este problema de otros problemas de optimización
sin restricciones, es la presencia de dos ecuaciones de movimiento para T y para fj.. Sin 
embargo debemos tener en cuenta varias cosas:
- T es una variable cuya única misión es permitimos introducir - fj.G(t,y,u) en el 
Hamiltoniano.
La trayectoria temporal de T no nos interesa realmente, por lo que podemos 
omitir esta ecuación sin perder información relevante.
- La ecuación para ja sí nos proporciona información importante. Al no aparecer
cH
la variable T, en el modelo, ju= => ^ (t) constante.
c\
Esto corrobora la afirmación inicial de que la variable de coestado asociada a la 
integral, era una constante a lo largo del tiempo. Mientras recordemos ésto, podemos 
omitir del modelo, también la ecuación para jj. .
2.2.3 Restricciones de desigualdad
El método de sustitución no es fácilmente aplicable a los problemas en los que 
las restricciones presentan desigualdad. Por ello es necesario utilizar un sistema 
alternativo para estas situaciones.
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En este tipo de problemas el número de variables de control puede ser mayor que 
el número de restricciones, esto se debe a que las restricciones de desigualdad permiten 
más libertad de elección que en el caso de las igualdades.
Por simplicidad analizaremos un problema con dos variables de control y dos 
restricciones:
T
Max: 1 F(t,y,ui,u2) dt
o
s.a. y = f(t,y,ui,u2) 
gi(t,y,ui,u2) < ci 
g2(t,y,ui,u2) < c2 
junto a las condiciones de frontera.
El Hamiltoniano definido en el apartado anterior también es válido para este 
problema, pero ahora debe maximizarse respecto a ui y a u2 sujeto a restricciones de 
desigualdad, necesitamos por ello recurrir a las condiciones de Kühn - Tucker1.
Además, según el Ta de Arrow, Hurwicky Uzaya, las restricciones deben:
- ser cóncavas en ( ui, u2)
- ser lineales en ( Uj , u2 )
- debe existir un punto en la región de control tal que, al evaluar en uo 
todas las restricciones son estrictamente menores que las respectivas constantes de 
restricción
- debe cumplirse la condición de rango2
'implican condiciones de holgura complementaria( cualquier multiplicador de Lagrange se anula si la 
restricción correspondiente se satisface como desigualdad estricta y cualquier restricción se satisface 
como igualdad si el correspondiente multiplicador es > 0.
2E1 rango de la matriz de las derivadas parciales de las restricciones efectivas con respecto a u„ evaluada 
en el óptimo es igual al n° de restricciones
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L = F ( t,y,ui ,u2 ) + X(t)./(t,y,uh u2) + 0i[ ci -gi(t,y,ui,u2 )] + 02[c2 -g2 (t,y,ui,u2)]
Para simplificar la expresión anterior, omitiremos las variables que no den lugar 
a confusión:
L = F+ X.f + 0i (ci - g i ) + 02 (c2 - g2) 
aplicando las condiciones del principio optimizador :
Ahora incluimos el Hamiltoniano en la función Lagrangiana:
dUj
= 0 J V t / 0< t < T
= c¡ - g¡ > 0 0¡ > 0 0 ¡. ~ ~  = 0  => Kühn-TuckerC7Ü, c?y,
dL . „
—  = y  => Ecuación de movimiento para y.
OA
cL •
-—  = X => Ecuación de movimiento para X.
además de las condiciones de transversalidad.
3Sefialar que en el problema planteado u no tiene restricciones de no negatividad, si las hubiera esta Ia 
condición se transformaría en dL/di < 0  u >0 u.dL/da = 0 , por las condiciones de Kuhn - Tücker.
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2.2.4 Restricciones de desigualdad en forma de integrales.
Plantearemos un nuevo problema con una variable de estado u, y una restricción 
en forma de integral:
T
Máx: J F(t,y,u) dt
o
s.a.: y  = f  (t,y,u)
T
J G(t,y,u)dt< k ( k dado)
o
y(0) = y0 y(T) libre ( y0 , T dados)
Introducimos una nueva variable de estado T, de forma que pueda sustituirse la 
integral:
t
T (t) = - J G(t,y,u) dt
o
T(t) = - G(t,y,u) => Ecuación de movimiento de Y.
o
r(0) = - i G(t,y,u) dt = 0
o
t
T(T) = - J G(t,y,u) dt > -k => condición terminal.
o
El problema quedará transformado en:
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TMax: J F(t,y,u) dt 
o
s.a: y=  f(t,y,u)
T = - G(t,y,u)
y(O) = y0 y(T) libre r(O) =0 T(T)>K
Al igual que en los casos anteriores se construye el Hamiltoniano:
H = F( t, y, u) + X f(t, y, u) - |i G( t, y, u)
y finalmente se aplican las condiciones de maximización al problema:
Max H V t 6 [ 0, T ] 
u
. ¿Hy  = —  => ecuación de movimiento para y,
OA
ffl
X = => ecuación de movimiento para X,
■ cH
T = —  => ecuación de movimiento para T, 
du
■ . SH
jj. = => ecuación de movimiento para fa.
(A
MT) = 0 T(T) + K > 0
condiciones de Kühn - Tucker. 
|i(T) > 0 n(T).[r(T) +K] = 0
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2.2.5 El valor de descuento: un caso particular.
Cuando un problema de control óptimo con restricciones incluye un factor de 
descuento, cabe la posibilidad de utilizar el valor descontado del Hamiltoniano H e , con 




Max J (p(t, y, u ).e 'pt dt
o
s.a. y = f(t, y, u) 
g(t, y, u) < c 
junto a las condiciones de frontera.
H y L tal y como se han venido construyendo en epígrafes anteriores serían:
H = <p (t, y, u).e pt + X.f(t, y, u)
L = (p(t, y, u ).e 'pt +  X.f(t, y, u) + 0[c - g(t, y, u)]
Aplicando el principio maximizador:
i - 0  Vt e[0, T]
H  = c - g(t, y, u) > o e > o e . | |  = o
^ dX ^ dy 
junto a las condiciones de transversalidad.
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Introduciremos nuevos multiplicadores o variables de coestado para transformar 
H y L en He y Le, es decir, en sus respectivos valores descontados.
Hc = H.ept Lc = I .e pt luego,
He = [cp(t, y, u ).e 'pt + X.f(t, y, u)].ept
Hc = <p(t, y, u) + X..ept.f(t, y, u)
Lc = <p(t, y, u) + X.ept.f(t, y, u) + 0.ept[c - g(t, y, u)]
Siendo:
m = X.ept y n = 0.ept entonces, X = m.e‘pt y 0 = n .e 'pt 
sustituyendo en He y en Lc ,
Hc = cp( t, y, u) + m.f(t, y, u)
Lc = Hc + n.[c - g(t, y, u)]
Al aplicar ahora el principio de máximo puede observarse que, tras los cambios 
efectuados, se ha simplificado la resolución del problema:
^  = 0 V t e [ 0,T] 
du
^>.0 n> 0 n-^r = 0 
on on
3LC dLc
y = "Z" m = -— +p-m^
a n  f y
4 Para obtener la ecuación de movimiento de la nueva variable de coestado, derivaremos la expresión de la 
variable inicial en función de ella:
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En el caso de que las restricciones del problema tengan forma de integral, 
crearemos la variable T ya mencionada en el apartado 2.3, y construiremos Hc y Lc , de 
forma que al igual que en el caso explicado el problema quede transformado en otro sin 
restricciones.
2.2.6 Condiciones suficientes
Las condiciones suficientes de Mangasarian y Arrow, válidas para los problemas 
sin restricción, son válidos también aquí en problemas de optimización con restricciones 
pero con horizonte fijado.
1) Sea u el vector de variables de control
u^ (ui,u2)
2) Sea H el valor del hamiltoniano maximizado, es decir el valor del
Hamiltoniano en u(t). Pero ahora también se deberá cumplir:
s.a. g(t,y,u)=c ó g(t,y,u)<c
Y además la nueva variable constante de los problemas que incluían 
restricciones en forma de integral, deberá aparecer reflejada en H.
3) El principio maximizador de condición suficiente para una maximización 
global del funcional objetivo es:
Io Cada Lagrangiana es cóncava en (y,u) V te [0, T\ 
ó 2o H es cóncavo en y V te [0, T] para un X dado.
4) En los problemas de horizonte infinito, estas condiciones anteriores, deben
verse complementadas por una condición de transversalidad:
L í m .  Mt) [ y(t)-y(t)] >o
/ —>oo
X = m .e'pt + p.m.e'pl , y la combinamos con la igualdad X  =  -  —
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Es importante tener en cuenta que la concavidad de la Lagangiana en (y,u) implica 
concavidad en las variables y, u de manera conjunta, no por separado. Además como H 
y L están compuestas por F, f, g y G:
H=F+Xf-nG
L=H+0(c-g)
Las condiciones suficientes serán satisfechas siempre y cuando:
F sea cóncava en (y,u)
Xf sea cóncava en (y,u)
(iG sea cóncava en (y,u) 
y 0g sea convexa en (y,u) V te  [0, T]
En los casos de restricciones de desigualdad con integral donde ja es una constante no 
negativa, la convexidad de |¿G está asegurada por G solamente.
En el caso de restricción con desigualdad, con 0 >0, la convexidad de 0g está 
asegurada por la convexidad de g.
Si el valor actual del Hamiltoniano y Lagrangiano es usado, puede ser fácilmente 
adaptado reemplazando L por Lc , y H por Hc.
2.3 Restricciones que no incluyen variables de control. Restricciones estado- 
espaciales.
El objetivo de este tipo de problemas es situar las restricciones en el espacio 
estado y demarcar el área permitida de movimiento para la variable y . En general la 
forma de estas restricciones es:
h(t,y)<c V te [  0,T]
Debemos tener en cuenta que es mera coincidencia, que cuando ignoramos la 
restricción y resolvemos como un problema sin restricciones, la solución óptima y(t) cae 
por entero en el área permitida. En este tipo de casos la restricción será trivial. Con 
restricciones espacio-estado no triviales, la solución óptima del problema sin 
restricciones saldría fuera del área permitida (por ejemplo en muchos problemas 
económicos la zona de no negatividad)
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Sea el problema planteado:
o
s.a. y=  f(t,y,u)
h(t,y)<c 
y las condiciones de frontera.
O)
No podemos ahora aplicar el método seguido para los casos anteriores. Antes 
suponíamos continuas las variables y, X . Las únicas que podían ser no continuas eran 
las variables de control. En este tipo de problemas la variable de coestado X puede ser 
no continua, en los puntos donde la restricción estado-espacial pasa de la inactividad a 
la actividad o viceversa.
Si t es el punto de cambio de un intervalo sin restricciones a uno con ellas, si 
denotamos por A.'(t) y X+(t) el valor de X justo antes y después del salto, entonces la 
condición de salto es:
Otra posible alternativa sería que como h(t,y) no puede exceder c, entonces 
siempre que h(t,y)=c, debemos prohibir que h(t,y) sufra incrementos. Para ello 
imponemos la condición:
X\t)= X'(t) +bhy (b>0)
dt
Recordemos que:
—  < 0  siempre que h(t,y)=c.
d . . .  ch ch dy . , -, ;.
~rMt,y) = —  + -r-¿ = ht + hyf(t,y,u) = h(t,y,u)
dt a  ¿y dt '
La condición se puede expresar entonces como:
h (t,y,u)= ht + hy f(t,y,u)<0 siempre que h(t,y)=c
El nuevo problema será:
o
s.t y  = f ( t , y , u ) (2 )
h(y,y,u) = h¡ + hyf  (t,y,u) < 0 siempre que h(t,y)=c 
y las condiciones de frontera.
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Queremos comparar el nuevo principio de maximización con el visto en el caso 
de restricciones de igualdad con variables de control. Para ello utilizaremos distintos 
multiplicadores A,© :
L'= F(t,y,u)+A/ (t ,y ,u)-®h
Las condiciones de maximización serán:
= Fu + Afu-@hyf u = 0
dL' SU
—  = -h  = -h , - h  f ( t ,y ,u )>  0 © > 0 ©—  = 0
dá * oa
Debemos añadir para que la condición anterior no sea sólo cierta para h(t,y)=c, 
otra condición complementaria:
h(t,y)<c ©[c-h(t,y)]=0 => h(t,y)<c ->©=0 ó h(t,y)=c ->©>0
Las condiciones del principio maximizador serán:
dL'
du = Fu + J\fu-®Kfu = ®
—  = - h  = -h ¡ -  hvf  (t,y,u) > 0 © > 0 ©—  = 0
h(t,y)<c ©[c-h(t,y)]=0 
© > 0 [=0 cuando h(t,y)<c]
dL
y = —  = f(t,y,u) 
dk
A = ~ ^  = ~Fy~ Afy+ ®lhy, + hyfy + Kf\ 
más las condiciones de transversalidad.
Debemos tener en cuenta que tras derivar h de la función de la restricción 
h(t,y), podemos aplicar directamente las condiciones del principio maximizador, sin 
transformarlo antes del estado inicial planteado en (1) al estado planteado en (2).
Asumimos que la máximización de la Lagrangiana respecto a u, nos da una 
solución interior. Si la variable de control está sujeta a condición de no negatividad 
dL'
u(t)>0, entonces = 0 será reemplazada por las condiciones de KUHN-TUCKER: 
du
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—  < O u>0 u—  = O, lo cual permite obtener una solución de
ai ai
contorno. Aunque existe solución de contorno siempre que la variable de control tenga
delimitada su zona
3. APLICACIONES ECONOMICAS 
3.1 El ciclo del negocio político
Este modelo desarrollado por William Nordhaus, parte de la idea de que en una 
democracia es competencia de un partido político para protegerse de los rivales tomar 
decisiones en cada periodo electoral sobre los ratios de desempleo y nivel de inflación. 
El autor utiliza una función de voto y la curva de Phillips para relacionar las dos 
variables anteriores.
El partido en el poder está obligado a desarrollar políticas que mejoren el 
bienestar de los votantes, para así ganar las elecciones. Este modelo se centra en las 
políticas económicas, y se basa en dos variables de control:
U: nivel de desempleo, 
p: nivel de inflación,
que son las dos preocupaciones primordiales del electorado, que reaccionan en cada 
momento ante sus valores.
v=v(U,p) Función de voto que medirá el poder del partido para captar 
el voto.
vu< 0 —» Ya que a mayor nivel de desempleo, mayor pérdida de
votos.
vp< 0 —» Ya que a mayor nivel de inflación, mayor pérdida de
votos.
La curva de Phillips : p= <|)(U)+a7i <J)'< 0, n inflación esperada, 0<a< l.
Suponemos un modelo de expectativas adaptables: 
t í' =b(p-7t) (b>0)
Tenemos pues tres variables U , p , n. Tomaremos como variable de estado a n :
(71) variable de estado.
(ti') ecuación de movimiento n = b(p-7t).
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(U) variable de control ( ya que afecta a p , y a n)=> Suponer que el 
partido en el poder tiene influencia para modificar U.
(p) simple función de las otras variables.
El problema supone que un partido gana las elecciones en t=0 y las siguientes son en 
t=T. El partido gobernante tiene T años para convencer e impresionar a sus votantes, 
para ganar votos.
En cualquier momento del periodo [0,7"] los pares de valores p , U determinan 
un valor concreto de v.
Este problema así planteado se podrá resolver bien mediante cálculo de 
variaciones, bien mediante control óptimo.
Resolución del problema mediante cálculo de variaciones
El problema quedaría planteado como:
Máx. ^ v(U,p)erldt 
s.a: p= <|)(U)+a7i
ti'= b(p-7i)
7t(0)= no 7t(T) libre (7to,T dados)
En este primer planteamiento del problema prescindiremos de la ecuación 
p=(f>(U)+a7t, dado que la variable p, puede ser sustituida con facilidad en la función de 
voto y en la ecuación de movimiento.
Siendo ert un actualizados Deberá dar más peso a los acontecimientos más 
cercanos en el tiempo, ya que asumimos una memoria colectiva breve. (r>o: ratio de 
pérdida de memoria).





El problema a resolver mediante cálculo de variaciones sería:
Máx. J (- t / 2 -  hj + hkU -  har j^d t
o
s.a. 7t'=b[j-kU-(l-a)7t]
7i(0)= 7to 7t(T) libre (rc,T dados)
El Hamiltoniano es: H= (-U2-hj+hkU-han)en+A,b[j-kU-(l-a)7i]
Maximizando H con respecto a la variable de control v, tenemos la ecuación :
cH
— = (-2U+hk)e A,bk=0 
oU
Esto implica la trayectoria de control:
U(t)= l/2k(h- Xb e'rt)
d 2H rt
Como —7 7 = -2e < 0, la trayectoria de control maximiza el Hamiltoniano en 
¿%J
cualquier momento del tiempo , como requiere el principio maximizador.
Debemos ahora obtener la trayectoria de control óptima para la variable de 
coestado:
cH
X'= ——= hae + Xb(l-a) 
on
Reescribiendo la ecuación de movimiento para X : X'-b(l-a)X=haert se puede
reconecer una ecuación diferencial lineal de orden uno. La solución general para X será:
Determinamos A, utilizando las condiciones de transversalidad X(n)=0. Dejando
Xc= Aeb(1'a)t (A arbitrario)
(B= r-b+ab)
X,(t)= Xc+ X = Ae6^ ^ ’ + ~ ~ ert Solución general.
X(t)= (ha/B)[e-e (aJt]
Por último la trayectoria óptima de conntrol será, tras simplificar:
U(t)= (kh/2B)[(r-b)+baeB(T't} ]
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Esta es la trayectoria de control que el partido político deberá seguir si quisiese
ser reelegido en el año T. Podemos además, a partir de aquí, observar que:
dU * BfT
- = -1/2 khbae k <0, porque k , h , a  y b son positivos.
La política económica maximizadora del voto es por tanto, establecer un nivel 
alto de desempleo nada más ganar las elecciones en el momento t=0, y luego despacio 
dejar caer el nivel de desempleo a lo largo del periodo [0,T]. De hecho, los niveles 
óptimos de desempleo en los momentos 0, T pueden ser perfectamente determinados.
máximo de esta función, implica que la estrategia de no imponer ninguna restricción 
sobre U, no causa problemas sobre el signo de U en este caso. De cualquier modo, para 
ser totalmente correctos, el significado económico de U(0), nos indica que debe ser 
menor que la unidad, o mejor aún, menor que un ratio máximo tolerable de desempleo. 
Respecto a la inflación, el comportamiento general nos indica que debería ser 
relativamente baja al comienzo de cada periodo, para ir subiendo poco a poco.
Resolución mediante control óptimo
Veamos como podemos pasar de un problema sin restricción a uno con 
restricción. Supongamos que tenemos planteado el problema como lo habíamos hecho 
en cálculo de variaciones:
U(0)= kh/2B[(r-b)+b aeBT]
U(T)= kh/2B[(r-b)+ba]=kh/2




7r(0)= 7io 7t(T) libre (7io,T dados).
Vamos a restituir la restricción de igualdad que habíamos omitido como tal en la 
resolución mediante cálculo de variaciones:
p= <j)(U)+a7i
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7 1 : variable de estado. 
ri: ecuación de movimiento.
U: única variable de control tras la sustitución, 








El Lagrangiano tomará la forma:
L= (-U2-hp)ert+Xb(p-7t)+0 [j -kU+art-p]






En el problema tendremos pues:
— = j - k U + a 7 T - p = 0 (3)
En el modelo sin restricciones obtuvimos:
¿H
-— = (-2U+hk)e -A,bk=0 (6) Máx del hamiltoniano.
oU
7t'= b[j-kU-(l-a)7i] Ecuación movimiento estado . (7)
X'= haert+Xb(l-a) Ecuación de movimiento constante. (8) 
Resolviendo (2) para 0:
0= -hert+Xb (9)
Sustituyendo en (1):
-f-=-2U ert+hkert-Xbk=0 e  (6)
oU
Resolviendo (3) para p, tenemos:
p=j-kU+(X7i, que restablece la restricción.
Esto nos permite escribir (4) como :
ri= b(j-kU+a7wt)=b[ j-kU-(l-a)7t] = (7)
Finalmente utilizando la expresión de 0 en (9) tenemos que (5) se puede 
reescribir como:
X '=Xb+haert-Xba= A,b( 1 -a)+haert
Que es exactamente (8), la expresión obtenida en la resolución del modelo 
mediante claculo de variaciones. Vemos pues, que los dos planteamientos son 
equivalentes.
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3.2 La maximización de beneficios de una empresa en el contexto dinámico
En la mayoría de los modelos contemplados por la teoría económica, el objetivo 
de la empresa es la maximización del beneficio total; un ejemplo claro de este 
planteamiento es el modelo de Evans de Monopolio Dinámico.
Baumol, sin embargo, ha desarrollado un modelo estático de optimización en 
una empresa desde un punto de vista diferente. Dado que en la actualidad en la mayoría 
de las empresas existe una separación entre propiedad y control, el objetivo de los 
directivos ya no será maximizar los beneficios, sino maximizar los ingresos por ventas; 
pero siempre manteniendo un nivel mínimo de dividendos, con el fin de no enfrentar sus 
intereses a los de los accionistas.
La validez de este modelo ha sido cuestionada en el contexto dinámico, ya que si 
se acepta que los beneficios son el vehículo de crecimiento de una empresa, y este 
crecimiento a su vez, posibilita el incremento de la producción y con ello el de las 
ventas potenciales; puede parecer que bajo una perspectiva dinámica, la maximización 
del beneficio sería prerrequisito para la maximización de las ventas.
Vamos a considerar el planteamiento de Baumol en el desarrollo de un modelo 
de control óptimo.
Consideraremos una empresa que produce un único bien, con una función de 
producción neoclásica: linealmente homogénea y estrictamente cuasicóncava,
Q = Q(K,L) siendo k = K /L  =* Q / L = <t>(k)
Qk = <t>' (k) Qk > 0 Qkk < 0 (A)
QL = <|>(k)-k.f(k) QL> 0 Qll < 0 (B)
Todos los precios, incluido el salario w y el precio del capital se suponen 
constantes, y el precio del producto se considera igual a la unidad. Bajo estas 
condiciones los ingresos de la empresa serán:
R = Q(K, L). 1 = Q(K, L) , y el beneficio n  = R - w.L = Q(K, L) - w.L
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Para satisfacer a los accionistas, los directivos han de mantener un mínimo 
interés de reembolso del capital (ro), luego, el comportamiento de estos últimos estará 
restringido por la inecuación:
r0 => II - K.r0 > 0  => Q( K, L) - w.L - r0 .K >0
K
Para simplificar, definimos a  como la relación existente entre el capital 
reinvertido y el precio del capital. Luego la tasa de variación del capital será:
K = a  .n  = a[Q(K, L) - w.L]
Podemos plantear entonces el problema de maximización de ingresos por ventas 
como un problema de control óptimo, con una restricción de desigualdad :
T
Max /Q (K ,L ) .e pt dt
o
s.a. K = a[Q(K, L) - w.L] 
w.L + r0.K - Q(K, L) < 0 
y K(0) = Ko K(T)libre (K o,Tdados)
En el modelo hay dos variables K como variable de estado y L como variable de 
control. La ecuación de la desigualdad es convexa en L, y el conjunto de restricciones 
tiene solución interior ( ü  / K > ro . Luego, se satisfacen todas las condiciones
necesarias para aplicar el principio de máximo.
Construimos Hc y Lc
Hc = Q(K, L) + m.a[Q(K, L) - w.L]
Lc = Q(K, L) + m.a[Q(K, L) - w.L] + n. [Q(K, L) - w.L - r0.K]
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según el principio del máximo
p\T
= 0 =>( 1 + m .a  + n)QL - (m.a + n)w = 0 V t € [ 0, T] (1)
^ > . 0  n>  0 n . - ^  = 0 = >  Q(K, L) - w.L - r0.K > 0 n > 0on on
(2)
n[ Q(K, L) - w.L - r0.K] =0
K = ^  => K = a  [Q(K, L) - wL] (3)
an
SLC
m = - —- + p - m  => - (1 + m.a + n)Q« + nro + p.m =m (4)
oK
m(T) = 0
Veamos el análisis cualitativo del problema para obtener alguna 
conclusión.Combinando las cuatro condiciones anteriores con (A) y (B), el 
planteamiento se transformaría en:
(1+ m .a + n).[(p(k) - k.cp'(k)] - (m.a + n).W = 0 (1')
(p(k) - w - ro.k > 0  n > 0 n[(p(k) - w - ro.kj = 0 (2')
k = a.L[cp(k) - w] (3')
m = - ( l+ m .a  + n).cp'(k) + n.ro +p.m  (4')
Definiremos k* como el nivel de k que maximiza el beneficio total, y ko como el 
nivel de k que iguala el interés de reembolso a ro,
s ik  = k* => QL = w ó bien cp(k) - k.(p'(k) = w
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si k = ko => II/K = ro ó bien (p(k) - w = ro.k
Gráficamente:
(ko es razonable esperar que se encuentre a la izquierda de k*)
Si ko < k*, n será nulo por las condiciones de inercia. Luego:
d L  » / ■> / m
—f- = (\ + m-a)-\(p{k)-k-<p'{k)\-m-a -ú) = 0, esta ecuación puede
S L  ( Cuando n=0)
representarse como una curva F(k, m) cuya pendiente será: 
dm dF I ck (l + m-a)k(p"{k)
~7r = -  -  / .  = r íh\ , -----f » el numerador es negativodk (3LjcL=o) dF I dm a[<p{k) -  k(p’{k) -co\
debido al _signo de cp"(k).
Para todo k < k*, el denominador es también nagativo, ya que w está por encima
de Ql .
Al aproximarse k a k* hacia la izquierda, el denominador tenderá a 0, lo que hace 
que la pendiente de la curva sea oo.
Al aproximarse k a 0, el numerador tenderá a 0, lo que hace nula la pendiente.
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Llamaremos G(m, k) a m' cuando n se anula, entonces:
dG / ck (l + ma)<p"(k) 
dm / clki \ — “ / \(s/ m=°) 3GI dm -a(p {k)+ p
Sea k+ el valor de k que satisface p = a.(p'(k), como cp'(k) decrece al hacerlo k, 
para todo k mayor que k+, el denominador es mayor que 0 lo que hace que dm/dk sea 
menor que cero. Si k tiende a k+ por la derecha, dm/dk se hará infinito 
Gráficamente:
ks es el nivel de k para el que se cumple: dLc /dL = m'= 0, cuando n = O.Esta 
intersección se dará sólo si k+ se encuentra a la izquierda de k*.Del gráfico se deduce 
que el punto donde se cruzan las dos curvas no se encuentra en k*, es decir, en el punto 
de máximo beneficio.Esto supone que en el contexto dinámico no es necesario 
rechazar el nuevo punto de vista de maximización de ingresos por ventas, en vez de 
maximizar el beneficio total.
De hecho, realizando un análisis posterior del modelo, se observa la tendencia de 
que el nivel de k que maximiza los ingresos por ventas gravita en tomo a ko (punto 
donde ro es el nivel mínimo aceptable del interés de reembolso), y la única circunstancia 
en que la empresa maximiza beneficios es cuando k+ es mayor que k*.
A lo largo de este análisis no se ha contemplado la ecuación de movimiento de 
K, pero transformándola a través de K = k.L, se obtiene:
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K = k.L + k.L , como K = a.L.[cp(k) - w], entonces k.L + k.L = ct.L.[(p(k) - w],
• •
, L ccL[(p{k)-w]-k
de donde — = ---------- ;----------
L k
luego una vez que se ha obtenido una trayectoria óptima para k, a través de esta última 
ecuación podrá obtenerse la trayectoria óptima correspondiente para la variable de 
control.
3.3 El problema de la acumulación de capital bajo restricciones financieras.
William Schoworm analiza una firma sin posibilidades de financiación vía 
préstamo y cuya inversión únicamente puede ser financiada mediante sus propios 
beneficios retenidos.
El autor plantea un modelo donde:
n(t,K) es la función de beneficios de la empresa.
I(t) representa el gasto en inversión, siendo l(t)>0 
Donde no se puede vender capital usado.
Donde no pueden tomar prestados fondos.
El flujo de caja <()(t) depende solamente de los beneficios y de la 
inversión:
<|>(t)= 7l(t,K)-I(t)
El objetivo de la empresa es:
Máx. Má x\<f>(t)e~dt , donde p es la tasa de retomo que los
o
poseedores del capital podrían obtener en inversiones alternativas, así como la tasa de 
retomo que la firma podría obtener de sus dividendos retenidos.
Partiendo de un nivel inicial, los dividendos retenidos R(t), sólo pueden ser 
incrementados mediante otras retenciones recibidas (al ratio p) de los dividendos (R), o 
por un flujo de caja positivo. Lo cual implica:
R(t) = pR(t) + <f>(t) = pR(t) + n ( t , K ) - I ( t )
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m = m
Las variables de estado de este problema de control óptimo con resstricciones 
que no incluyen variables de control, serán R(t) y K(t).Deberemos al ser ambas 
variables no negativas, imponer una restricción sobre R(t), es decir, R(t)>0. La variable 
de control será I(t).
El problema quedará planteado como:
Máx. ][;t(í , £ ) - / ( 0 K /V ío
s.a. R(t) = pR(t) + = pR(t) +




L'= [ ^ ( í ,^ ) - / ] e _/V + AR[pR + n(t,K)-l] + AKI + G{pR + n:(t,K)-l], 
donde AR,AK son variables de coestado para R y K.
Las condiciones de maximización serán:
c£ « &—  = -e'p< -AR+AK-®<Q Y>0 I— =0 
di R K di
•njr'
—  = pR + n(t,K)-I> 0 0>O 6— =0 
d$> d®
R(t)>0 0R(t)=O
©  < 0 [=0 cuando R>0]
. dL'
R = - —  = pR + 7r(t>K)-I 
dAR
. dL’
K = ^ r =IdAK
dL' , v 
A r ~~ ap +©)
Asumiendo no depreciación del capital:
dR
dU
k K = ~~^^~KK e^P' +Kr  +e)
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cJSlj
Con l(t)>0 la condición complementaria obliga a que —  =0 ó a que por (1)
di
A k — e ** + AS + ©
Diferenciando respecto a t:
k K = - p e ' 1* + k R + ® =-pe~pl -  p[Ar + ©) + © = -p(e~p< + A R +©) +©
(Por 3)
Conjugando Á K con (4):
-nK{e~(* + A r +©) = -p{e~p> + AR +©) +© (5)
Este resultado sintetiza la regla de optimización para la firma cuando Y>0.
Hemos de observar que por (2) cuando © = 0 entonces R>0. Por (5) sabemos 
también que si R>0 la firma seguirá como regla de inversión: 71k=P » es decir, cuaando 
los dividendos retenidos son positivos la firma seguirá como norma que el beneficio 
marginal del capital sea igual al tipo de interés de retomo del mercado.
Si R=0 en algún intervalo del tiempo (ti ¿2) ello implicaría que R = 0 en dicho 
intervalo de tiempo. Por lo tanto la regla de inversión a seguir por la firma cuando 
R=R = 0, será I(t)=7i(t,K), es decir, la firma bajo restricciones invertirá su beneficio 
corriente. Podemos observár por consiguiente, que cuando la restricción referida a los 
dividendos retenidos ( R ) está siendo tenida en cuenta, la inversión se vuelve más 
restringida por el beneficio corriente.
más una serie de condiciones de transversalidad.5
5 Las condiciones de Kuhn-Tucker fueron aplicadas en (1), gracias a la restricción de no negaatividad de 
la variable de control.
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