1 7 5 9 a r t I C l e S Gap junctions between neurons convey electrical signals with high temporal precision and fidelity, permitting action potentials in electrically coupled neurons, for brief instances, to influence the spiking behavior of their neighbors, giving rise to fine-scale synchrony (reviewed in refs. 1 and 2). However, in many areas of the brain, including the retina 3 , cortex 4 , inferior olive 5 , hippocampus 6 , locus coeruleus 7 , cochlear nucleus 8 , olfactory bulb 9 and cerebellum 10,11 , gap junctions are found at distal dendritic locations and typically have small unitary conductances 1,2 . When action potentials back-propagating into distal dendrites traverse high-resistance gap junctions and feed into the parallel capacitive and resistive elements of post-junctional cells, they are low-pass filtered and highly attenuated, giving rise to small-amplitude coupled spikelets (~1 mV) at the somata of post-junctional neurons 1,2 . The relatively small amplitude of coupled spikelets compared with chemical synaptic inputs has made it difficult to understand how electrical signals can synchronize spike output between neighboring neurons under natural stimulation conditions 12 .
interactions in driving synchrony, as this would involve recording responses from pairs of neighboring coupled neurons while stimulating the intact network with different naturalistic spatiotemporal patterns of synaptic activity.
To understand the biophysical mechanisms underlying fine scale synchrony, we measured spike trains in pairs of neighboring superiorcoding ON-OFF directionally selective retinal ganglion cells (RGCs) labeled in the transgenic Hb9::eGFP mouse retina 21 , which we have previously shown to be electrically coupled 13, 14 ( we henceforth refer to these cells as cRGCs). By projecting simple patterns of light stimuli onto the array of photoreceptors in an intact in vitro whole-mount retinal preparation, we controlled the activation of synaptic inputs to the planar dendrites of cRGCs, which stratify in distinct layers in the inner retina. Using a combined two-photon imaging, genetic, electrophysiological and pharmacological approach, we found a role for active dendrites in driving gap junction-mediated fine-scale correlations. We also discovered how synchrony can encode information about the spatial distribution of light that is absent from the spike rate.
RESULTS

Gap junctions are required for fine-scale synchrony
Previous work has shown that correlated spike activity between neighboring RGCs occurs on multiple timescales (~1-100 ms) depending on its precise origin 22, 23 . We computed cross-correlograms from lightevoked spike trains measured simultaneously in pairs of neighboring cRGCs ( Fig. 1a-d ) and found bimodal peaks within a ±2-ms delay, characteristic of fine-scale synchrony mediated by reciprocal gap junction connectivity 20, [24] [25] [26] [27] . The two peaks in the cross-correlogram were 1 7 6 0 VOLUME 17 | NUMBER 12 | DECEMBER 2014 nature neurOSCIenCe a r t I C l e S not always of the same amplitude, but could easily be separated from broader stimulus-driven correlations using a shift predictor computed from shuffled trials (Supplementary Fig. 1 ). The strength of finescale correlations was quantified using a correlation index (CI, larger values indicate stronger correlations, Online Methods). For spike trains evoked by drifting gratings, the CI was found to be 0.13 ± 0.03 (n = 8 pairs; given that spike correlations were present for both ON and OFF responses to a flash of light, these components were combined for analysis; Supplementary Fig. 2 ).
Fine-scale spike correlations between cRGCs were weak or absent in the presence of the gap junction blocker 18β-glycyrrhetinic acid 13, 14, 28 (18βGA, 25 µM, CI = 0.05 ± 0.01, n = 6 pairs, P < 0.0001, t 5 = 6.756, paired t test; Fig. 1e ; 18βGA had only a minor effect on the light response; Supplementary Fig. 3 ) or when measured between pairs of neighboring uncoupled directionally selective RGCs 13 with significant receptive field overlap (CI = 0.06 ± 0.01, n = 5 pairs, P = 0.01, t 11 = 3.080, t test; Fig. 1f and Supplementary Fig. 4 ). As further evidence that gap junctions between cRGCs are required for finescale correlations, correlated spiking was reduced in Connexin 36 knockout retina (Cx36 −/− ; also known as Gjd2), in which coupling between cRGCs was found to be minimal (CI = 0.03 ± 0.01, n = 3 pairs, P = 0.01, t 9 = 3.241; Supplementary Fig. 5 ). Taken together, these results strongly suggest that reciprocal gap junction connections are critically required for the generation of fine-scale spike correlations, supporting previous findings 20, [24] [25] [26] [27] .
Coupled spikelets exert little effect at the soma In attempting to define the biophysical underpinnings of gap junction-mediated correlations, many studies have relied on in vitro brain slice preparations in which circuit properties are not well preserved and somatic current injections are used as a proxy for synaptic activity 1, 2 . Indeed, when neighboring cRGCs were simultaneously depolarized through the recording electrode, robust correlations were observed (Fig. 2a-c) , which persisted in the presence of a cocktail of chemical synaptic blockers (Supplementary Fig. 6 ).
In this scenario, action potentials back-propagate through the dendritic tree of the donor cell, cross the gap junction and give rise to transient ~1-mV coupled spikelets at the soma of the recipient cell, which are revealed occasionally when a post-junctional cell fails to fire an action potential (Fig. 2b) or when the pre-junctional, but not post-junctional, cell is directly activated 13 . These small-amplitude coupled spikelets arrive at the post-junctional soma with submillisecond precision and are thought to be the signals that synchronize spike activity 11, 29 . However, the relevance of this simplistic experimental procedure and its interpretation are questionable, as they disregard the natural spatiotemporal aspect of synaptic inputs and the active dendritic conductances that are known to be important during physiological activation of many neurons.
To directly test whether coupled spikelets exert a substantial action at the soma, we injected Poisson-distributed trains of brief current pulses through a patch pipette, mimicking gap junction-mediated somatic spikelets arising from trains of action potentials in neighboring cRGCs. We then examined whether these artificial spikelets could alter the timing of light-evoked action potentials measured in the same neuron (Fig. 2d) . We found that simulated coupled spikelets with a peak amplitude comparable to that of experimentally measured gap junction inputs (~1 mV at the soma) produced no measurable effect on spike timing (Fig. 2e,f) . However, larger currents producing somatic depolarizations that were in the range of ~5-20 mV in peak amplitude effectively modulated the precise timing of the lightevoked action potentials, generating a fine-scale synchrony similar to npg a r t I C l e S that measured between neighboring cRGCs (note that the correlation function does not have two peaks because simulated spikelets were injected into only a single cell; Fig. 2e,f) . Thus, we conclude that the synchronization signal must be considerably larger than the ~1-mV coupled spikelets measured at the soma, which were generated exclusively by gap junction inputs (Fig. 3a) .
Coupled spikelets alone do not drive dendritic spikes
We next considered the possibility that nonlinear dendritic mechanisms might amplify distal gap junction-mediated signals and generate active synchronization signals. First, to test whether the dendrites of cRGCs were active, we stimulated cRGCs with light while preventing the generation of somatic action potentials by either locally applying tetrodotoxin (TTX) over the soma/axon hillock (Fig. 3b) or by applying a steady hyperpolarizing current to the soma (Supplementary Fig. 7 ).
As previously described for rabbit directionally selective ganglion cells 30, 31 , dendritic spikes were revealed in mouse cRGCs when somatic action potentials were compromised ( Fig. 3b and Supplementary Fig. 7 ). These dendritic spikes, measured at the soma, likely originate from different branches of the dendritic tree, as they did not exhibit a clear refractory period 30, 31 ( Fig. 3c and Supplementary Fig. 7 ), allowing them to be differentiated from somatic action potentials. In addition, dendritic spikes were blocked when TTX was applied over the entire dendritic arbour (Fig. 3b) . Thus, TTX-sensitive dendritic spikes appear to be a conserved feature of directionally selective ganglion cells in both mouse and rabbit retina, suggesting they are important in coding stimulus direction 30, 31 .
In mouse directionally selective cRGCs, dendritic spikes measured at the soma were further distinguished from both coupled spikelets and somatic action potentials on the basis of amplitude and kinetics (n = 4-6 cells, P < 0.001, H(2) = 141.197, Kruskal-Wallis one-way ANOVA on ranks; Fig. 3d-f) . However, given that the manipulations used to reveal distal dendritic spikes (TTX puff application or membrane hyperpolarization) altered the properties of proximal dendrites, the measured amplitude of dendritic spikes likely underrepresents their true amplitude 30 . Nevertheless, the clear separation of the amplitude distributions of coupled spikelets and dendritic spikes indicates that gap junction signals alone never directly evoke dendritic spikes. Thus, we hypothesized that if gap junction inputs and chemical synaptic inputs sum to produce dendritic spikes, these would be effective intermediaries that would allow weak distal gap junction inputs to synchronize somatic action potentials.
Dendritic synchrony
To test whether dendritic spikes were required for spike synchrony, we made paired recordings from cRGCs and puffed TTX (Fig. 4a) locally over the region of dendritic overlap between neighboring cRGCs (Fig. 4b) . We found that dendritic TTX application did not affect the properties of somatic action potentials (Supplementary Fig. 8 ), but significantly reduced the strength of correlations (58 ± 10% reduction in CI, n = 5 pairs, P = 0.017, t 4 = 3.959, paired t test; Fig. 4b ). Given that local dendritic application of TTX was expected to block forward-propagating dendritic spikes 30, 31 , it was not surprising that it reduced the light-driven spike rate measured at the soma (P = 0.008, t 4 = 3.365, paired t test). However, we explicitly compared the relationship between correlation strength and spike rate and found that the TTX-induced reduction in spike rate cannot account for the loss of correlations (shown below). Na + channels have been shown to boost gap junction signaling in several brain regions 11, 32, 33 . However, our findings demonstrate an obligatory role for dendritic voltagedependent Na + channels in directly mediating fine-scale synchrony.
If coincident electrical and chemical synaptic inputs are indeed nonlinearly integrated, it is expected that the somatic action potentials that back-propagate to drive gap junction inputs would be synchronized with dendritic spikes of post-junctional neighbors. In lieu of patching the fine dendrites of cRGCs, which is technically difficult and could disturb the local circuitry at the recording site, we made paired somatic recordings and applied TTX locally over the soma of one neuron, taking care to not block somatic action potentials in its coupled neighbor (Fig. 4a) . Although the application of TTX did not completely block all somatic spikes, it revealed a large number of dendritic spikes underlying the cell's response 30, 31 ( Supplementary  Fig. 9 ). Thus, this method enabled us to simultaneously measure light-evoked dendritic spikes from one cell and somatic action potentials from its coupled neighbor (Fig. 4c) . Plotting cross-correlograms of pre-junctional somatic spikes and post-junctional dendritic spikes npg a r t I C l e S under these conditions revealed a large increase in the probability of dendritic spikes within 2 ms of somatic action potentials in the coupled neighbor (Fig. 4d) . In contrast, somatic action potentials did not occur shortly after dendritic spikes in coupled neighbors (although when cross-correlograms were averaged over four pairs, a weak trend started to emerge; Supplementary Fig. 10 ). These results indicate that somatic action potentials in one neuron can back-propagate, pass through gap junctions and effectively modulate the timing of dendritic spikes in coupled neighbors. Thus, fine-scale synchronization of neural activity appears to originate at the level of dendrites.
Fine-scale correlations are spatially restricted Although coupled spikelets are relatively small at the soma because of dendritic filtering and do not effectively drive output spiking ( Fig. 2) , these electrical signals are expected to be larger near the gap junctions, where they can effectively sum with chemical synaptic inputs to drive dendritic spikes (Fig. 4) . To determine the spatial dimensions of the dendritic trees over which electrical and chemical synaptic inputs summate, we compared the strength of correlated activity evoked using two different stimulation procedures. In the first procedure, a small spot (40-80-µm diameter) was used to locally stimulate overlapping regions of the receptive fields of neighboring cRGCs ( The maximum rate of change in voltage plotted against the peak voltage for the three types of events (35 events are plotted for each type). For this plot, light-evoked somatic action potentials and dendritic spikes were from the same cell that was hyperpolarized to increase the failure of somatic action potentials ( Supplementary Fig. 6 ), whereas coupled spikelets were measured using the protocol shown in a.
npg a r t I C l e S to recruit gap junction and chemical synaptic inputs in close spatial proximity. In the second protocol, we used two spots to simultaneously stimulate flanking, non-overlapping regions of the receptive fields so that gap junction inputs and chemical synaptic inputs stimulated different regions of each cell's dendritic tree (note that each spot presented alone only activated a single cell; Fig. 5a-c) .
Both the single and two spot procedures stimulated the pair of cRGCs to approximately the same extent (131 ± 9 Hz peak rate for common region stimulation, 115 ± 4 Hz for uncommon region stimulation; n = 6 pairs, P = 0.124, t 5 = 1.846, paired t test; Supplementary  Fig. 11) . Notably, although robust fine scale-correlated spike activity was observed when common regions between neighboring cells were stimulated (CI = 0.16 ± 0.03, n = 6 pairs), stimulation of uncommon regions resulted in significantly weaker correlations (CI = 0.07 ± 0.01, n = 6 pairs, P = 0.003, t 5 = 5.192, paired t test; Fig. 5d,e) . As coupled spikelets can be measured in cRGC somata whenever a pre-junctional neighbor fires an action potential, regardless of where in its receptive field it is stimulated 13 , we conclude that fine-scale synchronization only occurs when chemical and electrical synaptic inputs are activated in close spatial proximity (that is, in the overlapping region between coupled neighbors), similar to what has previously been described for medium timescale RGC correlations 34, 35 , which arise from shared presynaptic circuitry 12, 34, 35 .
Correlation strength decreases with increasing firing rate
Previous work has demonstrated that correlations driven by common synaptic inputs can vary with spike rate 36, 37 . Given that many of the manipulations that we have presented altered the spike rate to some extent, we next explicitly tested how three distinct manipulations that alter spike rate affect correlations. In every case, the strength of fine-scale correlations (relative to uncorrelated spikes) was inversely proportional to spike rate. First, we modulated spike rate by changing the contrast of stimuli flashed over the receptive fields of the recorded cells. We found that reducing the spike rate by reducing contrast led to a marked increase in correlation strength npg a r t I C l e S (high-contrast peak spike rate = 145 ± 18 Hz, low-contrast rate 93 ± 15 Hz, n = 6 pairs, P = 0.003, t 5 = 6.377, paired t test; high-contrast CI = 0.09 ± 0.02, low-contrast CI = 0.15 ± 0.03, n = 6 pairs, P = 0.022, t 5 = 3.655, paired t test; note that the CI provides a measure of the relative strength of correlated versus uncorrelated spikes, not an increase in the absolute rate of correlated spiking events; Fig. 6a,b) .
Second, given that the cRGCs being studied were directionally selective, we next modulated spike rate by varying stimulus direction. Notably, stimuli moving in the null (anti-preferred) direction, despite driving far fewer action potentials than preferred direction-moving stimuli, resulted in stronger correlations (preferred direction peak spike rate = 165 ± 19 Hz, null direction rate = 45 ± 6 Hz, n = 5 pairs, P = 0.004, t 4 = 6.061, paired t test; preferred direction CI = 0.11 ± 0.02, null direction CI = 0.22 ± 0.04, n = 5 pairs, P = 0.014, t 4 = 4.160, paired t test; Fig. 6c) . From a mechanistic standpoint, this is interesting as it indicates that gap junction signals are not simply overwhelmed by the low input resistance during large inhibitory synaptic events, such as those initiated during null direction motion 21 . However, as spiking in the null direction was not always evident on a trial-by-trial basis, we did not investigate the computational relevance of null direction correlations any further.
Third, we pharmacologically decreased the spike rate by either blocking AMPA/kainate, NMDA or acetylcholine receptors, or increased the spike rate by blocking GABA A receptors. We found that, for all pharmacological manipulations, lower spike rates were always associated with stronger correlations (excitatory blockers significantly decreased the peak rate (P = 0.003, t 5 = 5.501), but significantly increased the CI (n = 6 pairs, P = 0.004, t 5 = 4.904, paired t test pooled for different excitatory blockers); picrotoxin application increased the peak spike rate (P < 0.001; t 3 = 21.740) but decreased the CI (n = 4 pairs, P = 0.045, t 3 = 3.311, paired t test); decreasing contrast during picrotoxin application decreased the spike rate (P = 0.029, t 3 = 3.931) but increased the CI (n = 4 pairs, P = 0.011, t 3 = 5.665, paired t test); Fig. 6 ). Together, these results provide compelling evidence that the strength of gap junction-mediated correlations decreases with increasing spike rate and that no specific chemical synaptic receptors are required for driving correlations.
Correlations encode information absent from the spike rate Finally, having gained a detailed understanding of the unique properties of gap junction-mediated correlations, we next tested the possibility that specific visual features might be differentially coded by correlations and spike rate. In particular, we considered whether the correlations carried by spike trains of cRGCs could allow for discrimination between changes in stimulus contrast versus changes in the spatial structure of stimuli within their receptive fields (Fig. 7a) .
As expected, for a bar of light that stimulated a pair of cells, either decreasing contrast or introducing large gaps in the stimulus both led to a similar decline in the spike rate of cRGCs (peak spike rate = 157 ± 17 Hz for high contrast and 90 ± 19 Hz for low contrast, n = 5 pairs, P < 0.001, t 4 = 10.196, paired t test; peak spike rate = 153 ± 19 Hz for no gap and 95 ± 11 Hz for a large gap, n = 5 pairs, P = 0.045, t 4 = 2.878, paired t test; Fig. 7) . However, these stimuli had opposing effects on correlations. Reducing the contrast of the stimulus significantly enhanced fine-scale correlations (CI = 0.15 ± 0.01 for high contrast and 0.20 ± 0.01 for low contrast, n = 5 pairs, P = 0.005, t 4 = 5.580, paired t test; Fig. 7a,b) , whereas introducing gaps in the stimulus, and removing input to the overlapping regions between neighboring receptive fields, significantly reduced correlations (CI = 0.13 ± 0.01 for no gap and 0.05 ± 0.02 for a large gap, n = 5 pairs, P = 0.018, t 4 = 3.858, paired t test; Fig. 7a,c) . Thus, it appears that gap junctions can mediate a correlation code that is complementary to the spike rate code (Fig. 7b,c) and that each code may be optimized for detecting different aspects of the visual scene.
DISCUSSION
Our results reveal that nonlinear integration of temporally coincident electrical and chemical synaptic inputs in regions of dendritic overlap between neighboring cells underlies a fine-scale synchrony code. This active dendritic mechanism produces correlations that decrease in strength as spike rate increases, forming the basis of a coding scheme that conveys information embedded in distinct dendritic arbours of coupled neurons.
Nonlinear dendritic integration underlies synchrony
Previously, it has been suggested that gap junction inputs between retinal ganglion cells could directly drive action potentials in neighboring neurons, providing a simple mechanism for creating spike synchrony 25 . However, as in other parts of the CNS 1,2 , gap junctions between ganglion cells are relatively weak, and on their own do not effectively drive action potentials in coupled neighboring cells 13, 14, 24 (Fig. 3a) . In his seminal work, Mastronarde observed that fine-scale spike correlations between neighboring ganglion cells appeared to be enhanced when cells received common chemical synaptic input 24 , consistent with our findings here. Thus, to be effective in driving synchrony, it appears that gap junction signals must interact with chemical synaptic inputs on fine timescales.
Mechanistically, we found that electrical and chemical synaptic interactions occur through a sequence of events in which gap junction inputs initially driven by back-propagating action potentials in prejunctional cells sum with temporally and spatially coincident chemical synaptic inputs in post-junctional cells to trigger dendritic spikes. In this scenario, gap junction-mediated inputs can interact with chemical synaptic inputs near any number of dendritic gap junction-containing sites in a certain spatial and temporal window, set by the length and Figure 7 Correlated action potentials carry information that is independent of the spike rate. (a) A cross-correlogram computed from spike trains evoked by a high-contrast bar (100 × 400 µm, left), the same bar presented at lower contrast (middle) or when a gap in the stimulus was used to decrease stimulation of the overlapping regions between the pair of cRGCs (right), as indicated in the cartoon (top). Note that varying the contrast of the bar produced a similar change in the spike rate of cRGCs as changing the pattern of the stimulus. (b,c) Plots of the average peak spike rate (black) and CI (red) for responses to bars of high or low contrast and for bars without or with a gap, respectively. Error bars, s.e.m. npg a r t I C l e S time constants of the dendrites. Dendritic spikes in turn actively propagate with little delay to the soma, where they drive action potentials with high fidelity 30, 31 , thereby allowing weak distal gap junction inputs to exert substantial control on the timing of somatic action potentials. Although this mechanism is reminiscent of nonlinear interactions between coincident back-propagating action potentials and NMDA receptor-mediated inputs required for driving synaptic plasticity in cortical neurons 38 , the mechanisms that drive synchrony in cRGCs did not appear to drive plasticity nor did they appear to critically rely on NMDA receptors (that is, robust correlations were measured when NMDA receptors were pharmacologically blocked; Fig. 6d) .
The finding that fine-scale correlations are resistant to blockade of chemical synaptic transmission in the salamander retina 20 seems at odds with our current model invoking nonlinear dendritic integration of electrical and chemical synapses. However, in that study, the authors noted that the net effect of blocking synaptic transmission was excitatory, raising the spontaneous firing rate of most ganglion cells 20 . Consistent with these findings, when pairs of Hb9 + (also known as Mnx1) cRGCs were artificially depolarized through the patch electrode, robust synchrony was observed in the absence of chemical synaptic transmission (note that directionally selective ganglion cells exhibit very low spike rates in the absence of modulated light). However, under physiological conditions, gap junction-mediated spikelets at the soma were clearly ineffective at synchronizing activity. This is best evidenced in our two-spot experiment (Fig. 5) , where non-overlapping regions of the receptive fields were used to simultaneously depolarize neighboring cells. Although the somata of both cells were brought near threshold, coupled spikelets failed to synchronize activity. Notably, the same pair of cells could subsequently be synchronized using a single spot placed in between them that activated chemical and electrical synapses in close spatial proximity. These results strongly support the idea that nonlinear integration of temporally and spatially coincident electrical and chemical synaptic inputs is a prerequisite for synchrony under natural conditions.
Correlation strength was found to vary inversely with spike rate. Although this property appears to be consistent with findings for other gap junction-coupled neurons 39, 40 , it sharply contrasts with synchrony generated by common input measured in other parts of the brain, where output correlations are found to increase with spike rate 36, 37 . Correlations driven by common input are generally found to be weak at low spike rates because they are masked by the spike threshold and therefore only become evident at higher activity levels 36, 37 . In contrast, in gap junction-coupled neurons, during periods of low activity, a single pre-junctional action potential generates a near synchronous electrical input in post-junctional cells, which can in turn nonlinearly sum with chemical synaptic inputs at any one of a large number of dendritic sites (on average there are ~50-100 possible electrical synapses, as determined by the number of dendritic crossings between pairs of cRGCs; data not shown). Thus, gap junction inputs are often the determining factor of whether a cell reaches spike threshold or not, resulting in strong synchrony during periods of low spike activity. However, during periods of high spike activity (peak spike rates ~250-300 Hz), large voltage-dependent and chemical synaptic conductances dominate the dendritic membrane potential and likely attenuate the effect of gap junction inputs. Together, the properties that we describe distinguish gap junctionmediated correlations from common input mediated correlations and suggest that both correlation types may have different consequences for neural encoding.
Aside from generating correlated firing, we have previously shown that gap junction signals cooperate with chemical synapses to provide strong lateral anticipatory signals allowing these motion-coding cRGCs to begin responding to the edges of moving objects before they enter the classic receptive field 14 . These gap junction-mediated anticipatory signals, however, differ from gap junction-mediated synchronization signals in several respects. First, although synchronization signals appear to be derived from individual action potentials, anticipatory signals are derived primarily from the slow global EPSPs of upstream cells and are further compounded through a population effect 14 . Second, synchronization signals operate throughout the light-evoked response, whereas anticipatory signals are most effective at the onset of the response when the cell is not strongly activated by chemical synaptic conductances, such that leading-edge gap junction inputs help to push a cell more quickly past spike threshold, thereby compensating for delays in photoreceptor signal transduction. Lastly, anticipatory signals are extremely sensitive to activity-dependent spike adaptation in coupled neurons and are therefore invoked most effectively by the leading edges of isolated stimuli moving on a featureless background 13 . In contrast, synchronization signals are effective throughout continuous bouts of activity, as when stimulated by drifting gratings (~1-2-Hz temporal frequency). Thus, gap junctions can have distinct computational roles depending on the stimulus conditions.
Fine-scale synchrony and direction encoding
Here we demonstrated a form of spike correlation that differs from medium timescale correlations, similar to those generated by common input, in both underlying mechanism and statistical properties. Do the unique properties of this fine-scale synchronous activity confer an advantage to cRGCs in direction encoding? Definitively answering this question requires a more thorough theoretical framework than is possible in the scope of this study, but below we outline some possible roles for these fine-scale correlations.
Our findings, coupled with previous work on retino-geniculate circuitry in mouse, cat and primate, suggest that synchronous activity may improve the ability of cRGCs to transmit information about the direction of motion of visual stimuli under diverse stimulus conditions. In the mouse, directionally selective neurons in the lateral geniculate nucleus (LGN) appear to inherit their response properties directly from directionally selective RGCs 41 . In addition, individual LGN neurons receive converging input from ~1-3 RGCs 42 , likely arising from the same class of cells 43 . Given that nonlinear summation of near-coincident inputs greatly increases the efficacy of retino-geniculate synapses 44, 45 , it is likely that the rapid synchronous firing events described here would be especially effective at driving LGN neurons receiving converging inputs from neighboring cRGCs. Furthermore, the inverse spike rate-correlation relationship displayed by cRGCs means that, under conditions in which cRGCs are only weakly driven, synchronous activity will be particularly important. Nonlinear summation of synchronous inputs by LGN neurons could ensure that cRGCs reliably convey information even during suboptimal stimulation. A prediction would be that directionalselective LGN neurons that receive input from cRGCs will maintain robust direction selectivity over a wider range of stimulus conditions than LGN neurons coding other directions (as directionally selective RGCs coding other directions are not gap junction coupled in the mature retina 13 ). Moreover, given the prevalence of dendritic electrical coupling [3] [4] [5] [6] [7] [8] [9] [10] [11] and active dendritic properties [46] [47] [48] [49] in neural circuits throughout the CNS, it is likely that mechanisms similar to those presented here may be a general solution to the problem of reliably transmitting weak signals in noisy neural systems.
Finally, correlated activity between groups of neurons may either limit or increase the accuracy of neural coding depending on the npg a r t I C l e S precise structure of correlations (for a review see ref. 50 ). In the retina, it has been proposed that visual information could be encoded by synchronous spike activity itself 34, 35 . We found that the spike activity of pairs of cRGCs could transmit information about the spatial location of a visual stimulus independent of other parameters that modulate spike rate, such as contrast. However, whether and how this information is used by downstream circuits remains a challenge for future work.
METHODS
Methods and any associated references are available in the online version of the paper. 21 , C57Bl/6 mice (wild type) or Cx36 −/− mice (kindly provided by D. Paul, Harvard University) of either sex that were maintained on a 12-h light/dark cycle. In short, mice were dark-adapted for approximately 30-60 min before being anesthetized and decapitated. The retina was dissected in Ringer's solution under infrared light. The isolated retina was then mounted on a 0.22-mm membrane filter (Millipore) with a pre-cut window to allow light to reach the retina and enabling the preparation to be viewed with infrared light using a Spot RT3 CCD camera (Diagnostic Instruments) attached to an upright Olympus BX51 WI fluorescent microscope outfitted with a 40× water-immersion lens (Olympus Canada). The isolated retina was then perfused with heated Ringer's solution (35-37 °C) containing 110 mM NaCl, 2.5 mM KCl, 1 mM CaCl 2 , 1.6 mM MgCl 2 , 10 mM dextrose and 22 mM NaHCO 3 that was bubbled with carbogen (95% O 2 :5% CO 2 ). Unless otherwise noted, all reagents were purchased form Sigma-Aldrich Canada.
Physiological recordings. Spike recordings were made using the loose cellattached patch-clamp technique using 5-10-MΩ electrodes filled with Ringer's solution. For current-clamp experiments, 5-8-MΩ electrodes contained 115 mM potassium gluconate, 9.7 mM KCl, 1 mM MgCl 2 , 0.5 mM CaCl 2 , 1.5 mM EGTA, 10 mM HEPES, 4 mM ATP-Mg 2 , 0.5 mM GTP-Na 3 , 0.025 mM Alexa 594 and 7.75 mM Neurobiotin. The pH was adjusted to 7.2-7.3 with KOH. Recordings were made with a MultiClamp 700B amplifier (Molecular Devices). Signals were digitized at 10 kHz (PCI-6036E acquisition board, National Instruments) and acquired using custom software written in LabVIEW. GFP + ganglion cells were visually targeted for recordings using two-photon laser-scanning microscopy techniques with the wavelength at 920 nm to minimize photoreceptor bleaching. GFP − DSGCs were identified by their medium-sized elliptical somata and their ON-OFF directionally selective response properties that differed in preferred direction from Hb9 + cells. For experiments in which spikelets were simulated with current injection (Fig. 2d-f) , after ON-OFF DSGCs were identified, a whole-cell recording was made using a 3-6-M electrode containing 125 mM potassium aspartate, 1 mM MgCl 2 , 10 mM KCl, 10 mM HEPES, 2 mM EGTA, 1 mM CaCl 2 , 4 mM ATP and 0.5 mM GTP, pH 7.2 with KOH. In these experiments, in some cases to compensate for an offset introduced after making a whole-cell recording, a small amount of hyperpolarizing current was injected throughout the recording to help maintain the low spontaneous spike rate and robust light responses typical of ON-OFF DS cells seen in the loose-patch configuration. For TTX puff experiments, 1 µM TTX was included in a recording electrode and positive pressure was applied to locally puff TTX. light stimulus. Light stimuli were produced via a digital projector (Hitachi Cpx1, refresh rate 75 Hz) or with an OLED monitor (eMagin) that was controlled with custom-written software incorporating Psychtoolbox. The ambient background intensity, measured with a calibrated spectrophotometer (USB2000, Ocean Optics), was set to approximately ~500 to 1000 R* per rod per s. Light stimuli, projected from below the preparation, were focused with the substage condenser onto the outer segments of the photoreceptors.
cross-correlograms and correlation index. Cross-correlograms were computed from spike trains measured in neighboring cRGCs, evoked by static flashes, moving bars or moving gratings (usually 50-400 repetitions or cycles). Crosscorrelograms were constructed on the basis of the relative time differences between spikes observed in neighboring neurons C1 and C2 (that is, using the spike train from C1 as the reference and spikes from C2 to make the histogram). Relative spike times were parsed into 0.5-ms bins (unless otherwise noted) and the correlograms were averaged over multiple trials. To estimate stimulus driven correlations, we re-computed cross-correlograms after shuffling trials using conventional methods, thereby obtaining a 'shift predictor' (Supplementary Fig. 1) . However, for all text figures, cross-correlograms were not shift predicted, to allow an assessment of stimulus driven activity under different experimental conditions.
To quantify correlations, we calculated a CI. To do so, we first discretized time into 4-ms bins (to capture the peaks of the cross-correlogram) and assigned the value 1 to a bin if the neuron spiked within it and 0 otherwise. We then computed the Pearson correlation coefficient (CC) between spike trains in the two neurons (where spike covariance of the two neurons is normalized by the geometric variance of their firing rates 36 ). To remove stimulus driven correlations, we computed the CC on a shuffled set of trials (SCC) and then defined the CI as CC -SCC.
Simulated spikelet injections.
Ten different spikelet patterns were generated using a 20-Hz Poisson spike generator to randomly assign spikelet times. The spikelet waveform used was the peak-aligned average of ~100 spikelet currents measured in voltage-clamp from a coupled ON-OFF DS cell (data not shown). While injecting a Poisson-generated spikelet pattern into a cell, a 300-µm bright square was flashed for 1 s over the cell's receptive field. The amplitude of the injected spikelets was controlled by scaling the entire waveform by a constant factor. The depolarization induced by each spikelet was defined as the maximum membrane potential in a 13-ms window surrounding an injected spikelet time. Depolarizations in that window that surpassed spike threshold were not considered. For each of five to six spikelet amplitudes, roughly 3,000 spikelets were injected over 60 trials for each cell. As with spike trains, cross-correlograms between binarized spike and spikelet trains were constructed. Cross-correlograms were normalized by the geometric mean of the spike and spikelet autocorrelation functions to yield a correlation value as a function of time delay (Fig. 2f) . directional selectivity index. To calculate the preferred direction for directionally selective ganglion cells (DSGCs), a vector sum was computed from the peak spike rates produced by presenting a 300 × 300 µm (96% positive Weber contrast = difference in luminance between foreground and background/average background luminance) stimuli moving at 600 µm s −1 in eight directions over each cell. The strength of directional selectivity was calculated with a direction selectivity index (DSI) that was measured as the peak spike rate in the preferred direction (P) minus the peak spike rate in the null direction (N), divided by the sum of these two rates: (P -N / P + N). The length of the preferred direction vector plotted on the polar plot was a normalized representation of DSI. Gaussian receptive fields were calculated by marching a small white spot (40-80-µm diameter) over a cell along a single axis, plotting the peak spike rate for each spatial location and then fitting these points with a single Gaussian function (note, these cells do not have a conventional antagonistic surround receptive field 13 ). data analysis. Comparisons between groups were made with t tests. Comparisons made between recordings from the same cell before and after applying pharmacological agents (or before and after experimental manipulation, such as changing the contrast) were made using paired t tests. For comparison between multiple groups, we used a one-way ANOVA. Data are presented as mean ± s.e.m. All data used for analysis with t tests and paired t tests were tested for normality using the Shapiro-Wilk normality test and passed the test. The data for the ANOVA failed the normality test, so we used the Kruskal-Wallis one-way ANOVA on ranks.
A Supplementary methods checklist is available.
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