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Abstract
Author Ioannis Souflas
Title Qualitative Adaptive Identification for Powertrain Systems
Subtitle Powertrain Dynamic Modelling and Adaptive Identification Algo-
rithms with Identifiability Analysis for Real-Time Monitoring and
Detectability Assessment of Physical and Semi-Physical System
Parameters
Keywords automotive powertrains, dynamic modelling, physics-based, lin-
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cursive filters, condition monitoring
A complete chain of analysis and synthesis system identification tools for de-
tectability assessment and adaptive identification of parameters with physical in-
terpretation that can be found commonly in control-oriented powertrain models is
presented. This research is motivated from the fact that future powertrain con-
trol and monitoring systems will depend increasingly on physically oriented sys-
tem models to reduce the complexity of existing control strategies and open the
road to new environmentally friendly technologies. At the outset of this study
a physics-based control-oriented dynamic model of a complete transient engine
testing facility, consisting of a single cylinder engine, an alternating current dy-
namometer and a coupling shaft unit, is developed to investigate the functional
relationships of the inputs, outputs and parameters of the system. Having un-
derstood these, algorithms for identifiability analysis and adaptive identification of
i
ABSTRACT
parameters with physical interpretation are proposed. The efficacy of the recom-
mended algorithms is illustrated with three novel practical applications. These are,
the development of an on-line health monitoring system for engine dynamometer
coupling shafts based on recursive estimation of shaft’s physical parameters, the
sensitivity analysis and adaptive identification of engine friction parameters, and
the non-linear recursive parameter estimation with parameter estimability analy-
sis of physical and semi-physical cyclic engine torque model parameters. The
findings of this research suggest that the combination of physics-based control-
oriented models with adaptive identification algorithms can lead to the develop-
ment of component-based diagnosis and control strategies. Ultimately, this work
contributes in the area of on-line fault diagnosis, fault tolerant and adaptive control
for vehicular systems.
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Chapter 1
Introduction
The chapter introduces the principal cause and the ultimate purpose for con-
ducting a research on system identification theory as applied to automotive
powertrains. Besides, the contributions of this study and the layout of the
thesis are presented.
1.1 Motivation
It has been highlighted numerous times that, climate change, caused by green-
house gas (GHG) emissions, risks severe impacts on growth and development.
One of the main contributors to the level of GHG emissions is road transportation.
More specifically, according to official figures published by European Environment
Agency [1], in 2012 road transportation was accounting for approximately 20 per-
cent of GHG emissions in Europe (Fig. 1.1a). Based on the same source, road
transport was the sector with the highest increased in CO2 emissions between
1990 and 2012 (Fig. 1.1b). In particular, transport emissions were increase by
14.1 percent compared to 1990. Furthermore, emissions from aviation and mar-
itime transport increased by 278 Mt CO2 eq. between 1990 and 2012. Conse-
quently, these data are the most solid evidences that indicate the need for improv-
ing the efficiency of vehicle powertrains with the purpose of reducing the level of
GHG emissions in transportation related sectors.
1
1.1. MOTIVATION
31%
20% 15%
12%
10%
7%
3%2%
 
 
Energy Industries
Road Transport
Other Sectors
Manufacturing Industries and Construction
Agriculture
Industrial Processes − Solvent and Other Product Use
Waste
Fugitive Emissions from Fuels
(a) GHG emissions share per sectors in 2012
−400 −200 0 200
Manufacturing Industries and Construction
Energy Industries
Industrial Processes − Solvent and Other Product Use
Agriculture
Fugitive Emissions from Fuels
Waste
Other (not elsewhere specified)
International Maritime Transport 
International Aviation
Road Transport
Metric Tons of Carbon Dioxide Equivalent
(Mt. CO2 eq.)
(b) Absolute difference of GHG emissions per sector from 1990 to 2012
Figure 1.1: Total GHG emissions trends per sector in Europe during 2012. The
contribution of road transport accounts for approximately 20 percent of the main
categories. Additionally road transport was the sector with the highest increase in
GHG emission between 1990 and 2012. Data provided by European Environment
Agency [1].
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Over the years several potential technological concepts have been recom-
mended to increase the efficiency of automotive powertrains. According to King
[2], the efficiency of conventional propulsion systems could benefit from numerous
add-on technologies, some of the most dominant are tabulated in Table 1.1.
Table 1.1: Potential technologies that could increase the efficiency of conven-
tional powertrain systems; adapted from [2].
Technology Efficiency savings
Downsizing engine capacity with supercharging 10-15%
Direct injection and lean burn 10-13%
Variable valve actuation 5-7%
Stop-start with regenerative braking 7%
Electric motor assist 7%
Reduced mechanical friction components 3-5%
Stop-start 3-4%
One practical problem associated with the inclusion of the aforementioned
technologies is the increased complexity in the powertrain control and monitoring
software. According to an official European Union publication [3], a typical engine
control software consists of up to 500,000 lines of programme code, and will con-
tinue to grow as a result of the addition of new features to improve fuel economy
and lower exhaust emissions. This will result inevitably in additional hardware
resources for control and monitoring purposes.
Table 1.2: Evolution of powertrain control hardware; adapted from [3].
Feature
Period
pre 2000 2001-2010 2011-2015 2016-2020
Controllers per Vehicle 3-5 5-10 3-5 2-3
Sensors per Vehicle 10-35 30-40 36-45 40-50
Microprocessor Type 16-bit 32-bit 32-bit 32-bit/Multi-core
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As a result of this increased complexity in the engine management system,
the powertrain control community has started questioning the efficacy of existing
control and monitoring software architectures and started focusing the research
and development efforts towards model based control and diagnosis solutions.
More specifically, according to Atkinson et al. [4] “one solution to the dilemma of
rapidly increasing calibration burden is to transfer the majority of the calibration
effort out of the transient engine test cell and onto the engineer’s desktop, using
a systematic model-based approach". Similarly, as stated by Vint [5], “increased
complexity of future engine technologies necessitate using Model Based Control
(MBC) development approach".
In general model-based design provides an efficient method for developing
complex control and fault diagnosis systems. However, a major disadvantage of
model-based control approach is that it relies upon the existence and validity of
mathematical models [5]. With this in mind, a complete chain of system identifi-
cation tools that can be employed for the development of advanced model based
control and condition monitoring applications in vehicle powertrains is presented.
1.2 Aims & Objectives
The aims this research is to address the gaps and contribute to the field of system
identification as applied to automotive powertrain systems. The objectives of this
research are listed below:
• Review recent advancements in system identification theory as applied to
powertrain systems and address areas that require further investigation.
• Development and cyclic validation of a multi-domain physics-based dynamic
model of a modern transient powertrain testing facility for the establishment
of the appropriate system identification techniques needed in such applica-
tions.
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• Design and construction of a novel engine test cell control and instrumen-
tation platform that will enable the cyclic validation of the physics-based
models and the practical implementation of the system identification tools.
• Determine the most adequate system identification algorithms for physical
and semi-physical control-oriented powertrain models, and prove their effi-
cacy with novel practical applications.
Based on the outcome of this research, some recommendations for future
work in the area of automotive powertrain control and condition monitoring sys-
tems are provided.
1.3 Thesis Contribution
The major contributions of this work are enumerated below in respect of their
significance and applicability across other disciplines:
1. Qualitative Adaptive Identification, the first and most important contribution
is the establishment of a complete chain of system identification tools that
can be used for real-time identification and detectability/sensitivity assess-
ment of physical and semi-physical parameters (parameters associated di-
rectly or indirectly with design characteristics of powertrain systems e.g. di-
ameter, length, stiffness, damping, mass, etc.) that can be found generally
in physically-based powertrain control-oriented models. The efficacy of the
proposed identification algorithms is presented in Chapters 6, 7 and 8, with
three novel practical applications, those are: the development of a real-time
health monitoring system for engine dynamometer shafts (Chapter 6), the
parameter ranking and adaptive characterisation of engine friction (Chapter
7), and finally the identifiability analysis and adaptive identification of cyclic
engine torque physical parameters (e.g. diameter, length, mass, etc. of re-
lated engine components), (Chapter 8). Lastly, it is useful to highlight that
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the suggested framework finds direct applications in other disciplines such
as biology and finance.
2. Multi-Domain Control-Oriented System Modelling, the second contribution
is associated with the development of the first multi-domain physics-based
model of a complete transient powertrain testing facility consisting of an
electric drive, an internal combustion engine and a coupling shaft unit. This
model provides an ideal virtual environment for model-based design stud-
ies. Additionally the model can be used for parametric simulation studies
that are particularly useful in component design and selection applications.
As powertrain control community focuses towards model-based solutions
such multi-domain powertrain models will become more common in the fu-
ture. Throughout the course of this thesis, simplified versions of this model
were used for the development and implementation of the proposed system
identification algorithms.
3. Open-Architecture High-Speed Global Test Cell Controller, last but equality
important, is the design and development of a unique global test cell control
and instrumentation system. The term “global" implies that the control and
monitoring systems of each individual component of the test cell i.e. tran-
sient dynamometer, internal combustion engine and coupling shaft, is done
by the same supervisory controller. This eliminates several practical issues
such as synchronisation and data loss. Besides, this control and instrumen-
tation system supports high-speed measurements and controls which is a
“must have" feature for future cyclic control and identification applications.
Lastly, the architecture of the hardware and software was kept intention-
ally open for reconfiguring and expanding the control and instrumentation
system depending on the needs of the application. Without the creation
of this system it would be impossible to develop, implement and prove the
functionality of the proposed system identification tools.
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Before closing, it is important to mention that the originality and novelty of
this work is supported by five peer reviewed conference and journal publications.
Appendix A gives the list of publications.
1.4 Scope & Limitations
Within the scope of this research, the theoretical and practical challenges related
to the implementation of sophisticated system identification tools in real-world au-
tomotive powertrain applications are brought forward. In general, the main limita-
tions of this work are enlisted below:
• The first limitation is related to the fact that the qualitative adaptive identifica-
tion framework rely upon the existence of a physics-based control-oriented
system model. This means that the presented tools cannot be deployed if a
physical or semi-physical system model cannot be derived.
• The second limitation of this work is related to the suggested system identifi-
cation algorithms. As it can be expected, it would be impossible to examine
the applicability of all available system identification tools. Nevertheless,
some of most adequate identifiability and adaptive identification algorithms
for automotive powertrain applications are discussed.
1.5 Thesis Outline
The thesis consists of nine chapters and is organised into four consecutive parts:
the first is the “Introduction & Literature", the second is the “Theoretical & Ex-
perimental Preliminaries", the third is the “Practical Applications" and fourth is
the “Conclusions & Open Problems". A schematic diagram that depicts the top
level structure of the thesis is presented in Fig. 1.2. A laconic description of each
individual chapter follows next.
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Chapter 1 Chapter 2
Chapter 3 Chapter 4 Chapter 5
Chapter 6 Chapter 7 Chapter 8
Chapter 9
Introduction & Literature
Theoretical & Experimental Preliminaries
Practical Applications
Conclusions & Open Problems
Figure 1.2: Schematic diagram showing the thesis layout.
Chapter 2
Presents the evolution of powetrain control and monitoring systems and reviews
the current trends in automotive powertrain control and monitoring applications
while inclining towards model-based approaches. Based on the review of the
literature, future challenges and open problems are addressed.
Chapter 3
The theoretical analysis of the dynamics involved in a modern powertrain engine
testing facility consisting of an electric transient dynamometer, a single cylinder,
internal combustion, spark-ignited engine and a coupling shaft unit are discussed
in this chapter. Based on this analysis a high fidelity multi-domain powertrain
dynamic model is formed and typical simulation studies are conducted in order
to examine the functionality and validity of the model. The model represents a
transient engine testing facility that is presented later in Chapter 4.
Chapter 4
The features of the experimental apparatus that was used in this research are
addressed in Chapter 4. This test rig was developed from scratch for the needs
of this research. All the practical issues associated with the development of the
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test rig are discussed. Some typical observation data are provided in order to
realise the type of measurements that can be taken from this prototype test cell.
Chapter 5
The principles and background theory of the qualitative adaptive identification
framework are introduced in this chapter. Recursive algorithms for the adaptive
identification of physical and semi-physical parameters that can be found in pow-
ertrain models are presented and categorised in respect of the nature of the sys-
tem i.e. linear or non-linear. Additionally a practical algorithm for assessing the
identifiability of the parameters prior to any identification study is proposed. Some
benchmark examples for understanding the implementation procedures and the
practical differences of the suggested algorithms are presented. The real-world
implementation of the discussed system identification mechanisms is reported in
Chapters 6, 7, and 8.
Chapter 6
Shows the establishment of an on-line health monitoring system for engine dy-
namometer shafts. The methodology is based on the recursive identification of
the physical characteristics of a coupling such as stiffness and damping coeffi-
cients. This piece of work is particularly useful in applications were the continues
conditions monitoring of rotating shafts is vital such as automotive and marine
propulsions, machine tools and large-scale drilling devices. This chapter is linked
to Chapters 3, 4, and 5.
Chapter 7
Illustrates the application of some system identification tools that were presented
in Chapter 5 for the problem of engine friction parameters ranking and adaptive
identification. The material that is presented in this chapter is valuable for en-
gine design and component selection purposes, and in applications that required
adaptive estimation of engine friction such as control and fault diagnosis. Parts of
this chapter came form Chapters 3, 4, and 5.
9
1.5. THESIS OUTLINE
Chapter 8
A practical application of non-linear recursive parameter estimation algorithms
with parameter estimability analysis for physical and semi-physical cyclic engine
model parameters is reported in this chapter. The presented work contributes in
the area of qualitative adaptive identification of engine parameters with physical
and semi-physical interpretation which is valuable for engine adaptive control, on-
line engine calibration, and on-line fault detection and isolation techniques.
Chapter 9
The final chapter summarises the work that was presented in the main body of
the thesis. Based on the faced challenges and the results of this research, con-
clusions are drawn and some potential future directions are outlined.
The Appendices provide additional material which support the discussions that
were made at the main part of the thesis.
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Chapter 2
Background & Literature Review
Recent advancements and historical publications on automotive powertrain
control, monitoring, modelling and identification techniques are reviewed in
this chapter. Future challenges and open problems are also established.
Ultimately the presented material adds more details behind the reasons that
motivated us to conduct a research on this subject.
2.1 Advanced Powertrain Control & Monitoring Sys-
tems
2.1.1 Technology Evolution
Ever since the creation of the first automotive engine, one of the major problems
that faced engineers and scientists was the establishment of suitable control and
monitoring systems for managing the power output and energy consumption of
vehicle’s propulsion systems. Several milestones have been reached in respect
of powertrain control and monitoring systems. Starting from the first proportional
governors to control the speed of rotating machines [6], all the way down to ad-
vance mechatronic systems for control of power and emissions [7], the develop-
ments in automotive powertrain systems is closely linked with humans’ ingenuity
and ability to control and monitor the systems.
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Probably the most important reason that drove powertrain control and monitor-
ing technology to current standards was the enforcement of automotive emission
regulation in 1965 by USA and 1970s by Europe and Japan [8]. As a result of
these regulatory developments, 1970s was the decade that saw the introduction
of electronic engine control with fuel injection and the development of key compo-
nents for emissions control such as catalytic converter and exhaust gas recircula-
tion systems, while establishing the first on-board diagnosis for condition monitor-
ing purposes. The next milestone that allowed the tighter control and monitoring
of engine emissions was the invention of the heated exhaust gas oxygen sen-
sor and the three way catalytic converter. The appearance of control theory and
modelling in 1980s had significant contribution in the development of automotive
powertrain systems. In 1990s, the introduction of system-based solutions such
as variable valvetrains, direct injection and continuously variable automatic trans-
missions allowed the further reduction in energy and emissions while maintaining
the power output of the engine at acceptable levels. Additionally in 1990s interna-
tional on-board fault diagnosis protocols contributed in eliminating the possibilities
of air pollution in cases of engine faults and malfunctions. After the twenty-first
century, the emission regulations were became even more stringent than before.
This led engineers and scientists in the development of advanced propulsion tech-
nologies such powertrain hybridization, electrification, propulsions powered by al-
ternative fuels, variable displacement and compression engines, and downsized
and downsped turbocharged engines [8]. Not to mention that nowadays on-board
fault diagnosis systems have more than five thousand fault codes for condition
monitoring purposes.
As a matter of fact, this technology growth is linked with an exponential in-
crease in the complexity of powertrain control and monitoring functionalities. For
this reason the powertrain control community has grown and more people are now
involved in the subject. As measure of knowledge growth, over the last decade
more than ten books related to control, modelling and identification of powertrain
systems have been published, some of them are listed here [9–18].
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2.1.2 Research Trends
Generally speaking, current trends in the research of automotive powertrain con-
trol and fault diagnosis incline towards model-based solutions. The main rea-
son for that is because suitable mathematical models allow the development of
advanced control and condition monitoring strategies which eventually result in
improvements in efficiency and robustness of propulsion systems.
The first paper that presented the application of dynamic models and ad-
vanced control theory to the design of electronic automotive engine controls was
published by Cassidy et al. at the begging of 1980s [19]. The authors showed the
implementation of a multivariable optimal controller with four inputs and ten out-
puts that was based on linear quadratic (LQ) control theory. As it can be expected
one of the main problems of this control approach was related to the non-linear
physical effects of the real engine. Thus for the implementation of the LQ control
strategy, throughout the entire operating range of the engine, several linearised
models valid around nominal operating points were developed using input/output
experimental data.
A decade later Moskwa and Hedrick [20] discussed the application of non-
linear multivariable automotive engine control methods. In particular the authors
argued the implementation of a non-linear sliding-mode control method that was
developed using a mean value physically based engine model. One of the main
disadvantages of this method though was associated with chattering phenomena
that accompany standard sliding mode controllers.
More recent publications address the design and development of engine con-
trollers based on gain scheduled and Linear Parameter Varying (LPV) models. In
particular, Jung and Glover [21] presented for the first time the application LPV
for the development of a robust gain scheduled controller for the control of a tur-
bocharged diesel engine. Since then, the design of diesel engine control func-
tionalities based on LPV models has also been presented by Wei and del Re [22],
by Wang et al. [23], and by Lee and Sunwoo [24]. Furthermore, the development
of a switching LPV model-based controller for the regulation of air-fuel ratio in
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spark-ignited engines has been published by Postma and Nagamune [25].
The development of a Model Predictive Controller (MPC) for the closed-loop
control of 1-D engine simulation models was demonstrated recently by Cielsar et
al. [26]. The authors made use of a non-linear mean value engine model which
was then linearised on-line at each operating point to allow the formulation of an
optimal quadratic controller. One of the issues of this approach is associated
with the validity of the mean value engine model, in particular if the mean value
model will not be valid then the linearised model will have errors which in turns
will cause problems in the development of the optimal control. After all an optimal
controller is as optimal as the mathematical model that describes the system.
Other application of MPC strategies can be found in stratified charge engines [27],
in diesel engines [28] and in hybrid electric vehicles [29]. A very recent publication
by Huber et al. [30] showed how the problems related to the non-linear behaviour
of internal combustion engines could be handled using a Non-linear MPC (NMPC)
algorithm. The main weakness of this approach is that it relies on the validity of
a physics based control oriented model, meaning that if the model is not valid
throughout the entire operating range of the engine then the controller will be
inevitably wrong.
Several researchers have argued the use of adaptive techniques in order
to eliminate possible model inaccuracies which in turns result in control error.
The application of a linear adaptive Kalman filter for re-compression four-cylinder
homogeneous charge compression ignition engines (HCCI) was published by
Lamirore et al. [31]. The development of a linear adaptive Kalman fitler-based
load compensator for improved idle speed control of spark ignited engine was also
demonstrated by Pavkovic´ et al. [32]. Idle speed control of spark ignited engines
based on adaptive control theory was also studied by Yildiz et al. [33]. Adaptive
control schemes were also used for regulation of air-fuel ratio for spark-ignited
engines [34] and control of a pneumatic valve actuator for an internal combus-
tion engine [35]. Finally, the combination of recursive subspace identification and
MPC framework has been demonstrated recently by Ba et al. [36].
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Turning to fault detection and diagnosis, one of the first model-based fault
detection solutions was proposed by Sood et al. [37] in the middle of 1980s.
The authors described the limitation of signal-based techniques e.g. Fourier se-
ries and autocorrelation, to localise faults and malfunctions, and demonstrated a
model-based approach for identifying faulty cylinder(s) based on off-line estima-
tion of model’s parameters. Similar approach were followed later by Nyberg and
Stutte [38] in order to detect and isolate faults that might occur on the air-path of
a turbocharged diesel engine with exhaust gas recirculation; the faults that were
encountered were the air-mass flow sensor, intake-manifold pressure sensor, air
leakage, and faults associated with the exhaust gas recirculation valve. Kimmich
et al. [39] also showed the application of model-based and signal-based tech-
niques for fault detection of modern Diesel engines. The model based monitoring
of large diesel engine, based on analysis of crankshaft angular speed variation
was presented by Desbazeille et al. [40]. The real-time diagnosis of exhaust
gas recirculation in diesel engines using recursive total least squares methods
implemented successfully by Mohammadpour et al. [41]. Other state of art fault
detection and isolation approaches for automotive powertrains make use of sliding
mode observers [42,43], fuzzy logic techniques [44] and artificial neural networks
[45].
In brief, according to the trends that were observed in literature, it turns out
that the foundation behind the development of advanced control and monitoring
strategies is the existence of an accurate model capable of predicting system
responses throughout the entire operating range of the powertrain system. In the
next section follows a background study on control-oriented modelling approaches
and system identification tools suitable for automotive powertrains.
2.2 Control-Oriented Engine Modelling
Throughout the years, significant research efforts have been put in the establish-
ment of engine powertrain models suitable for control design and model-based
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condition monitoring applications. However, the complex nature that characterise
the operation of internal combustion engines makes the development of repre-
sentative mathematical models a rather challenging task. A number of different
approaches have been proposed for the development of control-oriented engine
models, these can be summarised into three independent categories (Fig. 2.1).
White-Box
Engine Model Types
Complexity
Cost
Speed
Fidelity
Black-Box
Complexity
Cost
Speed
Fidelity
Black-Box
Complexity
Cost
Speed
Fidelity
Figure 2.1: Different kinds and comparison of control-oriented engine models.
As it is observed in Fig. 2.1, the types of engine models can be distinguished
into “white-box", “black-box" and “grey-box" models. In short, black-box models
are developed purely based on experimental data, white-box models are formed
using physics principles, whilst grey-box models are a combination of experimen-
tal and physics based models. Furthermore, Fig. 2.1 depicts the main practical dif-
ferences between the various types in terms of model complexity, running speed,
and development cost. As it can be seen, black-box models are more expensive
compared to white-box and grey-box models since they require a large amount of
experimental data in order to be developed. On the other hand black-box models
are much faster and less complex compared to the white-box approach. Grey-box
modelling provide an intermediate solution as opposed to white-box and black-box
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techniques. At this point it should be highlighted that the above description sup-
plies only a general guide to the reader and should not be taken for granted as
the performance criteria i.e. complexity, speed and cost, can vary considerably
depending on the very specific application. Further details on each individual
approach are discussed bellow.
2.2.1 White-Box Models
The term “white-box" indicates the fact that the actual processes of the engine are
described purely based on physics principles, these models are also known as
“physics-based", “knowledge-based". White-box engine models can be catego-
rized into two types, namely, the “total process", such that describe the operating
principles of the entire engine, and the “actual process", which describe the indi-
vidual working processes e.g. combustion, flow dynamics, kinematics etc. [46].
By summarizing all the actual process models, one can form total process models
that ultimately describe the engine as a system. In fact the multi-physics nature of
engine powertrains requires a system’s approach in order to develop a complete
functional model [9].
Out of all the physics principles, thermodynamics is the most dominant sub-
ject that is required in order to develop physics-based engine models. Chow and
Wyszynski [47] published an informative review article about the thermodynamic
modelling methods of complete engine systems. In their work they divided the
engine into elements, models, governing equations and governing sub-models
(Fig. 2.2). Based on Fig. 2.2 the engine is divided into cylinders, manifolds, in-
tercooler, catalyst, pipes, junctions and turbochargers. A review of the modelling
approaches of each individual element will now follow:
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Figure 2.2: Top level structure of engine system models; adapted from [47].
• Cylinder : A cylinder element is usually modelled using the filling & emp-
tying approach which is derived from the First Law of Thermodynamics by
applying conservation of energy and mass principles [48–50]. The sub-
models that are needed for the construction of a cylinder model are com-
bustion [46, 50–55], heat transfer [46, 49, 50, 56, 57], thermodynamic prop-
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erties [49, 50, 58], chemical kinetics (optional) [46], and cylinder kinematics
and mechanics [49,50,59,60]. Although the majority of cylinder models, for
control and monitoring purposes, are based on First Law of Thermodynam-
ics, several works have been conducted in which Second Law of Thermo-
dynamics was used mainly for analysis purposes [61,62].
• Manifold, Intercooler, Catalyst, Pipe: Filling & empting approach is also
used to model these elements. However, one drawback of using filling &
emptying method is that wave effects in manifolds pipes and plenum can-
not be captured [63]. Consequently one dimensional gas dynamics models
have been developed to describe wave phenomena [46, 48, 63, 64]. Nev-
ertheless, filling & empting approach is preferred for control and monitor-
ing applications. Sub-models needed for the development of these models
are heat transfer, thermodynamic properties, kinematics and mechanics (in
cases where some of the elements have variable geometry mechanisms).
• Junction: With the term “junction" is meant the valves-orifices of the engine
i.e. throttle plate and cylinder valves. The flow through these elements is
evaluated using “quasi-steady" models which are based on one dimensional
isentropic flow analysis [49]. Major sub-models which are needed are the
thermodynamic properties, kinematics and mechanics.
• Turbocharger : The highly non-linear nature of turbocharger devices makes
the pure physics-based modelling approaches impractical for control pur-
poses. Consequently these models are usually developed based on ex-
perimental measurements and maps that are provided by the supplier [65].
A good overview of turbocharger modelling approaches for automotive ap-
plications was published by Moraal and Kolmanovsky [66]. Turbocharger
models could classified as grey-box models, more details are given in Sec-
tion 2.2.3.
The mathematical formulation of white-box models usually yields a set of or-
dinary differential equation in either crank angle [67] or the time [68] domain. The
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selection of the domain depends on the needs of the application, a very interest-
ing paper on the advantages and disadvantages of crank-angle based and time-
based engine models was published in late 1980s by Chin and Coats [69]. The
authors investigated the nature of engine dynamics to enhance the knowledge of
engine control designers about the physical response of the system; they argued
that all engine dynamics, apart form fuel dynamics, are less varying in crank-
angle domain than in time domain. On the other hand time resolved models are
preferred when the engine model is part of a complete multi-domain system e.g.
powertrain system of hybrid electric vehicle [70].
White-box engine models could be used for predicting steady-state as well as
transient phenomena, provided that the models have been validated. Mathemati-
cally speaking, the main difference between steady-state and transient operation
is that the solution of the ordinary differential equations, that describe the engine
model, does not change over time or angle depending on the selected domain.
The majority of thermodynamic-based engine models that were found in litera-
ture were formulated for steady state kinematic conditions (engine speed is an
input to the model) but transient thermodynamic conditions [50, 71–73]. Never-
theless, a number of completely transient models are also available [60,74,75]; a
comprehensive literature review on transient engine modelling was published by
Rakopoulos and Giakoumis [76].
Regarding the parametrisation of white-box models, this can be done without
any experimental data, provided that the parameters of the model represent phys-
ical characteristics of the engine. This is the main reason that the development
cost of these models is usually much less than black-box models. However, many
researchers have argued that the parametrisation of physically oriented models
can be quite challenging as the direct measurement and determination of the
parameters might be impractical [9]. In addition to that, researchers have ques-
tioned the validity of white-box models as opposed to real experimental data [46].
According to Merker et al. [46] “every model represents but an approximation of
the real system under observation". These reported problems arises questions
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regarding parameter identification methodologies for such models. This thesis
contributes in the area of identification of physical and semi-physical parameters
that can be found in white and grey box models.
2.2.2 Black-Box Models
Also known as “experimental" or “empirical" models since they depend on the
availability of experimental measurements. From control and monitoring point of
view, the main benefit of black-box models in comparison to white-box models is
related to the significantly lower computational demands. In fact, the first control-
oriented engine models were developed based the black-box approach as they
were relatively simpler and considerably faster [19, 77]. On the other hand, prob-
ably the most important disadvantage of black-box models is that they are not
easily reconfigurable after they being developed.
Prior to any further discussions, we should clarify that in our research there
was no application of the black-box modelling approach, thus the background
information and literature will be limited to the absolute minimum essential to form
a general idea of this modelling technique.
The development procedure of black-box engine models can be divide into
three consecutive steps [78]:
1. Design of Experiment & Data Collection
The first step is the definition of the model inputs/outputs and the operating
conditions of the engine that the model will have to be identified and vali-
dated. The inputs and outputs of the model are usually defined according
to the needs of the application, for instance if someone would like to relate
the spark timing to the exhaust temperature throughout the entire operating
range of the engine then the model inputs would have to be the spark timing,
the engine speed and the engine load (or torque), while the exhaust tem-
perature would have to be the output of the model. After the definition of the
inputs and outputs, it is possible to specify the operating conditions that the
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model will have to be developed and validated. Although this might sound
simple and straightforward, it requires sophisticated mathematical tools in
order to eliminate the testing time required for testing the engine through-
out the desired operating range. Röpke and von Essen [79] have published
an informative paper with current methods and trends on experimental de-
sign in engine development. Finally, after the design of the experimental
procedure follows the actual test of engine and data collection processes.
2. Data Modelling
Once the observation data have been collected, the next step is to develop
a mathematical model which describes the functional relationship between
the inputs and outputs. There is indeed a vast number of model structures
that can be employed for describing the behaviour of the engine, simple
static look-up tables, spline models, linear and non-linear regression mod-
els, artificial neural networks, Hammerstein models, Wieners models, and
Volterra series, are some of the most famous black-box model structures in
automotive applications. As soon as the structure of the model has been
defined, it follows the model fitting process. This in most cases happens
on an off-line basis based on either indirect (parametric models) or direct
(non-parametric models) parameter optimisation algorithms, nonetheless it
should be noted that on-line techniques have also been reported. A detailed
description of black-box data modelling approaches for engine applications
can be found in [9].
3. Validation & Verification
The final step is the verification of the validity of the model as opposed to
a set of validation data. This is usually done by computing suitable quan-
titative statistics that are used as a measure of prediction success. If the
level of correctness of the model is not within some acceptable limits then
the data modelling process is usually repeated until the model will provide
the desired results [78]. Finally, it should be highlighted that the black-box
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models might be quite accurate within the predefined range of model inputs
but they are usually completely inaccurate for input conditions outside the
operating range of the experimental design.
2.2.3 Grey-Box Models
The combination of white-box and black-box models results in the so called grey-
box models. White-box models include all the functional relationships among the
physical variables and parameters of the engine. On the other hand empirical
models contain the parameters as mathematical values where functional descrip-
tion with physical processes remain unknown. Consequently, grey-box models
are particularly useful in cases where the physical laws underlying the operation
of the examined system are known “a-priori", but the parameters remain unknown.
Such models are also known as “semi-physical" models due to the fact that their
parameters have pure mathematical meaning but their structure has some physi-
cal interpretation. Grey-box engine models are preferred in control and monitoring
applications as they offer better computational performance compared to white-
box models. Another positive feature in comparison to black-box models is that
they can be reconfigured more easily for other applications. On the other hand
their dependence on experimental data availability increase the cost of the devel-
opment. Something that has to be mentioned is that grey-box models cannot be
operational without firstly identifying the unknown parameters of the model, this
implies the importance of developing and using suitable system identification tools
for such occasions.
Semi-physical models can exist either as “total-process" models or as “actual-
process" models. Probably the most well-known application of grey-box models
is related to the prediction of mean-value engine quantities. Moskwa and Hedrick
[80] were from the first researchers that made use of the grey-box modelling tech-
nique for real-time control applications. In particular they showed the development
of a non-linear port fuel injected automotive engine model (total process model)
that consisted of five sub-models (actual process models) i.e. throttle body, intake
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manifold, fuel injection, combustion and torque production, and rotational dynam-
ics. Even thought the structure of this model was based on physics principles
( e.g. first law of thermodynamics, one-dimensional isentropic flow, kinematics
etc.), black-box models for the volumetric efficiency, indicated and friction torque,
and various transport delays had to be developed by using observation data that
were obtained experimentally. Another useful application of the grey-box mod-
elling technique is the friction modelling of spark-ignited engines. In particular
Patton et al. [81] developed a convenient and compact semi-physical engine fric-
tion model that was consisting of a number of physical and semi-physical param-
eters that could be tuned accordingly depending on engine’s physical character-
istics. This model has been improved recently by Sandoval and Heywood [82] to
represent the mean engine friction of modern more adequately. There is indeed a
rich literature in the area of grey-box engine modelling, some key references are
provided here [63,83–88].
2.3 Identification of Powertrain Systems
According to the literature (Section 2.1.2), modern automotive control and moni-
toring applications rely directly or indirectly on the quality of mathematical models.
The validation of engine powertrain models is by no means a simple task. The
complexity involved in the direct measurement of the physical characteristics of
the engine, for the parametrisation of white-box or grey-box models, and the prob-
lems associated with the testing procedure of the engine, for the development of
black-box or grey-box models, contribute negatively in the validity and overall pre-
dicting capability of the models. For this reason intuitive system identification tools
have to be employed to ensure the efficacy of powertrain models. Although this
might sound natural and trivial, the reality is that “a large gap seems to exist: nei-
ther these methods are sufficiently well known in the automotive community, nor
enough attention is paid by the system identification community to the needs of
the automotive industry" [13]. For general reading on recent advancements and
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open problems in system identification as applied to automotive systems refer
to [9, 13]. In the next paragraphs will follow a brief review of the applications of
system identification theory in the automotive powertrain sector.
The most common use of identification theory in powertrain systems is related
to the development of black-box engine models. Cassidy et al. [19] presented
one of the first applications of system identification theory for the development
of a black-box linear time invariant state-space model of a spark ignited engine
for the design of an optimal multivariable linear quadratic controller. In particular
the authors determined the dynamic characteristics of the engine by postulating
low-order dynamics with time delays and then establishing parameter values by
using least squares matching of the observed and the estimated frequency re-
sponse. Melgaard et al. [89] showed the black-box identification of a four-stroke
spark ignited engine using a linear state-space model and maximum likelihood
estimation theory in combination with Kalman filtering in order to fit the model to
experimental results. The identification of a turbocharged diesel engine based on
subspace identification of a state-space model has been published by Nikzadfar
and Shamekhi [90]. Salcedo and Martínez [91] presented the identification of a
linear parameter varying model of a turbocharged engine by identifying several
local linear models that were connected globally by means of least squares fitting
using the Levenberg and Marquardt algorithm. Luh and Rizzoni [92] used NAR-
MAX (Nonlinear Autoregressive Moving Average with Exogenous input) model
structure for the identification of a multiple-input-multiple-output internal combus-
tion engine model. More recently Togun et al. [93] presented the non-linear iden-
tification of a spark ignition engine torque output based on Hammerstein model
structure. The identification of a black-box non-parametric non-linear model of
a homogeneous charge compression ignition engine based on neural network
and principal component analysis was presented recently by Janakiraman et al.
[94]. Furthermore the implementation of adaptive identification tools for black-box
models has been present by several authors. More specifically, Stosky [95] pre-
sented the adaptive estimation of engine friction torque by fitting recursively the
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regression coefficients of a representative polynomial function. Similar work was
presented by Jones and Muske [96] for the automatic calibration of one and two
dimensional look up tables based on recursive identification techniques. Adaptive
identification of look up tables was also the main subject of interest of Guardiola et
al. [97], the authors showed the use of Kalman filters for updating on-line look-up
tables for modelling emissions. Another very interesting application of adaptive
identification tools was presented recently by Helm et al. [98], more specifically
the authors used a linear Kalman filter for identifying in real-time the parameters
of a cyclic parametric model that was used to model the instantaneous engine
torque of a spark ignited engine.
As in the case of black-box models, system identification tools have been used
several times for the development of grey-box models. A classical example of
grey-box identification is this of the mean value engine model that was developed
by Moskwa and Hedrick [80], in particular the experimental identification of the vol-
umetric efficiency, indicated and friction torque were necessary in order to make
the model functional. Later, Gangopadhyay and Meckl [99,100] showed the used
of a recursive least squares algorithm for the identification of semi-physical coef-
ficients related to the volumetric efficiency. The need for a systematic method for
identifying combustion heat-release model parameters was discussed by Eriks-
son [101]. In particular the author showed how to implement classical non-linear
least squares approach to heat-release models for the purpose of increasing their
validity as opposed to experimental data. Similar work was presented by Brahma
et al. [102] and Yeliana et al. [103]. The modelling and identification of throttle
body effective area based on grey-box approach was presented by Cary et al.
[104], the authors showed the use of one dimensional isentropic flow equation in
combination with a black-box two-stage model of the discharge coefficient of the
throttle for modelling the effective throttle area. Analogous work was conducted
more recently by Neve et al. [105], where the air flow of the engine was modelled
using one dimensional isentropic flow equation and mass balance in combination
with a radial basis function network.
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Applications of system identification theory in white-box powertrain models
have also been reported in literature. Such applications were involved in the es-
timation of physical model parameters, for condition monitoring purposes, and
for the estimation of unmeasured system states, for control and monitoring pur-
poses. The estimation of physical model parameters has been investigated by
several researchers, Rezeka and Henein [106] showed for the first time the use
of linear least squares analysis to identify the physical parameters of an instanta-
neous engine friction model. A year later Sood et al. [37] presented the engine
fault analysis based on the identification of physical model parameters. Similarly,
Constantinescu [107] presented the identification of engine’s inertia and other
physical parameters related to the rotational dynamics of the engine based on
standard linear least squares estimation. The use of non-linear least squares
and Newton-Raphson optimisation was presented by Zweiri et al. [74] for the
identification of engine physical parameters from the data of crankshaft angular
velocity, indicated torque, dynamometer angular velocity and load torque. Mrosek
et al. [108] discussed the identification process of air path models of turbocharged
engines based on least squares matching. Peragón et al. [109] argued the on-
line identification of instantaneous mechanical losses in internal combustion en-
gines, however inside their paper they use standard linear regression technique
to estimate the model parameters which contradicts their argument that the in-
stantaneous mechanical losses were identified on an on-line basis. Belaidi et al.
[110] worked on the detection and localisation of diesel engine faults based on
non-linear least squares estimation and Newton-Raphson optimisation of physi-
cal model parameters. The parameter estimation of powertrain torsional vibration
models based on non-linear least squares has been presented by Nickmehr et
al. [111]. Furthermore, recently Nickmehr [112] showed the identification of the
parameters of a crankshaft model based on prediction error approach. Another
new publication by Kebairi et al. [113] shows the identification of an engine air
path electromechanical actuator by deploying mainly non-linear parameter opti-
misation tools.
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Now, one common characteristic of all the above approaches is that the phys-
ical parameters of the models were identified on an off-line basis. This indicates
that non of the aforementioned methodologies could be used for the identification
of model physical parameters in real-time conditions. As a matter of fact, on-line
identification tools were employed mostly for the estimation of unmeasured states
of powertrain dynamic models, some examples are mentioned here. Shiao and
Moskwa [114] presented the cylinder pressure and combustion heat release esti-
mation based on non-linear sliding mode observers. The prediction of the port air
mass flow of spark ignited engines by using an extended Kalman filter (EKF) to es-
timate the unmeasured states of the model was discussed by Chevalier et al. [63].
Kolmanovsky et al. [115] worked on the same practical problem and proposed the
use of an input observer for the simultaneous estimation of state and parameters;
here it must be clarified that the parameters were not representing some physi-
cal design characteristic of the engine but tuning coefficients (grey-box) that were
used to increase the predictive capability of the observer. The use of recursive
identification for dynamic compensation of an thermocouple for instantaneous ex-
haust temperature measurements was presented by Kar et al. [116]. Pavkovic´
et al. [32] implemented a Kalman filter for estimating the load torque of a spark
ignited engine for applications in idle speed control. The estimation engine torque
was also studied by Ortner et al. [117], the authors compared the estimation re-
sults form three different observers i.e. extended Kalman filter (EKF), High Gain
Observer (HGO), and Sliding Mode Observer (SMO). The estimation of instan-
taneous states of a spark ignited engine based on extended Kalman filter (EKF)
and unscented Kalman filter (UKF) was investigated by Sengupta et al. [118].
The use of a HGO for the estimation of the effective compression ratio for engines
utilizing flexible intake valve actuation was presented by Stricker et al. [119]. Da-
roogheh et al. [120] published recently a particle filtering approach for the state
and parameter estimation in gas turbine engine fault diagnostics; here the pa-
rameters were not representing some physical characteristics design but tuning
coefficients (grey-box). Most recently, Baur et al. [121] worked on the estimation
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of fuel properties in a common rail injection system by employing an UKF.
According to the literature on white-box powertrain identification application,
it could be said that even thought there have been numerous examples on the
use of adaptive identification tools for state estimation of white-box models, the
on-line estimation of physical powertrain model parameters is still an immature
area. Therefore extra effort is required in order to come up with suitable adaptive
identification solutions that could be used to evaluate the physical parameters of
white-box powertrain models, hence unlock future technologies associated with
on-line model-based engine condition monitoring. Before closing, it would be
useful to note that adaptive parameter identification tools are also becoming very
valuable in vehicle stability and handling applications [122–124].
2.3.1 Parameter Identifiability
One concept that the automotive powertrain identification community has not in-
vestigated widely is this of the identifiability of parameters with physical and semi-
physical interpretation that can be found commonly in white and grey box models.
In contrast to pure identification problems were there is a vast amount of literature,
the available literature related to the identifiability of white-box and grey-box pow-
ertrain model parameters is very limited. More specifically previous studies were
mainly involved with optimum sensor selection for engine fault diagnosis applica-
tion based on the observability principles [125,126], which is not necessarely the
same problem with the identifiability of physical and semi-physical model param-
eters. As a matter of fact, only few publications were found in literature discussing
the concept of identifiability of powertrain model parameters. The first paper that
questioned the identifiability of turbocharged internal combustion engine models
was published by Sokolov and Glad [127]. More specifically the authors examined
the global identifiability of the model, however they highlighted that the results of
the global identifiability analysis will not mean that the identifiable parameters will
be always identifiable in real world experiments. This is originated from the fact
that the global identifiability examines only the structural identifiability i.e. inverta-
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bility, of the model without considering the quality and information content of real
world experimental measurements. Similarly, Alasty and Ramezani [128], exam-
ined the structural identifiability of a full vehicle ride model by evaluating the rank
of the Jacobian of Markov parameters of the system model, this provides informa-
tion related to the invertability of the model but not any indication for the quality of
the parameter estimates in respect to the information content in the experimental
measurements. The last and most recent document was a Licentiate Thesis au-
thored by Nickmehr [112], in this work the concept of structural identifiability of the
physical parameters of a crankshaft model is presented again. As with the other
publications, the latter work can be used only for assessing the structural iden-
tifiability of the model parameters but not the effect of measurement noise and
information content in the detectability of the parameters. However, according to
Nickmehr [112] one way that this could be done is by examining the variance of
the estimated parameters in order to get some idea regarding the effect of mea-
surement data information content on the identifiability of the model parameters.
Consequently, as it can be understood there is a need for research on the problem
of parameter identifiability in powertrain applications, for the purpose of providing
a complete solutions that can evaluate the structural as well as the practical iden-
tifiability of physical and semi-physical parameters.
2.4 Synopsis
A summary of the key points of this chapter is given below.
• The technological evolution of powertrain control and monitoring systems
was presented.
• Based on current research trends, model based solutions tend to be the
main subject of interest for the majority of powertrain control and monitoring
community.
• The advantages and disadvantages of the various control-oriented engine
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modelling methodologies were outlined. Furthermore some open problems
in the area of control-oriented powertrain modelling were mentioned.
• A literature review on the applications of system identification theory on au-
tomotive powertrains revealed some areas that require further investigation.
Those are related to adaptive identification solutions for parameters with
physical interpretation, and parameter identifiability analysis tools for as-
sessing the structural as well as practical identifiability of physical model
parameters.
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Chapter 3
Powertrain Dynamic Modelling
A multi-domain zero dimensional dynamic model of a complete transient en-
gine powertrain testing facility is derived in this chapter. The term "multi-
domain" indicates the application of multiple physics principles such as ther-
modynamics, fluid dynamics, classical mechanics and electromagnetism.
The model represents all the involved physical phenomena and dynamic
characteristics of a single cylinder transient cyclic engine testing facility that
is presented later in Chapter 4.
3.1 Test Cell System-Level Model
Even though the set-up of modern transient engine testing facilities can vary con-
siderably depending on the purpose of the test, the basic structural principles
remain always the same. The transient dynamometer is responsible for control-
ling the speed or the load of an IC engine through an appropriate coupling shaft.
The term "system-level" here refers to the mathematical/physical formulation of
a transient engine test cell while representing it as a complete system. Conse-
quently, a system-level mathematical analysis of a transient engine test cell is
presented in this section and sets the foundations for the "component-level" anal-
ysis i.e. engine and dynamometer models, that follows in the next sections of this
chapter.
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The schematic diagram presented in Fig. 3.1 illustrates a typical transient dy-
namometer, an engine and a coupling shaft. The interactions of each subsystem
with the global control and monitoring system of the test cell also are depicted
in Fig. 3.1. The technical details of the actual transient engine test cell that was
used in the present study are described in details in Chapter 4.
AC Transient 
Dynamometer
Single Cylinder
IC Engine
Global Engine Test Cell Control and Monitoring System
Coupling Shaft
Control Feedback
Figure 3.1: Transient engine test cell, schematic representation.
Turning to the physics-based modelling of the transient engine test cell, it is
possible to derive the mathematical relationships that describe the mechanics of
the system based on Newton’s second law for rigid bodies in pure rotation [129].
The sum of torques (
∑
τ) acting on a rotating body are proportional to the inertia
(J) and acceleration (α) on the same axis (Eq. 3.1).∑
τ = Jα (3.1)
enJdyJ
shK
shB
dy dy dy enenen
dy en
sh
Dynamometer
Shaft
Engine
Figure 3.2: Free body diagram (2-DOF) of a transient engine test cell.
Now, considering the transient engine test cell as a two degree of freedom
rotating system allows to draw the free body diagram of the system as presented
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in Fig. 3.2. Assuming that the dynamometer is the primary source of the system,
the principle governing equations of the system can be derived [130]:
τdy − τsh = Jdyαdy (3.2)
τsh − τen = Jenαen (3.3)
Where, τdy, τsh and τen represent the torque of the dynamometer, shaft and engine
respectively, Jdy and Jen are the dynamometer and engine inertias, while the αdy
and ωdy are the dynamometer and engine accelerations.
The coupling shaft torque (τsh) was modelled as a torsional spring element
with a viscous damper [60]:
τsh = Bsh(ωdy − ωen) +Ksh(θdy − θen) (3.4)
Here, Bsh and Ksh are the internal damping coefficient and spring stiffness re-
spectively, ωdy and ωen are dynamometer and engine angular velocities and finally
θdy and θen are angular positions of the dynamometer and engine. At this point
it would be helpful to clarify that the angular acceleration (α), velocity (ω) and
position (θ) are related according to the following expressions:
α =
dω
dt
=
d2θ
dt2
⇔ θ =
∫
ω dt =
∫∫
α dt2 (3.5)
Equivalently, since the model has a linear structure, it could be described as
a Linear Time Invariant (LTI) dynamic system in a much more compact way using
state-space formalism.
x˙(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
(3.6)
Here, system’s inputs (u), outputs (y) and states (x) are:
u =
[
τdy τen
]
, y =

θdy
ωdy
θen
ωen
 , x =

θdy
ωdy
θen
ωen

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Whilst the parameters of the state-space coefficients are given bellow:
A =

0 1 0 0
−Ksh
Jdy
0
Ksh
Jdy
Bsh
Jdy
0 0 0 1
Ksh
Jen
Bsh
Jen
−Ksh
Jen
0

, B =

0 0
1
Jdy
0
0 0
0 − 1
Jen

, C =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Note that the coefficientD in Eq. 3.6 is neglected completely as the system model
does not have direct feed-through calculations.
Lastly, the system-level model block diagram is given in Fig. 3.3 with the pur-
pose of visualising the structure but also the location and the connections among
the sub-systems. Details regarding the physics underlying the operation of the IC
engine and the AC dynamometer are given in the following sections.
dy
dy
dy
en
en
en
+
- dy
J1
+
-
+
-
+
-
+
+
shK
shB
enJ1



 dy
en
sh

AC Dynamometer
Coupling Shaft
IC Engine
Figure 3.3: System-level engine test cell model, block diagram representation.
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3.2 Single Cylinder Engine Model
The mathematical model of a single cylinder internal combustion engine is derived
in this section. It reflects all the governing physical phenomena and dynamics of a
real single cylinder internal combustion engine that is presented later on in Chap-
ter 4. This model is part of the overall transient engine test cell system; according
to Fig. 3.3 the IC engine model outputs the instantaneous cyclic engine torque
(τen) which is one of the two inputs (the second is the electromagnetic torque of
the dynamometer (τdy)) of the overall system model (see Eq. 3.6). Furthermore,
the inputs to the engine model are the angular acceleration (αen), velocity (ωen)
and position (θen) whilst from system’s point of view, it could be said that they are
the main outputs of the system-level model that was described previously.
The model is mainly used as a tool with the purpose of proving the concept
of real-time identification and estimability analysis for physical and semi-physical
parameters that can be found generally in physics-based dynamic engine pow-
ertrain models. It is a zero dimensional physics-based dynamic model that was
developed using thermodynamics, fluid dynamics and kinematics/mechanics prin-
ciples. To explain, from thermodynamics point of view the entire engine is model
based on filling and emptying approach that is the treatment of the engine as
a series of interconnected control volumes (open thermodynamic systems) [48].
Energy and mass conservation principles (First Law of Thermodynamics) are ap-
plied on each control volume [49,50,54,131]. The resulting model after the math-
ematical formulation of the system consists of a set non-linear ordinary differential
equations that describe the pressure, temperature and mass of each control vol-
ume and define the dynamic and steady state operating conditions of each cor-
responding thermodynamic system. Coupled with the thermodynamic model, the
engine kinematics/mechanics models provide the developed instantaneous cyclic
engine torque perpendicular to the crankshaft. A sketch with the most important
physical quantities of the engine model is presented in Fig. 3.4.
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Figure 3.4: Schematic diagram of the single cylinder, internal combustion spark-
ignited engine physical model.
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From Fig. 3.4 the control volumes of the given single cylinder engine are as-
sumed to be the intake/exhaust manifolds and the cylinder, while the working
medium in each control volume is assumed to behave as an ideal gas. At this
stage it should also be clarified that time is taken as the independent variable
instead of crank angle to make the model compatible with the rest of the system
components. The time step (dt) of the solver was computed with respect to the
desired crank angle step (dθen) and the current engine speed (ωen), hence the
model provided crank angle based results (Eq. 3.7) [46].
dt =
dθen
ωen
(3.7)
Finally, even though the model represents a single cylinder engine, the theo-
retical analysis that follows could be used for creating physical models of any type
of internal combustion engines regardless the existing technology.
3.2.1 Cylinder Thermodynamics
The governing equations for the calculation of the cylinder pressure and tempera-
ture are mainly derived from the First Law of Thermodynamics. The application of
the energy balance principle in the cylinder control volume is depicted schemati-
cally in Fig. 3.5. It should be noted that this figure does not illustrate the blow-by
energy losses and the kinetic and potential energies of the gas exchange process
as these quantities are neglected in the present analysis.
ivdH
cyldQ
cyldU
System
 Boundaries
evdH
cyldW
cyldQ
ivdH evdH
cyldW
Figure 3.5: Cylinder energy balance, schematic representation.
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Under these circumstances, the change in the internal energy (dUcyl) of the
cylinder can be written as follows (Eq. 3.8).
dUcyl =
∑
cyl
dQcyl − dWcyl +
∑
cyl
dHcyl (3.8)
Where, the sum of dQcyl and dHcyl, is the heat and enthalpy change throughout
the cylinder system boundaries, whilst the term dWcyl, symbolize the work change
due to the reciprocating movement of the piston.
Now, the first term on the RHS of Eq. 3.8 can be expanded in the following
form: ∑
cyl
dQcyl = dQc − dQw (3.9)
Where, dQc represents the release produced by the combustion of the air/fuel
mixture. The combustion term will not be further analysed here, as the work that
is presented in the following chapters does not require to model the combustion
phenomena. This is because for all the experiments that were conducted in this
study, the engine was running in its unfired state i.e. motoring conditions. Nev-
ertheless, the mathematical analysis of the combustion term can be found in pre-
vious publications written by the author [132] or in well-known textbooks related
to engine thermodynamics [49, 50, 54, 131] and combustion modelling [46, 133].
Next, the term dQw is the heat transfer from the cylinder gas to the walls. The
heat transfer is assumed to be purely by convection (no conduction and radiation)
and is expressed using the following equation:
dQw
dt
= ~Aw(Tcyl − Tw) (3.10)
Here, Tcyl and Tw are the in-cylinder gas temperature and the temperature of the
cylinder walls respectively,Aw is the cylinder wall surface area (see Section 3.2.3),
and ~ is the heat transfer coefficient. Several models are available to express the
heat transfer coefficient [56], in the current work the model developed by Woschni
[57] was employed.
~ = Chb(c¯−1)Pcylc¯Tcyl(0.75−1.62c¯)}c¯ (3.11)
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And,
} = C1S
ωen
pi
+ C2
VdTivc
PivcVivc
[
Pcyl − Pivc
(
Vivc
Vcyl
)γ]
(3.12)
Where, b, Pcyl and Tcyl are the cylinder bore, pressure and temperature corre-
spondingly, and S, Vd, Vivc, Vcyl, Tivc, Pivc, and γ, are the cylinder stroke, total
cylinder displacement, cylinder volume at IVC, cylinder volume with respect to
crank angle, gas temperature and pressure at IVC, and specific heat ratio of the
working medium repetitively. Lastly the Woschni coefficients Ch, C1, C2 and c¯ are
tabulated in Table 3.1.
Table 3.1: Woschni heat transfer coefficients.
Coefficient
Process
Gas Exchange Compression Expansion
Ch 3.26
C1 6.18 2.28 2.28
C2 0 0 3.24 ∗ 10−3
c¯ 0.8
The second term on the RHS of Eq. 3.8 can also be written as a function of
cylinder pressure (Pcyl) and change of volume (dVcyl) (for the computation of the
change of volume see Section 3.2.3).
dWcyl = PcyldVcyl (3.13)
The third term on the RHS of Eq. 3.8 represents the enthalpy change of
the cylinder control volume caused by the inflow and the outflow of the working
medium. The general form of this term is shown in Eq. 3.14.∑
cyl
dHcyl = dHiv + dHf − dHev − dHbl (3.14)
Where, the dHf and dHbl are neglected as they refer to the enthalpy due to fuel
and blow-by losses, while the terms dHiv and dHev are the enthalpy changes
caused by the inflow and the outflow of the working medium. As a matter of fact
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enthalpy change can also be express in terms of mass changes considering the
mass conservation principle. Therefore, in Fig. 3.6 the schematic diagram of the
mass balance principle of cylinder control volume is given.
ivdm
evdm
ivdm evdm
cylm
cylm
System
 Boundaries
Figure 3.6: Cylinder mass balance, schematic representation.
In particular, the mass balance theorem states that for an open thermody-
namic system in steady state conditions the incoming flow is equal to the flow
leave the control volume [134]. In engine cylinder term this can be written as
follows: ∑
cyl
dHcyl = dHiv − dHev ≡ dmivhiv − dmevhev (3.15)
Where, the subscripts iv and ev indicate the intake and and exhaust valves re-
spectively, h is the specific enthalpy of the gas, and dm is the mass flow quantity
that represents the gas exchange process. The mass flow through the intake and
exhaust valves is described by the equation for compressible flow through a flow
restriction [49], thus assuming isentropic flow the resulting expression is:
dm
dt
=
CdAoP0√
RT0
Ψ
(
P1
P0
)
(3.16)
And, Cd is the discharge coefficient that corresponds to the opening area (Ao)
of the valve (Section 3.2.3 for geometrical analysis), R is the gas constant of the
working medium, whilst P0, T0 and P1 are the upstream pressure, temperature
and downstream pressure conditions respectively. Finally, Ψ is a piecewise func-
tion that depends on the pressure ratio between the upstream (P0) and down-
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stream (P1) pressure conditions (see Appendix B for the computation of γ, a
typical value is 1.4):
Ψ
(
P1
P0
)
=

(
P1
P0
) 1
γ
√
2γ
γ − 1
[
1−
(
P1
P0
) γ−1
γ
]
:
P1
P0
<
(
2
γ + 1
) γ
γ−1
√
γ
(
2
γ + 1
) γ
2(γ+1)
:
P1
P0
≥
(
2
γ + 1
) γ
γ−1
To sum up the analysis up to that point, Eq. 3.8 can now be re-written including
all the assumption and derivation described above (Eq. 3.17).
dUcyl = −dQw − PcyldVcyl + dmivhiv − dmevhev (3.17)
At this instant it is possible to derive the expressions for computing the in-
cylinder temperature and pressure. The cylinder temperature can be derived from
the internal energy of the cylinder according to Eq. 3.18.
dUcyl = mcylducyl + ucyldmcyl ≡ mcylcv,cyldTcyl + ucyldmcyl (3.18)
Where, subscript cyl dictates the cylinder control volume, u and du are the specific
internal energy and the change of specific internal energy, m and dm are the
mass and the change of mass, while cv,cyl is the specific heat at constant volume
of the working medium inside the cylinder. Then, combining Eq. 3.17 and Eq. 3.18
results in the temperature change expression (Eq. 3.19).
dTcyl =
1
mcylcv,cyl
[−dQw − PcyldVcyl
+ dmiv(hiv − ucyl)− dmev(hev − ucyl)] (3.19)
In the same fashion the cylinder temperature over a specific time interval can be
identified by differentiating Eq. 3.19 with respect to a predefined time interval (dt):
dTcyl
dt
=
1
mcylcv,cyl
[
−dQw
dt
− PcyldVcyl
dt
+
dmiv
dt
(hiv − ucyl)− dmev
dt
(hev − ucyl)
]
(3.20)
42
3.2. SINGLE CYLINDER ENGINE MODEL
As far as the cylinder pressure is concerned, under the assumption that all
gases are treated as ideal gases, the equation of state is employed (Eq. 3.21).
Pcyl =
mcylRcylTcyl
Vcyl
(3.21)
3.2.2 Intake & Exhaust Systems
The mathematical model of the intake and exhaust manifold share the same
physics principles with some minor differences related to the actual structure of
each system. Each manifold is treated as a single volume with uniform pressure,
temperature and working medium composition [135]. For both the intake and ex-
haust manifolds the pressure and temperature of the control volumes are derived
from the First Law of Thermodynamics, as in the case of the cylinder control vol-
ume. The application of the energy and mass balance principles in the intake and
exhaust systems of the discussed engine is illustrated in Fig. 3.7.
System
 Boundaries
intdH ivdH
intdQ
intdU
Intake Manifold
Throttle
intdm ivdmintm
(a) Intake system
System
 Boundaries
exhdH
exhdQ
exhdU
Exhaust Manifold
exhdmexhm
evdH
evdm
(b) Exhaust system
Figure 3.7: Schematic representation from the application of the energy and
mass balance in the intake and exhaust systems of the single cylinder engine.
The main assumptions that were considered in the manifold models are: the
potential and kinetic energies due to the gas exchange processes are neglected,
both manifolds are modelled as adiabatic control volumes [136, 137]. Now, the
change in the internal energy of (dU) of the intake and exhaust manifolds is:
dUman =
∑
man
dHman − dQman (3.22)
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Here, the subscript man represents both intake (int) and exhaust (exh) mani-
folds. Additionally, as it was mentioned earlier the term dQman is completely ne-
glected as the manifolds are model as adiabatic open thermodynamic systems,
this is a reasonable assumption for both intake and exhaust manifolds since in
this research the engine was mainly operated under motoring conditions thus the
heat transfer in the intake and exhaust systems was minimal [138].
As far as the enthalpy change of the manifold is concerned, the modelling
philosophy is identical to the cylinder control volume. In particular for the intake
manifold the sum of the enthalpy change can be derived form Fig. 3.7a (Eq. 3.23),
while for the exhaust manifold form Fig. 3.7b (Eq. 3.24)∑
int
dH = dHint − dHiv ≡ dminthint − dmivhiv (3.23)
∑
exh
dH = dHev − dHexh ≡ dmevhev − dmexhhexh (3.24)
Nonetheless, one of the main differences between the intake and exhaust
manifold models is located in the computation of the intake (dmint) and exhaust
(dmexh) mass flows of the intake and exhaust manifolds respectively. To be more
specific, for the calculation of the intake mass flow (dmint), the throttle cross-
section area (Ath) needs to be calculated in order to implement the compressible
flow equation (Eq. 3.16) that was submitted earlier. On the other hand for the cal-
culation of the exhaust mass flow (dmexh), the orifice area (Aexh) of the exhaust
manifold should be used instead. The calculation of these quantities is discussed
in Section 3.2.3. Lastly it should be noted that besides the different geometri-
cal characteristics of each manifold, particular importance should be given in the
selection of the upstream and downstream conditions of each manifold. In the
case of the intake manifold ambient conditions are taken as upstream and cylin-
der as downstream while in the case of the exhaust manifold cylinder conditions
are taken as upstream and ambient conditions as downstream [52].
Bearing in mind the above points it is possible to write the temperature (Tint)
(Eq. 3.25) and pressure (Pint) (Eq. 3.26) equations for the intake manifold:
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dTint
dt
=
1
mintcv,int
[
dmint
dt
(hint − uint)− dmiv
dt
(hiv − uint)
]
(3.25)
Pint =
mintRintTint
Vint
(3.26)
And the temperature (Texh) (Eq. 3.27) and pressure (Pexh) (Eq. 3.28) equations
for the exhaust manifold:
dTexh
dt
=
1
mexhcv,exh
[
dmev
dt
(hev − uexh)− dmexh
dt
(hexh − uexh)
]
(3.27)
Pexh =
mexhRexhTexh
Vexh
(3.28)
Here the subscripts int and exh represent the intake and exhaust manifold ac-
cordingly while the rest of the notation is identical to the cylinder thermodynamic
analysis (see Section 3.2.1).
3.2.3 Geometrical Analysis
Up until now the modelling discussion was limited mainly in the analysis of engine
thermodynamics. However, by now the reader should have realized that the ther-
modynamic analysis depends on the calculation of numerous engine geometrical
quantities. This section is dedicated in the geometrical analysis of all the quan-
tities that were discussed in the previous sections such as cylinder volume, and
its rate of change, cylinder wall surface area, the area of the intake and exhaust
valves of the cylinder and the area of the throttle plate.
For understanding the location of the discussed physical dimensions and quan-
tities, a schematic diagram of the cylinder and valve geometrical characteristics
is given in Fig. 3.8. This sketch includes all the physical dimensions that are
needed in order to develop the mathematical expressions for the cylinder volume,
the cylinder wall surface area and the area of the valves. Therefore, the cylinder
volume (Vcyl) is express according to Eq. 3.29 and its rate of change
(
dVcyl
dt
)
i.e.
time derivative, using Eq. 3.30 [139].
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Figure 3.8: Cylinder geometrical quantities, schematic representation.
Vcyl =
Vd
κ− 1 +
pib2
4
{√
(r + L)2 − δ2
−
[√
L2 − (δ + r sin(θen − ϕ))2
]
+ r cos(θen − ϕ)
}
(3.29)
dVcyl
dt
= ωen
{
pib2
4
r
[
sin(θen − ϕ) + cos(θen − ϕ)(δ + r sin(θen − ϕ))√L2 − (δ + r sin(θen − ϕ))2
]}
(3.30)
Where, κ, r, L and δ are the compression ratio, the crank arm length, the con-
necting rod length and the piston pin offset respectively while the variable ϕ is a
geometric constant that can calculated according to Eq. 3.31.
ϕ = sin−1
(
δ
r + L
)
(3.31)
Similarly, the area of the cylinder wall (Aw) with respect to crank angle (θen)
can be calculated as follows:
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Aw =
pib2
2
+ pib
{√
(r + L)2 − δ2
−
[√
L2 − (δ + r sin(θen − ϕ))2
]
+ r cos(θen − ϕ)
}
(3.32)
Next, for the determination of the cylinder valve area, a piecewise function
that depends on the lift level of the valves is used. More specifically, according
to Pezouvanis [59] the valve area (AV ) is equivalent to the curtain valve area
(AV−CU), (Eq. 3.34) when the lift (l) is larger than a predefined lift threshold
(lV ), (Eq. 3.33) while elsewhere the area is calculated using the port valve area
expression (AV−PO), (Eq. 3.35).
AV =
AV−CU if l > lVAV−PO if l ≤ lV
And,
lV =
D
4
(
Di
D
)2
cos(φV )
1+
Di
D
2
(3.33)
AV−CU =
D +Di
2
pil cos(φV ) (3.34)
AV−PO =
piD2i
4
(3.35)
Where, D, Di and φV are the valve head diameter, port diameter and seat angle
accordingly.
thD
thd
th
Figure 3.9: Throttle plate geometrical characteristics.
Finally, for the throttle plate area (Ath), (see Section 3.2.2), a well cited model
that was presented initially by Moskwa [140] is used (Eq. 3.36).
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Ath = −dthDth
2
√
1−
(
dth
Dth
)2
+
dthDth
2
√
1−
[
dth cos(φth,0)
Dth cos(φth,0 + φth)
]
+
Dth
2
2
sin−1
√1− ( dth
Dth
)2− Dth2 cos(φth,0 + φth)
2φth,0
∗ sin−1
{√
1−
[
dth cos(φth,0)
Dth cos(φth,0 + φth)
]}
(3.36)
Where, dth, is the throttle shaft diameter, Dth is the throttle plate diameter, ϕth,0
is the minimum throttle opening angle, and ϕth the throttle angle (see Fig. 3.9 for
visualising these dimensions).
3.2.4 Engine Torque
The last part in the analysis of the physics underlying the operation of the single
cylinder engine is the resulting torque. This is the main output of the engine
model as it is also one of the main inputs of the system model that was discussed
earlier in Section 3.1. Consequently, the overall engine torque can be express
using Eq. 3.37 [74, 75]. Here it can be understood that the engine torque (τeng)
is proportional to the indicated torque (τind) (Eq. 3.38), which is generated due to
the cylinder gas pressure, minus the reciprocating torque (τrec) (Eq. 3.41), caused
by the movement of the cylinder reciprocating components, and the friction torque
(τfri) (Eq. 3.44), that is a result of the mechanical losses of the engine.
τeng = τind − τrec − τfri (3.37)
The indicated torque (τind) is computed using Eq. 3.38. Here, Pcrn is the
pressure in the crank case, Ap is the piston area i.e pib
2
4
, and G is a geometric
function with respect to crank angle (Eq. 3.39).
τind = (Pcyl − Pcrn)AprG (3.38)
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G = sin(θen) +
√
1− ψ
ψ
cos(θen) (3.39)
Where, ψ is also a function of crank angle position and is calculate as follows:
ψ = 1−
(
δ + r sin(θen − ϕ)
L
)2
(3.40)
The mathematical expressions for modelling the contribution of the recipro-
cating torque to the final engine torque, perpendicular to the crank shaft is given
bellow:
τrec = MrecrG
(
G1ωen
2 +G2αen
)
(3.41)
Here, Mrec is the mass of the reciprocating components of the engine, αen is the
acceleration of the engine, whilst G1 (Eq. 3.42) and G2 (Eq. 3.43) are geometrical
function of crank angle.
G1 = r
{
cos(θen − ϕ)
[
1 +
(
r
L
)
cos(θen − ϕ)
ψ
3
2
]
−
√
1− ψ
ψ
sin(θen − ϕ)
}
(3.42)
G2 = r
[
sin(θen − ϕ) +
√
1− ψ
ψ
cos(θen − ϕ)
]
(3.43)
In contrast to the indicated and reciprocating torque models which were de-
scribed on a crank angle basis, the friction torque was model using a mean value
time-based model as it was suggested by Rakopoulos and Giakoumis [141]. As a
result, the average engine friction is calculated based on Eq. 3.44,
τfri =
fmep
2pi
Apr (3.44)
Here, the fmep term is the friction mean effective pressure. This term was mod-
elled based on a semi-physical model (Eq. 3.45) that was initially developed by
Patton et al. [81] and recently updated by Sandoval and Heywood [82] for appli-
cations in modern spark ignition engines.
fmep = cfmep + rfmep + vfmep + afmep + pmep (3.45)
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Where, cfmep is the crankshaft fmep (Eq. 3.46), rfmep is the reciprocating fmep
(Eq. 3.47), vfmep is the valvetrain fmep (Eq. 3.48), afmep is an auxiliary fmep
(Eq. 3.49), and pmep is the fmep due to the pumping losses of the engine (Eq. 3.50).
cfmep = 1.22 ∗ 105
(
Db
b2Snc
)
+ 3.03 ∗ 10−4
√
µ
µ0
(
NenDb
3Lbnb
b2Snc
)
+ 1.35 ∗ 10−10
(
Db
2Nen
2nb
nc
)
(3.46)
rfmep = 2.94 ∗ 102
√
µ
µ0
(vp
b
)
+ 4.06 ∗ 104
(
Ft
Fto
Cr
)(
1 +
500
Nen
)
∗
(
1
b2
)
+ 3.03 ∗ 10−4
√
µ
µ0
(
NenDb
3Lbnb
b2Snc
)
+ 6.89
∗ Pint
Patm
[
0.088
√
µ
µ0
κ+ 0.182
(
Ft
Fto
)
κ(1.33−0.112vp)
]
+ 4.12 (3.47)
vfmep = 244
√
µ
µ0
Nennb
b2Snc
+ Cff
(
1 +
500
Nen
)
nv
Snc
+ Crf
(
Nennv
Snc
)
+ Coh
√
µ
µ0
Lv
1.5Nen
0.5nv
bSnc
+ Com
(
1 +
500
Nen
)
Lvnv
Snc
(3.48)
afmep = 8.32 + 1.86 ∗ 10−3Nen + 7.45 ∗ 10−7Nen2 (3.49)
pfmep = (Patm − Pint) + 3.0 ∗ 10−3
(
Pint
Patm
)2(
vp
2
nv2ρi4
)
+ 0.178
(
Pint
Patm
vp
)2
+ 3.0 ∗ 10−3
(
Pint
Patm
)2(
vp
2
nv2ρe4
)
(3.50)
Where, Patm is the atmospheric air pressure, Db, Lb and nb are the diameter,
length and number of crankshaft bearings respectively, nc is the number of cylin-
ders, Nen and vp are the engine speed and mean piston speed, κ, ρi, ρe, and nv
are the compression ratio, the intake and exhaust valves diameter bore ratio, and
the number of valves correspondingly, additionally the term
√
µ
µ0
is the oil viscos-
ity scaling factor, Ft
Fto
is the piston ring tension ratio, and finally the constants Cr,
Crf , Coh and Com are constants based on the valvetrain mechanism and can be
found in [82].
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3.3 Transient Dynamometer Model
The analysis of the overall transient engine test cell model closes with the de-
scription of the transient dynamometer model. In this work the dynamometer was
actually a four quadrant AC electric drive consisted of a three phase squirrel cage
type induction machine and its controller. The technical specification of the actual
dynamometer can be found in Chapter 4. Similar to the IC engine model, the main
output of the dynamometer model is the electromagnetic torque (τdy) that is also
one of the inputs of the overall engine test cell model (see Eq. 3.6). Additionally
the major inputs to the dynamometer model are the rotational kinematic quantities
of the dynamometer i.e. acceleration (αdy), velocity (ωdy), and position (θdy). Be-
sides the above mentioned inputs, the dynamometer has one extra control input
which is the speed demand; this reflects the functionality of the real transient en-
gine test cell in which the test cell operator has control of the system speed (see
Chapter 4).
The dynamometer model was developed with the purpose of reflecting the
physics and the functionality of the actual transient engine powertrain testing fa-
cility that was used in this work. Having a complete physics-based dynamic model
of the overall test cell contributed in understanding the mathematical and physical
structure of the overall engine powertrain system which is a necessary require-
ment when the physical parameters of the system model are subject to be as-
sessed; and this was the aim in this study. As far as the modelling methodology
of the transient dynamometer is concerned, it is divided into two main parts, the
model of the three phase squirrel cage type induction machine and the model of
its controller. The model of the induction machine is a zero-dimensional physics-
based lumped parameter dynamic model that was developed based on a well
defined electric machinery modelling approach known as direct-quadrature (dq)
analysis [142]. According to this methodology the principal governing equations
of the model are extracted from the dq-axis equivalent circuit induction machine
by applying Kirchhoff’s Voltage Law (KVL) in the loops of the circuit. Concurrently
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the controller of the induction motor was responsible for controlling the speed of
the three phase induction motor. In this very application the speed of the dy-
namometer was controller based on vector control strategy. The reason for using
this control strategy instead of a scalar control scheme (which is the another dom-
inant motor control strategy) [143], was because the actual controller of the dy-
namometer was using also the same control principle (see technical specification
of the transient dynamometer in Chapter 4).
Before presenting the theoretical analysis of the AC transient dynamometer
model it is important to clarify the main assumptions that were taken into account
for the development of this model. Firstly time is taken as the independent variable
of the model, secondly the three phase quantities i.e. voltages, currents, fluxes,
are always balanced, thirdly the variation of the induction motor parameters during
steady state and transient conditions is neglected, and finally the dynamometer is
either acting as a motor or as a brake while regenerative braking characteristics
are not included.
3.3.1 Dynamic Model of Induction Motor
The dynamic modelling of induction motors has received great attention from en-
gineers and researchers over the past decades, hence a wide variety of modelling
approaches has been established throughout the years. Nevertheless, when
someone is interested in the dynamic characteristics of the induction motor two
common approaches are usually employed, known as "space vector" and "dq-
axis" methods [144,145]. The space vector model is more complicated compared
to dq-axis model mainly because of complex mathematical expressions (vectors).
Traditionally space vector analysis is based on the "per-phase" equivalent circuit
of the machine. The application of KVL in the loops of the equivalent circuit allows
the extraction of the static equation of the electric machine. The differentiation of
the extracted equations with respect to time forms a set of differential equation
which permits the simulation the AC electric machine to examine the dynamic but
also the steady state characteristics of the machine [146]. On the other hand, the
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dq-axis approach results in a more compact and simpler mathematical formulation
that allows the deployment of more effiecient control strategies i.e. vector control
(see Section 3.3.2). This is achieved due to the transformation of the three phase
quantities (a, b, c) into equivalent two axis i.e. dq-axes as it was presented initially
by Park [147,148], (Eq. 3.51).xd
xq
 = √2
3
 cos(θ) cos (θ − 2pi3 ) cos (θ − 4pi3 )
− sin(θ) − sin (θ − 2pi
3
) − sin (θ − 4pi
3
)


xa
xb
xc
 (3.51)
Additionally, the inverse of this transformation can be achieved using Eq. 3.52.
xa
xb
xc
 =
√
2
3

cos(θ) − sin(θ)
cos
(
θ + 4pi
3
) − sin (θ + 4pi
3
)
cos
(
θ + 2pi
3
) − sin (θ + 2pi
3
)

xd
xq
 (3.52)
Here, x represents either voltage, current or flux linkage quantities and θ can be
either the position between as-axis and d-axis (for stator quantities θsyn) or ar-axis
and d-axis (for rotor quantities θslp) (Fig. 3.10).
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Figure 3.10: Stator (abcs) and rotor (abcr) representation by dq-axes.
The three phase stator quantities (abcs) are in stationary reference frame
which does not rotate in space, while the dq quantities are in the synchronous
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reference frame (syn) and rotate in space at synchronous speed (ωsyn). The
synchronous speed is defined as the speed of stator’s magnetic field and can be
calculated using the following expression [149]:
ωsyn =
4pi
p
f (3.53)
Where, p is the number of motor poles, and f is the frequency of the magnetic
field i.e. the frequency of the alternating current.
Regarding the rotor quantities (abcr) of the motor, they rotate in space at the
electrical speed of the rotor which is related with the mechanical speed (ωm)
based on Eq. 3.54 [149].
ωr =
pi
2
ωm (3.54)
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Figure 3.11: Induction machine dq-axis equivalent circuit in synchronous refer-
ence frame.
As aforementioned the dq-axis transformation serve us with a dq-axis equiva-
lent circuit (Fig. 3.11) that can be used in order to extract the governing equations
of the induction motor model. In particular the application of KVL in the loop of
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the direct and quadrature equivalent circuits results in a set of linear differential
equations that capture the dynamic as well as the steady state characteristics of
the induction machine (Eq. 3.55) [150].
d
dt
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λsd
λsq
λrd
λrq
 =
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 (3.55)
Where, λsdq and λrdq are the stator and rotor flux linkages in dq-axis respectively,
vsdq are the stator voltages in dq-axis, vrdq are the rotor voltages in dq-axis and
they are assumed to be zero because the type of the rotor is squirrel cage, Rs and
Rr are the stator and rotor winding resistances, ωsyn and ωslp are the synchronous
and slip angular velocities, and the terms isdq and irdq are the stator and rotor
currents in dq-axis and they are evaluated using to following expression:
isd
isq
ird
irq
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λsq
λrd
λrq
 (3.56)
The parameters Ls, Lm and Lr are the stator, mutual, and rotor inductances re-
spectively.
Last part of the dynamic model of the induction machine is the expression for
the calculation of the electromagnetic torque which is assumed to be identical with
the mechanical torque output of the dynamometer (τdy). As a result, knowning the
dq-axis currents and flux linkage allows the evaluation of the dynamometer torque
according to Eq. 3.57.
τdy =
p
2
(λrqird − λrdirq) (3.57)
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3.3.2 Induction Motor Vector Control Strategy
After the development of the electric machine model it is now possible to concen-
trate in the modelling of its controller. Main task of the controller is to constantly
adjust the electrical supply to the electric machine in accordance to the demands
of the user. In general electric drives are used to control either the torque or speed
or position of a process. Particularly in engine testing applications usually speed
and torque are the two control variables that interest the operator of the test cell.
In all the experiments of this project the dynamometer was responsible for con-
trolling the speed of the engine, hence the controller of the dynamometer was set
to speed control mode instead of torque.
The control of AC electric machines is a subject that has received great at-
tention from the research community with the purpose of improving the operation
and the efficiency of electric machines. Several control methodologies have been
proposed throughout the years, however after the invention of the voltage and
current fed inverters the so called "scalar" and "vector" strategies dominate the
control of electric motor [151].
Scalar control methodology involves controlling only the magnitude and the
frequency of the control variables. Two sub-categories can be found in scalar
control method, the open and closed loop control. In the open loop control the
speed of the motor is mainly controlled by adjusting the frequency of the supplied
voltages but also the amplitude of these voltages should vary in accordance to
frequency to maintain the flux constant [152]; this method is also called "constant
Volt/Hertz method" and is fairly simple to be applied, however the simplicity of
the method penalise the control of the motor during transient operation. On the
other hand, in closed loop control a speed feedback is included in the Volt/Hertz
method which improves the dynamic response of the drive [153]; this method is
also known as "Slip Regulation" method and is an upgrade of the open loop con-
trol, however the main drawback of this method is that the motor flux is controlled
still using open loop scheme [151].
The drawbacks of scalar control approach were solved using vector control
56
3.3. TRANSIENT DYNAMOMETER MODEL
strategies, in vector control the induction motor is controlled just like a separately
excited DC motor where the torque and the flux are controlled by two independent
vectors. This is achieved by transforming the three phase stator quantities into
equivalent dq quantities where the d-axis is responsible for controlling the flux
linkage and the q-axis the electromagnetic torque of the motor; in principle this
method involves controlling the magnitude and the phase of the vector quantities.
Vector control compared to scalar control allows more sophisticated control during
steady and transient operation since both torque (or speed or position) and flux
linkage quantities are controlled based closed loop tradition [154].
In this very application the dynamometer speed is controlled using vector con-
trol approach (see Chapter 4 for technical features of the dynamometer controller).
As a result in the next paragraphs follows the analysis of the vector control strat-
egy that will be used for controlling the speed of the dynamometer. At this point
it should be clarified that the level of the presented analysis is elementary for
an expert in vector control of electric machine, nevertheless the controller that is
presented serves the functionality that is required for controlling the speed of the
transient dynamometer. Additionally, considering that the average reader of this
thesis will have a generic knowledge of control theory, instead of expertise in of
control of electric machines, the discussion is kept as simple as possible and as
complex as necessary. In any case, for individuals that are interested in learning
more about the vector control strategy, a informative literature review can be found
in [143].
Under vector control induction motor drives can emulate the performance of
a DC motor; DC motors are controlled more precisely because of the decoupled
control of stator magnetic field and the electromagnetic torque of the motor [155].
The decoupling of these two quantities is achieved by aligning (field orientation)
the d-axis of the synchronous reference frame (see Fig. 3.10 for further discus-
sion) with the rotor flux linkage vector (~λr). This is depicted in Fig. 3.12.
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Figure 3.12: Rotor flux linkage field orientation.
The resulting flux linkage components are [150]:
λrq = 0 and λrd = λr (3.58)
∴
τdy = −p
2
λrdirq (3.59)
As it can be understood based on this theory the expression for the calculation of
the dynamometer torque τdy is reduced since the rotor flux linkage in q-axis turns
to zero. Additionally in Eq. 3.59 the rotor current in q-axis (irq) can be related to
the stator current (isq) by applying Kirchoff’s Current Law (KCL) in the equivalent
circuit of the induction machine (Fig 3.11) (Eq. 3.60).
irq = −Lm
Lr
isq (3.60)
∴
τdy =
p
2
λrd
Lm
Lr
isq (3.61)
Where the flux linkage component λrd is calculated dynamically by using the the
following equation (see Eq. 3.55):
d
dt
λrd =
Lm(
Lr
Rr
)ird − λrd(
Lr
Rr
) (3.62)
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Given these points, it can be said that the dynamometer torque (Eq. 3.61) and
the flux linkage (Eq. 3.62) are controlled independently via the stator current (isq)
in q-axis and the rotor current (isd) in d-axis respectively. This principle is the
basis of the vector control strategy that was implemented in this study.
The vector-based approach namely Indirect Field Oriented Control (IFOC) pre-
sented by Mohan [150] was adapted and used (Fig. 3.13). The core of the IFOC
scheme is two control loops, one for the control of the flux linkage (Flux Con-
troller) and the other for the control of the speed of the motor (Speed Controller).
Here, the flux linkage is controlled using a PI controller where the error of the
demanded and actual flux linkage (calculated via Eq. 3.62) is amplified in order to
produce the stator current in d-axis (isd) which is proportional to rotor flux linkage
(Eq. 3.62).
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Figure 3.13: Vector control strategy of the induction machine.
The dynamometer torque is controlled indirectly via the speed control loop
where the error between the demanded and the actual speed (measured with
an encoder) passes through a PI controller and the output of the PI controller is
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the stator current in q-axis (isq) which is proportional to the dynamometer torque
(Eq. 3.61). The block named "Observer" evaluates dynamically the actual rotor
flux linkage using Eq. 3.62 but also the rotor-field angle θsyn which is aligned in
synchronous reference frame and is calculated as follows:
θsyn =
∫
(ωr + ωslp) dt (3.63)
Where, ωr is the electrical angular velocity of the rotor (see Eq. 3.54), and ωslp is
the slip angular velocity and is evaluated continuously using Eq. 3.64.
ωslp =
Lm(
Lr
Rr
)
λrd
isq (3.64)
Moreover as it is shown in Fig. 3.13, two additional PI controllers are included
for adjusting the supply voltage to stator windings in dq-axis. Next, takes place
the transformation of the dq quantities into the equivalent three phase quantities
abc (Eq. 3.52). The three phase voltages i.e. Va, Vb, Vc, are then used by the
voltage fed inverter in order to amplify the power supply to the actual motor. It
should be highlighted that the switching sequence of the voltage fed inverter is
adapted using space vector pulse width modulation method, which according to
Mohan [150], is assumed to be ideal in order to simplify the overall electric drive
model and improve the simulation time. This assumption do not allows examining
inverterâA˘Z´s characteristics however, since in the present work there is no inter-
est on this particular area, further work is avoided. In addition the electric drive
model without an actual inverter model severs all the logical trends of a transient
dynamometer with respect to the dynamics of the system. For an individual that
interest in the characteristics of the inverter it is possible to restate the present
assumption and include a proper inverter model easily as the electric drive model
was developed in a modular and reconfigurable basis.
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3.4 Model Functionality & Preliminary Results
The appropriate use of the preceding theoretical principles led to the realisation of
the transient engine powertrain test cell dynamic model. The different parts of the
overall system model were formulated by continuous-time continuous-state sets of
dynamic equations. The model was developed from scratch in MATLAB-Simulink1
in a modular way so that it would be user friendly and easily reconfigurable. The
actual Simulink model and the corresponding MATLAB scripts are given in Ap-
pendix B.1.
The global inputs of the model are the dynamometer speed demand and the
engine throttle position. These are also the global inputs of the actual transient
engine powertrain experimental facility that was used for validating and proving
the concepts of the present research (see Chapter 4). Other model inputs are
associated with the ambient conditions of the test cell and internal inputs of the
engine and dynamometer models (which are maintained constant in this study)
such as valve timing and commanded motor flux. Similarly the outputs of the
model can be directly related to the actual experimental facility, some the outputs
are the cylinder, intake and exhaust pressures, dynamometer currents and volt-
ages, engine and dynamometer torques, engine and dynamometer speeds, etc.
Nevertheless, the model outputs can be customised accordingly depending on
the needs of the modeller.
As the model was developed purely based on physics principles, this indi-
cates that no experimental data were required for a first draft parametrisation
of the model. The initial parametrisation and initialisation of the model states
(e.g. pressures, temperatures, masses, flux linkages, speeds, etc.) took place
by using physical dimension that were extracted from manufacturers data sheets
or based on direct measurements; the actual physical parameters (e.g. diame-
ter, length, mass, stiffness, resistance, inductance, etc.) that were need of the
1MATLAB Version: 8.2.0.701 (R2013b).
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parametrisation of the model can be found in Chapter 4. As far as the validity of
the model is concerned, the right physical trends were observed using the first
draft parametrised model, however the absolute accuracy of the model was still
far from true, these issues are further argued in the following chapters.
As for the computational performance, the multiphysics zero dimensional tran-
sient engine powertrain test cell model consists of 830 functional blocks and can
run approximately up to 3 × Real-Time in Rapid Acceleration2 mode in Simulink
using a fixed-step solver namely "ode1" (makes use of the Forward Euler approx-
imation to integrate the state derivatives) with a time step equivalent to 1 crank
angle degree at 1000 RPM. The real-time capability of the model indicates its
potential to be used for control and monitoring applications.
In general the transient engine test cell model encapsulates transient, steady
state, cyclic and mean value effects related to the operation of each individual
sub-system i.e. engine, dynamometer and coupling shaft. Some representative
simulation results are provided here with the purpose of illustrating the functional-
ity of the model. The response of the results corresponds to the characteristics of
the global inputs of the model that were predifined by the modeller (Fig. 3.14).
0 2 4 6 8 10 12 14 16 18 20
100
120
140
160
180
200
220
D
yn
o 
Sp
ee
d 
[ra
d/s
]
Time [s]
0
20
40
60
80
En
gi
ne
 T
hr
ot
tle
 [D
eg
]
 
 
Throttle
Speed
Figure 3.14: Sample settings of the model global inputs.
2In Rapid Accelerator mode, Simulink compiles a standalone executable for the model, which
can run on a separate processing core. This executable includes the solver and model methods,
but it resides outside of MATLAB and Simulink. It can only be used with those models for which C
code is available for all of the blocks in the model. For more info visit: http://mathworks.com/.
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As it can be seen from the Fig. 3.14 the speed of the dynamometer has a
sinusoidal pattern for the first ten seconds and then remains constant until the
end of the simulation. Concurrently, the engine throttle position has a constant
value for the first thirteen seconds the simulation while then it follows a tip in and
tip out manoeuvre with an overall duration of five seconds.
Some representative model responses relative to the sample settings of the
model control inputs on Fig. 3.14 are presented in Fig. 3.15. For the purpose of
visualising the transient as well as the cyclic responses of the system, time se-
ries representation was selected. It useful to note that theses responses are also
measured in the real transient engine test cell (see Chapted 4) hence can be used
for examining the validity of the model. Specifically, Fig. 3.15a shows the speed
response of the engine and dynamometer, it can be seen that both the engine and
the dynamometer responses follow the dynamometer speed, while the fluctuation
that it observed in the zoom in version of plot is a cyclic effect that is a results of
the cyclic characteristics of the reciprocating single cylinder engine. These cyclic
characteristics are also present in the engine torque in Fig. 3.15b, additionally by
looking at the same figure the transient characterstics of the dynamometer i.e.
torque is increased and decreased inversely proportional to the speed to cope
with the demanded dynamometer speed. The electical characteristics of the in-
duction motor of the dynamometer can also be observer in Fig. 3.15c, this figure
shows the three phases of the alternating current of the dynamometer. The in
cylinder pressure of the engine is presented in Fig. 3.15d, the effects of the en-
gine speed variations and throttle tip in and tip out manoeuvres are clearly visible,
particularly in the zoom in section of the graph it is possible to observer the cyclic
transient performance of the cylinder pressure which is caused due to the closing
of the intake throttle valve. Similar effects are obtained in the intake manifold pres-
sure (Fig. 3.15e). The intake and exhaust cylinder flows are depicted in Fig. 3.15f,
here someone can observe the cylinder mass balance principles; positive values
indicate cylinder inflow whilst negative values implies cylinder outflow.
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(f) Intake and exhaust flow through the engine cylinder
Figure 3.15: Model responses for the control inputs in Fig. 3.14.
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Figure 3.16: Instantaneous cyclic engine torque components, at 1000 RPM and
WOT.
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Figure 3.17: In cylinder pressure and temperature, at 1000 RPM and WOT.
The model can be used for observing the response of non-measurable phys-
ical quantities such as the engine torque components (Fig. 3.16) i.e. indicated,
reciprocating and friction, or the in cylinder temperature versus the crank angle
(Fig. 3.17). Another possibility would be to relate engine’s geometrical and tim-
ing characteristics to engine responses such valve lift and mass flow through the
intake and exhaust valves (Fig. 3.18).
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Figure 3.18: Intake and exhaust valve mass flow and lift, 1000 RPM – WOT.
3.5 Synopsis
A summary of the key points of this chapter is given below.
• The theoretical principles of a multi-domain physics-based dynamic model
of a complete transient engine testing facility (see Chapter 4 for technical
details) were presented. The model was developed based on a two-inertia
system analysis consisting of the engine, the dynamometer and the cou-
pling shaft.
• The single cylinder internal combustion engine was modelled based on First
Law of Thermodynamics and Second Newton’s Law for rotational bodies.
• The transient dynamometer was actually an AC electric drive consisting of
an induction machine and a controller. The induction machine was mod-
elled based on direct-quadrature approach and the controller was devel-
oped based on indirect field orientation scheme.
• The engine and dynamometer were coupled with a coupling shaft which
was modelled as a compliant member with damping.
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• The overall model consists of 830 Simulink blocks and can run up to 3 times
Real-Time in rapid acceleration mode with a crank angle step of one degree
at 1000 RPM. Refer to Appendix B for MATLAB codes and top-level Simulink
block diagrams.
• The functionality of the model was illustrated with relative simulation results.
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Chapter 4
Experimental Apparatus
The chapter covers the development process, the technical features and the
functionality of a unique transient cyclic motoring engine testing facility. The
experimental apparatus is an equivalent representation of the multi-domain
test cell dynamic model that was derived in Chapter 3.
4.1 Test Rig Overview
The continuous research and development of vehicle powertrain systems requires
continuously the development of highly sophisticated powertrain testing facilities.
Nowadays, a conventional engine test cell consists of four individual sub-systems
known as engine, dynamometer, coupling shaft and control system. However,
significant differences can be found from test cell to test cell due to the multidis-
ciplinary nature of modern powertrain research and development. For instance,
depending on the very objective of the research e.g. emissions reduction, dura-
bility test, lubricants and fuels etc., different control and instrumentation systems
might be required in order to obtain the desirable results. As a consequence
of this increased demands and diversity that characterise the research of mod-
ern engine powertrains it is often rather challenging to find a readily available
equipment that allows the engineers to acquire measurements from the relevant
physical quantities. Under these circumstances it is common for the research en-
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gineers to develop the appropriate testing equipment in order to acquire accurate
and qualitative measurement data.
Similar challenges had to be overcome in this thesis for measuring properly the
required physical quantities. Therefore, a novel open architect transient cyclic mo-
toring engine testing facility was designed and developed for the purposes of this
research. In particular, the main philosophy behind the developed engine power-
train experimental facility was that the control and the instrumentation system had
to be able to monitor all the required engine test cell quantities i.e. from each in-
dividual sub-system (e.g. engine, dynamometer, coupling shaft), synchronously,
continuously and on a crank-angle basis from a single control and monitoring
platform. Usually most of the commercial engine test cell control and instrumen-
tation solutions provide asynchronous communication between different control
and monitoring platforms e.g. dynamometer controller, engine controller and in-
strumentation, emissions and combustion analyser, which results in an inefficient
overall test cell control and instrumentation system incompetent for global real-
time control and monitoring applications. On the contrary, the instrumentation
system that is presented here was designed in such a way that from a single
control and monitoring platform it would be possible to acquire all the required
test cell physical quantities such as engine and dynamometer acceleration, speed
and position, coupling shaft torque, engine torque, dynamometer currents, engine
cylinder pressure etc., continuously, synchronously and on crank angle basis.
The experimental test rig developed for the project is presented in Fig. 4.1.
The key sub-systems of the rig were a transient dynamometer which was actu-
ally a three phase induction motor with its drive unit, a single cylinder internal
combustion engine, a rotary coupling shaft responsible for the connection of the
dynamometer with the engine, and finally the control and data acquisition system.
In the following sections more details are given regarding the development pro-
cess, the functionality and the real world challenges that had to be overcome for
the realisation of this novel transient cyclic engine testing facility.
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Figure 4.1: Transient cyclic motoring engine test cell.
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4.2 Experimental Engine
The internal combustion engine which was used for this research was a single
cylinder, naturally aspirated, spark ignited, air cooled engine, manufactured by
Honda Motor Co.. Although the technology of the engine was relatively old, this
was not an obstacle for proving the applicability and the potential of the proposed
real-time parameter assessment framework. Prior to any experiments the engine
was disassembled for measuring all the required physical/geometrical parame-
ters for the parametrisation of the model (see Chapter 3). The main technical
specifications of the test engine are submitted in Table 4.1.
Table 4.1: Engine technical specification.
Parameter Value Unit
Engine capacity 120 cm3
Compression ratio 9.5 -
Number of cylinders 1 -
Cylinder bore 54 mm
Cylinder stroke 51.5 mm
Connecting rod length 88 mm
Crank arm length 25.7 mm
Reciprocating mass 0.80 kg
Number of intake valves 1 -
Intake valve head diameter 27.3 mm
Intake valve inner diameter 25.3 mm
Number of exhaust valves 1 -
Exhaust valve head diameter 23.3 mm
Exhaust valve inner diameter 20.3 mm
Intake manifold volume 12 cm3
Throttle plate diameter 25 mm
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Figure 4.2: Valve-train characteristics.
In addition to Table. 4.1, in Fig. 4.2 are illustrated the valve-train characteristics
which were also needed for the parametrisation of the the engine model. An over-
lap period of 90 degrees is observed in the valve timing (shaded area in Fig. 4.2a)
of the engine which as it will be shown later contributes on back-pressure phe-
nomena on the intake manifold (see Fig. 4.8c). Additionally, it should be clarified
that the valve timing (Fig. 4.2a) and valve lift (Fig. 4.2b) were fixed throughout the
experiments.
The engine was mounted on a novel mounting system that enabled the accu-
rate and direct measurement of the cyclic engine torque. Besides the measure-
ment of the cyclic torque the engine was instrumented with the adequate sensors
for acquiring signals related to the engine angular position, velocity and accelera-
tion, and the intake port, exhaust port, cylinder and oil sump pressures and tem-
peratures. The intake manifold pressure was independently controlled through an
electronic throttle module and its controller. Informations regarding the hardware
that was used refer to Section 4.2.
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4.3 Transient Dynamometer
The motoring of the engine was provided by an ABB ACS800 industrial drive
controlling an ABB M2AA 180 MLB4 three-phase electric motor. The main tech-
nical specifications of the electric motor and the industrial drive are tabulated in
Table 4.3 and Table 4.2 respectively.
Table 4.2: Electric motor technical specifications.
Parameter Value Unit
Number of poles 4 -
Nominal frequency 50 Hz
Nominal speed 1465 RPM
Nominal power 22 kW
Nominal torque 143 Nm
Nominal voltage 400 V
Nominal current 41.7 A
Motor inertia 0.13 kgm2
Nominal efficiency 91.6 %
Stator resistance 0.14 Ω
Rotor resistance 0.15 Ω
Stator reactance 0.31 Ω
Rotor reactance 0.49 Ω
Mutual reactance 13.1 Ω
An external three-phase wall outlet was providing the necessary power sup-
ply to the electric drive. The drive then was responsible for converting the AC
input to DC and then controlling the AC output of the dynamometer based on
vector-control scheme (similar to the one described in Chapter 3) depending on
the needs of the user. It is also useful to mention that the drive was employed with
a bidirectional inverter and thus under braking condition the drive was able to feed
the electric power back to the grid via regenerative braking. Either dynamometer
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speed or torque control mode could be selected from the test cell operator. Ad-
ditionally the drive was employed with numerous operational and safety settings
that were accessible to the user for improving the performance and the safety of
the system. The system was designed and developed in a way that allowed the
user to have complete control and monitoring of the demands and the setting of
the electric driver remotely from the host computer of the test cell control and
monitoring system which was located outside the rig.
Table 4.3: Electric drive technical specifications.
Parameter Value Unit
Input voltage 3∼380...415 V
Input current 32 A
Input frequency 48...63 Hz
Output voltage 3∼0...Input V
Output current 34 A
Output frequency 0...300 Hz
The three-phase squirrel cage type induction machine was connected to the
test engine through a custom made coupling shaft. More particularly, before the
coupling shaft the motor was connected directly to an in-line torque transducer
using aluminium corrugated bellows couplings. Next, the other end of the torque
transducer was connected to the custom made coupling shaft that was connecting
the engine with the rest of the system components via of a spider coupler.
Lastly, it is useful to mention some practical issues associated with the mount-
ing system of the engine. In particular as soon as the entire system was cou-
pled and running at high speeds, an intense vibration on the coupling shaft was
observed which was caused by the increased vertical acceleration of the en-
gine. This problem was solved eventually by mounting the coupling shaft on two
pedestals with self-alighting bearings in order to cancel out all the undesirable
vibrations.
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4.4 Control & Monitoring System
The most challenging and time consuming task throughout the construction of the
experimental facility was the design and development of the control and monitor-
ing system of the test cell. The main reason behind this increased difficulty was
because of the following demanding (high-level) specifications that were set prior
to any design and development actions:
• Global test cell controller : The objective was to have a common platform
for controlling and monitoring all the subsystems of the test cell i.e. dy-
namometer, engine, coupling shaft. Conventional test cell controllers usu-
ally consists of numerous different desks e.g. different controller for dy-
namometer, different data acquisition system for the engine etc. However
this idea of distributed test cell control and monitoring systems usually leads
to non-deterministic and asynchronous communication among the different
platforms. This problem was identified and addressed in this study and the
necessary actions were taken in order to prove that a different system archi-
tecture would increase the efficiency of this process. The main benefits of
the proposed system structure is the deterministic, synchronous and loss-
less acquisition, processing and logging of the data. Additionally this type
of engine test cell control and monitoring architecture promote new possi-
bilities (or addresses new problems) in engine test cell controllers such as
global test cell control and monitoring systems.
• Cyclic monitoring system: Cycle-by-cycle analysis of engine powertrain sys-
tems requires cyclic-based monitoring systems. More specifically, crank-
angle based monitoring of internal combustion engines is the major require-
ment for the development and validation of physics-based models and rele-
vant parameter estimation methodologies. Thus the data acquisition system
of the test cell had to be designed in a way that would allow the monitoring
of all the required physical quantities synchronously and on a crank-angle
basis throughout the entire operating range of the engine.
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• High speed data processing and data logging: The development of a high
speed data processing and data logging system was a necessary need to
acquire successfully all the measured signals on a crank-angle basis. Sev-
eral practical issues had to be overcome for the effective completion of this
high speed data processing and data logging system, some of them were
the lossless and deterministic communication between the real-time com-
puter and the host computer, on-line zero phase distortion filtering, design of
the appropriate software buffers, integer calculations within real-time oper-
ating environment, calculation of engine cyclic position, cycle indexing etc.
All these issues are discussed in more details in the following paragraphs.
• Open architecture system: Even though the transient engine testing facil-
ity was designed for the purposes of this thesis specifically, the control and
monitoring system had to have a reconfigurable hardware and software ar-
chitecture to ensure easy extension and configuration of the system for fu-
ture research application.
For the accomplishment of the mentioned objectives, the appropriate hard-
ware and software had to be selected and designed. The selection of the compo-
nents, the construction of the necessary hardware and the design of the adequate
software were developed from scratch during the period of this project.
4.4.1 Hardware Specification
Numerous sensors, actuators and controllers were included in the control and
monitoring system of the transient engine test cell. The main control inputs for the
test cell operator were the speed or torque demands to the electric drive of the
three phase induction motor, the throttle position demand to the electronic throttle
controller of the single cylinder engine and lastly fail-safe functions for emergency
cases. The main outputs/measurements were system’s physical quantities such
as torque, pressure, temperature, position, velocity, acceleration, currents, volt-
ages, power etc.. The architecture of the control and monitoring system hardware
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is illustrated in a simplified conceptual diagram in Fig. 4.3. The diagram presents
all the relevant measurements and controls that were involved in the experimen-
tal apparatus, details related to the sensors and actuators of each subsystem i.e.
engine, dynamometer, coupling shaft, are listed below:
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Figure 4.3: Test rig control and monitoring system hardware architecture.
• Engine Control Inputs
Throttle Position: For the closed-loop control of the throttle position a PID
controller was implemented in National Instruments LabVIEW using a Na-
tional Instruments multifunctional data acquisition card (NI USB-6008). The
output of the PID controller was then fed into a DC electric drive (Pololu
1372) which was responsible for generating the corresponding PWM for
the DC electric motor of the electronic throttle body (VISTEON 2S6UFC).
An encoder was providing the required throttle position feedback for the
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closed-loop control of the throttle. The tuning of the PID controller was ac-
complished based on empirical methods.
• Dynamometer Control Inputs
Speed/Torque Control : Two analogue outputs that were generated from the
global test cell controller were informing the electric drive regarding the
speed or torque demand for the dynamometer. Addiotnally, the selection
between the speed and torque demands was achieved via a digital out-
put from the global test cell controller. A quadrature position encoder was
mounted on the electric machine for the precise control of the dynamometer
speed. Furthermore, for the feedback control of the dynamometer speed a
pulse encoder interface module (ABB RTAC-01) was added in the original
electric drive. On the other hand, according to the control structure of the
vector control scheme no feedback was required for the control of the elec-
tromagnetic torque of the motor.
Fail-Safe Functions: Emergency stop functions were included on the electric
drive with the purpose of avoiding any undesirable accident. More specif-
ically the electric drive was programmed to brake the electric motor in 1
second as soon the test cell operator would press the emergency stop but-
ton. Lastly, additional reset button was also included in the software for
resetting all the demands before the restart of the test.
• Engine Measured Outputs
Position-Velocity-Acceleration: An optical contactless crankshaft encoder
(AVL 365X) for high speed applications (up to 28000 RPM), was used for
measuring the angular position of the engine. The encoder consisted of an
optical sensor and a disk with 360 slots (360 pulses per revolution) which
was fitted on the crank shaft of the single cylinder engine. For the determi-
nation of the top dead centre, one of the slots of the disk had bigger length
compared to the others. The output of the optical encoder was connected to
an impulse converter (AVL BG0478) which was responsible for converting
79
4.4. CONTROL & MONITORING SYSTEM
the original output of the encoder (LVDS, low-voltage-differential-signalling)
to the appropriate output for the global test cell controller (TTL standard).
Cyclic Torque: A load cell (Tedea-Huntleigh Model 614) was fitted on the en-
gine mounting system for measuring the cyclic engine force. The output of
the load cell was fed into a high speed in line amplifier (Measurement Spe-
cialties Model 140) for generating the adequate analogue signal to be used
by the global test cell controller. A practical issue with this measurement
was an undesirable signal noise which was caused due to the problematic
fitting of the sensor on the mounting system. More particularly, the load
cell was fitted on the engine mounting system using ball joints that were
creating vibration which was contributing in the noise of the signal. This
problem was solved by developing on-line zero phase distortion filters that
were implement in National Instruments LabVIEW Real-Time (more details
are given in the following subsection).
Intake-Cylinder-Exhaust-Oil Pressure: The intake and exhaust cylinder pres-
sures were measured using gauge pressure transducers (GE Measurement
& Control-UNIK 5000) that were fitted on the intake and exhaust ports of the
cylinder. The in-cylinder pressure was measured using the smallest avail-
able spark plug integrated with a pressure sensor (AVL ZI21). In addition
the in-cylinder pressure transducer a charge amplifier (Kistler Type 5018A)
was used for amplifying the signal of sensor to be used by the global test
cell controller. Lastly, for the measurement of the oil pressure, a pressure
transducer (KELLER PR-21S/5.5bar/81400.3) was placed appropriately on
the engine.
Intake-Cylinder-Exhaust-Oil Temperature: Similarly to the engine pressure
measurements, for the measurement of the intake and exhaust tempera-
tures thermocouples (TC-Direct K Type 0.75mm x 100mm) were fitted on
the intake and exhaust ports of the cylinder. The cylinder temperature was
measured on the cylinder head using the appropriate thermocouple (TC-
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Direct K Type 1.5mm x 100mm). Additionally, the oil temperature was mea-
sured with a thermocouple (TC-Direct 3.5mm x 150mm) on the oil sump.
• Dynamometer Measured Outputs
Position-Velocity-Acceleration: A quadrature encoder was fitted on the ro-
tor shaft (BRITISH ENCODER PRODUCTS Model 755HS, 1024 pulses per
revolution) for measuring the angular position of the dynamometer. The out-
put of the encoder was fed to the global test cell controller for converting the
pulses per revolution to cyclic position, and calculating the angular velocity
and angular acceleration of the dynamometer. In parallel to the global test
cell controller, the encoder output was connected to the encoder module of
the electric drive for the closed-loop control of the dynamometer speed.
ABB CANopen Variables: CANopen communication protocol was used for
accessing all the operating parameters of the dynamometer.1 A CANopen
adapter module (ABB RCAN 01) was placed on the ABB electric drive which
gave instant access to all the operating parameters of the dynamometer.
The output of the CANopen adapter module was connected to a National
Instruments CANopen card (NI USB-8473) that was part of the global test
cell controller. With this communication protocol the test cell operator had
instant access to dynamometer quantities such as frequency, currents, volt-
ages, torque, speed, power, temperature of the motor and the electric drive,
motor run-time, kilowatt hours and total operating hours of the dynamome-
ter.
• Coupling Shaft Measured Outputs
Instantaneous Torque: For the measurement of the coupling shaft torque
(dynamometer torque minus the engine torque during motoring conditions)
an in-line torque transducer with an integrated amplifier (HBM T22) was
1CANopen is a higher layer protocol based on the CAN serial bus system and the CAL. For
more information visit the following website: http://can-cia.org/.
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placed on the shaft. Aluminium bellows couplings were used for the mount-
ing of the sensor. The output signal of the torque transducer was fed directly
to the global test cell controller.
The key element for the successful operation of the control and monitoring sys-
tem was the actual controller that was used for generating the control signals and
acquiring all the measurement quantities mentioned previously. Consequently a
National Instruments CompactRIO real-time controller (NI cRIO-9022) was used
in this application. The CompactRIO controller includes a real-time processor and
a reconfigurable FPGA.2 The real-time processor is used for network communi-
cation, data logging, control and processing with the deterministic and reliable
NI LabVIEW Real-Time OS. The user-programmable FPGA provides the ability
to implement custom hardware for high speed control, in-line data processing,
or complex timing and triggering. These features were crucial for the successful
development of the present set-up as the synchronisation of crank-angle based
measurements required high speed data processing, timing and triggering func-
tions.
Here, the maximum sampling speed was chosen based on the maximum en-
gine speed and the sampling resolution, hence for speeds up to 9000 RPM with
resolution of one degree crank-shaft angle, the sampling frequency had to be at
least 108 (kHz) (Eq. 4.1). The measurement signals were all synchronised with
the engine encoder data (event-based) to ensure equidistant sampling, however
this required special handling of the acquisition system to avoid aliasing effects
2FPGA stands for Field-Programmable Gate Arrays and is actually an integrated circuit design
to be configured by a customer or a designer after manufacturing. The main benefits of the
FPGA chips compared to conventional processors that can be found in PCs is that programming
an FPGA rewires the chip itself to implement a custom functionality rather than run a software
application. As a result this provides faster response times. More information can be found in the
founding company of the first commercial FPGA chip (http://xilinx.com/).
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(see [156] for a solution to the aliasing issues).
fs =
[
9000(RPM)
60(s)
∗ 360
]
∗ cnyq = 108(kHz) (4.1)
The constant cnyq is equal to 2 and is used to take into account the Nyquist crite-
rion for sufficient sample-rate.
Furthermore, the NI CompactRIO controller was connected to an eight slot ex-
pansion chassis which had all the required input/output modules. In particular, for
the needs of the present application the chassis was equipped with the following
cards:
• High speed analogue input (NI-9220), this card was used for acquiring the
signals of the pressure and torque transducers.
• Analogue output (NI-9263), the speed and torque demand for the dynamome-
ter were generated from this card.
• High speed digital input (NI-9423), auxiliary signals related to the operation
of the test cell i.e. start/stop and emergency stop indicators, were connected
in this card.
• High speed digital output (NI-9474), this card was generating switching sig-
nal which were needed for the selection of different testing modes i.e. speed
or torque mode of the dynamometer.
• Differential digital input (NI-9411), the output of the quadrature encoder of
the dynamometer and the optical encoder (through the signal converter)
were connected in this module.
• Thermocouple module (NI-9211), the intake, exhaust, cylinder and oil ther-
mocouples were directly connected on the thermocouple module.
Final step in the development process of the control and monitoring system
was the creation of the necessary software including a user friendly interface.
Details are given below.
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4.4.2 Software Specification
The software for the measurement and control system of the transient engine
test cell was developed from scratch in National Instruments LabVIEW. LabVIEW
is a user friendly graphical programming platform with numerous attractive fea-
tures such as interfacing easily to rapid prototyping devices, parallel program-
ming, FPGA graphical programming, dynamic simulation environment for con-
trol design, numerous custom libraries/modules, development of user friendly in-
terfaces, etc..3 The main reasons for using this software design platform were
because it was fully compatible with the selected hardware, it had user friendly
graphical environment for the development of FPGA and Real-Time applications,
it was equipped with CANopen libraries that allowed the communication with the
ABB electric drive relatively fast, it provided all the required tools for on-line data
synchronisation, processing, streaming, visualisation and logging, and finally al-
lowed the design of an easily reconfigurable user interfaces for controlling and
monitoring all the test cell functions.
The user interface of the global test cell control and monitoring system of
the transient/cyclic engine test cell is presented in Fig. 4.4. As it is observed
the interface has all the necessary controls for controlling the dynamometer and
the engine, and numerous graphs, gauges and indicators that visualise all the
acquired quantities in real-time so that can be assessed by the test cell operator
when experiments are conducted. Furthermore, it is important to highlight the
cyclic phenomena of the measured quantities i.e. intake, cylinder and exhaust
pressure, engine and shaft torque, engine and dynamometer speed, are clearly
visible in real-time. Similar to the control and visualisation functions the user
interface was equipped with a data logging dialogue which enable the test cell
operator to save the data of each individual experiment.
Before to the development of the user interface it was necessary to create
the firmware which contained all the low level drivers for the input/outputs of the
3For more details refer to: http://ni.com/labview/.
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controller, the calibration variables and the real-time data processing, streaming
and logging functions. Thus, as it can be understood the development of the
entire control and monitoring software was a rather complex task. Consequently,
to simplify the implementation of the required software functionalities, a software
architecture was established prior to any further actions.
Figure 4.4: Control and monitoring system user interface.
The top-level software architecture is presented in Fig. 4.5. The entire soft-
ware consists of three main application, the FPGA.vi, the RTOS.vi (Real-Time-
Operating-System), and the PCOS.vi (Personal-Computer-Operating-System) (.vi
stands for visual instrument and is the extension of every LabVIEW application).
The first two applications were implemented in the NI CompactRIO and they
talked to each other using DMA FIFO (Direct Memory Access First-In First-Out)
communication. FIFO is data structure that holds elements in the order they are
received and provides access to those elements using first-in-fist-out policy, while
DMA does not involve the real-time processor when reading data of the FPGA
chip; therefore it is the fastest method for transferring large amounts of data be-
tween the FPGA target and the real-time (local host) processor. Next, the data
form or to the NI CompactRIO were transfered to or from the host PC using single
process FIFO shared variables for each of the acquired signals. The communi-
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cation between the host PC and the NI CompactRIO was achieved by means of
Ethernet physical layer.
PCOS.vi RTOS.vi FPGA.vi
PCOS Loop
1 kHz
Host PC NI CompactRIO
RTOS Loop
1 MHz
FPGA Loop
1 MHz
Ethernet
(100 Mbps)- User Interface
- Data Logging
- ABB Controls
- ABB CANopen
- Data Filtering
- Data Streaming
- Acquisition
- Synchronisation
- Data Processing
- FIFO Setup
Single Process 
FIFO Shared 
Variables DMA FIFO
Figure 4.5: Control and monitoring system top-level software architecture.
The FPGA.vi application was running in the FPGA processor which was lo-
cated in the NI CompactRIO controller. Even though the FPGA processor of the
current device had maximum sampling frequency of 40 MHz, the maximum sam-
pling frequency for this application was set to 1 MHz to reduce the processing
power demand. In any case the selected sampling frequency was already ten
times more than the minimum required sampling frequency of the system (see
Eq. 4.1). The main reason for having this excess sampling frequency was to
make sure that no data will be lost during the experiments and to avoiding any
undesirable aliasing effects due to the event-based nature of the data acquisition
system (see [156] for a solution to the aliasing issues). As far as the content of the
FPGA application is concerned, there were four different subsections namely the
acquisition, synchronisation, data processing and FIFO (DMA FIFO) set-up (see
Fig. 4.5). The acquisition subsection involved the code for the set-up of the in-
put/output channels of the controller, and the functional structure of the triggering
loops that were needed for the cyclic synchronisation of the controller channels.
Right after the acquisition section, started the code for the cyclic synchronisation
of the data. One of the main challenges of this section was the synchronisation
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of the data during the very first cycle of the operation of the engine. This problem
was solved by neglecting all the acquired data up until the cylinder of the engine
pass through the TDC for the first time (the optical crank shaft encoder provided a
digital output every time the engine pass through the TDC). After the first cycle de-
termination and synchronisation the measurement quantities were synchronised
using the engine encoder signal. Concurrently the synchronisation section was
making use of one of the functions of the data processing section which was the
cyclic engine position in order to index all the data on a cyclic basis. Next, the data
processing part involved the calibration parameters for the scaling of the analogue
sensors i.e. pressure and torque transducer, the conversion of the continuous en-
gine and dynamometer angular position measurements to cyclic (Eq. 4.2) and
the estimation of the angular velocity (Eq. 4.3) and acceleration (Eq. 4.4) of the
engine and dynamometer.
θcyc(rad) =
(
θcon(rad)
dcyc(rad)
−
⌊
θcon(rad)
dcyc(rad)
⌋)
∗ dcyc(rad) (4.2)
ω(rad/s) =
2pi ∗ enc_pul
dt(s) ∗ enc_ppr (4.3)
α(rad/s2) =
2pi ∗ [enc_pul(n) − enc_pul(n−1)]
dt2(s) ∗ enc_ppr (4.4)
Where, θcyc and θcon are the cyclic and continuous position respectively, dcyc is the
duration of a complete engine cycle i.e. 720 Degrees, ω and α are the angular ve-
locity and acceleration respectively, dt is the fixed sampling time interval, enc_pul
is the encoder pulses signal and enc_ppr is pulses per revolution of the encoder.
Final section was the careful design of the DMA FIFO buffers in order to en-
sure lossless data transfer from the FPGA processor to the real-time processor of
the NI CompactRIO controller. In particular, if the buffer size is small data would
be lost, while on the other hand if buffer size is to large then it uses unnecessary
processing power which can reduce the performance of the application signifi-
cantly. Consequently, the size of the buffer was set appropriately, whilst functions
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that indicated the loss of data or the excess buffer size where included as appli-
cation diagnostics. In the end the size of the DMA FIFO buffer was set using trial
and error approach.
Alongside the FPGA application, the RTOS application (RTOS.vi) was running
at the same sampling frequency i.e. 1 MHz. By running both loops at the same
sampling frequency provided a more deterministic communication and less DMA
FIFO buffer size for transferring the data from and to the FPGA processor. The
main duty of the RTOS application was to store the data of each measurement
signal to a single process FIFO shared variables which were then used for stream-
ing the data to the host computer. Similar to the FPGA application, here it was
necessary to design the appropriate buffer sizes to avoid any undesirable results.
Additionally in this part of the software the filtering of some of the acquired quan-
tities took place. More particularly the measurement signals that required filtering
were the shaft and engine torque transducers, and the angular velocity and ac-
celeration estimates. The appropriate filtering of these quantities were of major
importance since any filtering artifacts i.e. phase-shifts, would inevitably create
problems with the crank-angle synchronisation of these measurements. In any
case this problem was avoided by using two butterworth lowpass filters so that
the first one was used for the forward filtering of the data while the second was
filtering the data backwards to eliminate any possible signal phase distortions.
Finally, the user interface, data logging, and the communication with the ABB
electric drive were implemented in the PCOS.vi application which was located at
the host computer. The sampling frequency of this application (1 kHz) was much
slower compared to the RTOS and FPGA loops (1 MHz) since the host computer
did not have the processing power of the NI CompactRIO real-time computer.
Anyway the acquired measurements were already transferred in chunks of data
(FIFO buffers) which allowed the reduction of the sampling frequency. Additionally,
the PCOS application included the controls and the CANopen communication
protocol of the ABB electric drive as the maximum sampling speed of the electric
drive was much less compared to the maximum speed of the PCOS loop (1 kHz).
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The data logging system was also implemented in the host computer for storing
the data in a solid state hard disk of the host computer; it is useful to mention
that the data logging system could be also implemented in the NI CompactRIO
controller however this would require the existence of a local hard drive which was
not available at that time. In the user interface (see Fig. 4.4) were included all the
essential controls and monitoring interfaces to provide a friendly environment to
the test cell operator. It is worth mentioning that the user interface was completely
reconfigurable and could be adapted depending on the needs of the experiment.
Last part of the developed software was a MATLAB function that was used for
post-processing the experimental measurements with the purpose of making sure
that there are no any inconsistencies. In particular the function was checking the
synchronisation, the cycle indexing, and and the completeness i.e. no data loss
throughout the experiment, of the logged data for each experiment.
4.5 Test Methodology & Experimental Results
The transient engine test cell was used for developing, proving and validating
the application of the suggested real-time parameter assessment framework in
physical and semi-physical engine powertrain models i.e. cyclic and mean value.
Hence for the purposes of the present thesis the engine was tested under motor-
ing condition i.e. the engine speed was controlled via the transient dynamometer,
while at the same time the cylinder intake upstream conditions (pressure and
temperature) were controlled by adjusting the position of the electronic throttle
body. The user was able to implement either fully transient tests (transient speed
and throttle), partly transient tests (constant settings for one of the two control in-
puts and transient for the other) and finally conventional steady state experiments
(constant speed and throttle) (Fig. 4.6). In that way it was possible to physically
excite all the major phenomena/dynamics that underline the operation of the given
system.
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Figure 4.6: Speed and throttle control demands for a representative test case.
At this point it is also important to remind the fact that the suggested real-time
parameter assessment scheme was proved and validated only for motoring en-
gine powertrain conditions does not implies that is not valid or applicable for firing
engine conditions. This is because the suggested methodology depends on the
existence of a physical or semi-physical models that describe the major phenom-
ena/dynamics underlying the operation of the system rather than the conditions
that it operates.
The time series graphs in Fig. 4.6 and Fig. 4.7 provide a better inside regard-
ing the types of the tests that were carried out and the major experimental mea-
surements that were collected throughout a conventional experiment. Particularly,
Fig. 4.6 illustrates the dynamometer speed profile and engine throttle control de-
mands for a representative test case with a duration of approximately 10 minutes.
As it is observed there are periods where the test signals are changing rapidly
e.g. see speed and throttle demands for times between 50 and 200 seconds,
which indicates the transient nature of the experiment, and there are also periods
which allow the steady state experimentation of the system by holding the con-
trol inputs at a constant level e.g. see speed and throttle values for times between
600 and 630 seconds. In that way the experimental time was significantly reduced
compared to pure steady state tests which require extensive amount of time for
covering all the required operating conditions of the systems. Additionally as it is
going to be shown in a following chapter the rapid change of the system’s inputs
contribute to the exploitation of the system dynamics which have a significant role
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in the estimability of certain physical parameters of the system.
Next some of the most useful and important experimental results that were
recorded during this test case are presented in Fig. 4.7. The angular velocity,
acceleration and position of the dynamometer and the engine are illustrated in
Fig. 4.7a, Fig. 4.7b and Fig. 4.7c respectively. The instantaneous engine torque
is presented in Fig. 4.7d, the steps that are present until the 350th second of
the experiment are caused due to the throttle steps, whilst the the ramp ups and
downs that are clearly visible throughout the entire time series are caused due
to the transient speed demand. Similar to the instantaneous torque the cylinder
Fig. 4.7e and intake pressures Fig. 4.7f were affected significantly from the throt-
tle steps while the speed ramps did not have so significant impact. On the other
hand, the exhaust pressure remains almost the same throughout the experiment
i.e. close to ambient conditions no matter the variation in the speed and throttle
Fig. 4.7f. Interesting phenomena are also observed in the intake, exhaust and
cylinder head temperature Fig. 4.7g, more particularly it was observed that the
throttle steps had a direct effect on the temperature changes in the intake and the
exhaust while the cylinder head temperatures did not show any relevant changes.
It is important to clarify that these temperature results do not represent the instan-
taneous cyclic behaviour of the temperature due to the large time constants of the
thermocouples that were used in the set up. For instantaneous temperature mea-
surements, compensation of the sensor dynamics would be required (see [116]).
Additionally it is observed that the temperature of the exhaust is colder compared
to the intake which is opposite to exhaust temperature measurements during fir-
ing conditions. This effect is explained from the fact the engine was tested under
motoring conditions while the engine block temperature was relatively low (≈ 35
degrees Celsious). If the engine block temperature was higher the exhaust gas
temperature would be eventually higher than the intake.
Turning to the results related to the transient dynamometer, in Fig. 4.7h, Fig. 4.7i
and Fig. 4.7j are submitted the RMS current and voltage supply to the induction
motor of the electric drive and the the frequency of the alternating current respec-
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tively. The proportional relationship of the dynamometer voltage and frequency
indicates the voltage/frequency basic control strategy of the ABB drive. Addition-
ally the correctness of these results could be evaluated with the speed of the
engine and dynamometer (Fig. 4.7a) i.e. when the frequency of the alternating
current was 50 Hz then then speed of the system was approximately 1500 RPM
(Speed = [Frequency*120]/Motor Poles).
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Figure 4.7: Time series experimental measurements, operating conditions de-
fined in Fig. 4.6.
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One of the main problems of crank-angle based cyclic data is the poor visibility
when time series graphs are used. For example in Fig. 4.7e it is impossible for
someone to see what is happening for one individual engine cycle. To increase
the visualisation quality of the the data, in the next graphs some surface plots are
given with respect to the engine crankshaft position and engine cycles.
The visualisation of the engine crank-angle based experimental results using
the surface plots is presented in Fig. 4.8. The results illustrate crank-angle based
measurements for twenty continues engine cycles. The experimental conditions
for these results were constant speed at 1000 RPM while a step change in throttle
angle from 20 to 90 Degrees took place approximately at the 10th cycle of the
experiment (see Fig. 4.6 from 250 to 255 seconds).
Compared to the time series visualisation, the surface plot allows the reader
to observed clearly the effects of the control inputs on each individual engine cy-
cle. In particular by looking at the engine instantaneous torque (Fig. 4.8a) it is
observed a step change from approximately 10 Nm to 22 Nm which is cause by
the step change in the in-cylinder pressure (Fig. 4.8b). Similarly, the step in the in-
cylinder pressure was caused due to the step change in the intake port pressure
(Fig. 4.8c) that was created due to the step change in the throttle. Additionally the
back-pressure effect from the cylinder to the intake port for closed throttle con-
ditions it is clearly visible in the intake port pressure surface plot (see Fig. 4.8c
crankshaft position 0-180 degrees and engine cycles 0-10). Lastly the exhaust
port pressure does not show any significant changes throughout the given exper-
imental condition as the pressure values remained almost steady near to ambient
conditions. This is absolutely normal as the exhaust manifold and the down pipe
were not connected to the engine thus the exhaust port was directly exposed to
the ambient conditions.
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(d) Surface plot of the exhaust port pressure
Figure 4.8: Cyclic representation of the engine experimental results.
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4.6 Synopsis
A summary of the key points of this chapter is given below.
• The technical features of a novel transient engine testing facility were pre-
sented. This testing facility was developed from scratch for the needs of this
research.
• The main practical issues associated with the development of such experi-
mental apparatus were highlighted.
• Some typical observation data were provided to demonstrate the capability
and potential of this test rig.
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Chapter 5
Parameter Identifiability & Adaptive
Identification
The chapter introduces analysis and synthesis system identification tools
and put them together to a complete chain for identifiability assessment and
adaptive identification of parameters with physical and semi-physical inter-
pretation that can be found generally in powertrain models. The practical im-
plementation of the discussed system identification mechanisms is reported
in Chapters 6, 7, and 8.
5.1 Overview on System Identification
The term “System Identification" was first introduced by Zadeh in 1956 [157]. Ac-
cording to Ljung [158], “system identification is the art and science of building
mathematical models of real systems from observed input-output data". It is, in-
deed, a huge scientific field with a broad area of applications in engineering, biol-
ogy, finance and life sciences. As a consequence of this diversity, it is beyond the
bounds of possibility for an individual to be expert in all the system identification
techniques that were developed throughout the years. As a measure of knowl-
edge growth, the last two decades more than twenty books about the theory and
practice of system identification have been published [159]. Some of the most
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well-known and recent textbooks on the subject are those written by Ljung [160],
Nelles [161] and Isermann [159]. Furthermore, the reader can refer to two infor-
mative and well cited IFAC1 survey papers, written by Åström and Eykhoff [162],
and Ljung [158], that provide common nomenclatures and a subjective view of the
state of art in system identification. In the next paragraphs, a laconic overview on
system identification is given and more inclined towards our specific applications.
The different identification procedures that are available can be categorised
into two general classes, namely, the type of the model, and the implementation
method [162].
5.1.1 Classification Based on Model Type
As it was mentioned previously, system identification is the art of building math-
ematical models of real systems from input-output observation data. However,
prior to the actual identification of the mathematical model it is crucial to gain
some understanding about the nature of the system under examination. In engi-
neering applications there are two types of systems known as “linear", and“non-
linear". A system is called linear when its output is directly proportional to its input
(Fig. 5.1a). On the other hand, a non-linear system is a system which does not
satisfy the superposition principle (Fig. 5.1b). This can easily be understood us-
ing Ohms law, the supplied voltage V across a resistor R is directly proportional to
the generated current I, thus the relationship between current and voltage is said
to be linear (Eq. 5.1); concurrently looking at the problem from another perspec-
tive the current is not directly proportional to the power P thus the relationship
between power and current is non-linear (Eq. 5.2).
Now, depending on the a priori knowledge of the modeller about the system,
there are two major modelling approaches that can be followed, these are the
“parametric" and “non-parametric" methods. A model structure is called para-
metric (or deterministic) when the functional relationship of the model inputs,
1International Federation of Automatic Control.
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outputs and parameters is known a priori ; good examples of parametric mod-
els are those derived from physics principles. From identification point of view,
when the model structure is already known, then the identification problem is lim-
ited to the estimation of the model parameters using the observed input/output
data. The parametric models offer a number of advantages when it comes down
to the identification of the parameters, however they can give results with large
errors if the parametrisation is not carried out carefully [162]. On the contrary,
non-parametric (or stochastic) approaches attempt to model the characteristics of
partially unknown systems based on parametrised families of probability distribu-
tions. The main practical difference to parametric models is that non-parametric
models do not have a fixed number of parameters, instead the number of parame-
ters grows with the amount of the training data. Some examples of non-parametric
techniques are artificial neural networks, kernel estimation and spline regression
[163].
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(b) Non-linear system
Figure 5.1: Typical input/output relation of linear and non-linear systems.
I =
V
R
(5.1)
P = I2R (5.2)
At this point in time, the reader should be aware that the system identification
tools that will be presented in this thesis are mainly applicable to parametric model
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structures. That is because the presented work is intended for powertrain systems
that can be modelled based on physics principles.
From identification point of view, when parametric models are used to de-
scribe the response of a system, two different types of models can be determined,
the linear-in-the-parameter (Eq. 5.3) models and the non-linear-in-the-parameter
models (Eq. 5.4). Additionally, as it is more robust and convinient to estimate
linear-in-the-parameter models, it is usually the case to transform the non-linear
parameter into linear, this category of models in known as “intrinsically linear"
(Eq. 5.5) [162]. The above categorisation is useful especially when someone is
involved in the business of assigning system identification tools for the estimation
of the model parameters. The technical details regarding the parameter estima-
tion for both types of models is the main subject of interest in the following sections
of this chapter.
y(t) = ϑ1u1(t) + ϑ2u2(t) (5.3)
y(t) =
u1(t)
ϑ1
+ sin(ϑ2)u2(t) (5.4)
y(t) =
1
ϑ1
u1(t) + ϑ2u2(t)⇔ y(t) = αu1(t) + ϑ2u2(t) (5.5)
Where, y(t) is the model output (or dependent variable), u1(t) and u2(t) are the
model inputs (or dependent variables), ϑ1 and ϑ2 are said to be the parameters
of the model; note that the parameter a = 1
ϑ1
.
Lastly, depending on the “memory” of the system response with respect to
its inputs it is possible to distinguish two types of systems, the static and the dy-
namic. Static systems are memoryless, meaning that the output of the system
depends only on its input at that instant point in time. On the other hand, dy-
namic models are not affected only by the current inputs but also by the past. In
general, the tools for the identification of static and dynamic parametric models
share the same principles [164]. Nevertheless, when an individual is interested
particularly on the identification of dynamic models from input/output observation
data, it is crucial to make sure that the sampling time of the data acquisition sys-
tem is significantly less than the duration of the actual dynamic phenomenon that
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needs to be described. Henceforth, if the sampling time is not carefully selected,
the identification of the dynamic model would be indeed inevitability wrong (see
Chapter 4, Section 4.4.1 for instructions regarding the selection of an adequate
sampling time).
5.1.2 Classification Based on Implementation Method
Depending on the very specific requirements of the user, it is possible to imple-
ment system identification tools either in an “off-line" or in an “on-line" fashion.
The term off-line comes from the fact that in order to identify the parameters of a
mathematical model, it is necessary to collect, store, evaluate and finally process
a batch of experimental input/output measurements. As it can be understood,
this implies that the identification of the mathematical model cannot be done at
the same time with the operation of the examined system. Off-line approaches
can be further separated into “direct" methods and “iterative” methods. Direct
methods attempt to estimate the model parameter in one pass, while iterative
methods determine the model step-wise which means that the data must be pro-
cessed multiple times [158]. The main practical applications of off-line methods
are model fitting and validation, system analysis, synthesis and optimisation. On
the contrary, on-line mechanisms identify the parameters of the model in parallel
with the operation of the actual system. More specifically, on-line identification
schemes update the model as each measurement becomes available. These ap-
proaches are also known as “recursive", or “real-time", or “adaptive". Adaptive
identification techniques are mainly applicable to deterministic model structures,
however recent publications show the implementation of recursive algorithms in
non-parametric models as well [165]. On-line identification algorithms are of great
importance to practical applications that require the identification of the model pa-
rameters in real-time, such as fault detection and isolation, characterisation, input
reconstruction, and adaptive control [166].
We shall restrict our attention to on-line techniques as the focus of the present
study is on the application of adaptive identification algorithms to linear and non-
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linear parametric physics-based powertrain models for monitoring and character-
isation purposes.
5.1.3 Qualitative System Identification
According to classical system identification frameworks (e.g. see Fig. 1-10 in
[160]), prior to the actual approximation of a system model it is necessary to select
a model structure that can be parametrised sufficiently using a set of a given in-
put/output observation data. This step is particularly important to non-parametric
mathematical models where the modeller does not have prior knowledge about
the input/output functional relationship and the parameters of the system [167].
On the other hand when someone is working with parametric models, the struc-
ture of the system is known beforehand. Especially in the case of physically ori-
ented models, the model structure is fixed since it is derived from physics princi-
ples. At this point, the reader should be informed that methods for model structure
selection are not going to be discussed in details in this thesis as we mainly work
with physical and semi-physical model structures.
Nevertheless, it would be rather naive to assume that parametric or more
specifically physics-based and semi-physical models can be identified for any
given input/output observation data. From identification point of view, one of the
biggest advantages of parametric model structures is that the mathematical rela-
tionship between inputs/outputs and parameters is known. In fact this advanced
knowledge about the system allows the design of optimal experiments for the
identification of the given parametric model in the minimum time [168]. What hap-
pens though when the careful design of an optimal or even a “suitable" experiment
is not an option? What happens if the acquired observation data rely upon un-
planned process records? As a matter of fact, according to Ljung [158] this one
of the central unsolved system identification problems in industrial applications.
Take as an example the monitoring of a process in a production line based on the
adaptive identification of a physical model; if the quality of the process records i.e.
input/output data, is not sufficient then the identified model would be inevitably
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wrong leading to mistaken diagnostics.
In the following section the derivation and use of system identification tools
for identifiability analysis of physics-based powertrain model parameters will be
provided.
5.2 Parameter Identifiability
An important but often overlooked step in the identification of parameters with
physical meaning - as well as parameter with mathematical meaning e.g. regres-
sion coefficients - is to assess their identifiability. A simple example, based on
circuit theory (Fig. 5.2), could help to understand the main reason that we need to
develop tools that can evaluate the identifiability of model parameters with physi-
cal interpretation. Notice then that, given measurements of V(t) and I(t) we can
only identify the sum of the resistors, R1 + R2. Consequently, we cannot uniquely
estimate each individual parameter from the data. In such cases the parameters
R1 and R2 are called “unidentifiable".
21 RR
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Figure 5.2: Identifiability of simple circuit model parameters.
The example in Fig. 5.2 represents a simple system that someone could easily
determine whether its parameters could be identified uniquely using observation
measurements or not. In fact, most of the real world systems are described ac-
cording to complex models with more inputs, outputs and parameters. In that
cases, the identifiability of the parameters cannot be assess based on simple ob-
servations of the user. Therefore analysis and synthesis algorithms have been
developed throughout the years that allow the evaluation of the identifiability of
model parameters mathematically. A formal definition of the problem areas that
identifiability analysis is concerned in given bellow [160].
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Definition 5.1 (Identifiability). Identifiability is concerned with two problems, the
first is about the model structure (“structural identifiability") i.e. is it possible to
invert the model and distinguish the desired parameters given the best possible
input/output observation data? The second leg is addressing the quality of the
measurements (“practical identifiability") i.e. are the data informative enough with
the purpose of identifying the parameters of the model?
Several approaches have been addressed in the past to assess the identifi-
ability of model parameters. The structural identifiability problem is more funda-
mental than the practical identifiability problem, in that it represents a best-case
scenario for practical identifiability analysis, and also more analytically tractable,
with well defined formulations for linear and non-linear systems [169–173]. On the
other hand the problem of practical identifiability considers whether experimental
noise and information content of the observation will allow parameters that may be
structurally identifiable to be resolved to a level of certainty. Practical identifiability
could be handled by computing analytically or numerically the Fisher Information
Matrix, the covariance matrix, or the Hessian of the corresponding least square
function [174–177].
There is indeed a huge amount of literature in the area of identifiability analy-
sis for linear and non-linear systems. Nevertheless, there are intuitive gaps in the
underlying causes of both structural and practical identifiability. Although prac-
tical identifiability is fundamentally problem of experimental noise, understand-
ing model sensitivity to parameter variation in most cases involves performing
complex analytical and often numerical calculations. In cases of structural iden-
tifiability, many of the analytic approaches allow straight-forward computation of
the binary identifiability/non-identifiability (qualitative analysis) of model parame-
ters, however it is often the case that these approaches miss a broad intuition of
what underlying mechanics of model allows or does not allow the determination
of the parameters [178]. Additionally, the computational complexity of some well
known methods increases exponentially with the number of model parameters
which makes them impractical to be applied by the practising engineers in real
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industrial problems [179,180].
A relatively new algorithm [181] was deployed in this thesis to evaluate the
structural as well as practical identifiability of model parameters. The theoretical
foundation of this methodology is presented in the following section.
5.2.1 Orthogonal-Based Parameter Identifiability
The orthogonal-based parameter identifiability analysis is a simple and conve-
nient tool, which was first introduced by Yao et al. [181], to assess the qualitative
identifiability [182] of the model parameters in respect of the model structure and
quality of observation data. Since then it has been applied in numerous chemical
and biological applications [181, 183, 184], however applications related to vehi-
cle powertrains have not yet been reported. As a matter of fact, this was one of
the reasons that was chosen in this thesis with the purpose of investigating its
applicability in the area of powertrain identification and control.
The orthogonal method for parameter identifiability is an approach based on
sensitivity analysis. Sensitivity analysis is used for determining the relationship
between a change in the parameters and the corresponding change to the sys-
tem response. This is achieved by evaluating the partial derivatives of the model
responses/states with respect to the model parameters, known as sensitivity co-
efficients. Sensitivity coefficients, the elements of the sensitivity matrix, are cal-
culated analytically or numerically local at-a-point [185].
Definition 5.2 (Orthogonal-Based Parameter Identifiability). Practically, the orthogonal-
based parameter identifiability method describes two things, first which of the pa-
rameters have higher sensitivity to the system output, in a prioritized list, and then
which of the parameters are linearly independent for a given set of observation
data.
Having described the principle idea of the orthogonal-based parameter iden-
tifiability, it is now possible to present the formal mathematical description. Con-
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sider a physical system that is described based on the following model:
y(t) = h(x(t), u(t), ϑ) + (t) (5.6)
Where, y(t) is the model output over time, h(x(t), u(t), ϑ) is the corresponding
expected value of the response variable which is determined by the state variables
x(t), the control inputs u(t), and the model parameters ϑ. Lastly, (t) is a random
error term.
As it was mentioned previously, identifiability analysis is closely linked to sen-
sitivity analysis. In fact, parameters can be estimated if and only if the sensitivity
coefficients are not linearly dependent [186]. The sensitivity coefficient are the
partial derivatives of the model response in respect to the model parameters and
can be calculated either analytically or numerically depending on our prior knowl-
edge about the system model:
∂h(x(t), u(t), ϑ)
∂ϑp
(5.7)
Here, p represents the corresponding model parameter i.e. 1, 2, ..., pt, where pt is
the total number of parameters.
Next, the calculation of each individual sensitivity coefficient allows the forma-
tion of the sensitivity matrix, also known as the Jacobian matrix (J):
J =

∂h(x(t1), u(t1), ϑ)
∂ϑ1
∂h(x(t1), u(t1), ϑ)
∂ϑ2
. . .
∂h(x(t1), u(t1), ϑ)
∂ϑpt
∂h(x(t2), u(t2), ϑ)
∂ϑ1
∂h(x(t2), u(t2), ϑ)
∂ϑ2
. . .
∂h(x(t2), u(t2), ϑ)
∂ϑpt
...
... . . .
...
∂h(x(tn), u(tn), ϑ)
∂ϑ1
∂h(x(tn), u(tn), ϑ)
∂ϑ2
. . .
∂h(x(tn), u(tn), ϑ)
∂ϑpt

(5.8)
Note that the sensitivity matrix is calculated for each time step t i.e. t1, t2, . . . , tn,
where n is the total number of samples.
Following the evaluation of the sensitivity matrix, the method iterates over the
columns of the sensitivity matrix (J) to select the column with the highest sum
of squared value. Since each column corresponds to a single parameter, this
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corresponds to the parameter that has the highest impact on the model output.
This column is added to the matrix (XL) (L being the iteration number), in the
order of the highest to the lowest sensitivity. Next, all of the original columns of J
are being regressed on the column associated with the most estimable parameter
(denoted JˆL). A residual matrix (RL) is calculated to measure the orthogonal
distance between J and the regression matrix JˆL. The column having the highest
sum of squared value in the residual matrix RL is chosen to be the next most
estimable parameter. The steps are repeated until a specific cut-off value (related
to the quality of observation data) ofRL is reached or until all the parameters have
been selected as identifiable. The algorithm is as follows:
Algorithm 5.1 Orthogonal-Based Parameter Identifiability
1: Calculate the sensitivity matrix J .
2: Calculate the sum of squares (SS) of the J matrix (Eq. 5.9), i.e. the sum of
square of each individual column, SSJ1...pt =
∑n
i=1
(
J1...pt |ti − J¯1...pt
)2:
SSJ =
[
SSJ1 SSJ2 ... SSJpt
]
(5.9)
3: Peak the column (sensitivity coefficient), in J which has the largest sum of
squared value as the first parameter. This parameter is considered to have
the most effect on model predictions.
4: Mark the corresponding column as XL (L = 1 for the first iteration).
5: Calculate JˆL, the least squares prediction of the full sensitivity matrix, J , using
the matrix XL:
JˆL = XL
(
XL
TXL
)−1
XLJ (5.10)
6: The residual matrix, RL = J − JˆL, is calculated as measure of independence.
7: The column with the largest magnitude in RL corresponds to the next param-
eter (among the remaining parameters) which has the largest effect on the
response variable and which is not correlated with the effects of the parame-
ters already selected.
8: Select the corresponding column in J and augment the matrix XL by making
the new column.
9: Repeat the last four steps iteratively until a pre-defined cut-off value of the
residual matrix RL is reached.
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Example 5.1 Orthogonal-Based Parameter Identifiability
Given the following parametric model:
z(t) = sin(A)x(t)+B2y(t) cos(x(t))+
√
Cx(t)2 +Dy(t)2 +E
x(t)
y(t)
+F
2x(t)
y(t)
Where, z(t) is the dependent variable (output), x(t) and y(t) are the inde-
pendent variables (inputs), and A, B, C, D, E, F are the model parame-
ters.
Examine the identifiability of the model parameters subject to the follow-
ing input conditions i.e. x(t) and y(t),
0 1 2 3 4 5 6
−10
−5
0
5
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Time [s]
x(t
) [−
]
 
 
Noisy
Original
(a) x(t)
0 1 2 3 4 5 6
0
2
4
6
8
Time [s]
y(t
) [−
]
 
 
Noisy
Original
(b) y(t)
Figure 5.3: Input conditions.
Note that, white Gaussian noise with zero mean and unit variance was
added in the original input signals to emulate real life conditions.
Solution
According to Algorithm 5.1, the first step is the calculation of the sensitivity
matrix. Here it is possible to calculate the individual sensitivity coefficients
analytically as we know the functional relationship of the system model.
The sensitivity coefficients are given bellow:
∂z(t)
∂A
= x(t) cos(A),
∂z(t)
∂B
= 2y(t)B cos (x(t)) ,
∂z(t)
∂C
=
x2(t)
2
√
C
,
∂z(t)
∂D
= y2(t),
∂z(t)
∂E
=
x(t)
y(t)
,
∂z(t)
∂F
=
2x(t)
y(t)
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The sensitivity matrix J is then formed as follows:
J =

∂z(t1)
∂A
∂z(t1)
∂B
∂z(t1)
∂C
∂z(t1)
∂D
∂z(t1)
∂E
∂z(t1)
∂F
∂z(t2)
∂A
∂z(t2)
∂B
∂z(t2)
∂C
∂z(t2)
∂D
∂z(t2)
∂E
∂z(t2)
∂F
...
...
...
...
...
...
∂z(tn)
∂A
∂z(tn)
∂B
∂z(tn)
∂C
∂z(tn)
∂D
∂z(tn)
∂E
∂z(tn)
∂F

The second step requires the calculation of sum of squares (SS) of each
column (i.e. the corresponding parameter) of the J matrix. For that, we
need to use the inputs x(t) and y(t) that were given in Fig. 5.3, additionally
an initial estimate of the model parameters is needed, thus in this exercise
the values of the parameters are assumed:
A = 1, B = 2, C = 3, D = 4, E = 5, and F = 6.
Now following the rest of the steps i.e. 3 to 9, of Algorithm 5.1 allows the
evaluation of the identifiable parameters in a prioritised list with respect to
the parameter sensitivity to the model output:
Identifiable Parameters =
[
D C B A F
]
Notice that not all the parameters of the model are identifiable in the
given model structure and for the given input data. In particular the uniden-
tifiable parameter is E. This is because the sensitivity coefficient which cor-
responds to this parameter is linearly dependent to the sensitivity coefficient
of the parameter F . This can also be seen by observing the actual sensi-
tivity coefficients of the parameters E
(
x(t)
y(t)
)
and F
(
2x(t)
y(t)
)
; the sensitivity
coefficients are linearly linked by a factor of 2. Furthermore the parameter
with the most effect on the system output for the given inputs is D while
parameters C, B, A and F follow in a descending order.
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Lastly, it should be mentioned that in the case of the identifiability analysis the
sensitivity coefficients are normalised usually with respect to the initial conditions
of the corresponding parameter. This is important because the suggested ap-
proach relies upon the calculation of the sum of squared value of each individual
sensitivity coefficient, which indicates that any possible numerical issues would
provide misleading results. Additionally the scaling is critical when the parame-
ters under examinination have different physical units (Eq. 5.11).
∂h(x(tn), u(tn), ϑ)
∂ϑp
∗ ϑˆp
h(x(tn), u(tn), ϑ)
(5.11)
Where ϑˆp is either an initial guess and h(x(tn), u(tn), ϑ) is the value of the re-
sponse variable at time tn.
5.2.2 Identifiability & Experimental Design
In the previous section an algorithm (Algorithm 5.1) for identifying a subset of iden-
tifiable parameters for a given model structure and observation data was given.
This algorithm is particularly useful when someone wants to evaluate the qual-
ity of process records (e.g. measurements from the production line) prior to the
use of the data for any identification application; this problem was also recently
addressed by Ljung [158].
Another central issue in identification problems is the experimental design. In
many cases it is possible to design and execute an “optimal" experiment that al-
lows the accurate estimation of model parameters in the minimum time possible.
Thankfully, identifiability analysis is also closely related to the area of optimal ex-
perimental design as the sensitivity coefficient matrix (J) is used in both types of
analysis [187]. In particular, the sensitivity coefficient matrix (J) is used for the
calculation of the Fisher information matrix (IF ) (Eq. 5.12). The Fisher information
matrix essentially describes the amount of information data provide about an un-
known parameter (ϑ) of a system e.g. Eq. 5.6 and is often utilised for describing
parameter confidence region and design of experiments.
IF = J
TΣ−1J (5.12)
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Where, Σ is the variance-covariance matrix of the response variable (y(t)).
The information matrix forms the basis for many optimal experimental design
criteria. One of the most widely used design criteria is the D-optimality design
criterion [188] which aims on the minimisation of the joint confidence region size
for the model parameters by maximising the absolute Fisher information matrix
(Eq. 5.13), the smaller the joint confidence region, the more precisely the param-
eters are estimated.
D-Optimality = max |IF | (5.13)
There are indeed numerous others criteria that can be used for the optimal de-
sign of experiments such as A-optimal, C-optimal, G-optimal, I-optimal, V-optimal
etc. [188]. In engine calibration applications some of the most used criteria are
the D-optimal, the V-optimal, and G-optimal [78].
5.3 Adaptive Identification
The information gained from the orthogonal-based parameter identifiability anal-
ysis allows to processed to the qualitative identification of the model parameters.
Tools for the adaptive identification of parameters with physical and semi-physical
interpretation that can be found generally in physics-based powertrain models will
be presented in this section. As aforementioned adaptive identification allows
the estimation of model parameters in parallel to the operation of the actual sys-
tem. This is particularly useful for the design of adaptive controllers and system
diagnostics in cases where the parameters of the system represent physical char-
acteristics. Identification techniques that comply with this requirement are often
called “recursive identification methods", since the measured input-output data
are processed recursively as they become available [166].
Definition 5.3 (Recursive Identification Methods). Suppose we have an initial es-
timate ϑˆt−1 at iteration t − 1, then recursive identification aims to compute a new
estimate ϑˆt by modifying ϑˆt−1 when a new observation becomes available at iter-
ation t.
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According to the above definition (Definition 5.3) it can be understood that re-
cursive techniques are mainly applicable to discrete systems (either dynamic or
static) as their update mechanism requires the knowledge of the past as well
as the present observations. Another common characteristic of recursive ap-
proaches is about the class of systems that can be implemented, in particular
recursive techniques are mainly suitable for parametric model structures instead
of non-parametric models. The main reason for that is because for the imple-
mentation of such methods it necessary to known the number of model param-
eters a-priori. Furthermore, depending on whether the system is linear-in-the-
parameters or nonlinear-in-the-parameters the complexity and computational cost
of the adaptive identification algorithms can vary significantly.
There is a substantial literature on recursive estimation techniques, for general
treatments there are books [159,164,166,189–191] to name few. In the following
sections will be presented numerous recursive identification algorithms and will be
categorised with respect to the nature of the system model parameters i.e. linear-
in-the-parameter systems and nonlinear-in-the-parameter systems. Additionally,
the practical application of the presented algorithms is demonstrated in Chapters
6, 7, and 8.
5.3.1 Linear-in-the-Parameter Systems
To demonstrate the principle idea of recursive identification for linear-in-the-parameter
systems, let us consider the following linear regression model:
y(t) = φT (t)ϑ+ (t) (5.14)
Where, φ(t) is the vector of observation variables, y(t) is the system response, ϑ
is the vector that contains the model parameters which are to be estimated/tracked
using the recursive estimator, and (t) is a random error term.
Now, assume that there is a true and time varying value ϑ(t) for the param-
eters and that these parameters develop over time randomly. This indicates that
the true representation of the system presented in Eq. 5.14 becomes [192]:
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ϑ(t) = ϑ(t− 1) + w(t) (5.15a)
y(t) = φT (t)ϑ(t) + (t) (5.15b)
Here, (t) is the observation noise term i.e white Gaussian noise with zero mean
and covariance R2(t), ((t) ∼ N(0, R2(t))), and w(t) is the parameter/process
noise term i.e. white Gaussian noise with zero mean and covariance matrix R1(t),
(w(t) ∼ N(0, R1(t))). Under those assumptions, the estimate ϑˆ(t) that minimises
the conditional expectation (Eq. 5.16), given past observations, is given by the
Kalman filter [166].
E
(
ϑˆ(t)− ϑ(t)
)(
ϑˆ(t)− ϑ(t)
)T
(5.16)
In particular the conventional Kalman filter for estimating the states of a dis-
crete dynamic system (Eq. 5.17),
x(t+ 1) = Ax(t) +Bu(t) + w(t)
y(t) = Cx(t) + (t)
(5.17)
is given by (Eq. 5.18),
xˆ(t+ 1) = Axˆ(t) +Bu(t) +K(t) [y(t)− C(t)xˆ(t)] (5.18a)
K(t) = AP (t)CT
[
CP (t)Ct +R2(t)
]−1 (5.18b)
P (t+ 1) = R1(t) + AP (t)A
T −K(t) (CP (t)CT )KT (t) (5.18c)
Where, xˆ(t) is the state estimates, K(t) is the Kalman gain, and P (t) is the
covariance matrix of the updated state estimates.
Now, the Kalman filter (Eq. 5.18) can be used for the estimation of the param-
eters of the linear regression problem (Eq. 5.14) by setting,
xˆ(t) = ϑˆ(t), A = I, B = 0, C = φ(t)
This allows the formulation of a general optimal tracking recursive algorithm for
linear-in-the-parameter models as follows (Eq. 5.19):
ϑˆ(t) = ϑˆ(t− 1) +K(t)
[
y(t)− ϕT (t)ϑˆ(t− 1)
]
(5.19a)
K(t) = P (t− 1)ϕ(t) [R2(t) + ϕT (t)P (t− 1)ϕ(t)]−1 (5.19b)
P (t) = P (t− 1)− [K(t)ϕT (t)P (t− 1)]+R1(t) (5.19c)
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Notice that for the execution of the above recursive algorithm it is required to
have an initial estimate for the model parameters (ϑˆ(0) = ϑ0) and the covari-
ance matrix (P (0) = P0). Furthermore the values of the observation covariance
(R1(t)) and the parameter/process covariance matrix (R2(t)) need to be carefully
selected in order to track the parameter estimates effectively. For example the
appropriate selection of these matrices would enable the identification of systems
with sudden changes and time-varying parameters. However these values will
rarely be known explicitly to the user, hence some ad-hoc values will have to be
chosen [192]. Numerous ad-hoc alternatives can be found in literature, some of
the most well known and robust methods will be presented in the following para-
graphs. For more detailed derivation and convergence proof see [166].
Recursive Least Squares (RLS)
The standard recursive least squares is the most well known recursive identi-
fication algorithm. The principal idea here is the minimisation of the sum of
the least squares error between the observed (y(t)) and calculated responses
(φT (t)ϑˆ(t− 1)) by continually (recursively) adjusting the parameters of the model
(Eq. 5.20),(Fig. 5.4), [193].
min
ϑˆ
n∑
t=0
e2(t) ≡ min
ϑˆ
n∑
t=0
[
y(t)− φT (t)ϑˆ(t− 1)
]2
(5.20)
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Figure 5.4: Adaptive identification using RLS algorithm, schematic diagram.
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The algorithm is identical to the Kalman filtering approached (Eq. 5.19) with
the main difference located on the values of the covariance (R1(t)) and the vari-
ance matrix (R2(t)). In particular the measurement covariance matrix is assumed
to be zero (R1(t) = 0) while the parameter covariance matrix is set equal to one
(R2(t) = 1). Under those circumstances the RLS algorithm is mainly applicable to
systems models where the parameter are constant i.e. they don’t vary overtime.
Practically this means that the standard RLS would not serve us with the best tool
for condition monitoring purposes as it would not track possible changes due to
system malfunctions. On the other hand, in case where parameter changes are
not expected, then it is indeed a very simple and convenient algorithm to use. The
RLS algorithm is summarised bellow:
Algorithm 5.2 Recursive Least Squares - RLS
Require: Initialisation
ϑˆ(0) = ϑ0
P (0) = P0
Ensure: Implementation
ϑˆ(t) = ϑˆ(t− 1) +K(t)
[
y(t)− ϕT (t)ϑˆ(t− 1)
]
K(t) = P (t− 1)ϕ(t) [1 + ϕT (t)P (t− 1)ϕ(t)]−1
P (t) = P (t− 1)− [K(t)ϕT (t)P (t− 1)]
As it can be seen in Algorithm 5.2 prior to the implementation of the RLS it
is required to have initial estimates of the model parameters (ϑ0) and the update
covariance matrix (P0). These initial estimates are determined based on the level
of the a-priori knowledge of the user about the system, in cases where there is
no knowledge at all, then some preliminary off-line identification exercise might
be beneficial to gain some understanding. However if preliminary off-line identifi-
cation cannot be conducted it is common practice to use:
ϑˆ(0) = 01,pt P (0) = cIpt
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Where the subscript pt is the total number of parameters, 01,pt is a zero matrix
with one row and pt number of columns, Ipt is an identity matrix of size pt, and the
parameter c is a constant that represents our confidence in the initial parameter
estimates i.e. the more accurate the initial parameter estimates the lower the
value of c.
RLS with Forgetting (RLSF)
One of the main disadvantages of the standard RLS algorithm is its incapacity to
track time-varying system parameters. The so call RLS with Forgetting (RLSF)
factor algorithm is another version of the standard RLS that allows the tracking of
slowly time-varying parameters. The main difference compared to the standard
RLS is located on the least squares minimisation criterion [192]:
min
ϑˆ
n∑
t=0
λn−te2(t) ≡ min
ϑˆ
n∑
t=0
λn−t
[
y(t)− φT (t)ϑˆ(t− 1)
]2
(5.22)
Where, λ is the so called forgetting factor which is exponentially proportional to
the number of samples n, and 0 < λ ≤ 1.
Algorithm 5.3 RLS with Forgetting - RLSF
Require: Initialisation
ϑˆ(0) = ϑ0
P (0) = P0
0 < λ ≤ 1
Ensure: Implementation
ϑˆ(t) = ϑˆ(t− 1) +K(t)
[
y(t)− ϕT (t)ϑˆ(t− 1)
]
K(t) = P (t− 1)ϕ(t) [λ+ ϕT (t)P (t− 1)ϕ(t)]−1
P (t) = λ−1
{
P (t− 1)− [K(t)ϕT (t)P (t− 1)]}
The parameter estimates (ϑˆ) can be calculated recursively by slightly mod-
ifying the classical RLS update equations (Algorithm 5.3). Practically the main
difference with the classical RLS method is how the covariance matrix (P (t)) is
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updated. In the classical RLS the covariance vanishes to zero with time, losing
it capability to keep track changes in the parameter. In RLSF however, the co-
variance matrix is divided by λ ≤ 1 at each update which slows down fading out
the covariance matrix. The smaller the forgetting factor (λ) the more sensitive is
the estimator to parameter changes, nevertheless the selection of the forgetting
factor is always characterised by a trade-off between the tracking ability and the
noise sensitivity. Typical values vary from 0.92 to 0.99 depending on the system.
The RLSF has been widely used in estimation and tracking of time-varying
parameters in various applications. However during poor system excitation old
information is continuously forgotten while there is very little new dynamic infor-
mation coming in, this leads to a practical issues known as “wind-up" problem.
When wind-up problems occur the estimator becomes extremely sensitive due to
exponential growth of the covariance matrix which eventually leads to numerical
and computational errors [194]. In practice, it has been found advisable to re-
place the constant forgetting λ with a time-varying forgetting factor λ(t) (Eq. 5.24)
which is initially smaller than λ but approaches it asymptotically. In this manner,
the fading memory of the algorithm is initially small and grows gradually as time
progresses and more samples are processed. This ensures the eradication of
any possible wind-up effects [189]. Further discussions on convergence of RLSF
can be found in [195].
λ(t) = λ0λ(t− 1) + (1− λ0) (5.24)
with λ(0) = λ0 ∈ {0, 1}, usually between 0.92 and 0.99.
RLS with Vector Forgetting (RLSVEF)
The estimator wind-up can also occur if we are estimating multiple parameters
that each vary with different rate. To deal with this sort of problems it is necessary
to have multiple forgetting factors in order to be able adjust the adaptation rate
for each estimate independently. Such an ad-hoc remedy has been presented in
a few publications and is known as vector-type forgetting [194, 196, 197], (Algo-
rithm 5.4). The main idea is that instead of dividing the covariance matrix (P (t))
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by a single forgetting factor (λ), is scaled by a diagonal matrix (Λ) of forgetting
factors:
Λ = diag [λ1, λ2, ..., λpt ] (5.25)
Where, pt is the total number of model parameters; note that λi is the forgetting
factor reflecting the rate of change of the ith parameter.
Algorithm 5.4 RLS with Vector Forgetting - RLSVEF
Require: Initialisation
ϑˆ(0) = ϑ0
P (0) = P0
0 <λi ≤ 1
Λ = diag [λ1, λ2, ..., λpt ]
Ensure: Implementation
ϑˆ(t) = ϑˆ(t− 1) +K(t)
[
y(t)− ϕT (t)ϑˆ(t− 1)
]
K(t) = P (t− 1)ϕ(t) [1 + ϕT (t)P (t− 1)ϕ(t)]−1
P (t) = Λ−1
{
P (t− 1)− [K(t)ϕT (t)P (t− 1)]}Λ−1
Next in order to elucidate the functional differences among the presented al-
gorithms we provide a rather simple, yet, illustrative example that compares the
tracking performance of the RLS, RLSF and RLSVEF algorithms.
Example 5.2 Linear-in-the-Parameters Recursive Identification
Given the following linear-in-the-parameter system model:
z(t) = A(t) sin (x(t)) +B(t)y2(t)
Where, z(t), x(t) and y(t) are observation variables i.e. inputs and outputs,
A(t) is a time-varying parameter (A(t) = 10 for t ≤ 5 [s], and A(t) = 4 for
t > 5 [s] ), and B(t) is a constant parameter (B(t) = 0.5).
Identify and track the parameters of the system model using RLS, RLSF
and RLSVEF algorithms, given the following operating conditions:
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Figure 5.5: Input/output operational conditions.
Solution
First step prior to the implementation of the recursive algorithms is the for-
mation of the vector of input variables and the system parameters.
φT (t) = [x(t), y(t)] , ϑˆ = [A(t), B(t)]
Next for demonstration purposes we assume that we have zero knowledge
about the system, thus we set the initial estimates of the parameter (θ(0))
vector equal to zero. Additionally, since there is no confidence regarding
the initial parameter estimates, we set the initial values of covariance matrix
(P (0)) at relatively high values.
ϑ(0) = [0, 0], P (0) =
103 0
0 103

Having defined the initial conditions of the parameter estimates and the
covariance matrix it is now possible to implement the classical RLS algo-
rithm. However, in order to execute the RLSF and the RLSVEF we need to
define the corresponding forgetting factors. Thus in the case of the RLSF
we will set the forgetting factor λ = 0.97, whilst for the RLSVEF the vector
of forgetting factors will be Λ = diag[0.97, 1]. The forgetting factor of the
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parameter B(t) is set equal to 1 because this parameter is constant (see
problem description at the begging of the example).
The results from the implementation of the recursive estimators are pre-
sented in Figure 5.6.
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Figure 5.6: Comparison of RLS, RLSF, and RLSVEF algorithms.
The results in Figure 5.6 verify the various characteristics of each differ-
ent recursive algorithm. As it observer at the 5th second the parameter A
changes from a value of 10 to 5 (see also the step change in the response
of the system in Fig. 5.5) while the parameter B remains constant (= 0.5)
throughout the operation of the system. All of the recursive algorithm man-
age to identify the true parameters of the system within the first few seconds
after the start of the simulation. However, when parameter A changes from
10 to 5 we can see that the RLS algorithm does not manage to track this pa-
rameter change (as expected) while the estimation of parameter B starts to
diverge from the true value. On the other hand the RLSF algorithm shows
better performance with respect to the tracking of parameter A during the
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transition from one setting to the other, however a severe disturbance is ob-
served in the estimation of parameter B during the transition of parameter
A. This proves the inefficacy of this algorithm to track parameters that vary
with different rate. Lastly, the RLSVEF fulfils the gaps of the algorithms
RLS and RLSF with respect to tracking performance. It can be seen that
the RLSVEF algorithms manages to track successfully parameter A while
the estimation of parameter B is not affected. This is oriented from the fact
that each parameter has its own forgetting factor.
Discrete Square Root Filtering in Covariance Form (DSFC)
A practical issue with the algorithms that have been presented up to now is related
to the numerical aspects when it comes down to the implementation in real-world
applications. The numerical properties are important if the word length is confined
or if the changes of input signals become small, as in adaptive control or fault de-
tection [159]. In such cases the source of problem is located in the propagation
of the covariance matrix (P ) by means of the Kalman filter equation (Eq. 5.18c)
which results in a matrix that is not positive semidefinite. To circumvent this diffi-
culty a method generally known as Discrete Square Root Filtering in Covariance
Form (DSFC) was developed which propagates the covariance matrix (P ) in a
square root form. This approach can provide twice the precision of the conven-
tional recursive estimators in ill-conditioned problems.
The main idea is to decompose the symmetric covariance matrix (P ) in trian-
gular matrices (S).
P = SST (5.27)
Where S is known as the “square root".
This allows the rearrangement of the conventional recursive least squares for-
mulation which leads to the DSFC algorithm (Algorithm 5.5). The starting values
of the parameter estimates (ϑˆ(0)) obey the same rules as the previously reported
algorithms. The initialisation of the square root (S(0)) is an identity matrix mul-
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tiplied by the square root of a confidence constant i.e.
√
cIpt , where c is the
confidence constant, and pt is the total number of model parameters.
Algorithm 5.5 Discrete Square Root Filtering in Covariance Form - DSFC
Require: Initialisation
ϑˆ(0) = ϑ0
S(0) = S0
0 <λ ≤ 1
Ensure: Implementation
ϑˆ(t) = ϑˆ(t− 1) + γ(t)
[
y(t)− ϕT (t)ϑˆ(t− 1)
]
γ(t) = α(t)S(t− 1)f(t)
α(t) =
[
fT (t)f(t) + λ
]−1
f(t) = ST (t− 1)φ(t)
S(t) =
S(t− 1)− g(t)γ(t)fT (t)√
λ
g(t) =
1
1 +
√
λa(t)
Lastly it should be mentioned that apart from the DSFC algorithm there have
been suggested numerous others square root filtering or factorisation approaches
such as the “square root filtering in information form" or the so-called “UD factori-
sation". A detailed survey of the other available methods can be found in [198].
Additional Approaches & Bibliography
In the previous paragraphs there have been suggested numerous recursive algo-
rithms that can be applied in linear-in-the-parameter system models with constant
(RLS) as well as time-varying (RLSF;RLSVEF) parameters. Furthermore a re-
cursive algorithm (DSFC) that can deal efficiently with ill-conditioned numerical
problems, as in adaptive control or fault detection, were discussed. In addition
to the already mentioned recursive algorithms there are still many other unmen-
tioned alternative approaches that can be deployed in such problems. Some of
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the most well known are the Recursive Instrumental Variable (RIV) method [199],
the Recursive Maximum Likelihood (RML) method [200, 201], and the Recursive
Prediction Error Method (RPEM) [166]. A laconic yet informative paper that sum-
marises most of the recursive parameter estimators for linear-in-the-parameter
systems can be found in [202].
At last is should be highlighted that all the above discussed algorithms can
be applied equally in linear static as far as dynamic systems, as soon as the
system can modelled in an analogous difference form. There is a vast number of
examples in literature, some well known books [159, 166, 190] is used to enrich
reader’s knowledge on this particular subject.
5.3.2 Nonlinear-in-the-Parameter Systems
Linear recursive estimators were derived in Section 5.3.1. As a matter of fact
many physical systems in powertrain applications are not absolutely linear. Fol-
lowing the considerable success enjoyed by linear estimation methods on linear-
in-the-parameter problems, extensions of these methods are applied to such non-
linear systems. In this section, we investigate extension and approximation ap-
proaches for applying the methodology of optimal filtering to nonlinear-in-the-
parameter system models. Prior to the presentation of the nonlinear recursive
algorithms though, let us formulate the problem of nonlinear parameter estima-
tion. For demonstration purposes consider the following nonlinear state-space
regression model with possibly time-varying parameters:
ϑ(t) = ϑ(t− 1) + w(t) (5.29a)
y(t) = h (φ(t), ϑ(t)) + (t) (5.29b)
Where y(t) is the model output over time, h(φ(t), ϑ(t)) is the corresponding ex-
pected value of the response variable which is defined by the vector of observed
variables φ(t) and system’s parameters (possibly time-varying) ϑ(t). Note the
time varying parameters and the system response are subject to white Gaussian
noise i.e. w(t) and (t).
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The parameter estimation problem here it to identify the non-linear model pa-
rameters given a set of input/output observation data. It should be noted that
under the assumption that the model parameters are constant over the time,
the aforementioned problem can be solved efficiently using off-line parameter
optimisation procedures. This approach though would not allow the continues
tracking of the model parameters. There is indeed a great amount of litera-
ture that describes the mathematical foundation and the practical applications
of off-line non-linear parameter optimisation methods (for general guidelines see
[159–161, 164]). We shall restrict our attention though to on-line techniques as
the focus of the present study is on the application of adaptive identification algo-
rithms for powertrain monitoring and characterisation purposes.
The non-linear filtering approaches for real-time parameter estimation that will
be discussed in this section are based on the Kalman filtering formulation (see
Section 5.3.1). Methods of linear optimal estimation theory can be applied to non-
linear problems by linear approximation of the effects of small perturbation in the
parameters (or states depending of the ultimate purpose of the exercise) of the
non-linear systems from a “nominal" value [203]. In the following paragraphs will
be presented two variants of the original Kalman filter which differ with respect to
the linear approximation of the model non-linearities. These algorithms are known
as Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF).
Extended Kalman Filter (EKF)
The EKF is a sub-optimal solution to the non-linear parameter (or state) estimation
problem. In the EKF the update equation for the parameter estimates (ϑˆ(t)) is
based on the true non-linear model (Eq. 5.29), whereas the update for the Kalman
gain (K(t)) and the update covariance matrix (P (t)) is based on the first order
Taylor series expansion of the non-linear model h(φ(t), ϑˆ(t−1)) about the current
best estimate of the model parameters (ϑˆ(t− 1)) [204].
Notice that the calculation of the parameter estimates (ϑˆ(t)) is fully based
on the non-linear relationship h(φ(t), ϑˆ(t − 1)) using the currently available esti-
mates (ϑˆ(t − 1)). The linearisation step is only needed for the calculation of the
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Algorithm 5.6 Extended Kalman Filter - EKF
Require: Initialisation
ϑˆ(0) = ϑ0
P (0) = P0
Ensure: Implementation
ϑˆ(t) = ϑˆ(t− 1) +K(t)
[
y(t)− h
(
ϕ(t), ϑˆ(t− 1)
)]
K(t) = P (t− 1)JT (t) [R2(t) + JT (t)P (t− 1)J(t)]−1
P (t) = P (t− 1)− [K(t)JT (t)P (t− 1)]+R1(t)
Kalman gain (K(t)) and the update covariance (P (t)), which is in fact a first-order
variance propagation step. The key component that differentiates the standard
Kalman filter with the EKF is the Jacobian matrix (J(t) = ∇h(ϑˆ(t − 1))). In the
EKF the Jacobian matrix must be calculated at each time instant. For techni-
cal details regarding the calculation of the Jacobian matrix refer to Section 5.2.1,
Eq. 5.8. The rest of the algorithm is identical to the standard Kalman filter in-
cluding the initialisation of the model parameters (θ0) and the update covariance
matrix (P0), (see Section 5.3.1).
A special note on the variables R1(t) and R2(t) which are the covariance ma-
trices of the parameter (or process) w(t) ∼ N(0, R1(t)) and observation (t) ∼
N(0, R2(t)) noises (similar to the standard Kalman filter, Eq. 5.18). These ma-
trices are often look as tuning parameters, which are postulated by the user de-
pending on the needs of the application [205]. For instance, in applications where
it is expected to track slowly time-varying parameters the parameter noise covari-
ance matrix (R1(t)) has relatively larger values compared to parameters that are
constant. Equivalently the observation covariance matrix (R2(t)) is analogues
to the noise of the measurement signals. In fact there is not a clear system-
atic method to choose the above covariance matrices, thus some understanding
about the physical behaviour of the system with some preliminary data analysis
and post processing would allow the user to develop the necessary knowledge for
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the proper selection of the covariance matrices. However in cases where there
is limited knowledge about the system the user needs to deploy more counter-
intuitive methods for the appropriate selection of these parameters; most of these
approaches rely up numerical optimisation tools that allow the self-tuning of the
EKF [206].
One of the main disadvantages of the EKF in real life application is the con-
tinues evaluation of the Jacobian matrix. This is particularly problematic in ap-
plications with high signal to noise ratios as the calculation of the Jacobian ma-
trix results inevitably in numerical issues. Additionally the need for the continues
computation of the Jacobian matrix increase the computational performance that
is required in order to run the algorithm - this is key characteristics that can be an
obstacle in real-time applications. A Jacobian free version of the original Kalman
filter for non-linear systems is presented in the following paragraphs.
Unscented Kalman Filter (UKF)
As discussed previously the EKF is a sub-optimal non-linear estimation algorithm,
as it approximates the probability distribution of the parameter vector (ϑ) with a
Gaussian Random Variable (GRV) by propagating it analytically through a first-
order linearisation of the non-linear system which requires the calculation of the
Jacobian matrix at each time step. This can introduce large numerical error and
sometimes the filter might diverge from the true solution. To overcome the limita-
tions of the EKF, Julier et al. [207] proposed the UKF. The UKF is based on the
idea that “it is easier to approximate a probability distribution than to approximate
an arbitrary non-linear transformation" [207].
The approximation of the probability distribution is achieved by bypassing the
first-order linearisation by implementing the Unscented Transformation (UT). The
UT is a method for calculating the statistics of a random variable which undergoes
a non-linear transformation. The UT captures the mean and covariance of the
GRV which goes through the non-linear transformation, to at least second-order
accuracy (in contrast to EKF which, only achieves first order accuracy) by using a
set of carefully selected sample points. That also indicates that the UKF does not
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require the computation of Jacobian matrix.
The statistics of a non-linear function g = f(x) are approximated for a given
GRV (here x represents the parameter vector ϑ) with l dimension, xˆ mean and Px
covariance by formatting a matrix X of 2l + 1 sigma vectors Xi (Eq. 5.31):
X0 = xˆ (5.31a)
Xi = xˆ+
[√
(l + ζ)Px
]
i
i = 1, ..., l (5.31b)
Xi = xˆ−
[√
(l + ζ)Px
]
i−l
i = l + 1, ..., 2l (5.31c)
Where, l is practically the total number of the parameters to be estimated, and ζ
is a scaling factor defined below along with the overall set up of the UT (Eq. 5.32),
[207]:
ζ = α2(L+ κ)− l (5.32a)
W
(m)
0 =
ζ
l + ζ
(5.32b)
W
(c)
0 =
ζ
l + ζ
+ 1− α2 + β (5.32c)
W
(m)
i = W
(c)
i =
ζ
2l + ζ
, i = 1, ..., 2l (5.32d)
γ =
√
l + ζ (5.32e)
Here, W are weights of the mean (m) and covariance (c) of the sigma points,
a is indirectly a scaling parameters (typically is set to 1) since it determines the
spread of the sigma points around (x) (i.e. the actual parameters ϑ) (typically set
to 1), κ is a secondary scaling parameter and is usually set to 3− l, and β is used
to incorporate prior knowledge of the distribution of x in the computation of the
weights for covariance’s W (c)0 (typically set to 2).
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Algorithm 5.7 Unscented Kalman Filter - UKF
Require: Initialisation
ϑˆ(0) = ϑ0
P (0) = P0
ζ = α2(L+ κ)− l
W
(m)
0 =
ζ
l + ζ
W
(c)
0 =
ζ
l + ζ
+ 1− α2 + β
W
(m)
i = W
(c)
i =
ζ
2l + ζ
, i = 1, ..., 2l
γ =
√
l + ζ
Ensure: Implementation
ϑˆ(t) = ϑˆ(t− 1) +K(t) [y(t)− Y(t)]
K(t) = Pϑˆ−Y(t)P
−1
Y (t)
PY(t) = R2(t) +
2l∑
i=0
W
(c)
i [D(t)− Y(t)] [D(t)− Y(t)]T
Pϑˆ−Y(t) =
2l∑
i=0
W
(c)
i
[
S(t)− ϑˆ(t− 1)
]
[D(t)− Y(t)]T
Y(t) =
2l∑
i=0
W
(m)
i D(t)
D(t) = h (φ(t),S(t) )
S(t) =
 ϑˆ(t− 1)ϑˆ(t− 1) + γ√P (t− 1) +R1(t)
ϑˆ(t− 1)− γ√P (t− 1) +R1(t)

T
Once the UT has been set-up it is possible to proceed to the actual UKF algo-
rithm. Hence, at each time step (t), firstly a set of sigma points (S(t)) is generated
from the initial parameter estimates (ϑˆ(t − 1)) and the initial covariance matrix
(P (t − 1)). Note the process noise covariance matrix (R1(t)), is also added to
the initial update covariance matrix due to the additive noise assumption. Next
each sigma point is passed through the non-linear function (D(t)) (Eq. 5.29b).
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Now that these sigma points have been transformed, they are used to calculate
the mean of the predicted output (Y(t)), the output covariance matrix (PY(t))
(taking into account the measurement noise covariance matrix (R2(t))), and the
cross-covariance matrix (Pϑˆ−Y(t)) between the unknown parameters (ϑˆ(t)) and
the predicted output (Y(t)). Finally the covariance matrices are used for the com-
putation of the Kalman gain (K(t)) which is then used to update the parameter
(ϑˆ(t)) and the covariance (P (t)) estimates. All the required steps for the execu-
tion of the UKF are summarised in Algorithm 5.7, [204].
Regarding the initial conditions of the unknown estimable parameters (ϑˆ(0))
and the covariance matrix P (0), and the selection procedure for the processR1(t)
and measurement R2(t) noise covariance matrices, are handled as the EKF al-
gorithm.
Additional Approaches & Bibliography
The principles of on-line non-linear parameter estimation have been discussed
in the previous paragraphs with the analysis of two variants of the Kalman filter.
Even though the formulation of the given algorithms i.e. EKF and UKF is mainly
applicable to parameter estimation problems, it must be clarified that they can
also be used for state estimation [208, 209], or even combined state and param-
eter (Augmented Kalman Filter) estimation [210,211] problems. It should also be
mentioned that there is huge amount of literature on different variants of the EKF
and UKF but also other alternative methods that could be used instead of the ones
presented here, some specific references are given here [212, 213]. In any case
the presented material provides all the necessary background that is required for
the applications that are going to be presented in later chapters.
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5.4 Qualitative Adaptive Identification
The concept of parameter identifiability and adaptive identification for linear and
non-linear parametric models were discussed in details in the the previous sec-
tions. Now, these two concepts are merged together to a common framework that
has been developed for the purposes of this thesis. The proper application of the
suggested scheme helps to increase the quality of adaptive identification, thus is
also named “Qualitative Adaptive Identification". The process flow diagram of the
framework is illustrated in Fig. 5.7.
Identification Objective
(START)
Development of 
Physical Model
Development of 
Experimental Apparatus
Parameter Identifiability
Experiment &
Data Processing
Adaptive Parameter 
Identification
Identification Objective
Achieved?
No
END
Yes
Refinement
Offline Process
Online Process
Figure 5.7: Qualitative adaptive identification, process flow diagram.
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Firstly, the user should define the Identification Objective which could be the
identification of physically based model parameters for monitoring purposes or
the adaptive identification of dynamic models for real-time controller calibration.
Having defined the main goal of identification it is now possible to proceed to
the Development of Physical Model of the system under examination. This system
could either be a complete internal combustion engine or a hybrid powertrain or
a subsystem such as engine friction, air-charge etc. At the same is conducted
the Development of Experimental Apparatus in order to maximise the relevance
of the model with actual system.
Next follows the Parameter Identifiability and Experiment & Data Processing
tasks, these are parallel processes, since the parameter identifiability tool is used
to evaluate the information content of the observation data of the experiment (as
well as the structural identifiability of the model). As it has been discussed earlier
the aim of the parameter identifiability process is to the provide some qualitative
information about the model parameters that can or cannot be identified using the
given set of observation data.
The qualitative information gained from the parameter identifiability analysis
allows to proceed to the final step which is the Adaptive Parameter Identification
using suitable techniques depending on the structure of the model e.g. linear or
non-linear, and the objective of the identification e.g. parameter tracking for fault
diagnosis of on-line characterisation.
Finally, the user have to evaluate whether the results of the identification pro-
cess meet the requirements that where set at the start to the overall process; if
not then the process must be refined. Note also that the framework is divided into
the two domains namely the Offline Process and the Online Process. The main
output of the offline process is the qualitative information about the model struc-
ture and the information content of the observation data. This is then taken into
account during the actual application of the adaptive identification algorithm with
the purpose of increasing the quality, accuracy and robustness of identification.
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5.5 Synopsis
A summary of the key points of this chapter is given below.
• A classification of the available system identification tools with respect to the
structure of a given model and the implementation method were presented.
• The theoretical principles of an orthogonal-based parameter identifiability
algorithm were discussed. A simplistic yet representative example was also
included for gaining a better understanding regarding the implementation
approach and interpretation of the results.
• The theoretical background of adaptive system identification algorithms for
linear-in-the-parameters and non-linear-in-the-parameters system models
were discussed. Some representative examples are incorporated to gain
better understanding.
• A qualitative adaptive identification framework for parameters with physical
and semi-physical interpretation that can be found commonly in white-box
and grey-box powertrain models was proposed.
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Chapter 6
Coupling Shaft Condition
Monitoring System
An on-line condition monitoring system for coupling shafts that can be found
generally in testing facilities of rotating systems is presented. This chapter
is linked to the physics-based test cell model that was provided in Chap-
ter 3, the experimental apparatus of the transient engine test cell that was
described in Chapter 4, and the adaptive system identification tools that were
outlined in Chapter 5.
6.1 Introduction on Shaft Monitoring Systems
Rotating shafts are responsible for transferring large amounts of kinetic energy be-
tween rotating components and machines. Numerous applications can be found
in different engineering areas such as power generation plants, machine tool spin-
dles, marine, aeronautical and automotive propulsion systems. Depending on the
overall purpose of the very application, coupling shafts can be designed with dif-
ferent characteristics in order to much the needs of the user. For instance in
heavy duty industrial applications it is more probably to find coupling shafts with
relatively high stiffness to be able to transfer the required power. On the other
hand, in low power applications such as mechatronics and robotics more flexible
and light coupling shafts are usually preferable. Furthermore, testing facilities of
rotating components require carefully designed and robust coupling shaft units to
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be able to experiment with the equipment under testing i.e. electric motors, inter-
nal combustion engines, reciprocating pumps, drilling systems, braking systems,
transmission systems, turbines etc. into severe operating conditions to ensure
the robustness of such systems [214, 215]. As a consequence of this intense
operation, it is fairly common to have catastrophic shaft cracks which contributes
negatively by creating down-time [216]. It is therefore of major importance to be
able to continually monitor the condition of coupling shaft devices with the purpose
of avoiding any fatal damages on the system components.
Several techniques can be found in literature regarding the health monitoring
of engineering processes and systems. Out of these techniques, three general
methodologies can be established, known as, Limit Checking (LC), Signal-Based
(SB), and Model-Based (MB) [217]. LC is the simplest and most frequently used
fault detection method as it is relatively easy and fast to implement. On LC tech-
niques the measured variables of the process are monitored and checked against
certain thresholds. The main challenge of the LC approach is to accurately se-
lect the threshold which usually requires some statistical analysis based on prior
knowledge about the healthy condition of the system [218]. Now, many measured
signals of process show oscillations that are either of harmonic or stochastic na-
tures, or both. If changes of these signals are related to faults, then SB fault-
detection methods can be applied. Especially for machine vibration, imbalance
or bearing faults (turbo machines), knock (gasoline engines), chattering (metal
grinding machines). SB approach is based on signal models that can be de-
veloped either using non-parametric approaches, like frequency and correlation
functions, or parametric methods, like amplitude for distinct frequencies or ARMA
type models [10]. Lastly, MB fault detection approaches are based on the idea
of comparing measured signals with outputs from a mathematical model. MB
condition monitoring systems can be found into three different forms i.e. fault de-
tection with parameter estimation, fault detection with observer models and fault
detection with parity equations [219].
Condition monitoring of coupling shafts is a well investigated area with nu-
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merous publications over the last few decades. Tlaisi et al. [220] presented a
technique for shaft crack detection based on a limit checking approach by us-
ing lateral and torsional vibration measurements in terms of maximum accelera-
tion, velocity and displacement terms. Previous studies were also involved with
signal based techniques by supervising the harmonics of vibration related sig-
nals and analysing their trends using spectrum and wavelet analysis [221–223].
Model-based approaches have also been reported, Sekhar [224] has presented
an online model-based condition monitoring approach by developing a complex
rotor-bearing system redundant model using Finite Element Analysis (FEA) and
comparing it with actual measurements. Additionally Seibold and Weinert [225]
have suggest the use of augmented Extended Kalman Filters (EKF) for contin-
uous state and parameter estimation on the basis of a finite crack element ap-
proach. For a detailed survey regarding the dynamics and condition monitoring
approaches of rotor shafts the reader is referred to [222].
Although numerous methods have been proposed for the condition monitor-
ing of coupling shafts, most of those methods require either special instrumenta-
tion and off-line signal analysis, or highly complex on-line model-based solutions
which might be impractical to be used in real-life applications. A simple and prac-
tically viable solution is proposed in this chapter. The method is based on the
on-line identification of coupling shaft’s physical parameters using measurements
that can be found in most industrial testing facilities of rotary equipment. A de-
tailed analysis of the proposed methodology follows in the next sections of the
chapter. The functionality of the monitoring system is demonstrated on an engine
dynamometer coupling shaft. Both simulated results based on an overall system
model (Chapter 3) and experimental results using an advanced transient engine
testing facility (Chapter 4) are presented showing the capabilities of the proposed
on-line condition monitoring system, and the performance of the various adaptive
identification algorithms which were applied.
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6.2 On-line Health Monitoring Methodology
In this section information will be given about the experimental equipment, the
physical models, and the adaptive system identification algorithms that are re-
quired in order to implement the suggested on-line condition monitoring system.
6.2.1 Coupling Shaft Physical Model
The principle idea of the suggested on-line condition monitoring method is based
on the development and use of a simple coupling shaft physical model and the
continuous tracking of its parameters i.e. damping and stiffness coefficients, using
recursive identification algorithms. More specifically, the mathematical analysis
of the overall transient engine test cell that was conducted in Chapter 3 (see
Section 3.1 for additional details) showed that the coupling shaft unit can modelled
simply as a rotational spring element with a rotational viscous damper based on
the following relation (Eq. 6.1):
τsh(t) = Bsh [ωdy(t)− ωen(t)] +Ksh [θdy(t)− θen(t)] (6.1)
Where, Bsh and Ksh are the damping and stiffness coefficients and represent the
physical characteristics of the coupling shaft, ω and α are the angular velocity and
acceleration quantities respectively, whilst the subscripts dy and en indicate the
dynamometer and engine devices accordingly.
Now, based on the Eq. 6.1, it can be said that the mathematical structure of
the physical model of the coupling shaft is equivalent to the standard format of
linear parametric static systems:
y(t) = φT (t)ϑ+ (t) (6.2)
And, ϑ = [Bsh, Ksh] is the parameter’s vector, φT (t) = [θdy, θen, ωdy, ωen] is the
vector of independent variables, y(t) = [τsh(t)] is the dependent variable vector,
and finally (t) is a random error term.
The above statement indicates that the physical parameters of the coupling
shaft model could be tracked in real-time by using linear recursive identification
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algorithms. Prior to that though we need to make sure that the position, velocity
and torque measurements are taken properly in order to be able to implement the
suggested algorithms.The next sections show the experimental equipment and
the identification algorithms that were used in this application.
6.2.2 Experimental Equipment
The methodology was implemented and tested in the transient cyclic engine test
cell that was described in Chapter 4. The coupling shaft was designed specifically
for connecting the engine with the dynamometer via a spider coupler. The actual
coupling shaft unit is presented in Fig. 6.1; as it can been seen in the middle of the
shaft is placed an in-line torque transducer that measures the torque acting on the
shaft. Additionally, the coupling shaft is mounted on pedestals with self-alighting
bearings to eliminate any undesirable vibrations but also to provide some level of
flexibility. Consequently, it is important to notice that the physical characteristics
of the overall coupling shaft (from one end to the other) might be affected the
components in between.
Coupling Shaft
Figure 6.1: Coupling shaft.
As mentioned earlier the shaft connects the dynamometer with the engine via
a spider coupler. In fact, this spider coupler can have different characteristics de-
pending on needs of each application. Here, spiders with various characteristics
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were used with the purpose of verifying that the condition monitoring system can
track effectively coupling shafts with different physical parameters i.e. damping
and stiffness coefficients. More specifically, three different coupling shaft spi-
ders were used for testing the efficacy of the proposed methodology (Fig. 6.2).
The various colors indicate different torque capacity characteristics i.e. the yel-
low (Fig. 6.2a) is for low torque systems and have high damping properties, the
red (Fig. 6.2b) offers medium torque capacity and damping properties, while the
green (Fig. 6.2c) offers high torque capacity and minimal damping properties.1
(a) Low power (b) Medium power (c) High power
Figure 6.2: Coupling shaft spiders with different characteristics.
The equipment required for the implementation of the suggested condition
monitoring system is depicted in Fig. 6.3. The sensors needed are two pulse
encoders at each end of the coupling shaft and an in-line torque transducer. We
should highlight that depending on the exact position of the pulse encoders, the
overall stiffness and damping coefficients of the system might vary. For instant
if the pulse encoders are place at the back end of the dynamometer and engine
then the identified coupling shaft characteristics might be slightly affected from the
individual structural characteristics of the dynamometer and engine accordingly.
The outputs of the sensors are then fed into the global test cell controller were are
used for the on-line estimation of the coupling shaft’s physical parameters. See
Chapter 4 for more technical details about the hardware.
1For more information visit the following website: http://abssac.co.uk/.
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Figure 6.3: Schematic diagram of the experimental equipment.
6.2.3 Recursive Parameter Identification
The core of the on-line condition monitoring system is a linear recursive estimator
that is used to track the physical parameters of the coupling shaft model (Eq. 6.1).
The recursive estimator runs in parallel to the operation of the system whilst it
makes use of the acquired position, velocity and torque measurements in order to
compute the coupling shaft’s stiffness and damping coefficients. The interaction
of the on-line condition monitoring system with the actual monitored process i.e.
coupling shaft, is illustrated in Fig. 6.4. As is can be seen the condition monitoring
system consists of two separate modules namely the “Recursive Identification"
module and the “Change Detection" module.
The inputs to the recursive identification module are the angular position (δθ(t))
and velocity (δω(t)) differences and the torque of the shaft (τsh). Note however
that before the signals are fed into the recursive identification module they are first
filtered using zero-phase distortion filters (see Chapter 4, Section 4.4 for more
technical details) to eliminate measurement noises prior the actual identification
process. These information are used to estimate the parameters of the coupling
shaft model i.e. stiffness (Kˆsh(t)) and damping (Bˆsh(t)) coefficients by using lin-
ear recursive identification algorithms. To be more specific, for this application
we tested the efficacy of three linear recursive identification algorithms, the RLS
(Algorithm 5.2), the RLSVEF (Algorithm 5.4), and the DSFC (Algorithm 5.5), (see
Chapter 5, Section 5.3.1).
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Figure 6.4: Shaft on-line condition monitoring system, schematic diagram.
Lastly, the main purpose of the change detection module is the comparison
of the coupling shaft’s parameter estimates with a set of healthy parameters
(Ksh, Bsh) in order to be able to determine the condition of the coupling shaft.
This is very simply achieved by calculating continuously the relative error (e(t))
between the parameter estimates (ϑˆ(t)) and the healthy set of parameters (ϑ(t)).
e(t) =
ϑ(t)− ϑˆ(t)
ϑ(t)
(6.3)
Note that the relative error is calculated independently for each parameter of the
coupling shaft i.e. stiffness and damping coefficients. Any change larger than a
prescribed error bound indicates fault in the system.
6.3 Results & Analysis
6.3.1 Experimental Results
Results from the practical implementation of the proposed on-line condition moni-
toring system are presented in this section. The recursive estimators were tested
in several operating conditions to ensure their robustness and repeatability. Here,
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for illustration purposes we present measurements for only two experiments i.e. a
constant speed test (Fig. 6.5) and a speed ramp test (Fig. 6.6).
Note that the main observation data required for the implementation of the pro-
posed coupling shaft condition monitoring system are the velocity (Fig. 6.5a and
Fig. 6.6a) and position (Fig. 6.5c and Fig. 6.6c) of the engine and dynamometer
and the torque of the shaft (Fig. 6.5e and Fig. 6.6e). The testing duration for both
the steady-state experiment (Fig. 6.5) and the transient experiment (Fig. 6.6) was
10 seconds in total. As it will be shown later this time was more than enough
for the recursive estimators to converge and start tracking effectively the physical
parameters of the coupling shaft. On the other hand, one practical issue that af-
fected the quality of the identified coupling shaft parameters was the estimation
of the velocity of the engine and the dynamometer. As it can be seen in Fig. 6.5b
and Fig. 6.6b the difference between the engine and dynamometer velocity does
not obey a cyclic behaviour as for example the position difference (Fig. 6.5d and
Fig. 6.6d). This observation implies that the velocity estimation was partly prob-
lematic and in fact the source of this problem is located in the selection of the time
step (dt) the calculation of the velocity using Eq. 4.3 (see Chapter 4, Section 4.4.2
for more details). The rest of the measurements appear to be valid as the cyclic
characteristics are clearly visible.
Now, prior to the implementation of the recursive estimators the actual values
of the stiffness and damping coefficients were identified for each different spider
characteristics (Fig. 6.2) by applying classical off-line least-squares approach (Ta-
ble 6.1). These estimates were assumed to be the true parameters and they were
actually used to compare the estimates of the recursive estimators.
Table 6.1: True coupling shaft parameters.
Parameter
Spider Colour
Yellow Red Green
Stiffness
[
Nm
rad
]
1250 1340 1490
Damping
[
Nms
rad
]
0.95 0.70 0.52
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Figure 6.5: Constant speed experiment (Test ID: T01).
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Figure 6.6: Speed ramp experiment (Test ID: T02).
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Figure 6.7: Estimation results from test T01.
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Figure 6.8: Estimation results from test T02.
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The results from the implementation of the three different linear recursive esti-
mators i.e. DSFC, RLS, and RLSVEF, are presented in Fig. 6.7 and Fig. 6.8 for the
constant speed experiment (Fig. 6.5) and the speed ramp experiment (Fig. 6.6)
respectively. A first look at the results depicts that all of the applied estimators
converge and identify (±5%) the true parameters of the coupling shaft within the
first 5 seconds of the estimation window. As far as the initialisation of the re-
cursive algorithms is concerned, the parameter estimates were set to 0 for all
different algorithms (to examine the performance of the estimators under worst
case scenarios) while the confidence constant c (see Chapter 5, Section 5.3.1)
of the covariance (RLS, RLSVEF) and the square root covariance (DSFC) ma-
trices was set equal to 1000 for all different test cases. It should be mentioned
that the adjustment of those values could affect the speed of convergence of the
estimator. Additionally the forgetting factors was set equal to 0.98 in all algorithm
as slight changes in the parameters was expected. Regarding the repeatability
of the estimators with respect to the various operating conditions it can be said
that they manage to identify the true parameters without any significant errors and
this verifies the robustness of the proposed methodology. One general trend that
was observed thought, is that the parameter estimates of the damping coefficient
(Fig. 6.7b, Fig. 6.8b, Fig. 6.7d, Fig. 6.8d, Fig. 6.7f, Fig. 6.8f) seem to be more
noisy compared to the parameter estimates of the stiffness coefficient (Fig. 6.7a,
Fig. 6.8a, Fig. 6.7c, Fig. 6.8c, Fig. 6.7e, Fig. 6.8e). This was caused probably
by the problematic estimation of engine and dynamometer velocities (damping
torque is a proportional to the velocity difference while stiffness torque to the po-
sition difference, see Eq. 6.1). Lastly, as far as the actual identified parameters of
the examined coupling shafts it can be said that they are in close vicinity with their
true physical characteristics that were discussed in Section 6.2.2, Fig. 6.2.
A quantitative comparison among the three recursive estimators is presented
in Fig. 6.9. The performance of the estimators is evaluated using a suitable de-
scriptive statistic namely, Normalised Mean Square Error (NMSE).
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Figure 6.9: Quantitative comparison among the three different recursive estima-
tors, and differences between stiffness estimates and damping estimates.
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NMSE =
1
n
n∑
i=1
(Ym − Yp)2(
1
n
n∑
i=1
Ym
)(
1
n
n∑
i=1
Yp
) (6.4)
Where, n is the total number of samples, Ym is the measured parameter (true)
and Yp is the predicted parameter (estimation). The higher the value of the NMSE
the less accurate was the corresponding estimation.
According to the statistics presented in Fig. 6.9, the algorithms estimate the
stiffness coefficient with greater accuracy compared to the damping coefficient, in
every occasion i.e. operating condition and coupling shaft configuration. This is
another evidence which support the statement that the problematic velocity com-
putation affects the coupling shaft parameter estimates. Turning to the estimation
accuracy among the different algorithms, there is no a clear evidence that a spe-
cific algorithm is superior to another. It is believed that more experimental data
would be required in order to draw a conclusion about the actual performance of
the various algorithms. In any case all algorithms manage to identify the parame-
ter successfully which indicates their efficacy for the given problem.
6.3.2 Simulation Results
Given the successful practical implementation of the proposed algorithms, we
attempt to generate some representative coupling shaft fault cases in order to
evaluate the effectiveness of the on-line condition monitoring system to track and
isolate possible faults and malfunctions. The faults were generated using the
simulation model of the complete transient engine test cell that was discussed in
Chapter 3. Two types of faults were examined namely process faults (Fig. 6.10),
and sensor faults (Fig. 6.11). The process faults involved individual changes in
the coupling shaft characteristics i.e. stiffness and damping coefficients, whilst the
sensor fault was related to the reading of the dynamometer encoder i.e. change
in the measured speed of the dynamometer.
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Figure 6.10: Process fault simulation.
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Figure 6.11: Sensor fault simulation.
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For this study the coupling shaft model was parametrised using the estimates
of the green spider i.e. Ksh ≈ 1490
[
Nm
rad
]
and Bsh ≈ 0.52
[
Nms
rad
]
, whilst only the
DSFC algorthm was implemented for tracking any changes in the parameters. For
this application, the forgetting factor was set to 0.98 as changes in the parameters
were expected. Furthermore the DSFC algorithm was properly initialised (param-
eter estimates and square root of covariance matrix) as we already knew what
were the healthy conditions of the coupling shaft.
The simulation results revealed that the proposed condition monitoring system
can effectively isolate different process faults, as when changes in stiffness coef-
ficient (Fig. 6.10a and Fig. 6.10c) occur the damping coefficient (Fig. 6.10b and
Fig. 6.10d) estimate is not affected and vice versa (the relative error is calculated
using Eq. 6.3). Similarly in the case of the sensor fault, when the speed sensor
of the dynamometer provides wrong readings, the parameters estimates of the
coupling shaft are not affected. This is also what was expected as sensor faults
should not result in misleading parameter estimates of the coupling shaft.
6.4 Synopsis
A summary of the key points of this chapter is given below.
• An on-line health monitoring system for engine dynamometer coupling shafts
was proposed in this chapter.
• The suggested health monitoring system was based on the recursive iden-
tification of the physical characteristics of a coupling shaft, i.e. stiffness and
damping coefficients.
• Three different recursive identification algorithms were employed and com-
pared in order to determine if there is any practical difference among the
algorithms.
• Three different coupling shaft configurations were tested. The results proved
the efficacy of the proposed methodology.
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• Simulation studies revealed that the suggested adaptive health monitoring
system can effectively detect and isolate coupling shaft faults and malfunc-
tions.
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Chapter 7
Engine Friction Parameters Ranking
& Characterisation
This chapter shows the application of the identifiability and adaptive identi-
fication tools, that were presented in Chapter 5, for the problem of engine
friction parameters ranking and characterisation. Given the semi-physical
friction model that was described in Chapter 3, firstly is presented a method-
ology that allows the ranking of the physical friction parameters in respect to
their importance to engine friction, and secondly is shown the application of
adaptive identification algorithms that can be used for the on-line monitoring
and characterisation of engine friction.
7.1 Engine Friction: A Brief Review
Modern internal combustion engines consists of several moving components which
contribute negatively in the mechanical losses of the engine. The greater the
number of moving parts, the greater the amount of energy lost to heat by friction
between the parts. In particular friction accounts for up to 15-20% of all the inter-
nal combustion engine losses [226]. A reduction in friction is seen as essential in
the development of new internal combustion engines, which is driven by a number
of key concerns such as fuel efficiency, the emissions levels, the noise, vibration
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and harshness issues and the cost. Furthermore, according to King [2] the reduc-
tion of engine’s mechanical losses is one of the main actions that would enable
the increase of the overall engine efficiency by 5-7% with almost no cost. Con-
sequently, it is important to continue working towards the reduction of frictional
losses by suggesting new approaches and ideas.
7.1.1 Determination Procedures
The improvements in engine design characteristics could reduce significantly the
level of frictional losses. The determination of engine friction is a rather complex
process as there are numerous components and operating conditions that con-
tribute in the overall engine losses. A possible subdivision could be made into
three groups i.e. the mechanical losses, the pumping losses, and the auxiliary
losses [227].
• The mechanical losses are created due to the friction of the piston rings,
crankshaft bearings, connecting rod bearings, and valve-train mechanism.
• The pumping losses are caused by the resistance incurred when pistons
pump intake and exhaust gases through the cylinder, and it is particularly
high when the intake throttle is closed.
• The auxiliary losses are a result of various systems such as electrical de-
vices (e.g. cooling fan and alternator), pumps such as oil, fuel, and water,
gears and belts.
It is noteworthy that the above classification supplies only a guide to the reader
and should not be taken as an absolute as each researcher might give a different
categorisation of the engine losses.
Several different approaches have been suggested to determine the engine
friction. A classification into two different groups can be made, namely, the instan-
taneous and the average methods.
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• The instantaneous approach describes the losses of each engine compo-
nent on a crank angle basis. In general for the determination of the instanta-
neous friction torque, analytical expression are usually derived from physics
principles. This approach was first presented by Rezeka and Herein [106]
where it was shown that by measuring the engine velocity and the in-cylinder
pressure it was possible to determine the instantaneous frictional torque and
therefore validate relevant mathematical models. A more recent publication
by Zweiri et al. [74] shows similar yet a more comprehensive analysis of
the instantaneous engine friction. One of the main challenges of this ap-
proach though is the proper parametrisation and validation of the models
developed. This is because some of the required parameters are rather dif-
ficult to be measured/identified, but also because the measurement of the
instantaneous friction is a rather challenging procedure (see [74] for further
details). In fact all of the presented instantaneous friction models are rely-
ing upon the estimation of the instantaneous friction via the measurement
of the engine velocity and in-cylinder pressure [228] (similar to Rezeka and
Herein [106] procedure). Nevertheless, a very recent publication by Gore et
al. [229] shows a methodology that can be used for measuring directly the
piston fiction using floating-liner principle, this will probably provide a more
accurate and reliable measurement which will contribute in the development
and validation of more accurate models. Lastly, another disadvantage of
these models is the relatively high computational power that is required to
run in real-time conditions, thus most practical engine strategies are not
making use of this approach for control and diagnosis purposes.
• The average method describes actually the mean value of the engine friction
over a complete engine cycle. In order to determine the overall average fric-
tion it is necessary to conduct an appropriate experiment that will allow the
accurate measurement/identification of the engine friction, some well-known
techniques are the method of free deceleration curves, the Williams lines
method, the Morse test, the motoring method, and the indicator diagram
156
7.1. ENGINE FRICTION: A BRIEF REVIEW
method [227]. The actual determination of the engine losses can be done
either globally or locally. Global approaches are based on the development
of a single mathematical model of either parametric [78] or non-parametric
[230] structure that relates the engine operating conditions with the actual
losses. One of the problems of global approaches is that the resulting math-
ematical models have little physical interpretation which is a useful charac-
teristic if someone is interested to conduct analytical component studies.
On the other hand the local approach includes the evaluation of the losses
for each different component (similar to the instantaneous approach) [82].
Compared to the global approach, local methods result in more detailed
formulae that are composed of many terms with physical meaning. Conse-
quently, there is a trade-off between the model complexity (global models
more suitable) and physical interpretation (local models better). Overall it
should be noted that mean value friction models are used more often in in-
dustrial applications compared to instantaneous based models as they are
more reliable and easier to identify and validate [78].
7.1.2 Evaluation of Engine Friction Models
The determination of engine friction serves two practical purposes, the first is for
improvement in the design of the engine, and the second is for the real-time con-
trol and diagnosis of the engine. The first (design) is usually achieved through
extensive simulation studies that allow engineers to understand what are the key
factors and operating conditions that affect the engine friction level in order to
make the necessary design changes [81,231]. The second (control/diagnosis) is
based on the real-time prediction of engine torque that is used by the engine con-
troller in order to operate the engine more efficiently and safely [232]. As can be
expected, studies on this matter are numerous, however this does not necessarily
implies that there is no space for additional work. For instant our literature review
has shown that engine friction models with physical interpretation are quite chal-
lenging to parametrise which indicates the importance of developing appropriate
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system identification tools that can do this work efficiently. Additionally the analyti-
cal assessment of parameters with physical meaning that can be found commonly
in engine friction models have not been studied thoroughly until now. Instead pre-
vious studies where focused on understanding the origin of the friction in terms
of engine components such as crankshaft, piston, valvetrain, pumping losses and
external engine accessories i.e. alternator. Even though these studies are highly
valuable for eliminating engine’s frictional losses, they do not provide any direct
relationship to engine design parameters that could be taken into account during
the design process.
The material that is presented in this chapter provides analytical tools that can
be used for engine design as well as control and diagnosis purposes. To be more
specific, in the next sections will be shown how it is possible to rank -in a pri-
oritised list- the physical parameters/characteristics of the engine that affect the
frictional losses based on analytical sensitivity analysis, and secondly will be pre-
sented adaptive friction identification for on-line monitoring and characterisation
purposes. It should be highlighted that even though these tools are applied to the
mean value engine friction model that was presented in Chapter 3 this does not
limits their application to crank-angle based friction models.
7.2 Engine Friction Parameters Ranking
A methodology for ranking the sensitivity of engine’s design characteristics in re-
spect to the frictional losses is discussed in this section. Analytical sensitivity anal-
ysis is implemented in the physical parameters of the mean value semi-physical
engine friction model that was presented earlier in Chapter 3. The effect of the
operating conditions such as engine speed and load on the sensitivity coefficients
is also presented. The output of this study could be then used from design en-
gineers for the purpose of improving the design of individual engine parts e.g.
tightening component’s mechanical tolerances, optimising components sizing etc.
The mathematical formulation of the problem and the ranking of the design char-
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acteristics based on analytical sensitivity analysis follows next.
7.2.1 Problem Formulation
For this study the mean value semi-physical engine friction model developed by
Sandoval and Heywood [82] was used to assess the sensitivity of various design
characteristics in the engine friction. It should emphasized that the presented
methodology is not limited only for this particular engine models. Instead the
presented mathematical tools could be implemented in different (maybe more of
less detailed) engine friction model. Thus the reader should take this case study
as an example in order to understand the principles of the suggested ideas.
The process starts with appropriate formulation of the engine friction model.
According to the analysis conducted in Chapter 3 (see Eq. 3.44 to Eq. 3.50), the
mean value semi-physical engine friction model consists of one depended vari-
able (friction torque), several independent variables (e.g. engine speed, intake
pressure, oil temperature), physical parameters (e.g. cylinder bore, stoke, com-
pression ratio, etc.) that represent some design characteristics of the engine, and
regression coefficients that are used to fit the model to real experimental data.
Here the model is rearranged in such a manner so that the user would be able
to assess the sensitivity of the physical parameters of the model (engine design
characteristics) under different operating conditions that are defined by the model
inputs (independent variables). For the sake of simplicity the model is written in
the following functional form:
τfri(t) = f (Nen(t), Pint(t), Toil(t), b, S, r,Db, Di, De, Lb, Lv, κ) (7.1)
Where, τfri(t) is the engine torque, Nen(t), Pint(t) and Toil(t) are the control
inputs that define the operating conditions of the engine and represent the engine
speed, intake manifold pressure, and oil temperature respectively, whilst the rest
of the variables are the physical parameters of the model that represent various
engine design characteristics i.e. b is the cylinder bore diameter, S is the cylinder
stroke length, r is the crank arm length, Db is the diameter of the crankshaft
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bearings, Di is the diameter of the intake valve, De is the diameter of the exhaust
valve, Lb is the length of the crankshaft bearings, Lv is maximum valve lift, and κ
is the compression ratio.1
At this point in time it is very important to clarify that the above formulation
could be rearrange to add some additional parameters that are related to the de-
sign characteristics of the engine. For instance, here the number of crankshaft
bearings or valves are fixed as we assume that these characteristics are usually
predefined by the engine designers. However if someone was interested particu-
larly to examine the level of influence of these parameters, it would be possible to
included them in the overall problem. In either case, what the reader has to appre-
ciate is that given a physical or semi-physical model it is possible to pre-select the
parameters (design characteristics) that will be tested regarding their sensitivity
on the engine frictional losses.
Now, knowing the functional relationship of the model inputs/output and phys-
ical parameters it is possible to proceed to the analytical sensitivity analysis.
7.2.2 Parameters Ranking based on Sensitivity Analysis
The analytical sensitivity analysis was the core of the orthogonal-based param-
eter identifiability analysis that was presented in Section 5.2.1. Here the same
principle is implemented in order to rank the sensitivity of the engine friction pa-
rameters in respect to friction torque in a ascending order.
The ranking of the engine friction parameters requires the deployment of the
three first steps of the orthogonal-based parameter identifiability algorithm (Algo-
rithm 5.1) that was presented in Section 5.2.1. The first step involves the analyt-
ical calculation of the sensitivity or Jacobian matrix; for the present problem the
1Additional information on the engine friction model can be found in Chapter 3 and in Refer-
ence [82].
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sensitivity matrix takes the following form:
Z =

zb|t1 zS|t1 zr|t1 zDb |t1 zDi |t1 zDe|t1 zLb|t1 zLv |t1 zκ|t1
...
...
...
...
...
...
...
...
...
zb|tn zS|tn zr|tn zDb|tn zDi|tn zDe|tn zLb |tn zLv |tn zκ|tn
 (7.2)
Where z|t represent the partial derivatives of the corresponding parameter e.g.
b, S, r, etc., at time t (note that under steady state conditions t = 0); this is
equivalent to the following notation:
zb|t = ∂τfri(t)
∂b
∗ b0
τfri0
, zS|t = ∂τfri(t)
∂S
∗ S0
τfri0
, zr|t = ∂τfri(t)
∂r
∗ r0
τfri0
zDb|t =
∂τfri(t)
∂Db
∗ Db0
τfri0
, zDi |t =
∂τfri(t)
∂Di
∗ Di0
τfri0
, zDe|t =
∂τfri(t)
∂De
∗ De0
τfri0
zLb|t =
∂τfri(t)
∂Lb
∗ Lb0
τfri0
, zLv |t =
∂τfri(t)
∂Lv
∗ Lv0
τfri0
, zκ|t = ∂τfri(t)
∂κ
∗ κ0
τfri0
See also that the sensitivity coefficients are also normalised with respect to the
initial conditions of the corresponding parameters. This is important because as it
will be shown later the suggested approach relies upon the calculation of the sum
of squared value of each individual sensitivity coefficient, which indicates that
any possible numerical issues would provide misleading results. Additionally the
scaling is critical when the parameters under examination have different physical
units.
Following the successful computation of the sensitivity matrix, it is required
now to calculate the sum of square of each individual column of the sensitivity
matrix. To do that we need to assign an initial set of parameters and provide
some representative operating conditions that the system would operate. In this
particular case the operating conditions were defined by the engine speed, intake
manifold pressure, and the temperature of the oil.
The last step in the process is the actual ranking of the parameters. This is
achieved by peaking the column in the sensitivity matrix which has the largest
sum of square value as the most influential parameter in the engine frictional
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torque. The same task is undertaken in order to find the second most influential
parameter in the system. This process repeats up to the point were all the friction
parameters have been eliminated.
A MATLAB script was developed for the deployment of all the above steps. In
fact the complexity involved in the analytical evaluation of the partial derivatives
made it impractical to calculate them by hand, which was one of the main reason
to use MATLAB to calculate them using the MATLAB symbolic toolbox. This MAT-
LAB program executes automatically all the above steps and outputs the actual
ranking of the parameters for the given operating conditions and initial values. The
user is able to control the operating conditions of the engine i.e. engine speed, in-
take manifold pressure (implies engine load), engine oil temperature. Additionally
the initial conditions of the physical parameters of the model can be controlled by
the user. The reader can find the complete M-code in the Appendix B.2.
Coming to the results, the ranking order of the physical parameters of the
engine friction model were determined for various operating conditions. In fact, a
full factorial experiment with three variables and three levels (33) was designed,
resulting in 27 different experiments. The reader must remember that this process
does not require real world experiments as it is based on the analytical sensitivity
analysis of the model. With that in mind, the number of experiments could be
increased up the level of resolution that the user would need without any real
cost; here we only present a small number of tests for demonstration purposes.
The variables of the experiment were the inputs of the engine friction model i.e.
the engine speed (Neng) (min = 1000[RPM ] −max = 5000[RPM ]), the intake
manifold pressure (Pint) (min = 0.1[Bar] − max = 1.0[Bar]), and the engine
oil temperature (Toil) (min = 20[Co] − max = 90[Co]). The parameter ranking
results are tabulated in Table 7.1 and visualised in Fig. 7.1.
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The above results show the ranking order of each individual engine friction pa-
rameter in respect to the operating conditions of the engine. We should clarify in
the first place, that the higher the ranking order the lower the sensitivity of the cor-
responding parameter to the engine friction, e.g. a parameter with ranking order
1 is more sensitive to a parameter with ranking order 5. It should also be noted
that the presented results were cross-validated by conducting a pure simulation
study in which the effect of the each individual parameter was examined based
on one-at-a-time approach.
One of the first conclusion that could be drawn, is that the operating conditions
affect the ranking order of the parameters. For instance the ranking order of the
cylinder bore diameter (b) parameter is 1 for the first test while for the second
test is 2. The difference between these tests was located on the engine speed
value (lower for the first test) so someone could say that the higher the engine
speed the lower the sensitivity of the cylinder bore diameter in the engine friction
level. Another trend is that design characteristics related to crank-piston assembly
have higher sensitivity to valve-train parameters. Similar results were obtained in
another study conducted by Shayler et al. [233], however this study was not pro-
viding information regarding the sensitivity of each individual physical parameter
of the piston assembly e.g. bore diameter or crank-arm length, but was investigat-
ing the contribution of the different engine components such as piston, crankshaft,
oil pump, valve-train etc. This information could then be used by engine designer
during the engine development process.
As a matter of fact the sensitivity analysis of each parameter under different
operating conditions, could be a whole different study on its own. Thus here
we limit our discussion to the presentation of the principles and potential of the
suggested methodology rather than making use of it, for a practical application.
Nevertheless the result that are presented here can be used by the reader in order
get a first impression with regards to the ranking order of each parameter under a
small number of different operating conditions of the engine.
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7.3 Adaptive Friction Characterisation
One of the main disadvantages of the semi-empirical model developed by Patton
et al. [81] and recently updated by Sandoval and Heywood [82] (see Chapter 3,
Eq. 3.44 to Eq. 3.50) is its heavy reliance on experimental data in order to ac-
curately represent the friction losses of a given engine. This was also shown
in a more recent study conducted by Shayler et al. [233]; the authors showed
that Patton’s model cannot accurately predict the frictional losses of engines un-
der cold and low speed operating conditions. Consequently, Shayler et al. [233]
re-parametrised Patton’s model using data from cold and low speed running con-
ditions, to enhance its validity.
Similar problems were identified during our research on the subject. In partic-
ular it was found that trend-wise the model had good agreement with the actual
friction, however the absolute estimated values had significantly large errors. This
problem is presented in Fig. 7.2 and Table 7.2 were the actual and predicted en-
gine friction torques are compared during slow transient as well as steady state
conditions.
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Figure 7.2: Difference between estimated and actual engine friction torque.
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Table 7.2: Steady state error between actual and estimated engine friction.
Speed [RPM]/Pressure [Bar]
Actual Estimated Relative
Friction Friction Error
[Nm] [Nm] [%]
750[RPM]/1[Bar] 1.14 1.74 52.63
1000[RPM]/1[Bar] 1.16 1.81 56.03
1250[RPM]/1[Bar] 1.22 1.90 55.73
1500[RPM]/1[Bar] 1.34 2.10 56.55
Given these significant differences, it was decided to make use of the adaptive
identification tools that were presented in Chapter 5 in order to fit adaptively the
parameters of the engine friction model and increase its validity as opposed to
real measurements. Additionally it should be emphasized that the application
of adaptive identification algorithms is also very valuable particularly for engine
friction condition monitoring purposes. Thus to summarise, the material that is
presented bellow could be used for two different application i.e. on-line condition
monitoring, and on-line engine friction characterisation
7.3.1 Problem Formulation
The main objective of this study is to refine sequentially (recursively) the param-
eters of the semi-empirical friction model in respect of minimising the difference
between the modelled and the actual engine friction. This would allow the on-line
identification of friction which is very valuable for control and diagnosis purposes.
To do so the present engine friction model (see Chapter 3, Eq. 3.44 to Eq. 3.50)
had to be formulated in such a way so that the application of recursive identifica-
tion algorithms would be possible.
The major question to be answered is about the functional relationship of the
model parameters in respect to its output e.g. linear-in-the-parameters or non-
linear-in-the-parameters system. This question can be easily answered if we as-
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sume that Sandoval and Heywood [82] friction model can be divided into two
main parts, namely the physical part and the empirical part. To explained this
argument we take as an example the equation that describes the engine frictional
losses caused by the crankshaft mechanism (Eq. 7.3):
cfmep = 1.22 ∗ 105
(
Db
b2Snc
)
+ 3.03 ∗ 10−4
√
µ
µ0
(
NenDb
3Lbnb
b2Snc
)
+ 1.35 ∗ 10−10
(
Db
2Nen
2nb
nc
)
(7.3)
Note that the above equation consists of a number of parameters that represent
the physical characteristics of the engine e.g. b (cylinder bore diameter) and S
(cylinder stroke length), and some numerical constants (underlined numbers) that
are actually the regression coefficients that are used to fit the model to the real
experimental results. The structure of this model can be said that is both linear-
in-the-parameters and non-linear-in-the-parameters. This is because someone
could isolate the dependence of the physical parameters and work only with the
regression coefficients; in that case the model structure would be linear-in-the-
parameters. On the other hand if someone would assume that the regression
coefficients remain always constant and work with the physical parameters of the
model then the structure would be non-linear-in-the-parameters.
In our case, we are interested to enhance the validity of the model by tracking
only the values of the regression coefficients. Considering the above assump-
tions, the individual components of the friction mean effective pressure equation
(Eq. 7.3) can be re-written as follows:
cfmep = c1
(
Db
b2Snc
)
+ c2
√
µ
µ0
(
NenDb
3Lbnb
b2Snc
)
+ c3
(
Db
2Nen
2nb
nc
)
(7.4)
rfmep = c4
√
µ
µ0
(vp
b
)
+ c5
(
Ft
Fto
Cr
)(
1 +
500
Nen
)
∗
(
1
b2
)
+ c6
√
µ
µ0
(
NenDb
3Lbnb
b2Snc
)
+ c7
∗ Pint
Patm
[
0.088
√
µ
µ0
κ+ 0.182
(
Ft
Fto
)
κ(1.33−0.112vp)
]
+ c8 (7.5)
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vfmep = c9
√
µ
µ0
Nennb
b2Snc
+ c10
(
1 +
500
Nen
)
nv
Snc
+ c11
(
Nennv
Snc
)
+ c12
√
µ
µ0
Lv
1.5Nen
0.5nv
bSnc
+ c13
(
1 +
500
Nen
)
Lvnv
Snc
(7.6)
afmep = c14 + c15Nen + c16Nen2 (7.7)
pfmep = c17(Patm − Pint) + c18
(
Pint
Patm
)2(
vp
2
nv2ρi4
)
+ c19
(
Pint
Patm
vp
)2
+ c20
(
Pint
Patm
)2(
vp
2
nv2ρe4
)
(7.8)
Here, the symbol c# represents all the regression coefficients of the friction mean
effective pressure model. For additional information regarding the rest of the sym-
bols refer to Chapter 3, Section 3.2.4.
Based on the above formulation it is now clearly visible that the friction mean
effective pressure equation is linear-in-the-parameters. Equivalently, the same
could be said for the model of the engine friction torque (Eq. 3.44) as it is linearly
proportional to the friction mean effective pressure (Eq. 3.45). Overall the model
engine friction torque model could be expressed in the following general form of
linear regression models:
y(t) = φT (t)ϑ+ (t) (7.9)
And in this particular case, y(t) is the dependent variable (τfri(t)), φT (t) is the
independent variables vector [Nen, Pint, Pamb, Toil]T , ϑ is the vector of unknown
parameters [c1, c2, ..., c20], and (t) is a random error term.
Consequently, it is now possible to implement linear recursive algorithms in
order to adjust the unknown model parameters and thus fit the model to actual
experimental measurements in real-time. Concurrently this process allows the
tracking of the model parameters which provides valuable information regarding
the health condition of the system.
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7.3.2 Experimental Procedure
The transient cyclic motoring test cell, presented in Chapter 4, was used for im-
plementing and testing the proposed adaptive friction identification methodology.
The instrumentation equipment required for the friction identification is depicted in
Fig. 7.3. As it can be seen readings from the engine torque transducer, oil sump
thermocouple, engine encoder, and intake manifold pressure were needed. Am-
bient pressure and temperature measurements were taken during the course of
the tests, however these quantities were maintained relatively constant thus were
not monitored continuously. Most of these measurements (apart from the oil sump
temperature) were acquired on a crank angle basis, but then were averaged for
the characterisation of the mean value friction model. The control inputs of the
experiment were the dynamometer speed and engine throttle.
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Figure 7.3: Instrumentation equipment for the adaptive friction estimation,
coloured lines: red=sensors, blue=actuators, green=controller.
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The engine friction torque was measured at various speed and load condi-
tions. In particular, the dynamometer was responsible to rotate the engine at fixed
speeds while the load of the engine was controlled via the intake throttle position.
Here engine friction measurements were taken for 4 different engine speeds i.e.
750 (Fig. 7.4a), 1000 (Fig. 7.4b), 1250 (Fig. 7.4c), and 1500 (Fig. 7.4d) RPM.
As far as the engine load conditions, intake manifold pressure was swept (slowly)
from atmospheric conditions down to around 0.7 Bar by controlling throttle valve
position. It should be highlighted that the present characterisation exercise was
not aiming in the complete mapping of the engine (as presented in [78]), thus
speed and load conditions did not cover the entire operating range of the engine.
Instead the objective is to show a characterisation example so that the reader
would understand the principles behind the suggested approach.
Turning to the actual experimental measurements, in Fig. 7.4 are presented
the results from the 4 different tests. Each sub-figure shows the friction torque,
the engine speed, the intake manifold pressure, and the oil temperature. These
are also the main observation variables that are required for the characterisation
of the engine friction model. By observing the results it is possible to see how
friction is increased with higher engine speeds but also during non-atmospheric
manifold pressure condition due to the increase of the pumping losses.
At this point in time, it is also useful to note that standard engine friction char-
acterisation exercises require steady state speed as well as intake manifold con-
ditions [78]. In this work we present how friction torque can characterised under
slow transient intake manifold conditions in order to save testing time. Note that
this process is on-line so time is also saved from the off-line characterisation pro-
cess which is usually required in order to develop an engine friction torque models.
The qualitative adaptive identification of the engine friction torque for the afore-
mentioned experiments is presented in the next section.
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(a) Test 1 @ 750 [RPM]
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(b) Test 2 @ 1000 [RPM]
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(c) Test 3 @ 1250 [RPM]
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(d) Test 4 @ 1500 [RPM]
Figure 7.4: Engine friction motored experiments, mean value measurements.
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7.3.3 Qualitative Adaptive Friction Identification
The engine friction torque model could be categorised in the general class of
linear regression system models (see Section 7.3.1). This argument indicates
that the unknown or uncertain parameters of the friction model could be identi-
fied/tracked by using linear recursive identification algorithms as the ones used in
Chapter 6, in the coupling shaft conditions monitoring application. Although this
may be true, the complexity of the friction model arises some questions regard-
ing the identifiability of its parameters. Consequently, prior to the application of
the recursive algorithms it would be beneficial to assess the estimability of the
model parameters i.e. linear regressions coefficients, under different operating
conditions.
The process that was followed for the identification of the parameters is iden-
tical to the “Qualitative Adaptive Identification" framework that was presented in
Chapter 5, Section 5.4, Fig. 5.7. The main idea behind this framework is that the
user assesses the identifiability of the model parameters in an off-line mode, prior
the actual adaptive identification step. In this manner the quality and robustness
of the on-line identification results are increased while the user gets a better inside
regarding the model estimability and the validity of the parameter estimates.
Under those circumstances, the identifiability of the engine friction regres-
sion coefficients was examined for the four different test cases as presented in
Fig. 7.4. To do that, the orthogonal-based identifiability algorithm was deployed
(Algorithm 5.1). For the implementation of the orthogonal-based identifiability al-
gorithm the sensitivity matrix (Eq. 7.10) of the system was the main element that
had to be predefined.
J =

jc1|t1 jc2 |t1 . . . jc20|t1
...
... . . .
...
jc1|tn jc2 |tn . . . jc20|tn
 (7.10)
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Where jc#|t1 represents the partial derivatives of the corresponding regression
parameter e.g. c1, c2, c20, etc., at time t. Note that the sensitivity matrix is
calculated for each time step t i.e. t1, t2, . . . , tn, where n is the final sample time.
It is important to remember that each sensitivity coefficients is normalised with
respect to the initial conditions of the corresponding parameters.2
jc# |t1 =
∂τfri(t)
∂c#
∗ c#0
τfri0
Having defined the sensitivity matrix of the problem it is possible to proceed
to the next steps of the orthogonal-based identifiability algorithm (Algorithm 5.1).
The calculation of the sensitivity matrix as well as the rest of the steps of the
orthogonal-based identifiability algorithm were executed automatically in MAT-
LAB. The reader can find the complete M-code in the Appendix B.3.
The results of the identifiability analysis are presented in Table 7.3. The table
shows the effect of experimental conditions (Fig. 7.4) in the identifiability of the
parameters. As it is observed only six out of twenty regression coefficient are
identifiable in all different test cases (Fig. 7.4a, Fig. 7.4b, Fig. 7.4c, Fig. 7.4d). In
particular the identifiable parameters are c1, c4, c5, c7, c17, and c19. As far as
the rest of the parameters are concerned, those are not identifiable, meaning that
they should not be taken into account during the adaptive identification process;
in such cases the non-estimable parameters were fixed to some initial known val-
ues. Here the values of the non-estimable parameters are taken from the original
friction model as it was presented in Chapter 3 (Eq. 3.44 to Eq. 3.50), [82].
One of the main advantages of conducting an identifiability analysis prior to
actual adaptive identification is related to the computational requirements of the
recursive algorithms, provided that some of the parameters will be non-identifiable
thus removed from the adaptive identification process. The above statement is
also true in the present application. The identifiability analysis showed that only
2The reader should be informed that the identifiability could also be evaluated without cal-
culating the sensitivity matrix, provided that the system has been described based on a linear
regression model structure (see [234] for an alternative approach).
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six out of twenty parameter should be considered during the identification process.
This implies that the adaptive identification process will be much less computa-
tionally demanding if we were to compare it with the identification of all twenty
parameters.
Table 7.3: Identifiability ranking of the friction regression coefficients.
Parameter
Identifiability Ranking
Test 1 Test 2 Test 3 Test 4
c1 1 1 1 1
c2 − − − −
c3 − − − −
c4 2 2 2 2
c5 3 5 5 4
c6 − − − −
c7 6 6 6 6
c8 − − − −
c9 − − − −
c10 − − − −
c11 − − − −
c12 − − − −
c13 − − − −
c14 − − − −
c15 − − − −
c16 − − − −
c17 5 4 4 5
c18 − − − −
c19 4 3 3 3
c20 − − − −
Now that a set of estimable parameters has been determined, it is possible
to proceed to the final step of the process which is the adaptive identification of
engine friction torque (τfri) (Eq. 7.9). This is based on the on-line estimation of
the estimable parameters i.e. c1, c4, c5, c7, c17, and c19, by using linear recursive
identification algorithms. More specifically in the present application the Discrete
Square Root Filtering (see Chapter 5, Algorithm 5.5) algorithm was deployed to
track the estimable parameters of the friction model.
For the execution of the DSFC algorithm the depenedent variable (y(t)), the
175
7.3. ADAPTIVE FRICTION CHARACTERISATION
vector of independent variables (φ(t)), and the vector of unknown estimable pa-
rameters (ϑ) had to be defined. These are form as follows:
y(t) = τfri(t)
φ(t) = [Nen(t), Pint(t), Pamb(t), Toil(t)]
ϑ = [c1, c4, c5, c7, c17, c19]
Additionally the initial parameter and square root covariance estimates had to
be provided. Here the initial friction parameter estimates (ϑ0) were extracted from
the original friction model (Eq. 3.44 to Eq. 3.50) [82].
ϑ0 = [1.22 ∗ 105, 294, 4.06 ∗ 104, 6.89, 1, 0.178]
As for the initial square covariance estimates (S0), those were set equal to
√
100
provided that the initial parameter estimates were relatively close to the true ex-
pected values.
S0 =
√
100 ∗ I6
Where, I6 is an identity matrix of size 6.
The results from the adaptive identification of engine friction torque are sum-
marised in Fig. 7.5. The results show that the estimated friction torque is in close
vicinity with the actual (measured) friction torque in all different test cases i.e.
Fig. 7.5a, Fig. 7.5b, Fig. 7.5c, and Fig. 7.5d. Note that during the first seconds
of the the identification process the estimated friction torque was larger than the
actual. This is originated from the fact that the initial conditions of the estimated
parameters were resulting in higher friction torque predictions (see Fig. 7.2). Nev-
ertheless after the initialisation period the estimated friction responses were lying
within ±5% of the actual friction in every occasion. Additionally the Normalised
Mean Square Error (NMSE) (Eq. 6.4) was used as a measure of estimation suc-
cess, showing that the estimated friction had meaningless difference as opposed
to the actual friction measurements.
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(a) Estimated friction torque @ 750 [RPM] (Test 1, Fig. 7.4a)
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(b) Estimated friction torque @ 1000 [RPM] (Test 2, Fig. 7.4b)
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(c) Estimated friction torque @ 1250 [RPM] (Test 3, Fig. 7.4c)
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(d) Estimated friction torque @ 1500 [RPM] (Test 4, Fig. 7.4d)
Figure 7.5: Estimated friction torque under different operating conditions.
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Table 7.4: Relative error between initial and final parameter estimates.
Parameter
Initial Final Relative
Value Value Error
[−] [−] [%]
c1 1.22 ∗ 105 1.17 ∗ 104 90.42
c4 294 93.37 68.24
c5 4.06 ∗ 104 2.31 ∗ 104 42.96
c7 6.89 6.16 10.54
c17 1 0.89 11.22
c19 0.178 0.109 38.33
The difference between the initial friction parameters (as they were extracted
from Sandoval and Heywood model [82]) and estimated (final), ones are tabulated
in Table 7.4. The parameter with the greatest difference is c1 (90.42%) while it fol-
lows the parameters c4 (68.24%), c5 (42.96%), c19 (38.33%), c17 (11.22%), and
c7 (10.54%). Note that the order of differences is similar to the identifiability order
as presented in Table 7.3. This is because the parameter with the higher identifi-
ability ranking, is at the same time the parameter with the higher sensitivity to the
response of the system. Lastly, it should be clarified that the values presented in
Table 7.4 were equally representative for all test cases, as presented in Fig. 7.5.
7.4 Synopsis
A summary of the key points of this chapter is given below.
• The application of the identifiability and adaptive identification tools, which
were presented in Chapter 5, for the problem of engine friction parameters
ranking and characterisation was presented.
• A methodology for sensitivity analysis ranking of engine design character-
istics in respect of their contribution to the overall engine friction torque is
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outlined. The results of this study reveal that the ranking order of the engine
design characteristics can change depending on the operating conditions of
the engine.
• The application of the qualitative adaptive identification framework for the
on-line characterisation of engine friction torque was shown. This involved
the identifiability analysis for selecting a set of estimable parameters for
given operating conditions, and the application of linear recursive identifica-
tion algorithms for the on-line identification of the estimable parameters of
the semi-physical engine friction torque model. Experimental results proved
the functionality of the proposed adaptive identification solution.
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Chapter 8
Identifiability & Adaptive
Identification of Cyclic Engine
Torque Physical Parameters
The chapter starts with an introduction on the applications, modelling and
identification approaches of cyclic engine torque models. Next follows the
formulation of the cyclic engine torque model of a single cylinder engine and
the description of the experiments that were conducted. Lastly details on
and results from the implementation of the identifiability and adaptive iden-
tification algorithms are discussed. The material presented in this chapter
finds applications in cold engine testing fault diagnosis.
8.1 Introduction to Cyclic Engine Torque
8.1.1 Principles & Applications
Conventional internal combustion engine crankshaft mechanisms generate cyclic
torque components due to the conversion of reciprocating power to rotating power.
The two main sources of the cyclic torque in engines are the inertia forces caused
by the mass and geometry of the reciprocating assembly, and the gas pressure
variation within the cylinder. The knowledge of the in-cylinder pressure and the
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engine position-speed-acceleration quantities allow the relatively simple calcula-
tion of the instantaneous engine torque. Similarly the measurement of the cyclic
engine torque allows the calculation of several in-cylinder quantities such as, in-
stantaneous pressure, mean effective pressure, and cylinder trapped mass, which
are very useful to know for engine control purposes. As a matter of fact, in modern
engine control strategies driver’s throttle demand is usually converted to torque
demand (feed-forward maps) for the purpose of relating more easily driver’s de-
mands into in-cylinder desired quantities. Although modern feed-forward torque
based engine control strategies supply much more tight engine controls, they are
based on cyclic average values, which indicates their lack of controlling the en-
gine responses on a crank angle basis. One of the main reasons for still having
mean value torque based engine control strategies is because the measurements
of cyclic engine torque is a rather challenging task.
The accurate measurement and estimation of the cyclic engine torque could
unlock numerous technologies that could be used to control and monitor inter-
nal combustion engines more efficiently. The above argument has been proved in
the past with relevant applications, some related publication are discussed bellow.
Larsson and Andersson [235] presented the possibility of increasing the efficiency
of spark-ignited engines relying upon instantaneous engine torque measurements
for the control of the combustion phasing based on extremum-seeking algorithms.
Another more recent publication by Thor et al. [236] discusses feedback control
approaches for combustion phasing in diesel engines based on measurements of
the instantaneous crankshaft torque. Furthermore, the cyclic combustion torque
estimation for misfire detection and calibration purposes has been illustrated by
Helm et al. [98]. From monitoring and diagnosis point of view, Karman et al.
[237–241] presented a series of papers focusing on the fault detection and di-
agnosis in cold engine testing application based on instantaneous engine torque
measurements and signal analysis techniques. Similarly, Wei et al. [242, 243]
showed the application of physics-based engine torque models and signal-based
techniques for fault detection of diesel engines in cold tests.
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8.1.2 Modelling & Identification
As it was discussed earlier, prior to the development of torque-based control and
monitoring applications, it is beneficial to be able to estimate accurately the in-
stantaneous engine torque. A number of models have been developed for this
purpose, some of the most interesting approaches are discussed below.
The event based estimation of the indicated torque for internal combustion
engines based on crank-angle resolved indicated torque model and sliding mode
observers has been published by Wang et al. [244]. Zweiri et al. [60,74,75] have
derived physics-based equations for describing the engine torque components i.e.
indicated, reciprocating and friction, in a crank-angle domain. One common prob-
lem encountered in Zweiri’s approach was related to the parametrisation and vali-
dation of the model as opposed to real experimental data. With this in mind Zweiri
et al. [245] conducted a parameter optimisation study based on non-linear least
squares and Newton-Raphson algorithm. A more recent work by Nickmehr [112],
shows the development of a physics-based lumped parameter dynamic model for
the estimation of the instantaneous engine torque. The author showed the appli-
cation of the prediction error approach for the identification of engine’s physical
parameters. Additionally Nickmehr [112] showed the assessment of the identifia-
bility of the model parameters prior the identification exercise; this is very valuable
and it is indeed the only publication that was found which shows the application
of identifiability analysis for engine’s physical parameters. Nevertheless, one of
the limitations of the suggested identifiability analysis approach is that it cannot
be used for assessing mathematically the information content of the experimental
measurements; that is because it is assesses only the structural identifiability of
the system model (see Chapter 5, Section 5.2.2 for further information).
Non-physics-based modelling approaches have also been suggested. One of
the most interesting works has been published by Helm et al. [98]. In this work
the authors showed the development of cyclic regression parametric functions
that were adaptively parametrised using linear Kalman filters. The main benefit
of this approach is that can be easily applied to different engine configurations
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without great parametrisation effort; on the other hand the lack of physical inter-
pretation makes the method not so popular for analysis and conditions monitoring
purposes.
Even though there have been numerous publications on cyclic torque mod-
elling and identification procedures, there are still some unsolved problems re-
lated specifically to the parameter identification of cyclic engine torque models.
The first problem is associated with the identifiability of physical and semi-physical
parameters that can be found generally in physics based engine torque models.
More specifically no publications were found presenting the structural as well as
practical identifiability of the engine torque model physical parameters, the only
related document that was found literature was the one published recently by
Nickmehr [112] but the author was showing only the evaluation of the structural
identifiability. The second problem is related to the identification of cyclic engine
torque model physical parameters. In particular most of the previous attempts
to identify engine physical parameters were making use of off-line estimation al-
gorithms which is something that limits the possible applications, i.e. adaptive
monitoring and control cannot be implemented efficiently using off-line identifica-
tion schemes. The only application of on-line parameter identification algorithms
that was found in literature was the one published by Helm et al. [98], however
this publication was not showing the adaptive identification of physical oriented
parameters but mathematical regression coefficients.
Having said that, the author mixes well known analysis and synthesis sys-
tem identification tools and put them together to a complete chain for adaptive
parameter estimation with a practical parameter identifiability analysis scheme
as applied to a cyclic engine torque model. The main contribution of this work
is located on the practical application identifiability and adaptive identification of
engineâA˘Z´s physical parameters. Ultimately the presented methodology could
be used in End-of-Line cold engine testing applications as a fault detection and
isolation tool based on adaptive parameter estimation approach.
184
8.2. CYCLIC ENGINE TORQUE MODEL ANALYSIS
8.2 Cyclic Engine Torque Model Analysis
The mathematical structure of the physics-based cyclic engine torque model that
will is used to illustrate the functionality of the identifiability and adaptive identifi-
cation tools is discussed in this section. The model represents the instantaneous
engine torque output of the single cylinder engine that was presented in Chap-
ter 4, Section 4.2. According to the analysis that was conducted in Chapter 3,
Section 3.2.4, the overall engine torque (τeng), (Eq. 3.37) is proportional to the in-
dicated torque (τind), (Eq. 3.38) which is generated due to the cylinder gas pres-
sure (Pcyl) that acts perpendicular to the piston minus the reciprocating torque
(τrec), (Eq. 3.41) and the friction torque (τfri), (Eq. 3.44).
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Figure 8.1: Friction mean effective pressure (fmep) map.
The only difference compared to the formulation described in Chapter 3, Sec-
tion 3.2.4, is related to the modelling of the friction mean effective pressure (fmep).
Here, for the sake of simplicity, fmep is modelled as a third order polynomial, as a
function of the engine speed and oil temperature [246], (Eq. 8.1), (Fig. 8.1),
fmep = c1 + c2Nen − c3Toil + c4Nen2 − c5ToilNen + c6Toil2 − c7Nen3
+ c8ToilNen
2 + c9Toil
2 − c10Toil3 (8.1)
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Where, Nen and Toil are the engine speed and oil sump temperature respec-
tively, while c1 to c10 are linear regression coefficients related to the mean ef-
fective pressure. It should also be mentioned that this simplified fmep function
(Eq. 8.1) was generated using the detailed semi-physical engine friction model as
presented in Chapters 3 and 7.
At last, combining Eq. 3.37 to 3.44 and 8.1, the instantaneous engine torque
(τeng) can be expressed as a non-linear system as a function of the inputs vari-
ables (engine position (θen), velocity (ωen), acceleration (αen), cylinder (Pcyl) and
crank case (Pcrn) pressures and oil temperature (Toil)), the model physical pa-
rameters (mass of the reciprocating components (Mrec), cylinder bore (b), con-
necting rod length (L), crank arm length (r), piston pin offset(δ)), and the regres-
sion coefficients of the friction mean effective pressure model (c1...10), (Eq. 8.2),
(Fig. 8.2).
τeng = h (θen, ωen, αen, Pcyl, Pcrn, Toil,Mrec, b,L, r, δ, c1...10) (8.2)
Inputs Output
Cyclic Engine Torque Model
Indicated Torque
Reciprocating Torque
Friction Torque
en
en
en
cylP
crnP
oilT
eng
 10...1,,, crTh oilenfri  
  ,,,,,, rbPPh crncylenind L
  ,,,,,,, rbMh recenenenrec L
 10...1,,,,,,,,,,, crbMTPPh recoilcrncylenenenrec  L
Figure 8.2: Schematic representation of the cyclic engine torque model.
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8.3 Experimental Procedure
8.3.1 Test Rig
As aforementioned the cyclic engine torque model represents the instantaneous
engine torque output of the single cylinder engine that was presented in Chap-
ter 4, Section 4.2. Consequently, the transient cyclic motoring engine test cell
(Fig. 4.1) was used for methodology development, implementation and testing.
The control variables of the experiment were the speed demand to the transient
dynamometer and the throttle demand to the electronic throttle controller of the
engine (similar to Section 7.3.2, Fig. 7.3). The main acquired signals that were
needed for the parameter identifiability and adaptive identification processes were
the inputs (i.e. position, velocity and acceleration, cylinder and crankcase pres-
sure and oil temperature) and the output (torque) of the cyclic engine torque model
(Eq. 8.2), (Fig. 8.2).
One of the main considerations of the present experiment was the appropri-
ate acquisition of the measurement signals. To be more specific the identifica-
tion of the cyclic engine torque model physical parameters would not be possible
without the development of a crank-angle-based (event-based) data acquisition
system (details are given in Chapter 4). Furthermore, it should be emphasised
that some practical issues associated with data filtering (forward-backward filter-
ing) and aliasing effects (due to event-based signal acquisition [156]) had to be
solved prior to the experiments, otherwise any data inconsistencies would result
inevitably in wrong parameter estimates.
8.3.2 Measurement Data
Two experiments i.e. steady-state Fig. 8.3 and transient Fig. 8.4, were conducted
for assessing the effect of different operating conditions on the identifiability of
the model parameters. Both figures show all the inputs (engine position (θen),
velocity (ωen), acceleration (αen), cylinder (Pcyl) and crankcase (Pcrn) pressures,
oil temperature (Toil)) and output (torque (τeng)) of the cyclic torque model.
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Figure 8.3: Steady-state experiment (Test ID: T1).
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Figure 8.4: Transient experiment (Test ID: T2).
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8.4 Identifiability & Adaptive Identification
This section shows the application of system identification tools for assessing the
detectability and identifying adaptively the physical and semi-physical parameters
of the cyclic engine torque model. The ultimate purpose of this section is to reveal
how could someone use the suggested algorithms in cold engine testing fault
diagnosis applications.
8.4.1 Identifiability of Cyclic Torque Model Parameters
The identifiability of the cyclic torque model physical and semi-physical parame-
ters was evaluated for the aforementioned test cases. The main outcome of this
step is the qualitative information regarding the detectability of the model param-
eters under different operating conditions. As a matter of fact this is an important
step that is often overlooked in parameter estimation of physical and semi-physical
models and as it will be revealed, it is very important to be consider prior to any
parameter estimation exercise.
The identifiability of the cyclic engine torque model parameters was assessed
by using the orthogonal-based identifiability algorithm (Chapter 5, Algorithm 5.1).
More specifically, the orthogonal-based identifiability algorithm was deployed, pro-
vided that the cyclic engine torque model (Eq. 8.2) was expressed in the general
format of non-linear parametric models:
y(t) = h(φ(t), ϑ) + (t) (8.3)
Where, h(φ(t), ϑ) is a vector function relating the independent variables φ(t) with
the dependent variables vector y(t), ϑ contains all the unknown parameters that
have to be estimated from the available data, and finally (t) is random error term.
The vectors are formed as follows:
y(t) =
[
τeng|t1 τeng|t2 . . . τeng|tn
]T
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Dependent variable vector y(t) ∈ Rn×1 (where n is the number of observations)
contains the output of the cyclic engine torque model (τeng(t)), (Eq. 8.2) acquired
at discrete time intervals, t1, t2, ..., tn ∈ R+ with time step (dt) equivalent to one
crank angle degree.
ϑ(t) =

ϑen|t1 ωen|t1 αen|t1 Pcyl|t1 Pcrn|t1 Toil|t1
ϑen|t2 ωen|t2 αen|t2 Pcyl|t2 Pcrn|t2 Toil|t2
...
...
...
...
...
...
ϑen|tn ωen|tn αen|tn Pcyl|tn Pcrn|tn Toil|tn

Independent variables matrix φ(t) ∈ Rn×v (where n is the number of observations
and v is the number of independent variables) contains the inputs of the cyclic
engine torque model.
ϑ =
[
Mrec b L r δ c1...10
]T
And, the parameters vector ϑ ∈ Rp×1 (where p is the number of parameters).
Next, according the instructions of the orthogonal-based identifiability algo-
rithm, the sensitivity matrix has to be formed.
Z =

zMrec |t1 zb|t1 zL|t1 zr|t1 zδ|t1 zc1|t1 . . . zc10|t1
zMrec |t2 zb|t2 zL|t2 zr|t2 zδ|t2 zc1|t2 . . . zc10|t2
...
...
...
...
...
... . . .
...
zMrec |tn zb|tn zL|tn zr|tn zδ|tn zc1|tn . . . zc10|tn

(8.4)
Here, zMrec , zb, zL, zr, zδ, zc1 , ..., zc10 , are the normalised partial derivatives of
the physical and semi-physical parameters w.r.t the cyclic engine torque model
output (τeng). For the calculation of the normalised partial derivatives, the initial
conditions of the unknown parameters had to be defined, these initial conditions
were extracted from the actual physical dimensions of the engine as the param-
eters represent physical and semi-physical quantities. The normalisation of the
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partial derivatives should be undertaken because the suggested approach relies
upon the calculation of the sum of squared value of each individual sensitivity
coefficient which indicates that any possible numerical issues would provide mis-
leading results. Additionally the normalisation is critical when the parameters un-
der examination have different physical units. Finally it is important to notice that
the sensitivity coefficients are evaluated at each time step i.e. t1, t2, ..., tn, this
ensures that detectability of the parameters is assessed for all different operating
conditions.
The next steps of the identifiability algorithm (Algorithm 5.1) can now be un-
dertaken provided that the sensitivity matrix has been determined. Due to the
complexity involved in the execution of all the steps of the identifiability analysis,
a program was written in MATLAB for the purpose evaluating the identifiability of
the parameters automatically. See Appendix B.4.
Table 8.1: Identifiability ranking of the cyclic engine torque physical and semi-
physical parameters.
Parameter
Identifiability Ranking
Test ID: T1 Test ID: T2
Mrec − 8
b 3 3
L 6 7
r 2 2
δ 4 4
c1 − −
c2 − −
c3 − −
c4 5 5
c5 − −
c6 − −
c7 8 10
c8 1 1
c9 7 6
c10 − 9
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The results of the parameter estimability study are tabulated in Table 8.1. The
parameter with the most effect on the system response is ranked as the first pa-
rameter whilst the parameter with the less effect on the system is ranked at the
end of the list, the parameters that are not estimable are neglected (-), i.e. are set
constant to an approximate value. Based on the results of the parameter identi-
fiability study (Table 8.1), the data of the Test ID: T1 i.e. steady speed (Fig. 8.3),
can estimate 8 parameters out of 15, while the data of Test ID: T2 i.e. speed ramp
(Fig. 8.4), allow the estimation of two more parameters, those are the engine re-
ciprocating mass (Mrec) and one of the regression coefficients (c10) of the friction
mean effective pressure (fmep) model. The main reason for estimating these ad-
ditional parameters using the observation data of Test ID: T2 is originated from the
fact that the velocity of the engine in the Test ID: T2 was not constant as Test ID:
T1 but was varying continuously. This probably works as excitation signal for the
estimation of these parameters as both parameters are exponentially proportional
to the angular velocity of the engine. Regarding the non-estimable parameters of
Test 2, they are fixed to an initial known value and they are not taken into account
in the estimation process since these parameters have not significant effect in the
response of the system.
Remark 8.1 (Unidentifiable Parameters). Practically speaking, in cases where
the unidentifiable parameters have a physical meaning e.g. mass, diameter, etc.,
and are important to be known, then the experiment should be repeated with
different input conditions (different experimental design). However if and only
if, there are no any input conditions that can enable the estimation of the non-
estimable parameters then the model must be reformulated accordingly.
At last the results of the identifiability analysis reveal that the detectability of
the physical parameters e.g. reciprocating mass, can be affected from the oper-
ating conditions of the engine. This supports the statement that before attempting
to identify the physical parameters of the engine, is needed first to assess their
identifiability in respect to the operating conditions of the engine.
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8.4.2 Parameter Identification using Non-Linear Filters
Coming to the adaptive identification of the physical and semi-physical parameters
of the cyclic engine torque model, it should be reminded the main practical goad
of the adaptive identification study. As it was mentioned earlier, the suggested
tools could be particularly useful in End-of-Line cold engine testing applications
in which the engine is tested under various operating conditions to determine
the health status of its mechanical assembly. Currently this is done with signal-
based and limit-checking techniques [237–243], which are usually deployed on
an off-line basis and provide very little information regarding the localisation of
faults. Now, as it can be understood, the ultimate tool for determining the cause
and location of any possible faults or malfunctions in the engine assembly, would
be the on-line monitoring of the actual physical characteristics of the engine. The
application of non-linear filters for the on-line monitoring of engine’s physical char-
acteristics is presented here for the first time.
However, prior to the implementation of non-linear filters, for the on-line pa-
rameter identification, it is necessary to make sure that the parameters that are
to be estimated can be actually estimated; here is were the parameter identifiabil-
ity analysis proves its importance and usefulness. Bearing in mind that the main
practical purpose of this application is to monitor in real-time the physical charac-
teristics of the engine, it is necessary to test the engine under operating conditions
that allow the estimation of most of its physical characteristics. According to the
results of the identifiability analysis in Section 8.4.1, Table 8.1, the transient test
(Fig. 8.3, Test ID: T1) enabled the estimation of more physical and semi-physical
system parameters than the steady test (Fig. 8.3, Test ID: T2). Therefore, in this
application the engine was tested under transient conditions as more parameters
could be identified compared to steady state tests. The estimable parameters
(ϑest) during transient testing conditions are shown bellow:
ϑest =
[
c8 r b δ c4 c9 L Mrec c10 c7
]T
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Note that the estimable parameters (ϑest) are listed in an ascending order in re-
spect to their identifiability ranking. Now that a set of estimable parameters has
been determined it is possible to proceed to the formulation of the adaptive pa-
rameter identification problem.
Given the non-linear-in-the-parameter structure of the cyclic engine torque
model, it is possible to rewrite the model in a general state-space non-linear for-
mat while assuming that the estimable parameters (ϑest) of the model are time
varying and develop over time randomly; this can be translated mathematically as
follows (Eq. 8.5) (note that the variables y(t) and φ(t) have identical meaning with
those described previously for Eq. 8.3).
ϑest(t) = ϑest(t− 1) + w(t) (8.5a)
y(t) = h (φ(t), ϑest(t)) + (t) (8.5b)
The above formulation implies that the adaptive identification of the physical
and semi-physical parameters of the cyclic engine torque model requires the de-
ployment of recursive algorithms suitable for non-linear-in-the-parameter systems.
Consequently for the adaptive identification of the parameters two variants of the
Kalman filter i.e. the Extended Kalman Filter, EKF (Algorithm 5.6) and the Un-
scented Kalman Filter, UKF (Algorithm 5.7) were utilised.
The theoretical preliminaries and implementation instructions of these algo-
rithms have been discussed in details in Chapter 5, Section 5.3.2. Based on
those instructions, for the implementation of the EKF the analytical calculation of
the Jacobian matrix (J(t) = ∇h(ϑˆest(t − 1))) is required. The calculation proce-
dure of the Jacobian matrix is similar to the sensitivity matrix as it was presented
in Section 8.4.1, the only differences are that the partial derivatives of the Jaco-
bian matrix should not be normalised as in the identifiability analysis, and that the
Jacobian matrix should be evaluated only for the estimable parameters (ϑest). In
contrast to the EKF, for the implementation of the UKF the Jacobian matrix does
not have to be computed which is generally the main benefit of the UKF (see
Chapter 5, Section 5.3.2).
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In either algorithm though i.e. EKF (Algorithm 5.6) and UKF (Algorithm 5.7), a
set of initial parameters (ϑest0) and covariance estimates (P0) were required. The
initial values of the physical parameters i.e. crank arm length r, cylinder bore b,
piston pin offset δ, connecting rod length L, and reciprocating mass Mrec, were
identified by direct measurements, thus these parameters represent the actual
physical quantities of the components i.e. length and mass. The rest of the pa-
rameters were the friction model regression coefficients which were approximated
using the friction mean effective pressure physical model (See Chapter 3, Section
3.2.4). The initial parameter estimates are tabulated in Table 8.2. The initial co-
variance estimates (P0) were set equal to 100×I10 (where I10 is an identity matrix
of size 10 i.e. the total number of estimable parameters), provided that the initial
parameter estimates (ϑest0) were relatively close to the true expected values.
Table 8.2: Initial parameter estimates (ϑest0).
Parameter Value Unit
Friction Coefficient, c8 1.06× 10−9 -
Crank arm length, r 25.7 mm
Cylinder bore, b 54 mm
Piston pin offset, δ 0.0 mm
Friction Coefficient, c4 1.96× 10−6 -
Friction Coefficient, c9 7.14× 10−6 -
Connecting rod length, L 88.0 mm
Reciprocating mass, Mrec 0.80 kg
Friction Coefficient, c10 3.13× 10−4 -
Friction Coefficient, c7 1.38× 10−4 -
Having described the groundwork behind the implementation of the EKF and
UKF for the recursive identification of the physical and semi-physical parameters
of the cyclic engine torque model, it is now possible to discuss some representa-
tive results obtained from this application.
One of the first things that had to be examined was the validity of the cyclic
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engine torque model as opposed to real experimental data. This was an impor-
tant step as it revealed some useful information regarding the correctness of the
physical and semi-physical parameters of the model. Consequently the validity of
the model was inspected by parametrising the cyclic engine torque model using
the initial conditions that were submitted in Table 8.2. The results are presented
in Fig. 8.5. The Normalised Mean Square Error (NMSE) (Eq. 6.4) was utilised
as measure of success. As it can be seen, even though the trend of the output
of the cyclic engine torque model is similar to the observation data, the absolute
values of the model do not agree with real response of the system. The results
suggested that the parametrisation of the model does not represent absolutely the
true instantaneous torque of the single cylinder engine. Models are not perfect.
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Figure 8.5: Cyclic engine torque model accuracy compared to the actual mea-
surement (model parametrisation using the initial conditions, Table 8.2).
Therefore, as it can be expected, the recursive identification of the cyclic en-
gine torque physical and semi-physical parameters serves two purposes, the first
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is the refinement of the model parameters so that the model would be in close
vicinity with the true response of the system, and the second and most importantly
the on-line tracking of the physical parameters which can be used for monitoring
the health status of the engine during cold engine testing applications.
The results from the recursive identification of the estimable parameters are
presented in Fig. 8.6. These results were obtained while the engine was tested
under transient operating conditions (Test ID: T2, see Fig. 8.4). To add some
details, the parameter tracking performance of the EKF and UKF over time is
visualised in Fig. 8.6. See that at the start of the identification process the pa-
rameter estimates were adjusted up until they converged to a new estimate. This
was happening due to the parameter initialisation issues that were reported ear-
lier (Fig. 8.5). Another thing that can be seen is some noise in the parameter
estimates, in particular the EKF appears to be more acute to noise compared
to UKF. This was probably occurred due to numerical issues associated with the
analytical calculation of the Jacobian matrix. What was also observed is that in
some parameters, for instance L, the new estimates were slightly different for
each algorithm i.e. EKF and UKF. To examine the level of difference between the
two identification algorithms, the mean parameter estimates are tabulated in Table
8.3. Based on these results the mean parameter estimates for both of the non-
linear recursive estimators are in close vicinity which indicates that both converge
in a realistic estimate. Furthermore, it can be observed that the actual values
of the the physical parameters i.e. crank arm length r, cylinder bore (b), piston
pin offset (δ), connecting rod length (L), and reciprocating mass (Mrec), were
not significantly affected which is actually what was initially expected since these
parameters were directly measured prior to the estimation. Nonetheless slight
changes are observed which was probably necessary in order to minimise the
mean square error between the measured and predicted engine torque.
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Figure 8.6: Visualisation of the performance of the non-linear recursive estima-
tors during the estimation of the cyclic engine torque parameters.
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Table 8.3: Mean parameter estimates (ϑˆest) and absolute relative error (|e|%)
compared to the initial values of the parameters (Table 8.2).
Parameter
Initial EKF UKF
Unit
Value ϑˆest |e|% ϑˆest |e|%
c8 1.06× 10−9 5.08× 10−8 52.07 7.32× 10−8 30.94 -
r 25.7 25.67 0.11 25.67 0.11 mm
b 54.0 54.10 0.18 54.08 0.14 mm
δ 0 4.1× 10−8 ≈ 0.0 2.6× 10−8 ≈ 0.0 mm
c4 1.96× 10−6 2.13× 10−6 8.67 2.01× 10−6 2.55 -
c9 7.14× 10−6 8.12× 10−6 13.72 7.98× 10−6 11.76 -
L 88.0 89.3 1.40 88.8 0.91 mm
Mrec 0.80 0.82 2.50 0.82 2.50 kg
c10 3.13× 10−4 2.98× 10−4 4.79 3.02× 10−4 3.51 -
c7 1.38× 10−4 1.65× 10−4 19.56 1.63× 10−4 18.11 -
The predictive capability of the cyclic engine torque model after the imple-
mentation of the EKF and UKF for the refinement and tracking of its physical and
semi-physical parameter is presented in Fig. 8.7. The results reveal that the pa-
rameter estimates of both the EKF and UKF algorithms increase significantly the
predictive capability of the model. More specifically, it is observed that the model
lied always within ±5% of the observed values. This can also be understood by
observing the NMSE of the model response when the parameters were identified
using the EKF (0.135) and UKF (0.048), the comparison of those values with the
NMSE of the model prior to the adaptive identification process (4.56) proves the
functionality of the algorithms in respect of increase the predictive capability of the
instantaneous engine torque model output. Additionally based on these results it
could be said that the UKF is more adequate compared to EKF if someone is
interested on increasing the predictive capability of the model. Nevertheless, this
statement should not be generalised since in other application the UKF could be
inferior to the EKF.
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Figure 8.7: Functionality of the EKF and UKF algorithms in respect of refining
the parameters of the cyclic engine torque model and increasing its predictive
capability (observation data identical to Test ID: T2, Fig. 8.4).
Finally, the efficacy of the proposed methodology under different engine oper-
ating conditions is discussed. More specifically up until now it has been shown
how the EKF and UKF can refine and track the estimable parameters of the cyclic
engine torque model under specific operating and testing conditions i.e. five sec-
onds transient test (speed ramp up) Test ID: T2, Fig. 8.4. Now for the propose
of ensuring that the non-linear filters can identify and track effectively the physical
and semi-physical parameters of the cyclic torque model under different operat-
ing conditions, a final experiment was conducted. The experimental results are
presented in Fig. 8.8. This test lasted approximately two minutes while the engine
speed was ramped up and down for four consecutive times.
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Figure 8.8: Transient experiment for methodology validation (Test ID: T3).
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Figure 8.9: Functionality of the EKF and UKF algorithms in respect of refining
the parameters of the cyclic engine torque model and increasing its predictive
capability (observation data identical to Test ID: T3, Fig. 8.8).
The results in Fig. 8.9 verify that the non-linear adaptive identification algo-
rithms estimate the true parameters of the model, provided that the responses
of the cyclic engine torque model maintains roughly the same level of accuracy
(EKF-NMSE = 0.211 and UKF-NMSE = 0.108) under different engine operating
conditions. Overall, it is can be said that both algorithms provide successful re-
sults despite the complexity involved in the actual system, however it should be ac-
knowledge the fact that the parameter estimates of the UKF provide better model
accuracy compared to EKF estimates which proves its superior performance in
this very specific application.
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8.5 Synopsis
A summary of the key points of this chapter is given below.
• A methodology for non-linear recursive identification with identifiability anal-
ysis for physical and semi-physical parameters that can be found generally
in cyclic engine torque models was reported.
• The identifiability analysis proved that not all the parameters of a physical
engine model can be estimated directly for any given experimental condi-
tions.
• The qualitative information gained from the identifiability analysis was then
used for estimating the estimable parameters by using two well-known non-
linear adaptive identification algorithms known as Extended and Unscented
Kalman Filters.
• The findings of this work contribute on understanding the real-world chal-
lenges associated with the effective implementation of system identifica-
tion techniques suitable for on-line non-linear estimation of parameters with
physical interpretation.
• The proposed methodology could be used for assessing in real-time the me-
chanical integrity of engines in End-of-Line cold engine testing applications.
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Chapter 9
Conclusions & Future Work
This chapter outlines the main conclusions of the thesis and recommends
future research directions.
9.1 Conclusions
The work described in this thesis was focused on investigating the potential use of
system identification algorithms for detectability assessment and real-time track-
ing of physical and semi-physical parameters that can be found generally in white-
box and grey-box powertrain models. This research was conducted considering
the fact that future powertrain control and monitoring strategies will rely increas-
ingly on physically oriented system models for the ultimate purpose of improving
the efficiency of modern cars, while maintaining complexity and development cost
into viable levels. The key message of this thesis is that:
Powertrain systems can become more intelligent and safe by employ-
ing suitable adaptive identification algorithms for assessing and mon-
itoring their condition in real-time.
Prior to the implementation of such algorithms certain steps have to be taken.
The most crucial is the development of control-oriented models that represent
the physics underlying the operation a given powertrain system. In this thesis
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this step was emulated with the development of a multi-domain physics-based
dynamic model of a complete single cylinder transient engine testing facility. The
theoretical analysis of this model was presented in Chapter 3 whilst the technical
features of the actual engine testing facility were discussed in Chapter 4. The
main lesson to be learned from this process is that a model can be as good
as the information that can extracted from the real system. In other words the
development of a high fidelity physically oriented engine powertrain model would
have no meaning if the same level of accuracy could not be obtained from the
control and monitoring system of the actual powertrain system. In this thesis,
the aforementioned challenge was anticipated with the development of a unique
high-speed global test cell controller (Chapter 4) that enabled the measurement
of all the quantities of interest with the same resolution as the one obtained by the
model. Consequently, it must be highlighted that high fidelity powertrain models
should only be develop if high fidelity control and instrumentation systems can
exist.
System identification tools for detectability assessment and real-time monitor-
ing of physical and semi-physical model parameters were presented in Chapter 5.
The concept of parameter identifiability was discussed and an algorithm for as-
sessing the qualitative identifiability of physical and semi-physical model parame-
ters was proposed. Concurrently adaptive identification algorithms for linear and
non-linear systems were derived. The combination of the qualitative identifiabil-
ity theory and adaptive identification algorithms lead us in the establishment of a
general framework, named “Qualitative Adaptive Identification". Such framework
could be used in adaptive identification applications were the detectability of phys-
ical and semi-physical model parameters is uncertain due problems associated
with model complexity and realistic experimental conditions e.g. unplanned pro-
cess records, high signal-to-noise ratio etc. The efficacy of the proposed system
identification algorithms was demonstrated successfully with three novel practical
applications. From the practical applications of the qualitative adaptive identifica-
tion framework it can be said that it would be rather naive to assume that param-
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eters with physical and semi-physical interpretation are always identifiable. Iden-
tifiability analysis must be undertaken prior to the implementation of any adaptive
identification algorithm to ensure that the parameters to be estimated can be ac-
tually estimated.
Turning to the practical applications of the proposed system identification tools,
the use of recursive identification algorithms for the on-line health monitoring of
engine dynamometer shafts was presented in Chapter 6. The results from three
different recursive identification algorithms were compared, leading to the con-
clusion that no practical differences were observed as far as the tracking perfor-
mance is concerned. Additionally the tracking performance of the algorithms was
examined for three different coupling shaft configurations, the results proved the
efficacy of all three recursive identification algorithms. On the other hand it was
found that the accuracy of the parameter estimates was significantly affected by
noisy measurements. Simulation results revealed that the proposed on-line con-
ditions monitoring methodology can be used for detecting and isolating faults and
malfunctions.
The second application of the proposed identification tools was presented in
Chapter 7 and was related to engine friction parameters ranking and estimation.
The ranking order of engine design characteristics in respect to their contribution
to the overall engine friction was evaluated based on analytical sensitivity analy-
sis. Results from this study showed that the ranking order of the engine design
characteristics can vary depending on the operating conditions of the engine. An-
alytical sensitivity analysis seams to be very convenient analysis tools as it can
be employed without the need of experimental data, provided that a physical or
a semi-physical model of the process exists. Additionally the qualitative adaptive
identification framework was employed in order to estimate the engine friction in
real-time. Experimental results revealed that the engine friction torque can be
estimated under various steady-state and slow transient operating conditions ver-
ifying the effectiveness of the suggested approach.
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A practical application of non-linear recursive parameter estimation algorithms
with parameter identifiability analysis for physical and semi-physical engine model
parameters was reported in Chapter 8. The qualitative identifiability analysis
proved that not all the parameters of a physical engine model can be estimated
directly for any given observation data. Thus, the use of the proposed identifia-
bility analysis algorithm for assessing the compatibility of the model structure and
the information content of the observation data prior to the actual estimation of the
parameters is highly recommended. Furthermore, the formulation of two variants
of the Kalman Filter, the EKF and UKF for the adaptive estimation of the cyclic
engine torque model parameters was presented for the first time. It is observed
that both algorithms provide successful results despite the complexity involved in
the actual system. The proposed methodology could be used as a conditions
monitoring tool in End-of-Line cold engine testing application.
Ultimately, the findings of this research suggest that powertrain component-
based diagnosis and control strategies could be established by combining physics-
based control-oriented models with adaptive identification algorithms.
9.2 Future Work
Based on the outcome of this work some recommendations for future research
efforts are enlisted bellow:
• Self Calibrated Models, the development of an object-oriented library with
self calibrated engine models would solve existing problems associated with
the validity of physical and semi-physical control oriented engine models.
Self calibrated models could be developed by the incorporation of adaptive
identification algorithms within the original structure of the model leading to
adaptable or as said self calibrated models.
• Recursive Identifiability, one limitation of existing parameter identifiability
approaches is that they cannot be used for assessing the identifiability of
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the parameters in an on-line basis. Consequently the development of on-
line parameter identifiability algorithm would be a significant contribution in
the area of adaptive identification and control.
• Quantitative Adaptive Identification, the concept of qualitative adaptive iden-
tification was discussed for the first time in this thesis. A natural extension of
this idea would be the establishment of the so called “Quantitative Adaptive
Identification" framework. The main difference would be related to the iden-
tifiability tools that are used to determined the detectability of the param-
eters. More specifically, the major advantage of the quantitative adaptive
identification framework is that it could provide not only information regard-
ing the detectability of the model parameters but also information related to
the confidence interval of the estimable parameters.
• Adaptive Learning Control, the combination of the adaptive learning algo-
rithms (i.e. recursive identification and iterative learning control) with op-
timal control theory could lead to the establishment of self calibrated opti-
mal learning controllers. A conceptual diagram from the implementation of
the adaptive learning control strategy in engine applications is presented in
Fig. 9.1. Such control strategies would unlock the full potential of automotive
powertrains and open the road to new technologies such as human-specific
adaptive learning vehicles.
ENGINE
LEARNING
MODULE
CONTROL
MODULE
ADAPTIVE
LEARNING
CONTROL
Inputs Respones
Identified Characteristics
Control
Demands
Figure 9.1: Conceptual diagram of the adaptive learning control strategy.
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Appendix A
Publications
The novelty and originality of this work is supported with one journal
and four conference peer reviewed publications. In this part of the
thesis, the titles, abstracts and corresponding citation are submitted.
Parts of the publications were incorporated within the thesis. In par-
ticular, material from Paper 1 (Appendix A.1) was included in Chapter
8, Paper 2 (Appendix A.2) discusses the work that was presented in
Chapter 6, whilst Papers 3 (Appendix A.3), 4 (Appendix A.4) and 5
(Appendix A.5) came out of Chapter 3.
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A.1 Paper 1
Nonlinear Recursive Estimation with Estimability
Analysis for Physical and Semi-Physical Engine
Model Parameters
Abstract
A methodology for nonlinear recursive parameter estimation with parameter es-
timability analysis for physical and semi-physical engine models is presented. Or-
thogonal estimability analysis based on parameter sensitivity is employed with
the purpose of evaluating a rank of estimable parameters given multiple sets of
observation data that were acquired from a transient engine testing facility. The
qualitative information gained from the estimability analysis is then used for es-
timating the estimable parameters by using two well-known nonlinear adaptive
estimation algorithms known as Extended and Unscented Kalman Filters. The
findings of this work contribute on understanding the real-world challenges which
are involved in the effective implementation of system identification techniques
suitable for online nonlinear estimation of parameters with physical interpretation.
Citation
I. Souflas, A. Pezouvanis, K. M. Ebrahimi, “Nonlinear Recursive Estimation with
Estimability Analysis for Physical and Semi-Physical Engine Model Parameters",
ASME Journal of Dynanic Systems, Measurement, and Control. Paper No: DS-
15-1062. 2015.
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A.2 Paper 2
Coupling Shaft Condition Monitoring System Using
Recursive Identification Algorithms
Abstract
An online condition monitoring system for coupling shafts that can be found gen-
erally in testing facilities of rotating systems is proposed. For the application of
the present framework the measurement of physical quantities such as shaft an-
gular position, velocity and torque is required. Based on the measurements cou-
pling shaftâA˘Z´s physical parameters are identified using three different recursive
identification algorithms known as Recursive Least Squares with forgetting fac-
tor, Linear Kalman Filter and Discrete Square Root Filtering in covariance form.
The information gained form the recursive identification of the parameters is then
further used for detection of possible system faults and malfunctions. The func-
tionality of the monitoring system is demonstrated with a particular application
on the fault detection of an engine dynamometer coupling shaft. Both simulated
results based on an overall system model and experimental results using an ad-
vanced transient engine testing facility are presented showing the capabilities of
the proposed online condition monitoring system as well as the performance of
the various recursive identification algorithms which were applied.
Citation
I. Souflas, A. Pezouvanis, K. M. Ebrahimi, “Coupling Shaft Condition Monitor-
ing System Using Recursive Identification Algorithms", 24th International Confer-
ence on System Engineering. Coventry University, Coventry, UK, 8-10 Septem-
ber, 2015.
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A.3 Paper 3
Dynamic Modelling of a Transient Engine Test Cell
for Cold Engine Testing Applications
Abstract
The increasing complexity in the development and manufacturing process of inter-
nal combustion engines leads to a higher demand for more effective testing and
monitoring methods. Cold engine testing becomes progressively the main End-
of-Line test which is used nowadays from automotive engine manufacturers with
the purpose of determining the integrity of engine assembly. The present work
is focused on the development of a detailed physics-based, lumped-parameter,
dynamic model of a single cylinder internal combustion engine coupled with an al-
ternating current transient dynamometer for cold engine testing applications. The
overall transient engine test cell model is described based on a two-inertia sys-
tem model consisting of the engine, the dynamometer and the coupling shaft. The
internal combustion engine is modelled based on First Law of Thermodynamics
and Second NewtonâA˘Z´s Law for rotational bodies. The transient dynamometer
is actually an alternating current three-phase induction motor which is modelled
according to direct-quadrature axis approach, and its drive unit which is respon-
sible for controlling the speed of the motor using indirect field orientation scheme.
The engine and dynamometer are connected through a coupling shaft which is
modelled as a compliant member with damping. The model is validated against
experimental measurements such as engine cylinder pressure, engine excitation
torque and alternating currents of the induction motor. All of the experimental
measurements were recorded from an identical single cylinder transient engine
test cell using a highly advanced instrumentation system. The described model
serves as an ideal platform for developing innovative model-based fault detec-
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tion and diagnosis techniques for cold engine testing applications. In conclusion,
this is presented successfully for two simulated fault cases, a process fault and a
sensor fault, proving the functionality and usefulness of the model.
Citation
I. Souflas, A. Pezouvanis, B. Mason, K. M. Ebrahimi, “Dynamic Modelling of a
Transient Engine Test Cell for Cold Engine Testing Applications", ASME 2014 In-
ternational Mechanical Engineering Congress & Exposition. Paper No: IMECE2014-
36286, Montreal, Canada, 14-20 November 2014.
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A.4 Paper 4
Model-Based Hybrid Electric Vehicle
Fuel Consumption, CO2 Emissions
and Battery SOC Estimation
Abstract
This paper discusses a simple, fast and reliable model-based estimation approach
of the fuel consumption, CO2 emissions and battery SOC quantities on the basis
of a classical forward facing hybrid electric vehicle model. The model was devel-
oped with the minimum number of physical and experimental parameters while its
structure and formulation was kept as simple as possible and as complex as nec-
essary. Model global inputs are the desired vehicle speed, road gradient, initial
battery SOC and initial fuel level in the tank while the main global outputs are the
fuel consumptions, CO2 emission and battery SOC. The validity of the model was
confirmed using experimental results obtained from a hybrid electric bus which
was driven into three different arbitrary routes. Additionally, the limitations of this
simplified approach are highlighted so that the reader will be informed not only
about the advantages but also the disadvantages of the proposed method. The
model can be used for understanding how the processes and the model param-
eters affect the overall vehicle performance and more particularly the fuel con-
sumption, CO2 emission and battery SOC.
Citation
I. Souflas, A. Pezouvanis, B. Mason, K. M. Ebrahimi, “Model-Based Hybrid Elec-
tric Vehicle Fuel Consumption, CO2 Emissions and Battery SOC Estimation", 2nd
Biennial Conference on Powertrain Mapping and Calibration. University of Brad-
ford, Bradford, UK, 10-11 September 2014.
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A.5 Paper 5
CO2 Emissions Management
through Ignition Timing Control:
Theoretical and Experimental Analysis
Abstract
Carbon dioxide is an unavoidable combustion product which is proportional to the
amount of fuel burned from the engine, however, experiments found in literature
have shown that the combustion quality can affect the level of CO2 emissions
emitted from an internal combustion engine. The current document presents a
theoretical and experimental investigation on the effect of Ignition Timing (IT) on
the CO2 emissions of a homogeneous charge Gasoline Direct Injection (GDI) en-
gine. A thermodynamic-based two-zone engine combustion model is formulated
and is used for the model-based prediction of the CO2 emissions. Simulation
and experimental results are compared with the purpose of identifying the pattern
which CO2 behaves when IT is changing. The results show that while maintain-
ing all engine actuators fixed (particularly fuelling parameters) and varying only IT,
the level of CO2 emissions is affected. More specifically, it is observed that CO2
emissions are increased when IT is retarded up to TDC.
Citation
I. Souflas, A. Pezouvanis, B. Mason, K. M. Ebrahimi, “CO2 Emissions Manage-
ment through Ignition Timing Control: Theoretical and Experimental Analysis",
Controls, Measurements & Calibration Congress. FEM-UNICAMP, São Paulo,
Brazil, 13-14 March 2014.
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Appendix B
MATLAB Codes & Simulink Block
Diagrams
Some key MATLAB codes and Simulink block diagrams are presented
here to support the discussions in the main part of the thesis.
More specifically in Appendix B.1 are provide the script for the model
parameters and initial conditions, a function for the calculation of the
thermodynamic properties of air, and figures with the major Simulink
block diagram of the test cell dynamic model presented in Chapter 3.
In Appendix B.2 is submitted the M-code for the evaluation of the rank
of the friction parameters as discussed in Chapter 7. The M-code for
the friction identifiability analysis that was presented in Chapter 7 can
be found in Appendix B.3. And, the programme for evaluating the iden-
tifiability of the cyclic engine torque model parameters as described in
Chapter 8 is provided in Appendix B.4.
The author is currently a MathWorks Certified MATLAB Associate.
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B.1 Powertrain Dynamic Model MATLAB & Simulink
M-code: Model Parameters and Initial Conditions
% Model Parameters & Initial Conditions
% Created by I. Souflas - CERTIFIED MATLAB ASSOCIATE
% PhD Thesis - DECEMBER 2014
clear all;clc;
%% Solver parameters
% Crank angle step [deg;rad]
da=0.5;df=da*pi/180;
% Fixed solver parameters
N=1500; % Engine speed [RPM]
omega=(N*pi)/30;dt=df/omega; % Time step [s]
% Variable solver parameters
N_min=500;omega_min=(N_min*pi)/30;dt_max=df/omega_min; % Max time step [s]
N_max=10000;omega_max=(N_max*pi)/30;dt_min=df/omega_max;% Min time step [s]
%% Coupling shaft parameters
% Default damper
B=0.95; % Damping coefficient [Nms/rad]
K=1252; % Stiffness coefficient [Nm/rad]
%% Dynamometer parameters
Rs=0.14; % Stator resistance [Ohm]
Rr=0.15; % Rotor resistance [Ohm]
Xls=0.31; % Stator reactance [Ohm]
Xlr=0.49; % Rotor reactance [Ohm]
Xm=13.1; % Matual reactance [Ohm]
p=4; % Motor poles [-]
Jdy=0.13; % Dynamometer inertia [kgm2]
% Calculation of Initial Conditions
%--------------------------------------------------------------------------
% Steady State Operating Condition
f=50; VLLrms= 400; s=0.023;% phase-a voltage is at its positive peak at t=0
Wsyn=2*pi*f; % synchronous speed in electrical rad/s
Wm=(1-s)*Wsyn; % rotor speed in electrical rad/s
% Phasor Calculations
Va = VLLrms * sqrt(2)/ sqrt(3); % Va phasor
% Space Vectors at time t=0 with stator a-axis as the reference
Vs_0 = (3/2) * Va; % Vs(0) space vector
Theta_Vs_0 = angle(Vs_0); % angle of Vs(0) space vector
% We will assume that at t=0, d-axis is aligned to the stator a-axis.
% Therefore, Theta_da_0=0
Theta_da_0 = 0;
Vsd_0 = sqrt(2/3) * abs(Vs_0) * cos(Theta_Vs_0 - Theta_da_0);
Vsq_0 = sqrt(2/3) * abs(Vs_0) * sin(Theta_Vs_0 - Theta_da_0);
% Calculation of machine inductances
Ls = (Xls + Xm) / (2*pi*f);
Lm = Xm / (2*pi*f);
Lr = (Xlr + Xm) / (2*pi*f);
tau_r=Lr/Rr;
% Calculations of dq-winding currents
A = [Rs -Wsyn*Ls 0 -Wsyn*Lm ;...
Wsyn*Ls Rs Wsyn*Lm 0 ;...
0 -s*Wsyn*Lm Rr -s*Wsyn*Lr;...
s*Wsyn*Lm 0 s*Wsyn*Lr Rr];
Ainv = inv(A);
V_dq_0=[Vsd_0; Vsq_0; 0; 0];
I_dq_0=Ainv*V_dq_0; %#ok
Isd_0=I_dq_0(1);
Isq_0=I_dq_0(2);
Ird_0=I_dq_0(3);
Irq_0=I_dq_0(4);
% Inductance matrix M
M = [Ls 0 Lm 0 ;...
0 Ls 0 Lm;...
Lm 0 Lr 0 ;...
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0 Lm 0 Lr];
% dq winding Flux Linkages with the d-axis aligned with the stator a-axis
fl_dq_0 = M * [Isd_0; Isq_0; Ird_0; Irq_0];
fl_sd_0 = fl_dq_0(1);
fl_sq_0 = fl_dq_0(2);
fl_rd_0 = fl_dq_0(3);
fl_rq_0 = fl_dq_0(4);
[thetar, fl_r_dq_0]=cart2pol(fl_rd_0, fl_rq_0);
[thetas, fl_s_dq_0]=cart2pol(fl_sd_0, fl_sq_0);
[theta_Is_dq, Is_dq_0]=cart2pol(Isd_0, Isq_0);
[theta_Vs_dq, Vs_dq_0]=cart2pol(Vsd_0, Vsq_0);
% d-axis is now aligned with the rotor flux which
% results in the following new values:
fl_rd_0=fl_r_dq_0;
[fl_sd_0, fl_sq_0]=pol2cart(thetas-thetar, fl_s_dq_0);
[Isd_0, Isq_0]=pol2cart(theta_Is_dq-thetar, Is_dq_0);
[Vsd_0, Vsq_0]=pol2cart(theta_Vs_dq-thetar, Vs_dq_0);
% Controllers Settings
%--------------------------------------------------------------------------
% PI in flux loop
kpf=500;
kif=1000;
% PI in speed loop
ki=24.1;
kp=1.66;
% PI in current loop
kii=108.2;
kpi=0.47;
%% Engine parameters
% Intake Manifold Geometry - Characteristics
%--------------------------------------------------------------------------
Dth=0.025; % throttle diameter [m]
Cd_th=0.65; % throttle discharge coefficient [m]
Vima=0.00045; % intake manifold volume [m3]
% Engine Geometry - Characteristics
%--------------------------------------------------------------------------
% Cylinder - Crankshaft mechanishm
b=0.055; % cylinder bore [m]
S=0.0515; % cylinder stroke [m]
L=0.088; % connecting rod length [m]
a=0.0257; % crankshaft arm [m]
Mrec=0.80; % reciprocating mass [kg]
r=9.5; % compression ratio [-]
d = 0; % Piston pin offset [m]
% Valvetrain
%--------------------------------------------------------------------------
% Timing
IVO=320; % inlet valve closing [deg]
IVC=616; % inlet valve closing [deg]
EVO=102; % exhaust valve opening [deg]
EVC=399; % exhaust valve closing [deg]
% Inlet Valve
IV_lift = load(’valveIn.mat’);
IV_D=27.3; % inlet valve diameter [mm]
IV_Di=25.3; % inlet valve inner diameter [mm]
IV_SA=45; % inlet valve seat angle [deg]
Cd_iv=0.65; % inlet valve discharge coefficient [-]
% Exhaust Valve
EV_lift = load(’valveIn.mat’);
EV_D=23.3; % exhaust valve diameter [mm]
EV_Di=20.3; % exhaust valve inner diameter [mm]
EV_SA=45; % exhaust valve seat angle [deg]
Cd_ev=0.65; % exhaust valve discharge coefficient [-]
%--------------------------------------------------------------------------
% Initial Conditions - Characteristics
%--------------------------------------------------------------------------
% Atmospheric Conditons
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Patm=100100; % pressure [pa]
Tatm=293; % temperature [K]
% Intake Maniflod Conditions
Pima=Patm; % pressure [pa]
Tima=Tatm; % temperature [K]
Rima=288; % universal gas constant (air)[J/kgK]
mima=((Pima*Vima)/(Rima*Tima)); % mass[kg]
% Cylinder Initial Conditions (TDC)
Pcyl=Patm*2; % pressure [pa]
Tcyl=Tatm*2; % temperature [K]
R=288; % universal gas constant (air)[J/kgK]
mcyl=((Pcyl*(((pi/4)*(b^2)*S)+(pi/4)*(b^2)*(S/(r-1))))/...
(R*Tcyl)); % mass[kg]
% Exhaust Manifold Conditons
Pema=Patm; % pressure [pa]
Tema=Tatm; % temperature [K]
% Cylinder Wall Temperature
Tw=293; % temperature [K]
% Oil Temperature
T_oil = 90; % temperature [C]
Tref = 90; % temperature [C]
M-code: Thermodynamic Properties of Air
function [k, R, cp, cv, x]= Thermochemistry(T)
% Thermodynamic properties of pure air
% Created by I. Souflas - CERTIFIED MATLAB ASSOCIATE
% PhD Thesis - DECEMBER 2012
% References:
% -------------------------------------------------------------------------
% [1] S. Gordon and B. McBride, "Computer Program for Calculation of
% Complex Chemical Equilibrium Compositions, Rocket Performance,
% Incident and Refected Shocks, and Chapman-Jouguet Detonations",
% NASA, Tech.Rep., 1976.
%% Thermodynamic properties
% Air data
% ********
%--------------------------------------------------------------------------
% 1. 300>=T<=1000K
Alo=[0.36255985E+01 -0.18782184E-02 0.70554544E-05 -0.67635137E-08 ...
0.21555993E-11 -0.10475226E+04 0.43052778E+01; % O2
0.36748261E+01 -0.12081500E-02 0.23240102E-05 -0.63217559E-09 ...
-0.22577253E-12 -0.10611588E+04 0.23580424E+01]; % N2
% 2. 1000<T<5000K
Ahi=[ 0.36219535E+01 0.73618264E-03 -0.19652228E-06 0.36201558E-10 ...
-0.28945627E-14 -0.12019825E+04 0.36150960E+01; % O2
0.28963194E+01 0.15154866E-02 -0.57235277E-06 0.99807393E-10 ...
-0.65223555E-14 -0.90586184E+03 0.61615148E+01]; % N2
%--------------------------------------------------------------------------
% INTAKE MANIFOLD THERMODYNAMIC PROPERTIES - COMPOSITION
% Chemistry-Mixture Composition (Air)
% ***********************************
%--------------------------------------------------------------------------
% mole
n_o2=1; % kmoles of oxygen
n_n2=79/21; % kmoles of nitrogen
% Molar mass Kg/Kmol
M=[31.999; 28.013]; % [O2; N2]
% mass
m_o2=n_o2*M(1); % kgrams of oxygen
m_n2=n_n2*M(2); % kgrams of nitrogen
x_o2=m_o2/(m_o2+m_n2); % mass fraction of oxygen for 1 kmol of oxygen
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x_n2=m_n2/(m_o2+m_n2); % mass fraction of nitrogen for 1 kmol of oxygen
x=[x_o2;x_n2]; % mixture composition (mass fraction)
%--------------------------------------------------------------------------
% Thermodynamic properties
% ************************
%--------------------------------------------------------------------------
% determine proper array between Alo & Ahi
Aair=zeros(1);if T<=1000;Aair=Alo;elseif T>1000;Aair=Ahi;end;
% Gas constant
Ru=8314.34; % Universal gas constant J/kmolK
Ri=Ru./M; % Gas constant of each individual
% component [O2; N2] J/kmolK
% Calculation of cp, cv of each individual chemical component
% Specific heats
Tcp=zeros(1); %#ok
Tcp=[1 T T^2 T^3 T^4 0 0];% Temperature array
% at constant pressure cp J/kgK
cp_o2_m=sum(Tcp.*Aair(1,:)*Ri(1)); % O2
cp_n2_m=sum(Tcp.*Aair(2,:)*Ri(2)); % N2
% at constant volume cv J/kgK
cv_o2_m=cp_o2_m-Ri(1); % O2
cv_n2_m=cp_n2_m-Ri(2); % N2
% Calculation of cp, cv for air
% Specific heats
cp=(cp_o2_m*x_o2)+(cp_n2_m*x_n2); % @ constant pressure J/kgK
cv=(cv_o2_m*x_o2)+(cv_n2_m*x_n2); % @ constant volume J/kgK
k=cp/cv; % @ ratio -
R=cp-cv; % gas constant J/kgK
end
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B.2 Friction Parameters Ranking MATLAB Code
M-code: Engine Friction Parameters Ranking
% Engine Friction Parameters Ranking
% Created by I. Souflas - CERTIFIED MATLAB ASSOCIATE
% PhD Thesis - DECEMBER 2014
% References:
% D. Sandoval, J.B. Heywood, ’An Improved Friction Model for
% Spark-Ignition Engines’, SAE Paper: 2003-01-0725
clear all;clc;
syms Tfri fmep N Toil Pi B S rc Di De Lv Db Lb r
%% Friction Model
% Physical Parameters
Tref=90; % Reference oil temperature (Celsious)
OilGrade=’0W40’; % Oil type
Valvetrain=’SOHC_III’; % Valvetrain type
Ft_Fto=1; % Piston ring tension factor
Cr=1; % Piston surface roughness
Pa=101; % Atmospheric pressure (kPa)
nc=1; % Number of cylinders
nv=2; % Number of valves
nb=2; % Number of bearings
% Constants
% Liner roughness factor
K=2.38*10^-2;
% APPENDIX A
switch OilGrade
case ’0W40’; k=0.01341;theta1=1986.4;theta2=189.7;u_uo=0.67;
case ’5W20’; k=0.04576;theta1=1224;theta2=134.1;u_uo=0.94;
case ’5W40’; k=0.15;theta1=1018.74;theta2=125.91;u_uo=0.8;
case ’10W30’; k=0.1403;theta1=869.72;theta2=104.4;u_uo=0.76;
case ’10W50A’; k=0.0352;theta1=1658.88;theta2=163.54;u_uo=0.49;
case ’10W50B’; k=0.0507;theta1=1362.4;theta2=129.8;u_uo=0.52;
case ’15W40A’; k=0.1223;theta1=933.46;theta2=103.89;u_uo=0.9;
case ’15W40B’; k=0.03435;theta1=1424.3;theta2=137.2;u_uo=0.79;
case ’20W50’; k=0.0639;theta1=1255.46;theta2=117.7;u_uo=0.84;
case ’SAE10’; k=0.0258;theta1=1345.42;theta2=144.58;u_uo=1;
case ’SAE30’; k=0.0246;theta1=1432.29;theta2=132.94;u_uo=1;
case ’SAE50’; k=0.0384;theta1=1349.94;theta2=115.16;u_uo=1;
end
% Table 3
switch Valvetrain
case ’SOHC_I’; Cff=600;Crf=0.0227;Coh=0.2;Com=42.8;
case ’SOHC_II’; Cff=400;Crf=0.0151;Coh=0.5;Com=21.4;
case ’SOHC_III’; Cff=200;Crf=0.0076;Coh=0.5;Com=10.7;
case ’DOHC_I’; Cff=600;Crf=0.0227;Coh=0.2;Com=25.8;
case ’DOHC_II’; Cff=133;Crf=0.0050;Coh=0.5;Com=10.7;
case ’OHV’; Cff=400;Crf=0.0151;Coh=0.5;Com=32.1;
end
% Initial calculations
Sp=2*(S*10^-3)*(N/60); % mean piston speed (m/s)
ri=Di/B; % intake valve diameter/bore
re=De/B; % exhaust valve diameter/bore
% Lubricant viscosity
uo=k*exp(theta1/(theta2+Tref)); % Eq. (3)
u=k*exp(theta1/(theta2+Toil))*u_uo; % Eq. (4)
uscl=sqrt(u/uo); % Eq. (1)
% Crankshaft friction
cfmep=(1.22*(10^5))*(Db/((B^2)*S*nc))+(3.03*(10^-4))*uscl*...
((N*(Db^3)*Lb*nb)/((B^2)*S*nc))+(1.35*(10^-10))*(((Db^2)...
*(N^2)*nb)/nc); % Eq. (6)
% Reciprocating friction
rfmep=2.94*(10^2)*uscl*(Sp/B)+4.06*(10^4)*(Ft_Fto*Cr)*(1+...
(500/N))*(1/(B^2))+3.03*(10^-4)*u_uo*((N*(Db^3)*Lb*nb)/...
((B^2)*S*nc)); % Eq. (9)
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rfmep_gas=6.89*(Pi/Pa)*(0.088*uscl*rc+0.182*Ft_Fto*(rc^...
(1.33-(2*K*Sp)))); % Eq. (10)
rfmep=rfmep+rfmep_gas;
% Valvetrain friction
vfmep=244*u_uo*((N*nb)/((B^2)*S*nc))+Cff*(1+(500/N))*(nv/(S*nc))...
+Crf*((N*nv)/(S*nc))+Coh*u_uo*(((Lv^1.5)*(N^0.5)*nv)/(B*S*nc))...
+Com*(1+(500/N))*((Lv*nv)/(S*nc)); % Eq. (12)
% Auxiliary Losses
afmep=(8.32+1.86*(10^-3)*N+7.45*(10^-7)*(N^2)); % Eq. (14)
% Pumping Losses
pmep_i=(Pa-Pi)+4.12*(10^-3)*((Pi/Pa)^2)*((Sp^2)/((nv^2)*...
(ri^4))); % Eq. (15)
pmep_e=0.178*(((Pi/Pa)*Sp)^2)+4.12*(10^-3)*((Pi/Pa)^2)*...
((Sp^2)/((nv^2)*(re^4))); % Eq. (16)
pmep=pmep_i+pmep_e;
% Total friction mean effective pressure
fmep=cfmep+rfmep+vfmep+afmep+pmep;
% Engine friction
Tfri = ((fmep*1e+3)/(2*pi))*((pi*((B/1000)^2))/4)*(r/1000);
%% Sensitivity Analysis
dB = diff(Tfri,B); dB = matlabFunction(dB); % 1
dS = diff(Tfri,S); dS = matlabFunction(dS); % 2
drc = diff(Tfri,rc); drc = matlabFunction(drc); % 3
dDi = diff(Tfri,Di); dDi = matlabFunction(dDi); % 4
dDe = diff(Tfri,De); dDe = matlabFunction(dDe); % 5
dLv = diff(Tfri,Lv); dLv = matlabFunction(dLv); % 6
dDb = diff(Tfri,Db); dDb = matlabFunction(dDb); % 7
dLb = diff(Tfri,Lb); dLb = matlabFunction(dLb); % 8
dr = diff(Tfri,r); dr = matlabFunction(dr); % 9
Tfri = matlabFunction(Tfri);
% Inputs
N=1000; % Speed (RPM)
Pi=100; % Intake manifold pressure (kPa)
Toil=90; % Actual oil temperature
% Parameters
Db=52; % Bearing diameter (mm)
B=54; % Bore (mm)
S=51.5; % Stoke (mm)
r = 25.7; % Crank arm length (mm)
Lb=13; % Bearing length (mm)
rc=12; % Compression ratio
Lv=9; % Maximum valve lift (mm)
Di=27; % Intake valve diameter (mm)
De=23; % Exhaust valve diameter (mm)
% Step 1: Scaling and calculation of sensitivity coefficients
Z(1,:) = dB(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc)*...
(B/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(2,:) = dS(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc)*...
(S/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(3,:) = drc(B,N,Pi,S,Toil,r,rc)*...
(rc/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(4,:) = dDi(B,Di,N,Pi,S,r)*...
(Di/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(5,:) = dDe(B,De,N,Pi,S,r)*...
(De/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(6,:) = dLv(B,Lv,N,S,r)*...
(Lv/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(7,:) = dDb(B,Db,Lb,N,S,Toil,r)*...
(Db/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(8,:) = dLb(B,Db,N,S,Toil,r)*...
(Lb/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
Z(9,:) = dr(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,rc)*...
(r/Tfri(B,Db,De,Di,Lb,Lv,N,Pi,S,Toil,r,rc));
% Step 2: Evaluation of sum of squares error
[s(1),~] = sumsqr(Z(1,:));[s(2),~] = sumsqr(Z(2,:));
[s(3),~] = sumsqr(Z(3,:));[s(4),~] = sumsqr(Z(4,:));
[s(5),~] = sumsqr(Z(5,:));[s(6),~] = sumsqr(Z(6,:));
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[s(7),~] = sumsqr(Z(7,:));[s(8),~] = sumsqr(Z(8,:));
[s(9),~] = sumsqr(Z(9,:));
%% Visualise Results
[~,parameter_list] = sort(s,’descend’);
ranking = {’B’,’S’,’rc’,’Di’,’De’,’Lv’,’Db’,’Lb’,’r’};
display(ranking(parameter_list))
%% Finalise Programm
clear;
B.3 Friction Identifiability Analysis MATLAB Code
M-code: Friction Regression Coefficients Identifiability Analysis
% Friction Regression Coefficients Identifiability Analysis
% Created by I. Souflas - CERTIFIED MATLAB ASSOCIATE
% PhD Thesis - DECEMBER 2014
% References:
% D. Sandoval, J.B. Heywood, ’An Improved Friction Model for
% Spark-Ignition Engines’, SAE Paper: 2003-01-0725
clear all;clc;
syms T N Pi Pa Toil Tref c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13...
c14 c15 c16 c17 c18 c19 c20
%% Friction Model
% Physical Parameters
Tref=90; % Reference oil temperature (Celsious)
OilGrade=’0W40’; % Oil type
Valvetrain=’SOHC_III’; % Valvetrain type
Ft_Fto=1; % Piston ring tension factor
Cr=1; % Piston surface roughness
nc=1; % Number of cylinders
nv=2; % Number of valves
nb=2; % Number of bearings
B=54; % Bore (mm)
S=51.5; % Stoke (mm)
rc=12; % Compression ratio
Di=27; % Intake valve diameter (mm)
De=23; % Exhaust valve diameter (mm)
Lv=9; % Maximum valve lift (mm)
Db=52; % Bearing diameter (mm)
Lb=13; % Bearing length (mm)
r = 25.7; % Crank arm length (mm)
G = (((r*1e-3)*((B*1e-3)^2))/8)*1e3;
% Constants
% Liner roughness factor
K=2.38*10^-2;
% APPENDIX A
% ----------
switch OilGrade
case ’0W40’; k=0.01341;theta1=1986.4;theta2=189.7;u_uo=0.67;
case ’5W20’; k=0.04576;theta1=1224;theta2=134.1;u_uo=0.94;
case ’5W40’; k=0.15;theta1=1018.74;theta2=125.91;u_uo=0.8;
case ’10W30’; k=0.1403;theta1=869.72;theta2=104.4;u_uo=0.76;
case ’10W50A’; k=0.0352;theta1=1658.88;theta2=163.54;u_uo=0.49;
case ’10W50B’; k=0.0507;theta1=1362.4;theta2=129.8;u_uo=0.52;
case ’15W40A’; k=0.1223;theta1=933.46;theta2=103.89;u_uo=0.9;
case ’15W40B’; k=0.03435;theta1=1424.3;theta2=137.2;u_uo=0.79;
case ’20W50’; k=0.0639;theta1=1255.46;theta2=117.7;u_uo=0.84;
case ’SAE10’; k=0.0258;theta1=1345.42;theta2=144.58;u_uo=1;
case ’SAE30’; k=0.0246;theta1=1432.29;theta2=132.94;u_uo=1;
case ’SAE50’; k=0.0384;theta1=1349.94;theta2=115.16;u_uo=1;
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end
% Table 3
% -------
switch Valvetrain
case ’SOHC_I’; Cff=600;Crf=0.0227;Coh=0.2;Com=42.8;
case ’SOHC_II’; Cff=400;Crf=0.0151;Coh=0.5;Com=21.4;
case ’SOHC_III’; Cff=200;Crf=0.0076;Coh=0.5;Com=10.7;
case ’DOHC_I’; Cff=600;Crf=0.0227;Coh=0.2;Com=25.8;
case ’DOHC_II’; Cff=133;Crf=0.0050;Coh=0.5;Com=10.7;
case ’OHV’; Cff=400;Crf=0.0151;Coh=0.5;Com=32.1;
end
% Initial calculations
Sp=2*(S*10^-3)*(N/60); % mean piston speed (m/s)
ri=Di/B; % intake valve diameter/bore
re=De/B; % exhaust valve diameter/bore
% Lubricant viscosity
uo=k*exp(theta1/(theta2+Tref)); % Eq. (3)
u=k*exp(theta1/(theta2+Toil))*u_uo; % Eq. (4)
uscl=sqrt(u/uo); % Eq. (1)
% Torque symbolic function
T = (c1*(Db/((B^2)*S*nc))*G) ...
+ (c2*uscl*((N*(Db^3)*Lb*nb)/((B^2)*S*nc))*G)...
+ (c3*(((Db^2)*(N^2)*nb)/nc)*G)...
+ (c4*uscl*(Sp/B)*G)...
+ (c5*(Ft_Fto*Cr)*(1+(500/N))*(1/(B^2))*G)...
+ (c6*u_uo*((N*(Db^3)*Lb*nb)/((B^2)*S*nc))*G)...
+ (c7*(Pi/Pa)*(0.088*uscl*rc+0.182*Ft_Fto*(rc^(1.33-(2*K*Sp))))*G)...
+ (c8*G)...
+ (c9*u_uo*((N*nb)/((B^2)*S*nc))*G)...
+ (c10*(1+(500/N))*(nv/(S*nc))*G)...
+ (c11*((N*nv)/(S*nc))*G)...
+ (c12*u_uo*(((Lv^1.5)*(N^0.5)*nv)/(B*S*nc))*G)...
+ (c13*(1+(500/N))*((Lv*nv)/(S*nc))*G)...
+ (c14*G)...
+ (c15*N*G)...
+ (c16*(N^2)*G)...
+ (c17*(Pa-Pi)*G)...
+ (c18*((Pi/Pa)^2)*((Sp^2)/((nv^2)*(ri^4)))*G)...
+ (c19*(((Pi/Pa)*Sp)^2)*G)...
+ (c20*((Pi/Pa)^2)*((Sp^2)/((nv^2)*(re^4)))*G);
%% Orthogonal-based method for parameter estimability
% Use Symbolic Toolbox to find partial derivatives
dc1 = diff(T,c1); dc1 = matlabFunction(dc1);
dc2 = diff(T,c2); dc2 = matlabFunction(dc2);
dc3 = diff(T,c3); dc3 = matlabFunction(dc3);
dc4 = diff(T,c4); dc4 = matlabFunction(dc4);
dc5 = diff(T,c5); dc5 = matlabFunction(dc5);
dc6 = diff(T,c6); dc6 = matlabFunction(dc6);
dc7 = diff(T,c7); dc7 = matlabFunction(dc7);
dc8 = diff(T,c8); dc8 = matlabFunction(dc8);
dc9 = diff(T,c9); dc9 = matlabFunction(dc9);
dc10 = diff(T,c10); dc10 = matlabFunction(dc10);
dc11 = diff(T,c11); dc11 = matlabFunction(dc11);
dc12 = diff(T,c12); dc12 = matlabFunction(dc12);
dc13 = diff(T,c13); dc13 = matlabFunction(dc13);
dc14 = diff(T,c14); dc14 = matlabFunction(dc14);
dc15 = diff(T,c15); dc15 = matlabFunction(dc15);
dc16 = diff(T,c16); dc16 = matlabFunction(dc16);
dc17 = diff(T,c17); dc17 = matlabFunction(dc17);
dc18 = diff(T,c18); dc18 = matlabFunction(dc18);
dc19 = diff(T,c19); dc19 = matlabFunction(dc19);
dc20 = diff(T,c20); dc20 = matlabFunction(dc20);
Tf = matlabFunction(T);
% Inputs (Define based on DoE)
Pa=INPUT1; % Atmospheric pressure (kPa)
Toil=INPUT2; % Actual oil temperature
Pi=INPUT3; % Intake manifold pressure (kPa)
261
B.3. FRICTION IDENTIFIABILITY ANALYSIS MATLAB CODE
N =INPUT4; % Engine Speed (RPM)
% Paramters initilisation
c1 = 1.22*1e5;c2 = 3.03*1e-4;c3 = 1.35*1e-10;c4 = 2.94*1e2;c5 = 4.06*1e4;
c6 = 3.03*1e-4;c7 = 6.89;c8 = 4.12;c9 = 244;c10 = Cff;c11 = Crf;c12 = Coh;
c13 = Com;c14 = 8.3155;c15 = 1.86*1e-3;c16 = 7.45*1e-7;c17 = 1;
c18 = 4.12*1e-3;c19 = 0.178;c20 = 4.12*1e-3;
% Step 1 & 2
nop = 20;
Z = zeros(length(N),nop);
Z(:,1) = dc1().*...
(c1./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,2) = dc2(N,Toil,Tref).*...
(c2./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,3) = dc3(N).*...
(c3./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,4) = dc4(N,Toil,Tref).*...
(c4./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,5) = dc5(N).*...
(c5./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,6) = dc6(N).*...
(c6./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,7) = dc7(N,Pa,Pi,Toil,Tref).*...
(c7./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,8) = dc8().*...
(c8./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,9) = dc9(N).*...
(c9./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,10) = dc10(N).*...
(c10./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,11) = dc11(N).*...
(c11./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,12) = dc12(N).*...
(c12./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,13) = dc13(N).*...
(c13./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,14) = dc14().*...
(c14./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,15) = dc15(N).*...
(c15./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,16) = dc16(N).*...
(c16./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,17) = dc17(Pa,Pi).*...
(c17./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,18) = dc18(N,Pa,Pi).*...
(c18./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,19) = dc19(N,Pa,Pi).*...
(c19./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
Z(:,20) = dc20(N,Pa,Pi).*...
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(c20./Tf(N,Pa,Pi,Toil,Tref,c1,c2,c3,c4,c5,c6,c7,c8,c9,c10,c11,c12,...
c13,c14,c15,c16,c17,c18,c19,c20));
[s(1),~] = sumsqr(Z(:,1));[s(2),~] = sumsqr(Z(:,2));
[s(3),~] = sumsqr(Z(:,3));[s(4),~] = sumsqr(Z(:,4));
[s(5),~] = sumsqr(Z(:,5));[s(6),~] = sumsqr(Z(:,6));
[s(7),~] = sumsqr(Z(:,7));[s(8),~] = sumsqr(Z(:,8));
[s(9),~] = sumsqr(Z(:,9));[s(10),~] = sumsqr(Z(:,10));
[s(11),~] = sumsqr(Z(:,11));[s(12),~] = sumsqr(Z(:,12));
[s(13),~] = sumsqr(Z(:,13));[s(14),~] = sumsqr(Z(:,14));
[s(15),~] = sumsqr(Z(:,15));[s(16),~] = sumsqr(Z(:,16));
[s(17),~] = sumsqr(Z(:,17));[s(18),~] = sumsqr(Z(:,18));
[s(19),~] = sumsqr(Z(:,19));[s(20),~] = sumsqr(Z(:,20));
[mm,ind] = max(s);
%% Initialise while loop
kk = 0;
rr = 1;
Zr = zeros(length(N),nop);
while rr>=1e-20
kk = kk + 1;
X(:,kk) = Z(:,ind); %#ok % Step 3
Zr = X*pinv(X’*X)*X’*Z; % Step 4
Zr(isnan(Zr)) = 0; % Correct numerical problems.
R = Z - Zr; % Step 5
[sr(1),~] = sumsqr(R(:,1));[sr(2),~] = sumsqr(R(:,2));
[sr(3),~] = sumsqr(R(:,3));[sr(4),~] = sumsqr(R(:,4));
[sr(5),~] = sumsqr(R(:,5));[sr(6),~] = sumsqr(R(:,6));
[sr(7),~] = sumsqr(R(:,7));[sr(8),~] = sumsqr(R(:,8));
[sr(9),~] = sumsqr(R(:,9));[sr(10),~] = sumsqr(R(:,10));
[sr(11),~] = sumsqr(R(:,11));[sr(12),~] = sumsqr(R(:,12));
[sr(13),~] = sumsqr(R(:,13));[sr(14),~] = sumsqr(R(:,14));
[sr(15),~] = sumsqr(R(:,15));[sr(16),~] = sumsqr(R(:,16));
[sr(17),~] = sumsqr(R(:,17));[sr(18),~] = sumsqr(R(:,18));
[sr(19),~] = sumsqr(R(:,19));[sr(20),~] = sumsqr(R(:,20));
[rr,ind] = max(sr); % Step 6
% ... Step 7 and 8
% Show parameter rank
pRank(kk) = ind; %#ok
if sum(any(~diff(pRank))) > 0;
break;
end; % Break when no more parameters can be identified.
end
%% Visualise & Finalise
disp(’No more parameteres can be identified.’)
parameters = {’c1’,’c2’,’c3’,’c4’,’c5’,’c6’,’c7’,’c8’,’c9’,’c10’,...
’c11’,’c12’,’c13’,’c14’,’c15’,’c16’,’c17’,’c18’,’c19’,’c20’};
Estimable_parameter = parameters(unique(pRank,’stable’));
display(Estimable_parameter)
%% Finalise Programm
clear;
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B.4 Cyclic Torque Identifiability Analysis MATLAB
Code
M-code: Identifiability of Cyclic Engine Torque Model Parameters
% Orthogonal Identifiability Analysis for Cyclic Engine Torque Model
% Physical and Semi-Physical Parameters
% Created by I. Souflas - CERTIFIED MATLAB ASSOCIATE
% PhD Thesis - DECEMBER 2014
% References:
% -------------------------------------------------------------------------
%[1] I. Souflas, A. Pezouvanis, B. Mason, K.M. Ebrahimi, "Dynamic Modeling
% of a Transient Engine Test Cell for Cold Engine Testing Applications",
% ASME 2014 International Mechanical Engineering Congress & Exposition,
% ASME Paper: IMECE2014-36286, Montreal, Canada, 14-20 November 2014.
%
%[2] D. Sandoval, J.B. Heywood, ’An Improved Friction Model for Spark-
% Ignition Engines’, SAE Paper: 2003-01-0725.
clear all;clc;
syms Ten Tind Trec Tfri Toil Pcyl Patm theta omega alpha phi psi G G1 G2...
M b L r d a0 a1 a2 a3 a4 a5 a6 a7 a8 a9
%% Cyclic Engine Torque Model
% General Constants and Functions
phi = asin(d/(r+L));% Geometric constant [Ref. 1, Eq. 12]
psi = 1-((d+(r*sin(theta-phi)))/L)^2;% Geometric func. [Ref. 1, Eq. 18]
G = sin(theta)+(sqrt((1-psi)/psi)...
*cos(theta));% Geometric function [Ref. 1, Eq. 17]
G1 = r*(((cos(theta-phi))*(1+(((r/L)*cos(theta-phi))/(psi^...
(3/2)))))-(sqrt((1-psi)/psi)...
*sin(theta-phi)));% Geometric function [Ref. 1, Eq. 20]
G2=r*(sin(theta-phi)+((sqrt((1-psi)/psi))*...
cos(theta-phi)));% Geometric function [Ref. 1, Eq. 21]
Tind = (Pcyl-Patm)*((pi*(b^2))/4)*r*G;% Indicated Torque [Ref. 1, Eq. 16]
Trec = M*r*G*((G1*(omega^2))+...
(G2*alpha));% Reciprocating Torque [Ref. 1, Eq. 19]
Tfri = (a0 + (a1*((omega*30)/pi)) - (a2*Toil) + (a3*(((omega*30)/...
pi)^2)) - (a4*((omega*30)/pi)*Toil) + (a5*(Toil^2)) - ...
(a6*(((omega*30)/pi)^3)) + (a7*(((omega*30)/pi)^2)*Toil) + ...
(a8*((omega*30)/pi)*(Toil^2)) - (a9*(Toil^3)))*((pi*(b^2)*...
r)/4)*10^3;% Friction Torque [Ref. 1-2, Eq. 22-A11]
Ten = Tind - Trec - Tfri; % Engine Torque
%% Define Partial Derivatives
dM = diff(Ten,M); dM = matlabFunction(dM); %1
dL = diff(Ten,L); dL = matlabFunction(dL); %2
dr = diff(Ten,r); dr = matlabFunction(dr); %3
db = diff(Ten,b); db = matlabFunction(db); %4
dd = diff(Ten,d); dd = matlabFunction(dd); %5
da0 = diff(Ten,a0); da0 = matlabFunction(da0); %6
da1 = diff(Ten,a1); da1 = matlabFunction(da1); %7
da2 = diff(Ten,a2); da2 = matlabFunction(da2); %8
da3 = diff(Ten,a3); da3 = matlabFunction(da3); %9
da4 = diff(Ten,a4); da4 = matlabFunction(da4); %10
da5 = diff(Ten,a5); da5 = matlabFunction(da5); %11
da6 = diff(Ten,a6); da6 = matlabFunction(da6); %12
da7 = diff(Ten,a7); da7 = matlabFunction(da7); %13
da8 = diff(Ten,a8); da8 = matlabFunction(da8); %14
da9 = diff(Ten,a9); da9 = matlabFunction(da9); %15
Ten = matlabFunction(Ten); %16
% Cleanup
clear Tind Trec Tfri Toil Pcyl Patm theta omega alpha phi psi G G1...
G2 M b L r d a0 a1 a2 a3 a4 a5 a6 a7 a8 a9
%% Load Initial Conditions and Inputs
IC = load(’Initial_Conditions.mat’);% Intitial conditions
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L = IC.p(1,1);M = IC.p(1,2);a0 = IC.p(1,6);a1 = IC.p(1,7);
a2 = IC.p(1,8);a3 = IC.p(1,9);a4 = IC.p(1,10);a5 = IC.p(1,11);
a6 = IC.p(1,12);a7 = IC.p(1,13);a8 = IC.p(1,14);a9 = IC.p(1,15);
b = IC.p(1,3);d = IC.p(1,4);r = IC.p(1,5);
IN = load(’Inputs.mat’);% Inputs
Case = ’T1’;
switch Case
case ’T1’
Ten_a = IN.T1(:,2);theta = IN.T1(:,3);omega = IN.T1(:,4);
alpha = IN.T1(:,5);Pcyl = IN.T1(:,6); IN.Patm = T1(:,7);
Toil = IN.T1(:,8);
case ’T2’
Ten_a = IN.T2(:,2); theta = IN.T2(:,3);omega = IN.T2(:,4);
alpha = IN.T2(:,5); Pcyl = IN.T2(:,6); Patm = IN.T2(:,7);
Toil = IN.T2(:,8);
end
%% Orthogonal-based method for parameter identifiability
% Step 1
nop = 15; % Number of parameters
Z = zeros(length(Ten_a),nop);
Z(:,1) = dL(L,M,Patm,Pcyl,alpha,b,d,omega,r,theta)*(L./Ten(L,M,Patm,...
Pcyl,Toil,a0,a1,a2,a3,a4,a5,a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,2) = dM(L,alpha,d,omega,r,theta)*(M./Ten(L,M,Patm,Pcyl,Toil,a0,a1,...
a2,a3,a4,a5,a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,3) = da0(b,r)*(a0./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,a6,a7,...
a8,a9,alpha,b,d,omega,r,theta));
Z(:,4) = da1(b,omega,r)*(a1./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,...
a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,5) = da2(Toil,b,r)*(a2./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,...
a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,6) = da3(b,omega,r)*(a3./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,...
a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,7) = da4(Toil,b,omega,r)*(a4./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,...
a4,a5,a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,8) = da5(Toil,b,r)*(a5./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,...
a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,9) = da6(b,omega,r)*(a6./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,...
a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,10) = da7(Toil,b,omega,r)*(a7./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,...
a4,a5,a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,11) = da8(Toil,b,omega,r)*(a8./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,...
a4,a5,a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,12) = da9(Toil,b,r)*(a9./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,...
a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,13) = db(L,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,a6,a7,a8,a9,b,d,omega,...
r,theta)*(b./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,a6,a7,a8,...
a9,alpha,b,d,omega,r,theta));
Z(:,14) = dd(L,M,Patm,Pcyl,alpha,b,d,omega,r,theta)*(d./Ten(L,M,Patm,...
Pcyl,Toil,a0,a1,a2,a3,a4,a5,a6,a7,a8,a9,alpha,b,d,omega,r,theta));
Z(:,15) = dr(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,a6,a7,a8,a9,alpha,b,d,...
omega,r,theta)*(r./Ten(L,M,Patm,Pcyl,Toil,a0,a1,a2,a3,a4,a5,a6,a7,...
a8,a9,alpha,b,d,omega,r,theta));
Z(isnan(Z)) = 0;
% Step 2
[s(1),~] = sumsqr(Z(:,1));[s(2),~] = sumsqr(Z(:,2));
[s(3),~] = sumsqr(Z(:,3));[s(4),~] = sumsqr(Z(:,4));
[s(5),~] = sumsqr(Z(:,5));[s(6),~] = sumsqr(Z(:,6));
[s(7),~] = sumsqr(Z(:,7));[s(8),~] = sumsqr(Z(:,8));
[s(9),~] = sumsqr(Z(:,9));[s(10),~] = sumsqr(Z(:,10));
[s(11),~] = sumsqr(Z(:,11));[s(12),~] = sumsqr(Z(:,12));
[s(13),~] = sumsqr(Z(:,13));[s(14),~] = sumsqr(Z(:,14));
[s(15),~] = sumsqr(Z(:,15));[mm,ind] = max(s);
% Initialise while loop
kk = 0;
rr = 1;
Zr = zeros(length(Ten_a),nop);
while rr>=1e-3 % cutoff
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kk = kk + 1;
fprintf(’Estimable parameter %d out of %d\n’,kk,nop)
X(:,kk) = Z(:,ind); %#ok % Step 3
Zr = X*pinv(X’*X)*X’*Z; % Step 4
Zr(isnan(Zr)) = 0; % Correct numerical problems.
R = Z - Zr; % Step 5
[sr(1),~] = sumsqr(R(:,1)); [sr(2),~] = sumsqr(R(:,2));
[sr(3),~] = sumsqr(R(:,3)); [sr(4),~] = sumsqr(R(:,4));
[sr(5),~] = sumsqr(R(:,5)); [sr(6),~] = sumsqr(R(:,6));
[sr(7),~] = sumsqr(R(:,7)); [sr(8),~] = sumsqr(R(:,8));
[sr(9),~] = sumsqr(R(:,9)); [sr(10),~] = sumsqr(R(:,10));
[sr(11),~] = sumsqr(R(:,11)); [sr(12),~] = sumsqr(R(:,12));
[sr(13),~] = sumsqr(R(:,13)); [sr(14),~] = sumsqr(R(:,14));
[sr(15),~] = sumsqr(R(:,15));
[rr,ind] = max(sr); % Step 6
% ... Step 7 and 8
% Show parameter rank
pRank(kk) = ind; %#ok
if sum(any(~diff(pRank))) > 0;
break;
end; % Break when no more parameters can be identified.
end
%% Visualise & Finalise
disp(’No more parameteres can be identified.’)
parameters = {’L’ ’M’ ’a0’ ’a1’ ’a2’ ’a3’ ’a4’ ’a5’ ’a6’ ’a7’ ’a8’ ’a9’...
’b’ ’d’ ’r’};
Estimable_parameter = parameters(unique(pRank,’stable’));
display(Estimable_parameter)
%% Finalise Program
clear;
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Appendix C
Transient Cyclic Motoring Engine
Test Cell
One of the most important, challenging and time consuming tasks of
this research was the design and development of a suitable exper-
imental apparatus for conducting collecting data, conducting experi-
ments, and testing the efficacy of the identification algorithms.
In the following pages are provided some pictures of the hardware and
software of the test-rig, in order to support the discussions in the main
part of the thesis.
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C.1. HARDWARE
C.1 Hardware
Figure C.1: Main instrumentation box.
Figure C.2: Cyclic motoring single cylinder engine test bed.
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C.2. SOFTWARE
C.2 Software
Figure C.3: Software architecture, LabVIEW Project Explorer.
269
C.2. SOFTWARE
(a) Engine test cell control and monitoring panel user interface.
(b) Host Virtual Instrument Block Diagram, Section 1
(c) Host Virtual Instrument Block Diagram, Section 2
Figure C.4: LabVIEW host Virtual Instrument.
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C.2. SOFTWARE
(a) Front Panel of the Real-Time Virtual Instrument
(b) Real-Time Block Diagram
Figure C.5: LabVIEW Real-Time Virtual Instrument.
(a) Front Panel of the FPGA Virtual Instrument
(b) FPGA Block Diagram
Figure C.6: LabVIEW FPGA Virtual Instrument.
271
This page intentionally left blank.
