The G MRES method is parallelized, and combined with local preconditioning to construct an implicit parallel solver to obtain steady-state solutions for the Navier-Stokes equations of fluid flow on distributed-memory machines. The new implicit parallel solver is designed to preserve the convergence rate of the equivalent 'serial' solver. A static domain-decomposition is used to partition the computational domain amongst the available processing nodes of the parallel machine. The SPMD (Single-Program Multiple-Data) programming model is combined with message-passing tools to develop the parallel code on a 32-node Intel Hypercube and a 512-node Intel Delta machine. The implicit parallel solver is validated for internal and external flow problems, and is found to compare identica.lly with flow solutions obtained on a Cray Y-MP /8. The computational speed on 32 processing nodes of the i860 machines is comparable to the speed on a single processor of the Cray Y-MP. A peak computational speed of 2300 MFlops/sec has been achieved on 512 nodes of the Intel Delta machine, for a problem size of 1024K equations (256K grid points).
Introduction
Parallel machines based on distributed-memory architectures are providing viable alternatives to expensive vector supercomputers for performing numerical integrations of large-scale Computational 1 Fluid Dynamics (CFD) problems. As CFD codes are combined with other codes to perform multidisciplinary work, severe pressures will be exerted on modern supercomputers -both in terms of memory requirements and CPU time.
The computational power of multiprocessor machines with a large number of processors can be harnessed to obtain solutions for the non-linear partial differential equations of fluid flow. CFD can choose between the wide variety of machine architectures currently available -shared-memory machines (e.g. Cray Y-MP), distributed-memory machines (e.g. Intel Hypercube) or machines with hybird architectures. This paper concentrates on using a distributed memory, Multiple Instruction Multiple Data (MIMD), message-passing architecture to obtain solutions to the Navier-Stokes equations of fluid flow.
The Navier-Stokes equations are discretized in space using an upwind, finite-volume, flux-split formulation. The discretized equations are linearized with an Euler-implicit linearization, and integrated in time to obtain a steady-state solution. The Eulerimplicit linearization produces a system of simultaneous linear equations characterized by a large, sparse, non-symmetric coefficient matrix. The work described in this paper concentrates on investigating parallel implementations of Krylov-subspace methods, particularly GMRESl, for solving this linear system of equations at each time-step of the timeintegration.
In earlier work on parallel Krylov solvers, Sa.a.d & Schultz 2 combined GMRES with ILU preconditionings on shared-memory machines and looselycoupled linear or mesh-connected arrays. O'Learr implemented the block Conjugate Gradient algorithm on a coarse-grained parallel machine. Anderson & Saad 4 examined the standard ILU(O) and polynomial preconditioners for shared-memory machines. Their work concludes that ILU(O) may outperform polynomial preconditioning if the number of processors is small. Radicati & RobertS used overlapped domain decomposition to implement ILU preconditioning on a shared-memory multiprocessor. Their numerical experiments showed t hat a local IL U factor on overlapping blocks is a good preconditioning st rategy. Baxter et. alB examined the performance of Krylov solvers with IL U preconditioning on a shared-memory machine and on Hypercube architectures. Application problems from reservoir engineering and mathematics were studied in their work.
In more recent work on machines with large number of processors, Berryman et. al 7 have measured the perfo~mance of key interactive kernels (sparse triangular solves , inner products etc.) of preconditioned Krylov solvers on the CM-2 machine. The ideas of multi-level domain decomposition for preconditioned Krylov solvers have been presented by Gropp and Keyes 8 • Shadid and Tuminaro 9 have implemented GMRES and other Krylov solvers on a 1024-node ncube/ 2 Hypercube. Their work has examined the efficiency of various local and global precondit ioners, for several standard, model problems. DesturlerlO has proposed a modified, computationally cheaper version of GMRES for medium to fine grained parallelism on MIMD machines.
In summary, several authors have explored implementations of Krylov solvers on shared-memory and distributed-memory architectures. Most of the works have examined 'model' problems arising from elliptic and hyperbolic PDEs. The IL U factorization seems to be a popular preconditioner, as several efforts have been made to study its performance in the parallel environment. However, a comprehensive study of the performance of preconditioners and Krylov solvers for practical CFD problems appears to be lacking in the literature. This paper investigates the viability of using the preconditioned G MRES algorithm in a domaindecomposition framework to develop an implicit solver for solving CFD problems on distributedmemory machines. A new local preconditioner, which is much cheaper than the popular IL U preconditioner, has been developed to support efficient implementation of the parallel GMRES solver. The new preconditioner is based on symmetric GaussSeidel sweeps across each domain, and shows excellent scalability over a large range of processors. The implicit parallel solver is validated on a 32-node Int el Hypercube and a 512-node Intel Delta machine. This introduction section is followed by a sec-2 tion describing some of the theory of parallel machines (MIMD architectures in particular) , CFD and Krylov solvers. Detailed results of comput ations on an Intel Hypercube and Intel Delta machines will then be presented. The paper will conclude with some remarks about the present results and some ideas for future work in the area of implicit parallel solvers for CFD codes.
Presentation of Theory

Distributed-Memory Systems
Multiple Instruction Multiple Data (MIMD ) or distributed-memory machines are characterized by a grouping of processors which are capable of functioning independently as computational nodes. Each processor has individual memory, computational units and communication units. Information is exchanged amongst processors by sending packets of information or 'messages' from one processor to another. Each processor has its own clock, and there is is no 'global' clock. The processors can be 'synchronized' by performing a 'global' communication. The connectivity between processors defines the topology of the machine and determines the speed at which messages are passed from one processor to another.
The processors in a Hypercube architecture are interconnected with a cube-type connectivity ; each processing node lies on the vertex of an order-n cube. The 32-node Intel Hypercube machine at NASA Lewis Research Center is organized as a cube of order 5. In contrast, the processors for the 512-node Intel Delta machine at CalTech are arranged in a mesh-type connectivity (15*32 mesh) . Both machines are based on the Intel i860 microprocessor, with 16 MBytes of memory per node. The i860 is a 40 MHz RISC microprocessor with a peak theoretical rating of 32 MIPS (integer performance) and 50 Mflops (54-bit floating-point performance). The communication networks for the Intel machines are characterized by relatively low communication bandwidths and high communication latencies. This implies that a few long messages are preferable to numerous short messages. Further details of the Hypercube architecture may be found in reference 11.
Navier-Stokes Equations
The governing equations of compressible fluid flow in 2-D are the Navier-Stokes equations writ ten as where Q is the vector of independent conserved variables, F and G are inviscid flux vectors and F .. and G.. are viscous flux vectors. The governing equations are solved computationally in their integral, conservation law form in generalized coordinates, using a cell-centered finite volume formulation. The inviscid fluxes are upwinded using Van Leer's12 fluxsplitting scheme. The viscous fluxes are evaluated with second-order accurate central-differences. Additional details of the 'serial' code may be found in reference 13 .
The generalized-coordinate form of equation 1 can be written in compact form as .!.. 8Q =::-R J at (2) where J is the jacobian of the transformation from cartesian to generalized coordinates. R is called the residual vector, and equals to zero for a steady-state solution. The accuracy of the computed solution is directly affected by the accuracy of the residual vector computation. A nine-point stencil is used for second-order accurate calculations of the residual vector.
The Euler-implicit time-linearization of equation 2 results in (4) where J ~t is a block-diagonal matrix and ~~ is a large, sparse, block, banded non-symmetric matrix. In this paper, ~~ is evaluated with a five-point stencil (as compared to a nine-point stencil computationa for the R). This is done to reduce the computational and storage costs associated with a nine-point stencil evaluation of ~~ at the expense of increased time-steps required to reach a converged steady-state solution.
Equation 4 can be rewritten in matrix-vector form as (5) 3 Equation 5 represents the system of simultaneous linear equations which has to be solved for t:,.Qn at each time-step of the time-integration. For small (of order 100), well-conditioned coefficient matrices, the system may be solved exactly by iilverting the matrix [VnJ at each time-step. However, for large and/or poorly-conditioned matrices (found in practical CFD applications) , an iterative solution of equation 5 becomes more viable. The preconditioned GMRES method, investigated in reference 13, is parallelized to solve equation 5. Some issues related to the development of the parallel solver are now discussed.
Parallel Domain-Decomposition
The discretized Navier-Stokes equations can be solved in a parallel framework by decomposing the original, large uniprocessor domain of grid points into a number of smaller domains which are then distributed to the available processors (one domain per processor). In a distributed-memory system, each processor can only access information from its own local-memory. Thus, information may have to be exchanged across the domain interfaces (or processor boundaries) in order to preserve the characteristics of the original problem.
Recall, that the residual vector computation uses a nine-point stencil. Thus, the flux-evaluation for cell-faces which lie on (and adjacent to) domain boundaries will require information from (a maximum of) two adjacent cells which reside in a neighboring processor. This information exchange is facilitated by creating two layers of 'ghost ' cells at each domain boundary. At each time-step, data from the neighboring domains is 'communicated' to these 'ghost' cells before the flux-evaluation routines are invoked. This communication is done prior to the application of the explicit boundary conditions. The flux-balance evaluated by this approach has been validated to be identical to the flux-balance computed for the original uniprocessor domain. Note that each domain must contain at least three cell-faces (in each coordinate direction) for this approach to work successfully.
The implementation of boundary conditions at physical boundaries may also require communication amongst processors. Airfoil calculations on C and O-type meshes require communication between non-neighboring processors in order to effect C and O-type periodicity. This is achieved by communication amongst domains which lie along the wakecut line of the particular C or O-type grid. Note, that the boundary condition routines are invoked only for those processors which contain actual physical boundaries corresponding to the inflow, outflow, bottom and top planes of the original uniprocessor domain. This creates an imbalance in the workload across the processors, since the 'interior' processors do not perform boundary condition calculations. This imbalance is not significant since < 1% of the total computer time is required for the boundary condition computations.
The inviscid and viscous flux vectors, and the respective flux-jacobian matricesare first calculated. The individal flux-jacbian matrices are then assembled into the implicit, left-hand-side coefficient matrix, for each domain. The coefficient matrix is assembled from linear combinations of the fluxjacobian matrices. Each domain assembles its own individual matrix, and no extra communication is required for this computational step. A five-point stencil is used for the implicit operator, providing a sparse, banded, coefficient matrix with five blockdiagonals.
The Parallel GMRES solver
The original, large, system of linear equations corresponding to the uniprocessor domain is thus transformed to a series of smaller linear systems, with one linear system for each processor. A preconditioned GMRES solver is used to iteratively solve each linear system. The original G MRES method is designed to iteratively solve linear systems with non-symmetric coefficient matrices. In The restart version is often used in practical problems and is referred to as GMRES(k).
The complete GMRES algorithm can be written as follows : Compute the solution XI.: = Xo + ZI.:
The GMRES algorithm involves three basic linear algebra operations -inner-products of vectors (steps 1 & 2) , saxpy operations (steps 1 & 3) and matrix-vector products (steps 1 & 2). Evaluation of the inner-products requires inter-processor communications since the local inner-products have to be accumulated across all the processors. This can be done by passing 2log 2 N messages across the N processors. The saxpy operation can be performed independently by each processor, since only local data needs to be manipulated.
Each matrix-vector operation requires communication of the 'boundary' elements of the particular multiplying vector to neighboring processors. The components that correspond to the cells lying on the the four boundaries of each domain are communicated to 'ghost' cells of the neighboring domains. This is critical in order to reproduce the uniprocessor matrix-vector product, i.e. the product result ing from multiplying the original, single-domain coefficient matrix with a given vector. The multipleprocessor matrix-vector product is required to be identical to the uniprocessor matrix-vector product, at each sub-iteration of the GMRES solver. This is to ensure that the parallel GMRES solver (without preconditioning) has the exact convergence rate as the serial GMRES solver.
Preconditioning the Linear System
The rate of convergence of any iterative algorithm depends on the condition number, K2 (A) , of the iteration matrix A and the distribution of singular-values of A. If K2(A) is large and/or the spectrum of singular-values of A is wide and scattered, the matrix A is poorly conditioned, and the underlying algorithm may converge slowly. Preconditioners improve the conditioning of the iteration matrix, and usually have a first-order effect on improving the convergence rate and overall efficiency of solvers based on GMRES-like algorithms. Formally, a preconditioning matrix M transforms the
The operation of M-l on any vector (say u = Ax) is equivalent to the solution of a linear system M ii = u, with M as the coefficient matrix. Such linear systems have to be solved repeatedly for each sub-iteration of the preconditioned GMRES algorithm. Any matrix M which produces easy-to-solve linear systems of the type M ii = u (e.g. M = Diagonal of A), is a potentially efficient preconditioner.
The costs associated with preconditioning can be enumerated as (i) Computation of the preconditioning matrix M, (ii) Linear system solves associated with M, and, (iii) Additional storage for the matrix M, which may be of the order of storage requirements for the matrix A. The selection of an 'efficient' preconditioner is motivated by the minimization of the afore-mentioned costs.
Several different preconditioners that can be chosen are diagonal (M = major diagonal of A), block-diagonal, incomplete L-U factorization (ILU) and block-IL U 1S -in increasing order of the cost to calculate and store M. Iterative methods used in existing CFD codes can also be used as effective preconditioners. A variant of the iterative scheme of Y oon and Jameson 16 is used locally in each domain as a parallel preconditioner. This preconditioner, referred to herein as the LUSGS preconditioner, was validated with the serial GMRES algorithm in reference 13, and found to be much more efficient (in terms of CPU time and storage) and extremely competitive (in terms of convergence rate) with the currently popular preconditioners based on IL U factorizations of the matrix A.
The The LUSGS preconditioner described above is used without modification in the parallel implementation. Consequently, the sweeps in steps 3 & 4 (which are now partial sweeps limited to the confines of the individual domains) will not produce the same solutions as the serial algorithm. However, this is found to have only marginal effects on the convergence of the parallel; preconditioned GMRES solver. The preconditioner performs excellently for rectangular or square domains, and the performance deteriorates slightly for high aspectratio domains. The LUSGS preconditioned GMRES 5 solver is found to maintain its convergence characteristics to within 5% of the serial solver (for upto 512 processors) . This demonstrates the excellent scalability of the new solver. Note, t hat if the number of processors equals the number of computational cells, the LUSGS preconditioner is equivalent to a fully-scalable block-diagonal preconditioner.
I/O and Memory Considerations
This paper uses the Single Program Multiple Data (SPMD) model of parallel programming to run identical copies of the code on all processors. Each processor performs its input/output operations independently of the other processors. The fastest way of performing I/O operations on both iPSC/860 systems is to read/write from/to the Concurrent File System (CFS). Each processor can access data from the CFS at a peak rate of 1.5 Mbytes per second.
Three data files are required b y each processor -an input parameter file, a grid file and a restart file (if restarting). In the current implementation, all processors read from a commonly shared parameter file and grid file, both of which reside on the CFS. Each processor determines its position in the global domain, and correspondingly extracts the relevant information from the parameter file and grid file. Each processor is provided its own unique restart file (if restarting), which it reads directly from the CFS.
On completion of the user-specified time-steps, each processor outputs a solution file directly to the CFS. This invokes multiple writes to the CFS and may cause delays due to contention for the I/O nodes as all processors try and write to the CFS at the same time. Since the global solution is distributed across the various processors, a postprocessing program has been writt en to assemble the global solution from the various output files. The global solution file can also be used to generate restart information for any number of processors. The post-processor can be incorporated into the CFD code itself, but has been avoided in favor of the increased flexibility afforded by the current approach.
It must be mentioned that if the I/O operations are done to/from the front-end (or 'remote host ' ) system (a Sun Sparc10 Workstation), the wall-clock time of each run increases considerably. In addition, if intermittent solution files have to be output to the CFS (e.g. for an unsteady calculation), the I/O time can tend to dominate the overall wall-clock time.
The memory requiIements for the implicit code are estimated at 320 words per grid point per processor. This includes storage for 10 search directions of the GMRES solver. 16 MBytes of RAM is available on each processor of the Intel Hypercube and Intel Delta machines. In practice, a maximum of ~ 3000 grid points (corresponding to ~ 10 MBytes of RAM) could be assigned to each processor, when using 64-bit floating-point arithmetic. The remaining memory is assigned for data, performance monitoring tools, system software and communications software. Hence, the maximum problem size is restricted by the total available memory on the parallel machine.
Test Results and Discussion
A parallel, preconditioned GMRES solver has been implemented for implicit solutions of the twodimensional, upwind, finite-volume, N avier-Stokes equations. The global uniprocessor domain representing the computational grid is partitioned among the processors of a distributed-memory machine. Each processor runs identical copies of the same computational code on different sets of data. The processors communicate with each other at several times during each computational time-step in order to exchange information.
The parallel code has been developed on an Intel Hypercube with 32 processors. All codedevelopment, testing and debugging, and performance optimization has been done on the Hypercube. The parallel code has been validated against the original serial code (which is run on a single processor of the parallel machine) . Results from the parallel residual vector computation and parallel GMRES solver have been validated independently over different domain decompositions, and found to be identical to the serial code. This ensures complete scalability ofthe domain decomposition algorithm and the unpreconditioned GMRES solver. The two problems selected for validation were lowspeed flow over a backward-facing step and subsonic flow over a NACA 1406 airfoil. Subsequently, the parallel code was ported to an Intel Delta machine with 512 processors. All performance results presented here are based on data obtained from computations on the Intel Delta machine.
Parallel Code Validation
The problem of computing low-speed flow laminar over a backward-facing step was the first test case to validate the parallel solver for internal flow 6 conditions. This flow problem illustrates the phenomena of flow separation and recirculation in internal flows. All flow variables are second-order accurate, fully-upwinded in the streamwise direction, and third-order accurate, upwind-biased in the normal direction. The implicit (left-hand-side) operator is discretized in a first-order accurate manner. Excellent comparisons with experimental data of Armaly et. al 17 have been obtained for this problem with the serial code 13 It can be seen in figure 6 that t he convergence rate of the parallel preconditioned G MRES solver decreases as the number of processors increases. This decrease implies that the number of time-steps required by the parallel solver to attain an eight-order reduction in the l2 norm of the residual vector, will increase slightly (5-10%) as compared to t he serial solver. The decrease in convergence rate is negligible up to a four-order residual reduction, which is usually sufficient for most engineering problems. Thus, it can be claimed that an implicit parallel code (including the preconditioner, the GMRES solver and the residual-vector computation) has been designed to perform consistently over a large number of processors in a distributed-memory environment. The parallel code was run on a single node of the Hypercube to determine the single-processor performance. The code was compiled with the maximum available vectorization and optimization options. The 6h51 grid from the backward-facing step calculation was used, as this was the largest number of points that could be accommodated on a single node (in accordance with memory requirements of the CFD code) . The preconditiond GMRES solver was run for 100 time-steps, with 5 sub-iterations per time-step. The average single-processor CPU time for the Intel Hypercube was recorded as 340 seconds. The total number of floating-point operations were determined by invoking the hardware performance monitor (hpm) ofthe Cray Y-MP. The hpm indicated that the code performed 1300 Mflops, which translated to a 1300/340=3.8 Mflops/sec rating for a single processor of the Intel Hypercube. The unpreconditioned GMRES solver performed at a higher rate of 5.9 Mflops/sec on a single node of the Intel Hypercube (1290 Mflops, 220 seconds, 100 time-steps, 10 sub-iterations per time-step).
The slower performance of the L USGS preconditioned GMRES solver can be attributed in part to the inherent lack of vectorization of the LUSGS preconditioner. However, in practice, the faster vector performance of the unpreconditioned GMRES solver was sufficiently compensated for by the much superior steady-state convergence rate of the preconditioned solver. The use of the L USGS precon-8 ditioner considerably reduced the CPU time to attain a steady-state solution 13 . This suggests that the LUSGS preconditioner can be used profitably in a parallel environment, provided the convergence rate does not suffer as the number of processors is increased.
Recall that the i860 processor is rated at 60 Mflops/sec for 64-bit floating-point operations. Hence, when running at 5.9 Mflops/sec, only 10% of the peak performance is achieved (by the unpreconditioned GMRES solver) on a single node. These performance numbers seem to be very low, but they compare very favorably with other typical CFD applications 18 on machines built around the i860 microprocessor. As a comparison, the unpreconditioned and L USGS-preconditioned G M-RES solvers performed at rates of 120 Mflops/sec and 170 Mflops/sec, respectively, on a single processor of the Cray Y-MP located at the NASA Lewis Research Center.
The CPU times for the subsonic airfoil calculation are plotted in figure 7 . This figure demonstrates that a parallel implementation on 32 nodes can match the turnaround time of a serial implementation on a single processor of a Cray Y-MP. In addition, a parallel implementation on 256 nodes is three times faster than a Cray Y-MP implementation , in terms of CPU time to convergence. Note, that for larger problem sizes, the potential gain in CPU time with 256 nodes is much larger. This is because the ratio of computational work to communication work increases with problem size, and each processor is utilized more efficiently. In this work, three grids of dimensions 193*161, 257*257 and 513*513 were employed to study the effects of computational load on parallel performance. The backward-facing step problem was chosen as the test case. CPU times for 100 time-steps (10 sub-iterations per time-step) of the unpreconditioned GMRES solver were recorded. The performance for each grid is summarized in figure 9 . A peak performance corresponding to 2300 Mfiops/sec (512 nodes) is achieved for the 513*513 grid. The 'ideal' performance ( figure 9 ) is based on the single-node performance of 5.9 Mfiops/sec for a domain size of ~ 3000 points. This implies that 9 for a fixed size of the uniprocessor grid, the performance will be less than 'ideal' as the number of processors increases (and the domain size decreases). This is evident from the performance numbers for the 193*161 grid, which deteriorate rapidly from 5. A parallel, implicit solver has been developed for distributed-memory parallel machines, for obtaining steady-state solutions of t he compressible Navier-Stokes equations with a state-of-the-art CFD code. The implicit solver is a combination of a parallelized Krylov solver (GMRES) and a scalable, local parallel preconditioner. This paper shows that the parallel, implicit solver provides steady-state convergence rates which compare excellently with serial implicit solvers used in shared-memory implementations. The domain-decomposition strategies adopted in this paper are validated for internal and external flow test cases, on a wide range of processing nodes.
The performance of the parallel CFD code varies as a function of t he computational workload and the communication overhead for each processor. The parallel efficiency (defined as ratio of act ual speedup to ideal speedup) is found to decrease as the amount of computational workload (or number of grid points) per processor decreases. The parallel CFD code peaks at a computational rate of 2300 Mflops/ sec on a 513 * 513 grid on 512 nodes of the Intel Delta machine. A parallel efficiency of 80% or greater is achieved if each processing node is assigned at least 1024 grid points. The parallel implementation is determined to be memory-bound, as a maximum of 3200 grid points can be accomodated in the 2MW RAM of each processor. The communication overheads are determined to be largely independent of the nature of the domain decomposition and the assignment of domains to processors. The total communication time constitutes roughly 5-7% of the total execution time.
The attainable single-node performance on the Intel machines (Hypercube or Delta) is 30 times lower than that on a single processor of a Cray Y-MP (6 Mflops/ sec versus 170 Mflops/ sec). However, a subsonic airfoil calculation on 256 nodes is demonstrated to run three times faster than a single-processor Cray Y-MP computation. Considerable improvements in the areas of compilers, data cacheing, memory-access times and I/ O operations are required to further enhance the competitiveness of parallel machines for large, three-dimensional, unsteady-flow simulations of fluid-flow problems. Improvements in parallel algorithms, solvers and programming models will also contribute to the acceptability of parallel machines in widespread CFD applications.
The implicit, parallel CFD code developed in this paper is being integrated into a multidisciplinary design environment. Efforts are currently underway to parallelize the turbulence models and sensitivity-analysis algorithms, to obtain design-sensitivities for a large number of design variables in parallel. Recent Krylov solvers (CGS,
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BiCGSTAB and QMR) are also being studied to evaluate their competitiveness in parallel environments. The GMRES method is parallelized, and combined with local preconditioning to construct an implicit parallel solver to obtain steady-state solutions for the Navier-Stokes equations of fluid flow on distributed-memory machines. The new implicit parallel solver is designed to preserve the convergence rate of the equivalent 'serial' solver. A static domaindecomposition is used to partition the computational domain amongst the available processing nodes of the parallel machine. The SPMD (Single-Program Multiple-Data) programming model is combined with message-passing tools to develop the parallel code on a 32-node Intel Hypercube and a 5l2-node Intel Delta machine. The implicit parallel solver is validated for internal and external flow problems, and is found to compare identically with flow solutions obtained on a Cray Y -MP/8. The computational speed on 32 processing nodes of the i860 machines is comparable to the speed on a single processor of the Cray Y -MP. A peak computational speed of 2300 MFlops/sec has been achieved on 512 nodes of the Intel Delta machine, for a problem size of 1024K equations (256K grid points). 
