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FINITELY GENERATED INFINITE SIMPLE GROUPS OF
HOMEOMORPHISMS OF THE REAL LINE
JAMES HYDE AND YASH LODHA
Abstract. We construct examples of finitely generated infinite simple groups
of homeomorphisms of the real line. Equivalently, these are examples of finitely
generated simple left (or right) orderable groups. This answers a well known
open question of Rhemtulla from 1980 concerning the existence of such groups.
In fact, our construction provides a family of continuum many isomorphism
types of groups with these properties.
1. Introduction
In this article we answer the following question.
Question 1.1. Is there a finitely generated infinite simple group of homeomor-
phisms of the real line?
It is clear that a group that positively answers Question 1.1 must indeed be a
subgroup of Homeo+(R), which is the group of orientation preserving homeomor-
phisms of the real line. Recall that a countable group embeds in Homeo+(R) if and
only if it is left orderable, i.e. it admits a total order that is invariant under left
multiplication. (See [15]). Therefore the above question can be restated as follows.
Question 1.2. (Rhemtulla 1980) Is there a finitely generated simple left orderable
group?
(This appears as question 16.50 in the “Kourkova Notebook (No. 19): Unsolved
problems in group theory” [11], Question 1.67 in the book “Ordered Groups and
Topology” by Clay and Rolfsen [7], Question vii in “Groups, orders, and laws”
by Navas [16] and Question 9 on page 265 in “Ordered Algebraic Structures; ed.
Martinez, Jorge” [14].)
Countable simple groups that are not finitely generated are abundant in
Homeo+(R). Some natural examples include commutator subgroups of certain
groups of piecewise linear and piecewise projective homeomorphisms. For instance,
the commutator subgroup of Thompson’s group F and certain generalisations. (See
[5] for more examples). In fact, the second author together with Kim and Koberda
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(in [10]) constructed a continuum family of pairwise nonisomorphic countable simple
subgroups of Homeo+(R). These groups occur naturally as commutator subgroups
of the so called chain groups, which are also constructed in [10], and for natural
reasons do not admit finite generating sets.
Moreover, there are several examples of finitely presented infinite simple groups
of homeomorphisms of the circle, such as Thompson’s group T and related exam-
ples. (See [12] for a recent construction by the second author.) However, none of
these groups admit non-trivial actions on the real line by homeomorphisms.
A classical obstruction to Question 1.1 is the so called Thurston Stability theorem,
which says that any group of C1-diffeomorphisms of an interval of the type [r, s) or
(r, s] is locally indicable, i.e. every finitely generated subgroup admits a homomor-
phism onto Z. Therefore, given a finitely generated simple group G < Homeo+(R),
the extention of the action to [−∞,∞) or (−∞,∞] must not be conjugate to an
action by C1-diffeomorphisms. It is also known that bi-orderable simple groups
cannot be finitely generated (see the discussion before Question 1.67 in [7]), and
that finitely generated amenable left orderable groups cannot be simple (see [18]).
Another obstruction is the so called germ homomorphism onto the groups of
germs at ±∞, which is non trivial for many naturally occurring examples of sub-
groups of Homeo+(R). Finally, the standard methods for proving simplicity for
subgroups of Homeo+(R) (for instance Higman’s simplicity criterion, see [5]) re-
quire that the group is expressed as an increasing union of compactly supported
subgroups, and hence the resulting group cannot be finitely generatable. Providing
a proof of simplicity that does not rely on the group being expressed in this way is
the key technical challenge in approaching Question 1.1, and hence the novelty of
our construction.
In this article we introduce a systematic construction of finitely generated sim-
ple subgroups of Homeo+(R). Recall that the group PL+([0, 1]) is the group of
orientation preserving piecewise linear homeomorphisms of [0, 1]. Our construction
is obtained from gluing two different non standard actions of certain subgroups of
PL+([0, 1]) in a controlled manner. The construction takes as an input a certain
quasi-periodic labelling ρ of the set 12Z which is a map
ρ :
1
2
Z→ {a, b, a−1, b−1}
that satisfies a certain set of axioms. Such labellings exist and are easy to construct
explicitly (see Lemma 3.1). For each such labelling ρ, we construct an explicit group
action Gρ < Homeo
+(R) and show that it satisfies the following.
Theorem 1.3. Let ρ be a quasi-periodic labelling of 12Z. Then the group Gρ is a
finitely generated simple subgroup of Homeo+(R).
In general different quasi-periodic labellings may produce isomorphic groups.
However, the above construction is generalised in Section 6 to provide an uncount-
able family of pairwise nonisomorphic groups with the desired features. In addition
to a quasi-periodic labelling, the generalized construction uses as an additional in-
put a real α ∈ (0, 1) \Z[ 12 ]. To each such pair, we associate a group Gρ,α and show
the following.
Theorem 1.4. The family
S = {Gρ,α | ρ is a quasi-periodic labelling and α ∈ (0, 1) \ Z[
1
2
]}
3consists of finitely generated simple subgroups of Homeo+(R) of continuum many
isomorphism types.
Equivalently, we obtain a strong positive answer to Question 1.2.
Corollary 1.5. There exist continuum many isomorphism types of finitely gener-
ated simple left orderable groups.
Finally, we remark that the groups we construct are also interesting test cases
for the following well known open question (see Question 7.5 in [1] and Question 3
in [17]).
Question 1.6. Is there an infinite group of homeomorphisms of the real line with
Property (T)?
In this direction, it is natural to inquire whether variations of our construction
can provide such examples. Gρ does not satisfy some of the known obstructions to
(T) for groups acting on 1-manifolds. This includes the criterion established in the
recent work of the second author with Matte Bon and Triestino (see Theorem 1.1
and Corollary 1.3 in [13]). In fact, the groups Gρ act by countably singular C
∞-
diffeomorphisms on the non compact manifold R. This is precisely the situation in
which the criterion in [13] (and even the cocycle in [13]) fails to establish that Gρ
does not have (T).
2. Preliminaries
All actions will be right actions, unless otherwise specified. Given a group action
G < Homeo+(R) and a g ∈ G, we denote by Supp(g), or the open support, as the
set
Supp(g) = {x ∈ R | x · g 6= x}
Note that Supp(g) is an open set, and thatR can be replaced by another 1-manifold.
A homeomorphism f : [0, 1] → [0, 1] is said to be compactly supported in (0, 1) if
Supp(f) ⊂ (0, 1). Similarly, a homeomorphism f : R → R is said to be compactly
supported in R if Supp(f) is a compact interval in R. A point x ∈ R is said to be
a transition point of f if
x ∈ ∂Supp(f) = Supp(f) \ Supp(f)
Our construction uses in an essential way the structure and properties of Thomp-
son’s group F . We shall only describe the features of F here that we need, and
we direct the reader to [6] and [2] for more comprehensive surveys. Recall that the
group PL+([0, 1]) is the group of orientation preserving piecewise linear homeomor-
phisms of [0, 1]. Recall that F is defined as the subgroup of PL+([0, 1]) that satisfy
the following:
(1) Each element has at most finitely many breakpoints. All breakpoints lie in
the set of dyadic rationals, i.e. Z[ 12 ].
(2) For each element, the derivatives, wherever they exist, are powers of 2.
By breakpoint we mean a point where the derivative does not exist. For r, s ∈
Z[ 12 ] ∩ [0, 1] such that r < s, we denote by F[r,s] the subgroup of elements whose
support lies in [r, s]. The following are well known facts that we shall need. The
group F satisfies the following:
(1) F is 2-generated.
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(2) For each pair r, s ∈ Z[ 12 ]∩[0, 1] such that r < s, the group F[r,s] is isomorphic
to F and hence is also 2-generated.
(3) F ′ is simple and consists of precisely the set of elements g ∈ F such that
Supp(g) ⊂ (0, 1).
An interval I ⊆ [0, 1] is said to be a standard dyadic interval, if it is of the form
[ a2n ,
a+1
2n ] such that a, n ∈ N, a < 2
n − 1. The following are elementary facts about
the action of F on the standard dyadic intervals.
Lemma 2.1. Let I, J be standard dyadic intervals in (0, 1). Then there is an
element f ∈ F ′ such that:
(1) I · f = J .
(2) f ↾ I is linear.
Lemma 2.2. Let I1, I2 and J1, J2 be standard dyadic intervals in (0, 1) such that
sup(I1) < inf(I2) sup(J1) < inf(J2)
Then there is an element f ∈ F ′ such that:
(1) I1 · f = J1 and I2 · f = J2.
(2) f ↾ I1 and f ↾ I2 are linear.
We fix ι : [0, 1] → [0, 1] as the unique orientation reversing isometry. We say
that an element f ∈ F is symmetric, if f = ι ◦ f ◦ ι. We say that a set I ⊂ [0, 1] is
symmetric if I · ι = I. Note that given any symmetric set I with nonempty interior,
we can find a symmetric element f ∈ F ′ such that Supp(f) ⊂ int(I).
Definition 2.3. We fix an element c0 ∈ F with the following properties:
(1) The support of c0 equals (0,
1
4 ) and x · c0 > x for each x ∈ (0,
1
4 ).
(2) c0 ↾ (0,
1
16 ) equals the map t→ 2t.
Let
c1 = ι ◦ c0 ◦ ι ν1 = c0c1
Note that ν1 ∈ F is a symmetric element. We define a subgroup H of F as
H = 〈F ′, ν1〉
Finally, we fix
ν2, ν3 : [0, 1]→ [0, 1]
as the standard generators whose supports are contained in ( 116 ,
15
16 ) and that gen-
erate the group F[ 1
16
, 15
16
].
Lemma 2.4. H is generated by ν1, ν2, ν3. H
′ is simple and consists of precisely the
set of elements of H (or F ) that are compactly supported in (0, 1). In particular,
H ′ = F ′.
Proof. For the first claim, it suffices to show that any element g ∈ F ′ can be
expressed as a word in the generating set ν1, ν2, ν3. To see this, note that there is
an n ∈ Z such that ν−n1 gν
n
1 ∈ F[ 1
16
, 15
16
]. The second claim follows from observing
that H ′ coincides with F ′ which is simple. It is apparent that any element f ∈ H ′
is compactly supported in (0, 1). Conversely, given any element g ∈ F that is
compactly supported in (0, 1), we know that g ∈ F ′. And since F ′ = F ′′, it holds
that g ∈ F ′′. Since F ′ ⊂ H , it follows that F ′′ ⊂ H ′ and hence g ∈ H ′. 
5To generalise our construction in Section 6 to provide a family of continuum
many isomorphism types, we shall use the following family of groups. For each
α ∈ (0, 1), fix a homeomorphism fα ∈ PL
+([0, 1]) whose slope at 0 is α. Let N
denote the family of groups
N = {Γα = 〈F, fα〉 | α ∈ (0, 1) \ Z[
1
2
]}
Note that the group Γα is 3-generated and its abelianization is Z
3, as can be seen
from the homomorphism provided by the germs at 0, 1. The following is an obser-
vation of Nicola´s Matte Bon and we include a short proof here for completeness.
Proposition 2.5. N consists of continuum many isomorphism types of groups.
Proof. Assume by way of contradiction that there is an uncountable subset I ⊂
(0, 1) \ Z[ 12 ] such that for all α, β ∈ I,Γα
∼= Γβ . Note that the action of each Γα
is locally dense, and so by Rubin’s theorem for each α, β ∈ I there is a homeomor-
phism φα,β : [0, 1]→ [0, 1] such that the map
f → φ−1α,β ◦ f ◦ φα,β f ∈ Γα
induces an isomorphism between Γα,Γβ . (For the statement of Rubin’s theorem
and the definition of locally dense actions we refer the reader to Section 6.1 of [10].)
Next, note that the groups of germs at 0 for Γα,Γβ are both isomorphic to Z
2,
and can be viewed as the abelian groups of translations
Aα = 〈t→ t+ 1, t→ log2(α)〉 Aβ = 〈t→ t+ 1, t→ log2(β)〉
Note that the homeomorphism φα,β also induces a homeomorphism R → R on
the germ at 0, which in turn induces via a topological conjugacy, an isomorphism
between Aα, Aβ . Using relative translation numbers and the fact that the group of
automorphisms of Z2 is countable, we obtain a contradiction. 
3. The construction
We consider the additive group 12Z = {
1
2k | k ∈ Z}. A labelling is a map
ρ :
1
2
Z→ {a, b, a−1, b−1}
which satisfies:
(1) ρ(k) ∈ {a, a−1} for each k ∈ Z.
(2) ρ(k) ∈ {b, b−1} for each k ∈ 12Z \ Z.
We regard ρ(12Z) as a bi-infinite word with respect to the usual ordering of the
integers. A subset X ⊆ 12Z is said to be a block if it is of the form
{k, k +
1
2
, ..., k +
1
2
n}
for some k ∈ 12Z, n ∈ N. Note that each block is endowed with the usual ordering
inherited from R. The set of blocks of 12Z is denoted as B. To each block X =
{k, k + 12 , ..., k +
1
2n}, we assign a formal word
Wρ(X) = ρ(k)ρ(k +
1
2
)...ρ(k +
1
2
n)
which is a word in the letters {a, b, a−1, b−1}.
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Recall that given a word w1...wn in the letters {a, b, a−1, b−1}, the formal inverse
of the word is w−1n ...w
−1
1 . The formal inverse of Wρ(X) is denoted as W
−1
ρ (X).
A labelling ρ is said to be quasi-periodic if the following holds:
(1) For each block X ∈ B, there is an n ∈ N such that whenever Y ∈ B is a
block of size at least n, then Wρ(X) is a subword of Wρ(Y ).
(2) For each block X ∈ B, there is a block Y ∈ B such thatWρ(Y ) =W−1ρ (X).
Note that by subword in the above we mean a string of consecutive letters in the
word.
A nonempty finite word w1...wn for wi ∈ {a, b, a−1, b−1} is said to be a permis-
sible word if n is odd and the following holds. For odd i ≤ n, wi ∈ {a, a−1} and for
even i ≤ n, wi ∈ {b, b−1}.
Lemma 3.1. Given any permissible word w1...wm, there is a quasi-periodic la-
belling ρ of 12Z and a block X ∈ B satisfying that Wρ(X) = w1...wm.
Proof. We shall define the quasi-periodic labelling in an inductive manner. At Step
n+1 of the process, we shall produce a labelling ρn+1 defined on a block Bn+1 ∈ B
such that
Bn ⊂ Bn+1 ρn+1 ↾ Bn = ρn
and ⋃
n∈N
Bn =
1
2
Z
The required labelling ρ is then the unique labelling on 12Z which satisfies that
ρ ↾ Bn = ρn for each n ∈ N. First we fix
B0 = {0,
1
2
, ...,
1
2
(m− 1)} ρ0(
1
2
(i− 1)) = wi for 1 ≤ i ≤ m
For n ∈ N that is even, once we have defined the pair ρn, Bn, we define
Bn+1 = {kn −
1
2
(ln + 1), kn −
1
2
ln, ..., kn − 1, kn −
1
2
} ∪Bn
where
ln = |Bn| kn = inf(Bn)
and ρn+1 is defined as follows.
(1) ρn+1 ↾ Bn = ρn.
(2) ρn+1(kn −
1
2 ) = b
(3) ρn+1(kn −
1
2 l) = (ρn(kn +
1
2 (l − 2))
−1 if 1 < l ≤ ln + 1.
For n ∈ N that is odd, once we have defined the pair ρn, Bn, we define
Bn+1 = {kn +
1
2
, kn + 1, ..., kn +
1
2
(ln + 1)} ∪Bn
where
ln = |Bn| kn = sup(Bn)
and ρn+1 is defined as follows.
(1) ρn+1 ↾ Bn = ρn.
(2) ρn+1(kn +
1
2 ) = b
(3) ρn+1(kn +
1
2 l) = (ρn(kn −
1
2 (l − 2))
−1 if 1 < l ≤ ln + 1.
It is a straightforward exercise to verify that this is a quasi-periodic labelling
with the required additional feature. 
7The above proposition provides a systematic method for producing quasi-periodic
labellings of 12Z. To each labelling ρ, we shall associate a group Gρ < Homeo
+(R)
as follows.
Definition 3.2. Let H < Homeo+([0, 1]) be the group defined in Definition 2.3.
Recall from Lemma 2.4 that the group H is generated by the three elements
ν1, ν2, ν3 defined in Definition 2.3. In what appears below, by ∼=T we mean that the
restrictions are topologically conjugate via the unique orientation preserving isom-
etry that maps [0, 1] to the respective interval. We define the homeomorphisms
ζ1, ζ2, ζ3, χ1, χ2, χ3 : R→ R
as follows for each i ∈ {1, 2, 3} and n ∈ Z:
ζi ↾ [n, n+ 1] ∼=T νi if ρ(n+
1
2
) = b
ζi ↾ [n, n+ 1] ∼=T (ι ◦ νi ◦ ι) if ρ(n+
1
2
) = b−1
χi ↾ [n−
1
2
, n+
1
2
] ∼=T νi if ρ(n) = a
χi ↾ [n−
1
2
, n+
1
2
] ∼=T (ι ◦ νi ◦ ι) if ρ(n) = a
−1
The group Gρ is defined as
Gρ := 〈ζ1, ζ2, ζ3, χ1, χ2, χ3〉 < Homeo
+(R)
We denote the above generating set of Gρ as
Sρ := {ζ1, ζ2, ζ3, χ1, χ2, χ3}
We also define subgroups
K := 〈ζ1, ζ2, ζ3〉 L := 〈χ1, χ2, χ3〉
of Gρ that are both isomorphic to H . We fix the isomorphisms, defined by the
above, as:
λ : H → K pi : H → L
where for each f ∈ H,n ∈ Z.
λ(f) ↾ [n, n+ 1] ∼=T f if ρ(n+
1
2
) = b
λ(f) ↾ [n, n+ 1] ∼=T (ι ◦ f ◦ ι) if ρ(n+
1
2
) = b−1
pi(f) ↾ [n−
1
2
, n+
1
2
] ∼=T f if ρ(n) = a
pi(f) ↾ [n−
1
2
, n+
1
2
] ∼=T (ι ◦ f ◦ ι) if ρ(n) = a
−1
We also denote the naturally defined inverse isomorphisms as:
λ−1 : K → H pi−1 : L → H
Note that the definition of K,L requires us to fix a labelling ρ but we denote them
as such for simplicity of notation.
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Remark 3.3. Note that the groupGρ above is defined for any labelling of
1
2Z. In our
proof of simplicity, it shall become apparent why quasi-periodicity of the labelling
is required. But in general one may consider arbitrary labellings. For instance,
consider the labelling τ which maps every element of Z to a and every element of
1
2Z \ Z to b. The associated group Gτ is then the lift of the standard action of
Thompson’s group T < PL+(S1) = PL+(R/Z) to the real line. Hence there is a
short exact sequence
1→ Z→ Gτ → T → 1
Here Z is the center of the group Gτ which corresponds to the subgroup of integer
translations. The group Gτ admits the following global description. It is the group
of piecewise linear homeomorphisms f of the real line that satisfy:
(1) The set {x ∈ R | f ′(x) is not defined} is discrete and is a subset of Z[ 12 ].
(2) At each point x ∈ R where f ′(x) is defined, it is an integer power of 2.
(3) f commutes with integer translations.
For this labelling, the group admits a non trivial quotient onto T , and hence it
is not simple. However, for any labelling ρ, Gρ is perfect, i.e. G
′
ρ = Gρ.
Proposition 3.4. Let ρ be any labelling of 12Z. Then Gρ = 〈K
′ ∪ L′〉. It follows
that Gρ = G
′
ρ.
Proof. Recall from Lemma 2.4 that the group H satisfies that H ′ is simple and
consists of precisely the set of elements that are compactly supported in (0, 1).
In particular, the generators ν2, ν3 lie in H
′. It is clear from the definition that
ζ2, ζ3 ∈ K
′ and χ2, χ3 ∈ L
′. We shall observe that ζ1 ∈ L
′ and χ1 ∈ K
′.
Note that the closure of the support of ζ1 is contained in the set
⋃
n∈Z
(n−
1
2
, n+
1
2
)
and
ζ1 ↾ (n−
1
2
, n+
1
2
) ∼=T f
for a symmetric element f ∈ H ′. Since the restriction of ζ1 is symmetric for each
such interval, we conclude that ζ1 lies in pi(H
′) and hence ζ1 ∈ L′. Similarly,
χ1 ∈ K′. 
4. The core of the proof of simplicity
In this section we shall reduce the proof of Theorem 1.3 to Proposition 4.5, which
is formulated below and proved in Section 5. First, we take a small but important
detour to remark the following.
Proposition 4.1. For any labelling ρ, the group Gρ contains non abelian free
subgroups.
Proof. Let f ∈ F ′ = H ′ be an element such that Supp(f) = [ 116 ,
15
16 ] and x · f > x
for each x ∈ ( 116 ,
15
16 ). Moreover, by replacing f by a power of f if necessary, we
also assume that
[
6
16
,
10
16
] · f ⊂ (
14
16
,
15
16
) [
6
16
,
10
16
] · f−1 ⊂ (
1
16
,
2
16
)
9Then the group 〈λ(f), pi(f)〉 is free since the sets
⋃
n∈Z
[n−
2
16
, n+
2
16
]
⋃
n∈Z
[n−
1
2
−
2
16
, n−
1
2
+
2
16
]
form a ping pong table for the so called ping pong lemma. (For the statement of
this Lemma, we refer the reader to [8].) 
We now develop some notation and define a certain family of actions which shall
be useful in the proof. In the rest of the article we shall fix a quasi-periodic labelling
ρ.
Definition 4.2. For everyX ⊆ 12Z\Z, we define a group action KX < Homeo
+(R)
by the representation
λX : H → Homeo
+(R)
defined for each f ∈ H as
λX(f) ↾ [n, n+ 1] = λ(f) ↾ [n, n+ 1] if n+
1
2
∈ X
λX(f) ↾ [n, n+ 1] = id ↾ [n, n+ 1] if n+
1
2
/∈ X
Similarly, for every X ⊆ Z, we define a group action LX < Homeo
+(R) by the
representation
piX : H → Homeo
+(R)
defined for each f ∈ H as
piX(f) ↾ [n−
1
2
, n+
1
2
] = pi(f) ↾ [n−
1
2
, n+
1
2
] if n ∈ X
piX(f) ↾ [n−
1
2
, n+
1
2
] = id ↾ [n−
1
2
, n+
1
2
] if n /∈ X
If X 6= ∅, there are naturally defined inverse isomorphisms which we denote as:
λ−1X : KX → H pi
−1
X : LX → H
Note that K 1
2
Z\Z = K and LZ = L.
These groups shall play an important role in the argument, and the following
are some basic facts about them.
Proposition 4.3. The following holds.
(1) For any X,Y ⊆ 12Z \ Z,
K′X∪Y < 〈K
′
X ∪ K
′
Y 〉
(2) For any X,Y ⊆ Z,
L′X∪Y < 〈L
′
X ∪ L
′
Y 〉
Proof. We will prove the first part. The proof of the second part is similar.
If X,Y are disjoint, then it is easy to see that
K′X∪Y < 〈K
′
X ∪ K
′
Y 〉
Also, if X ⊂ Y , then it is easy to see that
K′Y \X < 〈K
′
X ∪ K
′
Y 〉
Claim: For any nonempty X,Y ⊆ Z it is true that K′X∩Y < 〈K
′
X ∪ K
′
Y 〉.
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Proof: Given g ∈ K′X∩Y , let
f = λ−1X∩Y (g) ∈ H
′
Note that there is an m ∈ N such that
ν−m1 fν
m
1 ∈ F
′
[ 1
16
, 15
16
]
We can find a word W = w1...wn ∈ F ′[ 1
16
, 15
16
]
in ν2, ν3, ν
−1
2 , ν
−1
3 such that
w1...wn = ν
−m
1 fν
m
1
Moreover we assume that for each i, either wi = ν
li
2 or wi = ν
li
3 for for some
li ∈ Z \ {0}, and if i < n, wi+1 is an integer power of a letter in {ν2, ν3} that is
different from the letter that wi is an integer power of. Since W ∈ F ′[ 1
16
, 15
16
]
, both
the sum of powers of ν2 and the sum of powers of ν3 in W equals 0. We assume
that n is even below, and if n is odd then the expression below admits a suitable
modification to establish the claim. Then it follows that
λX(ν
−m
1 )(λX(w1)λY (w2)λX(w3)...λY (wn))λX(ν
m
1 )
= λX∩Y (ν
−m
1 )(λX∩Y (w1)λX∩Y (w2)...λX∩Y (wn))λX∩Y (ν
m
1 )
= g ∈ K′X∩Y
since the homeomorphism corresponding to the word
λX(ν
−m
1 )(λX(w1)λY (w2)λX(w3)...λY (wn))λX(ν
m
1 )
is trivial on the intervals
{[n, n+ 1] | n+
1
2
/∈ X ∩ Y }
Our claim follows.
It follows from the claim and the observations before the claim that
K′X\(X∩Y ) = K
′
X\Y < 〈K
′
X ∪ K
′
Y 〉 K
′
Y \(X∩Y ) = K
′
Y \X < 〈K
′
X ∪ K
′
Y 〉
and hence
K′X∪Y < 〈K
′
X ∪ K
′
Y 〉

Lemma 4.4. Let N ≤ Gρ be a normal subgroup. Then the following holds.
(1) If N ∩ K′X 6= {id} for some X ⊆
1
2Z \ Z, then K
′
X < N .
(2) If N ∩ L′X 6= {id} for some X ⊆ Z, then L
′
X < N .
Proof. We shall prove the first part. The proof of the second part is similar. Let
g ∈ N ∩K′X be a nonidentity element. Let h = λ
−1
X (g) ∈ H
′. Recall that H ′ ∼= K′X
is simple, so it suffices to show that for any h1 ∈ H ′, λX(h
−1
1 hh1) ∈ N . This is
true since
λ(h−11 )λX(h)λ(h1) ∈ N
and
λ(h−11 )λX(h)λ(h1) = λX(h
−1
1 )λX(h)λX(h1) = λX(h
−1
1 hh1)

The following Proposition is at the technical core of the article. This will be
proved in the subsequent section.
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Proposition 4.5. Given a nonidentity element f ∈ Gρ, let 〈〈f〉〉Gρ be the normal
closure of f in Gρ. Then there are sets
X1, ..., Xn ⊂
1
2
Z \ Z Y1, ..., Ym ⊂ Z
such that:
(1)
⋃
1≤i≤nXi =
1
2Z \ Z and 〈〈f〉〉Gρ ∩ K
′
Xi
6= {id} for all 1 ≤ i ≤ n.
(2)
⋃
1≤i≤m Yi = Z and 〈〈f〉〉Gρ ∩ L
′
Yj
6= {id} for all 1 ≤ j ≤ m.
Proof of Theorem 1.3. Gρ is a finitely generated subgroup of Homeo
+(R) by con-
struction. After combining Propositions 4.3, 4.4 and 4.5 it follows that given a
nonidentity element f ∈ Gρ:
K′ ⊆ 〈〈f〉〉Gρ L
′ ⊆ 〈〈f〉〉Gρ
By Proposition 3.4 we know that Gρ = 〈K′∪L′〉 and so it follows that 〈〈f〉〉Gρ = Gρ.
Therefore Gρ is simple. 
5. Proof of Proposition 4.5
Our work in this section shall be dedicated to a proof of Proposition 4.5. We
shall prove part (1) of the Proposition. The other half of the Proposition admits a
similar proof.
Throughout this section we shall assume that ρ is a quasi-periodic labelling. We
shall develop some structural results concerning the group action of Gρ and various
subgroups. The proof of Proposition 4.5 will follow from Propositions 5.12 and
5.16. The section will be devoted to formulating and proving these propositions,
and then finishing with the proof of 4.5. Recall that Sρ is the generating set of Gρ
as defined in Definition 3.2.
Lemma 5.1. Let f ∈ Gρ be a nonidentity element such that
f = w1...wk wi ∈ Sρ for 1 ≤ i ≤ k
Then the following hold:
(1) The set of breakpoints of f is discrete and the set of transition points is
also discrete.
(2) f fixes a point in R.
(3) For each x ∈ R and each i ≤ k,
x · w1...wi ∈ [x− (k + 1), x+ (k + 1)]
Proof. By construction, Gρ is a subgroup of the group of piecewise linear homeo-
morphisms of the real line each of whose elements has a countable, discrete set of
breakpoints. Note that every element of Gρ will have a discrete set of transition
points since each non trivial affine map has at most one fixed point in the real
line, and the restriction of the action of an element of Gρ on a compact interval
is piecewise linear with finitely many breakpoints. Recall from the definition of
the generating set that for each generator w ∈ Sρ and each x ∈ R, it holds that
|x · w − x| < 1. In particular, if w˜i is the partial map that is the restriction of wi
on [x− (k + 1), x+ (k + 1)], then for each i ≤ k
x · w˜1...w˜i
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is defined and
x · w1...wi = x · w˜1...w˜i
This proves the third statement.
Now we shall prove the second statement. Assume that there is an x ∈ R such
that x · f > x. (A symmetric argument works if we start with an x ∈ R such that
x · f < x.) Consider the block
B1 = {y − (k + 1), ..., y −
1
2
, y, y +
1
2
, ..., y + (k + 1)} y = ⌊x⌋
Note that by the observation above, the restriction of the action of f on [y, y + 1]
only depends on the restriction of ρ on this block. Since ρ is quasi-periodic, there
is another block
B2 = {z − (k + 1), ..., z −
1
2
, z, z +
1
2
, ..., z + (k + 1)} for some z ∈ Z
such that W−1ρ (B1) =Wρ(B2). It follows that there is an
x1 ∈ (z − (k + 1), z + (k + 1))
such that x1 · f < x1. Since f is a homeomorphism, by the intermediate value
theorem it follows that f fixes a point in any compact interval containing the
points x, x1. 
Remark 5.2. Note that in the proof of the second part of Lemma 5.1, we use part
(2) of the definition of a quasi-periodic labelling. This part of the lemma fails for
the non-simple group discussed in Remark 3.3 since it contains integer translations
as elements.
Lemma 5.3. The action of Gρ on R is minimal.
Proof. The action of H on (0, 1) is minimal. So the restrictions
K ↾ (n, n+ 1) L ↾ (n−
1
2
, n+
1
2
)
are minimal for each n ∈ Z. It is easy to see that this implies the minimality of the
group Gρ which is generated by K and L. 
Lemma 5.4. For each pair of elements m1,m2 ∈ Z and a closed interval I ⊂
(m1,m1 + 1), there is a word w1...wk in the generators Sρ such that
I · w1...wk ⊂ (m2,m2 + 1)
and
I · w1...wi ⊂ [m3,m4]
for each 1 ≤ i ≤ k, where m3 = inf{m1,m2},m4 = sup{m1 + 1,m2 + 1}.
Proof. We assume that m1 < m2. The case m2 < m1 admits a similar proof. Let
x = m1 +
1
2 . Recall that the restrictions
K ↾ (t, t+ 1) L ↾ (t−
1
2
, t+
1
2
)
are minimal for each t ∈ Z. Using this fact, we find a word v1...vn in Sρ such that
x · v1...vn ⊂ (m2,m2 + 1)
and
x · v1...vi ⊂ [m3,m4]
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for each 1 ≤ i ≤ n. Since our maps are continuous, we find an interval J ⊂
(m1,m1+1) such that x ∈ J and the above statement holds if one replaces x by J .
Recall that for any pair of closed intervals I1, I2 ⊂ (0, 1) there is an element
f ∈ H ′ = F ′ such that I1 · f ⊂ I2. In particular, this holds for the restriction of
the action of K on (m1,m1 + 1). So we find a word u1...ul in {ζ1, ζ2, ζ3} such that
I · u1...ul ⊂ J . Then the required word is w1...wk = (u1...ul)(v1...vn). 
We fix the natural map
Φ : R→ [0, 1) Φ(x) := x− ⌊x⌋
The following are elementary corollaries of the third part of Lemma 5.1, and we
leave the proof of the first (which follows from the definitions) to the reader.
Corollary 5.5. Let f ∈ Gρ. There is an m ∈ N such that for any x1, x2 ∈ R so
that x1 − x2 ∈ Z, the following holds. If the restriction of ρ on the blocks
{y1 −m, ..., y1 −
1
2
, y1, y1 +
1
2
, ..., y1 +m} y1 = ⌊x1⌋
and
{y2 −m, ..., y2 −
1
2
, y2, y2 +
1
2
, ..., y2 +m} y2 = ⌊x2⌋
is equal, then Φ(x1 · f) = Φ(x2 · f).
Corollary 5.6. Let f ∈ Gρ. Then the set
{Φ(x · f) | x ∈ Z}
is finite.
Proof. From the previous Corollary it follows that there is an m ∈ Z such that for
any y ∈ Z, Φ(y · f) is determined by the restriction of the labelling ρ to the block
{y −m, ..., y −
1
2
, y, y +
1
2
, ..., y +m}
Since there are finitely many words in {a, b, a−1, b−1} of length 4m + 1, it follows
that the set
{Φ(x · f) | x ∈ Z}
is finite. 
Definition 5.7. We denote by Z < Gρ as the subgroup of elements of Gρ which
fix Z pointwise and for which no point in Z is a transition point. This subgroup
shall play a useful role in the rest of the section. Note that Z contains K′ as a
subgroup.
Lemma 5.8. Let f ∈ Gρ be a nonidentity element. Then 〈〈f〉〉Gρ ∩ Z 6= {id}.
Proof. Claim: There is an element h ∈ Gρ such that
Supp(h) ∩ (Z ∪ {x · f | x ∈ Z}) = ∅
Moreover, the element h can be chosen so that it does not commute with f .
Proof of claim: From the second part of Lemma 5.1 we know that f fixes
a point in R. Since f is nonidentity, we can find an open interval J which is a
component of the support of f with a boundary point z ∈ R which is fixed by f .
We define B = {Φ(x · f) | x ∈ Z} and
X = Φ(J) ∪ (Φ(J) · ι) Y = B ∪ (B · ι)
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(Here recall that we denote by ι the unique orientation reversing isometry of [0, 1].)
Note that X \ Y is a symmetric subset of [0, 1] by definition and has nonempty
interior since Φ(J) has nonempty interior and B is a finite set (thanks to Corollary
5.6). Let g ∈ H ′ be a nonidentity symmetric element such that Supp(g) ⊂ X \ Y .
Let h = λ(g).
First, we claim that since ∂Supp(h)∩J 6= ∅ it follows that h, f do not commute.
Let x be a boundary point of Supp(h) that lies in J . If f, h were to commute, then
the elements of the set {fn(x) | n ∈ Z} will all be transition points of h, with an
accumulation point in R which is another transition point of h. This contradicts
the first part of Lemma 5.1.
Next, observe that by design Supp(h) ∩ {x · f | x ∈ Z} = ∅ and h ∈ Z. This
implies that
fhf−1h−1 ∈ (〈〈f〉〉Gρ ∩ Z) \ {id}

For each q ∈ 12Z \ Z, we define the map
κq : Z → H κq(f) ∼=T f ↾ [q −
1
2
, q +
1
2
] if ρ(q) = b
κq : Z → H κq(f) ∼=T ι ◦ f ◦ ι ↾ [q −
1
2
, q +
1
2
] if ρ(q) = b−1
Given an element f ∈ Z, the set
{κq(f) | q ∈
1
2
Z \ Z} \ {id}
is called the set of atoms of f . An element h ∈ H \ {id} is said to be an atom of
f ∈ Z if
h ∈ {κq(f) | q ∈
1
2
Z \ Z}
If h ∈ H is an atom of f ∈ Z, the set
{q ∈
1
2
Z \ Z | κq(f) = h}
is called the set of flags of h in f . Also, an element of this set shall be referred to
as a flag of h in f . In this language, an element f ∈ Z satisfies that f ∈ KX \ {id}
if and only if f has only one atom and the set of its flags in f is X .
Lemma 5.9. For each f ∈ Z, the set of atoms of f is finite.
Proof. Let f = w1...wk where each wi ∈ Sρ. From the third part of Lemma 5.1
it follows that the restriction f ↾ [n, n + 1] for any n ∈ Z is determined by the
restriction of the labelling ρ to the block
{n− (k + 1), ..., n−
1
2
, n, n+
1
2
, ..., n+ (k + 1)}
Since there are finitely many words in {a, b, a−1, b−1} of length 4(k + 1) + 1, our
conclusion follows. 
Lemma 5.10. Let f ∈ Z be a nonidentity element, and let h ∈ H be an atom of f
with set of flags X ⊂ 12Z \ Z. Then there is an m ∈ N, and a partition of
1
2Z into
blocks {Bi | i ∈ Z} such that |Bi| = m and Bi ∩X 6= ∅ for each i ∈ Z.
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Proof. Fix n ∈ X . Thanks to Lemma 5.1, we know that there is a k ∈ N such that
f ↾ [n− 12 , n+
1
2 ] is determined by the restriction of the labelling ρ to the block
B = {n− k −
1
2
, n− k, ..., n, n+
1
2
, ..., n+ k +
1
2
}
By the first part of the definition of a quasi-periodic labelling, we may fix m ∈ N
such that the following holds. For any block B′ of length m, there is a block
B′′ ⊂ B′ such that Wρ(B′′) = Wρ(B). It follows that for each such pair B′, B′′,
there is an
l ∈ (
1
2
Z \ Z) ∩B′′ ⊆ (
1
2
Z \ Z) ∩B′
such that
f ↾ [l −
1
2
, l +
1
2
] ∼=T f ↾ [n−
1
2
, n+
1
2
]
and ρ(n) = ρ(l). In particular, l ∈ X . Therefore, our conclusion holds for any
partition of 12Z into blocks of length m. 
Remark 5.11. The above Lemma is where the first part of the definition of quasi-
periodic is required. Recall that the second part of the definition was needed in the
proof of Lemma 5.1.
Proposition 5.12. Let f ∈ Z be a nonidentity element. Then there are elements
f1, ..., fn ∈ Z ∩ 〈〈f〉〉Gρ
such that each fi has an atom hi ∈ H ′ with the associated set of flags Xi satisfying
⋃
1≤i≤n
Xi =
1
2
Z \ Z
Proof. Let h be an atom of f and let X be the set of flags of h in f . Let {h1, ..., hn}
be the set of atoms of f that are not equal to h. Applying Lemma 5.10, we obtain
a partition of 12Z into blocks {Bi | i ∈ Z} such that |Bi| = m and Bi ∩ X 6= ∅
for each i ∈ Z. Since there are finitely many words of length m in the letters
{a, b, a−1, b−1}, the set of words {Wρ(Bi) | i ∈ Z} is finite.
Let j, Bi be a pair such that j ∈ Bi ∩
1
2Z \Z and κj(f) = h. Let [s, s+ 1] be an
interval where s, s+ 1 ∈ Z ∩Bi and let
I = Supp(f) ∩ [j −
1
2
, j +
1
2
]
Note that I is contained in a closed subinterval of (j− 12 , j+
1
2 ). Using Lemma 5.4,
find an element
g = w1...wn ∈ Gρ w1, ..., wl ∈ Sρ
such that
I · g ⊂ [s, s+ 1]
and
I · w1...wi ⊂ (inf(Bi), sup(Bi)) for each 1 ≤ i ≤ l
Recall from Corollary 5.6 that the set
S0 = {Φ(z · g
−1) | z ∈ Z}
is finite and so the set
S1 = S0 ∪ (S0 · ι)
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is also finite. Next, we define
S2 =
⋃
p∈{h1,...,hn,h}
(S1 · p
−1 ∪ S1 · (ι ◦ p
−1 ◦ ι))
Note that S = S1 ∪ S2 is a finite set. So we can find an element k ∈ H
′ such
that the support of k has exactly one component, denoted by I1, whose closure is
contained in Supp(h) \ S.
Since Supp(k) ⊂ Supp(h), and since k has a finite set of transition points, it
follows that
h−1k−1hk 6= id Supp(h−1k−1hk) ⊂ Supp(h)
Additionally, since λ(k) ∈ Z, it follows that
q = f−1λ(k)−1fλ(k) ∈ (〈〈f〉〉Gρ ∩ Z) \ {id}
Moreover, by design q has the property that q has an atom with flag at j and
Supp(q) ∩ [j −
1
2
, j +
1
2
] ⊂ I
Next, we observe that
Supp(λ(k)) ∩ (Z ∪ Z · g−1 ∪ (Z · g−1 · f−1)) = ∅
So it follows that
g−1f−1λ(k)−1fλ(k)g = g−1qg ∈ (〈〈f〉〉Gρ ∩ Z) \ {id}
and by design g−1qg has an atom with a flag at the interval [s, s+ 1].
Note that in the above process the elements k, g are determined by the fixed
element f , the labelling on the block Bi of a fixed lengthm and a choice of j, s ∈ Bi.
Since there are only finitely many possible labellings on any given Bi of length m,
and finitely many choices of j, s ∈ Bi, our conclusion follows. 
Let h ∈ H ′ \ {id} and h1, ..., hn ∈ H ′. The pair
h, (h1, ..., hn)
is said to be compatible if h admits a transition point x ∈ (0, 1) such that x is not a
transition point of any element in the set {hi | hi 6= h}. Note that in this definition
we treat (h1, ..., hn) as a multiset (i.e., with possibly several occurrences of the same
element in the set). This is done for the sake of flexibility in the arguments that
follow. Let g ∈ Z be a nonidentity element and let h1, ..., hn ∈ H be the atoms of
g. A pair hi, g is said to be Z-compatible, if the pair
hi, (h1, ..., hn)
is compatible.
Lemma 5.13. Let h, h1, ..., hn ∈ H ′ be elements such that h 6= id. Then either the
pair
h, (h1, ..., hn)
is compatible, or there is an element g ∈ H ′ such that the pair
[h−1gh, g], ([h−11 gh1, g], ..., [h
−1
n ghn, g])
is compatible.
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Proof. Let x be a transition point of h. We find a sufficiently small interval of the
form
I = (x− ε, x) ⊂ (0, 1)
such that whenever x is not a transition point of hi (for any 1 ≤ i ≤ n), then either
hi fixes I pointwise, or I · hi ∩ I = ∅. In particular, for such an hi and for any
element g ∈ H ′ whose support lies in I, it holds that
[h−1i ghi, g] = id
Moreover, we assume that h moves each point in I. (Note that to ensure this it
may be necessary to work with an interval of the form (x, x + ε), and in this case
we can argue similarly.) In this proof we shall find a g such that Supp(g) ⊂ I and
that moreover satisfies the statement of the Lemma.
Recall that the set of transition points for any element ofGρ is discrete. It follows
that there is an ε1 ∈ (0, ε) such that the following holds. For any hi ∈ {h1, ..., hn},
if x is a transition point of hi, it holds that hi ↾ (x− ε1, x) is either the identity or
an affine map of the form
t→ si(t− x) + x with slope si ∈ R>0
For each such hi, the slope si determines this map. Moreover, we make our choice
so that additionally h ↾ (x − ε1, x) is also of this form and we denote the slope of
h ↾ (x−ε1, x) by s. We assume without loss of generality that s < 1 (the case s > 1
can be dealt with in a similar fashion).
We find an element g ∈ H ′ = F ′ and dyadic intervals I1, I2 ⊂ (x − ε1, x) with
sup(I1) < inf(I2) such that the following holds:
(1) g has precisely two components of support which are I1, I2.
(2) I1 · h ⊂ I2, and hence
∂Supp([h−1gh, g]) ∩ I2 6= ∅
(3) I2 · h ∩ I2 = ∅ and hence
∂Supp([h−1gh, g]) ∩ (I2 · h) = ∅
(4) For each 1 ≤ i ≤ n such that x is a transition point of hi, either
si ∈ {s,
1
s
} or ((I1 ∪ I2) · hi) ∩ (I1 ∪ I2) = ∅
It is easy to check that by design the pair
[h−1gh, g], ([h−11 gh1, g], ..., [h
−1
n ghn, g])
is compatible. 
Corollary 5.14. Let f ∈ Z be a nonidentity element. Let X be the set of flags of
an atom h of f . Then either the pair h, f is Z-compatible, or there is an element
k ∈ 〈〈f〉〉Gρ ∩ Z with an atom l ∈ H
′ of k with a set of flags Y such that:
(1) X ⊆ Y .
(2) The pair l, k is Z-compatible.
Proof. Let h, h1, ..., hn ∈ H ′ be the atoms of f . We apply Lemma 5.13 to the pair
h, (h1, ..., hn)
to obtain an element g ∈ H ′ such that
[h−1gh, g], ([h−11 gh1, g], ..., [h
−1
n ghn, g])
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is compatible.
Define
k = [f−1λ(g)f, λ(g)]
Note that k ∈ 〈〈f〉〉Gρ since
k = λ(g)((λ(g)−1f−1λ(g))f(λ(g)f−1λ(g)−1)f)λ(g)−1
It follows immediately from the definition of λ and our hypothesis that the pair
[h−1gh, g], k is Z-compatible, and the set of flags of [h−1gh, g] contains X . 
Lemma 5.15. Let f ∈ Z be a nonidentity element and h be an atom of f . Let
X be the set of flags of h in f . If the pair h, f is Z-compatible, then there is a
nonidentity element g ∈ 〈〈f〉〉Gρ ∩ K
′
X .
Proof. Let h, h1, ..., hn ∈ H ′ be the atoms of f . Let x ∈ (0, 1) be a transition point
of h such that for each hi ∈ {h1, ..., hn}, x is not a transition point of hi. Then we
can choose a small dyadic interval
I = (x− ε, x+ ε) ⊂ (0, 1)
and an element l ∈ H such that:
(1) l has one component of support and Supp(l) = I.
(2) For each 1 ≤ i ≤ n, either I · hi ∩ I = ∅ or hi fixes each point in I. In
particular, it holds that
[h−1i lhi, l] = id
(3) Either h moves every point in [x−ε, x) or h moves every point in (x, x+ε].
In particular, it holds that
[h−1lh, l] 6= id
Note that the third requirement is possible to achieve since the set of transition
points of h is finite. The required element is then
g = [f−1λ(l)f, λ(l)]
Note that g ∈ K′X by design and g ∈ 〈〈f〉〉Gρ since
g = λ(l)((λ(l)−1f−1λ(l))f(λ(l)f−1λ(l)−1)f)λ(l)−1

Proposition 5.16. Let f ∈ Z be a nonidentity element. Let h ∈ H be an atom of
f and let X be the set of flags of h in f . Then there is a set Y ⊂ 12Z \Z such that
X ⊆ Y and K′Y ∩ 〈〈f〉〉Gρ 6= {id}.
Proof. Applying Corollary 5.14, we obtain an element f1 ∈ 〈〈f〉〉Gρ ∩ Z with an
atom h1 ∈ H ′ with a set of flags Y such that:
(1) X ⊆ Y .
(2) The pair h1, f1 is Z-compatible.
(Unless the pair f, h is Z-compatible, in which case we set f1 = f, h1 = h.) Next,
we apply Lemma 5.15 to obtain a nonidentity element
g ∈ 〈〈f1〉〉Gρ ∩ K
′
Y ⊆ 〈〈f〉〉Gρ ∩ K
′
Y

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Proof of Proposition 4.5. Let g ∈ Gρ be a nonidentity element. Then from Lemma
5.8 it follows that there is a nonidentity element f ∈ Z∩〈〈g〉〉Gρ . From Proposition
5.12 it follows that there are elements
g1, ..., gn ∈ 〈〈f〉〉Gρ ∩ Z h1, ..., hn ∈ H
such that each hi is an atom of gi with flags Xi such that
⋃
1≤i≤n
Xi =
1
2
Z \ Z
Applying Proposition 5.16 to each triple hi, gi, Xi, we obtain sets Y1, ..., Yn and
nonidentity elements l1, ..., ln such that:
(1) li ∈ 〈〈gi〉〉Gρ ⊆ 〈〈f〉〉Gρ ⊆ 〈〈g〉〉Gρ for each 1 ≤ i ≤ n.
(2) li ∈ K′Yi for each 1 ≤ i ≤ n.
(3) Xi ⊆ Yi and hence ⋃
1≤i≤n
Yi =
1
2
Z \ Z

6. Uncountably many isomorphism types
In this section we shall prove Theorem 1.4. The construction of the groups Gρ,α
for a given α ∈ (0, 1] \ Z[ 12 ] will be obtained in exactly the same fashion as the
construction of Gρ with the exception that the group H in the construction shall
be replaced by an overgroup Hα defined as follows. Recall from the preliminaries
that
N = {Γα = 〈F, fα〉 | α ∈ (0, 1] \ Z[
1
2
]}
where fα ∈ PL
+([0, 1]) is a chosen element whose slope at 0 is α.
Definition 6.1. Let I be the set of standard dyadic subintervals of (0, 1). (Recall
that a standard dyadic interval is always closed.) Using Lemma 2.1, for each pair
I, J ∈ I, we fix an element fI,J ∈ F ′ such that I · fI,J = J and fI,J ↾ I is linear.
We make the choices such that f−1I,J = fJ,I .
Fix an interval I ∈ I. Recall that FI is the subgroup of F consisting of elements
supported in I, and that FI ∼= F . Let σα ∈ PL
+([0, 1]) be a homeomorphism that
satisfies:
(1) 〈σα, FI〉 ↾ I ∼= Γα.
(2) σα ↾ [0, 1] \ I = id.
Next, we fix a standard dyadic interval J in (0, 1) such that sup(J) < inf(I).
Let ξα be a homeomorphism of [0, 1] defined as:
ξα ↾ I = σα ξα ↾ J = fJ,Iσ
−1
α fI,J ↾ J ξα ↾ [0, 1] \ (I ∪ J) = id
Note that since the abelianization of each Γα ∈ N is Z3 (as discussed in the
preliminaries), it follows that 〈ξα, FI〉 ∼= Γα. Finally, we define the group Hα as:
Hα = 〈H, ξα〉
Since the group
〈FI , ξα〉 ∼= Γα
it follows that the group Hα contains Γα as an abstract subgroup.
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Now we are ready to define the group Gρ,α.
Definition 6.2. We define the homeomorphisms
γα, ωα : R→ R
as follows for each n ∈ Z:
γα ↾ [n, n+ 1] ∼=T ξα if ρ(n+
1
2
) = b
γα ↾ [n, n+ 1] ∼=T (ι ◦ ξα ◦ ι) if ρ(n+
1
2
) = b−1
ωα ↾ [n−
1
2
, n+
1
2
] ∼=T ξα if ρ(n) = a
ωα ↾ [n−
1
2
, n+
1
2
] ∼=T (ι ◦ ξα ◦ ι) if ρ(n) = a
−1
The group Gρ,α is defined as
Gρ,α = 〈Gρ, γα, ωα〉
Remark 6.3. Recall from Proposition 4.1 that the groupGρ contains free subgroups.
Since Gρ,α contains Gρ as a subgroup, it also contains free subgroups.
Another tool we shall require for the generalization is the following theorem, due
to Higman (See [9]). Let Γ be a group of bijections of some set E. (The reader may
specialise this as E = [0, 1] and regard Γ as a group of homeomorphisms of E).
Theorem 6.4. (Higman’s simplicity criterion) Suppose that for all f1, f2, f3 ∈
Γ \ {1Γ}, there is an f4 ∈ Γ such that:
S · f4 · f3 ∩ S · f4 = ∅ where S = Supp(f1) ∪ Supp(f2)
Then Γ′ is simple.
Lemma 6.5. For each α ∈ (0, 1] \ Z[ 12 ], the group Hα satisfies the following.
(1) H ′α is simple and consists of precisely the set of elements of Hα that are
compactly supported in (0, 1).
(2) Each element in Hα has finitely many breakpoints and finitely many tran-
sition points.
Proof. Let Hα,c be the subgroup of Hα consisting of the elements in Hα that are
compactly supported in (0, 1). Note that this is generated by H ′, ξα. We apply
Higman’s simplicity criterion above to Hα,c to obtain that the derived subgroup of
this group is simple. (The proof is straightforward, since F ′ ⊂ Hα,c). It suffices
to show that Hα,c is perfect, and so it suffices to show that the generator ξα is
expressible as a commutator of elements in the group. Let I1 be a standard dyadic
interval in (0, 1) such that sup(I) < inf(I1). Using Lemma 2.2 we find elements
f1, f2 ∈ F ′ ⊂ HM,c such that:
J · f1 = J I · f1 = I1
and f1 ↾ J, f1 ↾ I are linear.
I · f2 = J I1 · f2 = I
and f2 ↾ I, f2 ↾ I1 are linear. The required word is then
ξ = f−12 (f
−1
1 ξαf1ξ
−1
α )f2
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The second statement of the Lemma holds since it holds for any subgroup of
PL+([0, 1]). 
Proof of theorem 1.4. To prove the theorem, we simply replace H by Hα in the
construction defined in the previous sections (with suitable modifications for the
definitions of λ, pi, κn,Z etc.). For the proof of simplicity, note that H < Hα <
PL+([0, 1]) and the only additional ingredient needed in the proofs is the state-
ment of Lemma 6.5. Therefore, one can simply replace H by Hα in the proof of
simplicity. Recall that a countable group contains countably many finitely gener-
ated subgroups. Since N consists of continuum many isomorphism types of finitely
generated groups (from Proposition 2.5 in the preliminaries), and Γα < Gρ,α, we
conclude the statement of the theorem. 
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