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the Amber force field45. The electrostatic and van der Waals
interactions between the quantum and the classical subsystems
were explicitly included as described in Ref.46.
2.2 Principal Components Analysis of TSH Trajecto-
ries
One of the advantages of TSH dynamics is that it can sample the
entire (unconstrained) configuration space of the system, without
the need of imposing a subset of collective variables as it is usually
the case for quantum wavepacket dynamics. However, to reach
statistical convergence with TSH dynamics a large number of tra-
jectories is required (in the order of 103), making the method
unsuited for the simulation of molecular systems with more than
a few hundred of atoms. These limitations make it very appealing
to combine mixed quantum classical trajectory-based approaches
(such as TSH dynamics) with the more accurate, but spatially
confined, quantum wavepacket dynamics (such as MCTDH).
Consequently, herein we propose to use TSH dynamics for the
automatic determination of the most important nuclear degrees
of freedom, which can then be developed into a model Hamilto-
nian for wavepacket dynamics, such as MCTDH. Our approach is
based on the principal component analysis (PCA)47–49 of the TSH
trajectories, which provides a set of collective modes ordered ac-
cording to their relevance (weights) that can then be projected
onto the basis of molecular normal modes (vibrational modes)
evaluated, for instance, at the ground state optimized geometry.
In molecular dynamics, PCA is based upon the diagonalization
of the covariant matrix of the nuclear displacements
Ci j = 〈(Ri(t)−〈Ri〉)(R j(t)−〈R j〉)〉 (1)
where Ri(t) is the i-th coordinate of the collective position vec-
tor R(t) in the molecular configuration space of dimension 3Na
(R(t) ∈ R3Na , where Na is the number of atoms). The parenthe-
ses 〈〉 represent the ensemble average, which in the case of MD
simulations is approximated by the time average. The covari-
ance matrix C with elements Ci j is a square matrix of dimension
3Na × 3Na and is symmetric with respect to the main diagonal,
meaning that it has real eigenvalues and the eigenvectors are or-
thogonal to each other. The diagonalization of the covariant ma-
trix
Cvi = λivi , (2)
leads a set of eigenvalues λi and eigenvectors vi ∈ R3Na , (i =
1, . . . ,3Na). Each eigenvalue corresponds to the mean square fluc-
tuation along the corresponding eigenvector or principal com-
ponent, and describes its contribution to the total fluctuation.
The eigenvectors are ordered such that their eigenvalues are in
decreasing order, with the first one (the first principal compo-
nent) corresponding to the largest displacement. By normalizing
the sum of all eigenvalues to 1, we can define the number of
eigenvalues im required to describe 90% of the total dynamics:
∑
im
i=1 λi = 0.9. In most cases, the first 10 PCs are often enough to
reach this threshold.
The most relevant m eigenvectors vi (i = 1, . . . , im) can be used
to select the vibrational modes that are relevant for the descrip-
tion of the dynamics in the excited state. Using the projection be-
tween the principal component vi and the normal mode dk ∈R3Na
pi,k = (vi ·dk) (3)
the relevant normal modes are the ones which have the largest
overlap with the relevant PCs (we use the standard scalar product
in the 3Na dimensional Euclidean space). To visualise the differ-
ent principal components, it is possible to associate to each PC
a meta-trajectory obtained through the projection of the original
trajectory R(t)
R[i](t) = (vi ·R(t)) . (4)
3 Results
3.1 Femtosecond Nonadiabatic Decay of [Cu(dmp)2]
+
A summary of the main characteristics of all nine TSH trajectories
simulating the photoexcited decay of [Cu(dmp)2]+following ex-
citation into the lowest optically bright 1MLCT state is shown in
Table 1. The number of crossing points between singlet and triplet
states (number of possible ISC events) and the corresponding cu-
mulative ISC probabilities are also shown. For each trajectory, the
initial singlet state (force state at t=0 fs) is reported together with
the corresponding excitation energy. The final state (force state
after 100 fs) was found to be S1 in all simulations, i.e. the low-
est singlet MLCT state. The initial singlet state was chosen to be
the singlet state with the largest oscillator strength at the specific
starting geometry. While the numbering of this state varies (see
Table 1) for the different starting configurations (due to the high
density of bright and dark states) this does not affect the decay
rate, as shown by the fact that all trajectories end up in the S1
state within 100 fs of dynamics. It is also noted that due to the
presence of spin-orbit coupling (SOC), direct excitation into the
triplet manifold is possible. However, for this type of Cu com-
plexes the SOCs are not sufficiently large for this to play a signifi-
cant role during excitation and consequently the direct excitation
into triplet states has been neglected in our simulations.
Fig. 2 shows the force (singlet) states plotted together with the
other singlet and triplet state energy profiles for three represen-
tative trajectories simulated using the TSH algorithm as imple-
mented in the CPMD35 code. The initial states are S6, S4, and S6,
respectively. The remaining six trajectories show similar profiles
and the key information is summarized in Table 1. This fast re-
laxation process that follows the photoexcitation is made possible
by the occurrence of a large number of surface hops within the
singlet states manifold. The TSH algorithm used for these sim-
ulations allows for nonadiabatic transitions between states with
equal spin-multiplicity (singlet states in this case) while spin-flip
transitions (i.e. intersystem crossings) are not explicitly included.
The latter requires a generalization of the nonadiabatic tran-
sition probabilities that includes the calculation of the SOCs and
intersystem crossing (ISC) probabilities. Even though this type
of dynamics has recently been successfully implemented43,50–54
it is not yet applicable (in the fully converged manner) to metal
complexes of the size of the [Cu(dmp)2]+complex in solution.
Consequently, in this work the ISC probabilities have been esti-
mated, a posteriori, at the crossing points between singlet and
1–?? | 3
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pare directly the results obtained using these two different ap-
proximations for the x-c functionals. Indeed, the only major dif-
ference between PBE and B3LYP for MLCT states is that in the
former, the excited states energies are underestimated, due to the
limitations of LR-TDDFT for charge transfer excited states (while
keeping the energy separations between the excited PESs essen-
tially unaltered). This would make dynamics between the excited
and ground state unreliable, but in the present case we are only
interested in the dynamics within the excited states, i.e. prior to
the relaxation into the ground state.
Our present TSH simulations show that within the first 100 fs
of dynamics, the initially excited electronic state, decays rapidly
into the lowest 1MLCT state. This state (S1) is characterised by
the excitation of one electron from a metal d-orbital to a pi∗g orbital
of a single ligand. The ultrafast internal conversion dynamics ob-
served with TSH (with a decay time of about ∼100 fs) is in excel-
lent agreement with both experiment21–26 and recent quantum
dynamics simulations27–30. This process is driven by the signifi-
cantly large nonadiabatic couplings between the low lying MLCT
states, the small nuclear motion required to reach the crossing
point between the force state and other states, and, finally, the
high density of states at the Franck-Condon geometry.
Unfortunately, the direct evaluation of the ISC rate is not di-
rectly accessible from our TSH calculations, since we only per-
formed a single trajectory using the TSH/ISC method, which in-
cludes the calculation of SOC and ISC transition probabilities on-
the-fly. However, by post-processing the trajectories calculated
using the ‘standard’ TSH scheme, we were able to identify some
interesting aspects. In agreement with the recent quantum dy-
namics simulations27, the TSH simulations show multiple cross-
ings between the singlet state and the manifold of triplet states.
The cumulative probability for ISC evaluated using the LZ for-
mula amounts to more than 90% for three of the nine analysed
trajectories with an average cumulative probability of 53% for
the entire ensemble. This means that about half of the trajecto-
ries would undergo at least one ISC event during the first 100 fs
of dynamics. However, we also note large differences among the
different trajectories: three have a cumulative probability smaller
than 30%, and one less than 5%. It is also stressed that the cu-
mulative probability should be considered as an overestimation
of the total effective ISC probability, since in this calculation we
do not consider events of higher order, which would involve back
transitions from triplet to singlet states. The occurrence of this
type of events is clearly shown in the trajectory obtained using
the TSH/ISC method (Fig. 3). In this case, we observe that after
a first ISC to T8, the system relaxes into T7 before undergoing
another ISC back to a singlet state (S3). This single trajectory
exemplifies well the complexity of the photophysics of this class
of metal-complexes, which shows a convoluted sequence of IC
and ISC events during the first 100 fs of dynamics after photoex-
citation. This observation is consistent with our previous quan-
tum dynamics simulations, which show that only ∼10% of the
wavepacket had crossed into the triplet states within the first 100
fs.
Before moving further into the comparison of the results ob-
tained with the two different, but also complementary, excited
states dynamics approaches (TSH and wavepacket propagation),
it is worth summarizing some of the main differences that char-
acterize them: i) the dimensions of the sampled configuration
space, which is confined to less than 10 dimensions in the quan-
tum dynamics; ii) the nature of the dynamics, which in TSH is
approximated with an ensemble of classical trajectories that can
undergo nonadiabatic transitions (ICs and ISCs) among the dif-
ferent electronic states, and iii) the inclusion solvent effects that
in TSH dynamics are treated within the QM/MM framework (ex-
plicit solvation), while in wavepacket dynamics is often approxi-
mated with a bath of harmonic oscillators.
Despite these differences, we find that the IC rate obtained with
TSH are in good agreement with those described using the quan-
tum dynamics approach. The ISC rate is also consistent, but the
limited timescale of the simulations make it difficult to drawn
strong conclusions on this aspect. This agreement points to a ro-
bustness of the dynamics, which in the case of the observables
of interest for this study does not seem to depend crucially on
the nature of the propagation schemes. More specifically, clas-
sical trajectories provide a good description of the dynamics far
from the regions of strong coupling, while the surface hopping
algorithm is able to capture most of the quantum effects at the
avoided crossings. In particular, the missing quantum coherence
of the TSH trajectories (due to the independent trajectory approx-
imation) does not seem to affect the spreading of the trajectory
ensemble significantly, at least in the sub-picosecond timescale.
On the other hand, the confinement of the MCTDH dynamics into
a subspace of the full molecular configuration space is not intro-
ducing important biases, when the correct set of collective vibra-
tional modes is selected, as we showed using PCA.
Summarizing, both TSH and MCTDH approaches agree with
the following picture of the photodynamics of [Cu(dmp)2]+:
upon photoexcitation into the optically bright singlet states,
which is made of a combination of electron excitations from d to
pi∗-gerade orbitals, the system quickly loses potential energy and
relaxes into a singlet state characterized by the localization of the
MLCT electron on a single ligand (see Appendix). The selection
of the ligand depends mainly on the reorganization of the solvent
molecules in the first solvation shell of the metal ion. This process
occurs in less than 100 fs. ISC events can take place all along the
relaxation path before the system reaches the lowest singlet state
manifold. SOCs and thus ISC probabilities depend strongly on
the character of the electronic state configurations, and favours
transitions between high energy lying singlet and triplet states
(in both directions). In fact, only a few transitions between S1
and T1 are observed. As a consequence, ISCs mainly occur in
a sub-picosecond scale before the full relaxation of the system
into S1 is accomplished. However, we do not exclude that on a
longer time-scale (not covered by the present simulations) resid-
ual transitions between S1 and the high energy triplet states are
still possible, even though with very low probabilities due to the
relatively small size of the SOCs.
The extremely low luminescence quantum yield, 10−4, of
[Cu(dmp)2]+ in acentonitrile is also, in part a consequence of
the solvent effects. By taking advantage of the QM/MM scheme,
we could observe an ultrafast solvent reorganization process tak-
8 | 1–??
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notation, we will label the states involved in this analysis as S1,
S2 and S2. In reality, there will be other (spectator) states interca-
lated between the selected ones, which however are omitted from
this analysis. The photoexcited S3 state, from which the dynam-
ics is started, has a mixed character derived from the promotion
of an electron from the degenerate (at D2d symmetry) HOMO
(dxz) and HOMO-1 (dyz) orbitals centred at the copper atom, into
a pair of degenerate anti-bonding pi orbitals of gerade symmetry
(pi∗g ) on the ligands. In the D2d symmetry, the pi
∗
g orbitals are de-
localised on both ligands and their contribution to the S3 state, at
the Franck-Condon geometry, is very similar. As for S3, the lowest
singlet states, S1 and S2, are also made of mixed state configura-
tions arising from the photoexcitation of dxz and dyz electrons into
the pi∗-gerade orbitals.
As shown in Fig. 7 the character of these states depend upon
structural changes. In particular, in the excited states we observed
a lifting of orbital degeneracy associated to the pseudo Jahn-Teller
(JT) distortion that determines the symmetry reduction from D2d
to D2. Additional symmetry breaking mechanisms can also oc-
cur in solution through the coupling to different instantaneous
solvent configurations, which favour the localization of the pho-
toexcited electron on a single ligand15,57. A detailed account on
the solvent effects of the photophysics on copper phenenthrolines
is given in section 3.2.
To further clarify this observation, we perform a characteriza-
tion of the first three singlet excited states along the pseudo-JT
distortion coordinate ν21 shown in Fig. 7. Moving to the left and
to the right of the FC point we observe a different localization of
the photoexcited pi∗ electron on the two ligands. As reported in
Table 3, the adiabatic states are characterized by excitations from
the HOMO (dxz) orbital to the pi∗ antibonding orbitals on the lig-
ands. While at FC the transitions are mixed, at the S1 minima
(left and right) they acquire a more defined character. For the
minima at the RHS in Fig. 7, the S1 state is characterized by a
dxz → pi
∗
1g transition, where pi
∗
1g denotes the pi
∗-gerade orbital cen-
tered at the ligands labelled with the index 1; S2 is characterized
by an equivalent dxz → pi∗2g transition centered on the opposite lig-
and (labelled with 2); and S3 acquires a dxz → pi∗1u character. An
equivalent behavior (but with a localization of the pi∗ orbital on
the opposite ligand) is also observed at the second minima on S1
(on the LHS of the PC point). This analysis is not restricted to the
family of the singlet excited states; in fact, a similar decrease in
mixing of the dxz → pi∗g/u transitions is also observed at the geome-
tries that correspond to the minima of the T1 state (Table 3).
Coming to the dynamics, in the diabatic representation each
electronic state preserves its character along the collective coor-
dinate and different diabatic states cross at the FC configuration
(dashed lines in Fig. 7). The mixed character of the adiabatic
states at the FC is therefore reflected into a crossing of differ-
ent states in the diabatic picture. In the same way, internal con-
version processes, which in the adiabatic picture is described by
the transfer of wavepacket population (or trajectories in the TSH
framework) from S3 to S2 and S1 triggered by the nonadiabatic
couplings, translate in the diabatic picture into the relaxation of
the nuclear wavepacket along a single diabatic PES with preser-
vation of the orbital symmetry.
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