Summary. The initiation and propagation of a detonation wave in a two-dimensional channel is simulated by an Euler and a Navier-Stokes solver. Transport processes were found to play a role in the wave propagation, resulting in a lower wave propagation speed arising from viscous drag.
Introduction
The propagation of a detonation wave remains one of the challenging problems in physics. While it is possible to predict the average propagation velocity almost correctly using classical theory [1, 2] , there is no theory to explain the internal flow structure satisfactorily. The famous Zel'dovich-von Neumann-Döring theory [3, 4, 5] is widely considered to describe the one-dimensional detonation structure correctly. Early experiments uncovered that the reduction to one space dimension is not entirely justified in long tubes. The detonation waves are non-planar and exhibit multi-dimensional substructures [18] . Numerical simulations have lately been used to examine these transient sub-structures but most of these studies thus have far neglected transport phenomena partly to simplify the approach. Moreover, neglecting transport phenomena appeared to be feasible in regions where such phenomena can be neglected. Nonetheless, the presence of walls requires careful consideration of transport phenomena [7] .
Recent progress in computing power has enabled Navier-Stokes solutions of detonation waves [8, 9, 10] . A preliminary study on the effect of transport processes is reported here. The propagation of a detonation wave is examined by a comparison between an inviscid and a viscous solution.
Governing Equations
The governing equations for a high-temperature, chemically reacting viscous flow are modeled with thermodynamic processes and chemical reactions as well as the fluid dynamics. The gas considered is assumed to be thermally perfect and chemically nonequilibrium with finite-rate chemistry. For brevity, the derivations and relations are only summarized here; details can be found in [11] . The equations to be solved are the twodimensional, unsteady conservation equations extended for multi-species with chemical reactions. The species are assumed to be thermally perfect gas. Thus, the specific heats, enthalpy, entropy and internal energy of each species are functions of temperature only and are expressed as approximations by a least-squares fit method [12] . The expressions and coefficients are valid for 200-6000 K that exceeds the temperature range of interest. Dalton's law is used to obtain the pressure of the mixture from the partial pressures of the individual species. The overall reaction is that for a stoichiometric hydrogen-air mixture. The elementary reaction mechanisms for the mixture are extracted from the GRI-Mech 3.0 [13] database that contains 325 reactions and 53 species. From this database, the 9-species 28-reaction model was chosen. The transport properties and third body reaction data were also extracted from the GRI-Mech 3.0 database.
The viscosity coefficient, diffusion coefficient and thermal conductivity were obtained from classical kinetic theory [14] . The viscosity coefficient and thermal conductivity of species are independent of the pressure whereas the diffusion coefficient is inversely proportional to the pressure. It is noted that the mixture-averaged formulations for the thermal conductivity and diffusion coefficient are only approximations in order to reduce computational time [14] .
Numerical Formulation
The two-dimensional Navier-Stokes equations were discretized by a finite volume formulation and retaining the integral form with the source term. The convective and viscous fluxes were evaluated at the faces of a cell in the x-and y-direction. The convective fluxes were approximated by flow quantities extrapolated to the left and right sides of the cell face while the viscous fluxes were computed by the averaged variables at a face and then were approximated using a second-order Roe scheme which was extended for a multi-species, thermally perfect and non-equilibrium gas [15, 16] . High-order accuracy in space is achieved by using the MUSCL (Monotone Upstream-Centered Schemes for Conservation Laws) approach. By employing an appropriate minmod limiter, the MUSCL scheme becomes first-order accurate in the vicinity of the discontinuities and secondorder accurate in smooth regions. For temporal discretization, the governing equations were discretized in time so that they become a system of ordinary differential equations. A two-step Runge-Kutta scheme was utilized to achieve second-order accuracy. Since this scheme is fully explicit, it can be started with known values at time level n. The transport terms were evaluated using Green's theorem [17] , but the evaluation of the source terms was much more complex due to the chemical reactions having much shorter time scales than those associated with the flow, resulting in stiffness. The approach used to overcome this difficulty is highlighted in [11] . The temperature must be evaluated at each grid cell whenever the species density was updated for a thermally perfect gas. Likewise, the boundary conditions were evaluated for the wall, supersonic inflow into the channel and outflow.
Results
A 50 cm long and 10 cm high channel was used for the detonation channel and the computational domain was discretized into 100 × 150 grid cells. The grids were clustered near the walls to capture the boundary layer. Adiabatic wall boundary conditions were imposed on the upper and lower sides of the computational domain while supersonic inflow and outflow were imposed on the left and right side respectively, with an ambient pressure of 1 atm imposed at the outlet of the channel. Pre-mixed hydrogen-air gas at an ambient pressure of 2 atm and temperature of 500 K was set to flow into the channel at an incoming Mach number of 2. The mixture was ignited by a localized hot spot at The results of the numerical solution were compared with that of an inviscid algorithm to characterize the effect of viscosity on the flow. Figure 2 shows the initiation of the detonation wavefront at time t = 1.8090 ×10 −5 s. A comparison of the viscous and inviscid results shows that the wavefront propagation is delayed or attenuated due to the presence of viscosity. This can be attributed to the drag arising from the formation of a laminar boundary layer behind the shock wave [18, 19] . Also, the pressure and temperature at the wall are found to be higher for viscous solutions, due to the presence of shear layers. The simulation also shows that the wave strength of the downstream moving detonation is significantly stronger than that of the upstream-moving detonation due to the non-zero Mach inflow condition. Another significant difference between the viscous and inviscid flows is observed in the downstream moving wavefront. For an inviscid simulation it was found to be a straight shock but the effect of transport processes is evident in the viscous simulation, wherein the downstream shock in more curved due to the velocity gradient from the walls to freestream. 
