This paper presents novel methodologies for the numerical simulation of scattering of elastic waves by both closed and open surfaces in three-dimensional space. The proposed approach utilizes new integral formulations as well as an extension to the elastic context of the efficient high-order singularintegration methods [12] introduced recently for the acoustic case. In order to obtain formulations leading to iterative solvers (GMRES) which converge in small numbers of iterations we investigate, theoretically and computationally, the character of the spectra of various operators associated with the elastic-wave Calderón relation-including some of their possible compositions and combinations. In particular, by relying on the fact that the eigenvalues of the composite operator N S are bounded away from zero and infinity, new uniquely-solvable, low-GMRES-iteration integral formulation for the closed-surface case are presented. The introduction of corresponding low-GMRES-iteration equations for the open-surface equations additionally requires, for both spectral quality as well as accuracy and efficiency, use of weighted versions of the classical integral operators to match the singularity of the unknown density at edges. Several numerical examples demonstrate the accuracy and efficiency of the proposed methodology.
Introduction
This paper introduces efficient high-order integral solvers for three-dimensional (3D) problems of elastic scattering by surfaces, including both closed surfaces and infinitely thin open surfaces. These are problems of significant importance in many application fields in science and engineering, including geophysics, seismology, non-destructive testing, energy and material science, among many others. Unlike the finite-element and finite-difference approximations of the associated partial differential equations [7] , which require 3D (volumetric) discretizations and use of appropriate absorbing boundary conditions, the boundary integral methods only require discretization of the two-dimensional (2D) domain boundaries [21, 26, 27, 33] and they automatically enforce the radiation condition at infinity. The significant benefits inherent in the reduced dimensionality of the boundary-integral methods can be fully realized, in spite of the dense matrices they entail, provided adequate acceleration techniques are used for the associated matrix-vector products (see e.g. [11, 15, 29] and references therein) together with Krylov-subspace linear algebra solver like GMRES. In all, the BIE method has lead to fast and high-order algorithms that, for problems beyond a small number of wavelengths in size, can outperform their volumetric domain discretization counterparts to very significant extents.
For definiteness, this contribution focuses on the elastic Neumann (traction) boundary-value problem, whose treatment by means of boundary integral methods has been found quite challenging, but the like those considered previously for 2D elastic and 2D and 3D acoustic open surface problems, extract the solutions' edge singularity explicitly. In view of these contributions and the spectral properties, established in the present paper for the 3D closed-surface elastic case, we additionally consider a formulation of the 3D open-surface elastic problem in terms of the composition N w S w . The benefits of this approach are two-fold: high-order accuracy (that is achieved in our implementations by means of the aforementioned rectangular-polar quadrature method) and well-behaved iterative linear algebra. Our numerical tests suggest that the eigenvalues of N w S w are at least bounded away from infinity, and although they appear to approach the origin (Fig.3) , the N w S w formulation leads, as desired, to significant reductions in the number of GMRES iterations required for convergence to a given residual tolerance over those required by the operator N w .
As indicated above, our implementations rely on the Chebyshev-based rectangular-polar discretization methodology developed recently [12] -which can be readily applied in conjunction with geometry descriptions given by a set of arbitrary non-overlapping logically-quadrilateral patches, and which, therefore, makes the algorithm particularly well suited for treatment of complex CAD-generated geometries. The algorithms additionally rely on use of expressions, presented in [9, 31, 36] for the closed-surface case, that present 3D elastic strongly-singular and hyper-singular operators as compositions of weakly singular integrals and tangential-derivative operators; the corresponding expressions for the weighted operators we use in the open-surface case are presented in Lemma 3.5 below. The application of the Chebyshev-based rectangular-polar solver for the evaluation of the weakly singular integrals gives rise to high accuracy and efficiency. Thanks to the use of Cartesian-product Chebyshev discretizations, further, the needed tangential differentiations can easily be effected via differentiation of corresponding truncated Chebyshev expansions.
This paper is organized as follows. After preliminaries and notations are laid down in Section 2.1, Sections 2.2 and 2.3 introduce the classical integral equations for the closed-surface and open-surface problems under consideration, respectively. Section 3.1 investigates the spectral properties of the elastic integral operators and the 3D Calderón relation. The new regularized integral equations for closed and open surfaces are derived in Sections 3.2 and 3.3, respectively. Exact re-expressed formulations for the strongly-singular and hyper-singular operators are presented in Section 3.4. The high order discretization method we use for numerical evaluation of the elastic integral operators are briefly described in Section 4.
The numerical examples presented in Section 5, finally, demonstrate the high-accuracy and high-order of convergence enjoyed by the proposed approach, as well as the reduced numbers of GMRES linear-algebra iterations required by the proposed algorithms for convergence to a given residual tolerance.
Elastic scattering problems and integral equations

Preliminaries
We consider the problems of scattering of elastic waves by bounded obstacles Ω whose smooth boundaries Γ are either open or closed surfaces-that is, they are two-dimensional sub-manifolds of R 3 with or without boundary, respectively. Noting that in the open-surface case we have Ω = Γ, for both the openand closed-surface cases the propagation domain will be denoted by D := R 3 \Ω. We assume that D is occupied by a linear isotropic and homogeneous elastic medium characterized by the Lamé constants λ and µ (satisfying µ > 0, 3λ + 2µ > 0) and the mass density ρ > 0. As indicated in Section 1, our derivations are restricted to the challenging Neumann case, in which the boundary traction is prescribed. Suppressing the time-harmonic dependence e −iωt in which ω > 0 is the frequency, the displacement field u = (u 1 , u 2 , u 3 ) in the solid (where a denotes transposition of the vector or matrix a) can be modeled by the following boundary value problem: Given the boundary data F on Γ, determine the scattered field u satisfying uniformly with respect to allx = x/|x| ∈ S 2 := {x ∈ R 3 : |x| = 1}. Here, ∆ * denotes the Lamé operator
and T (∂, ν) denotes the boundary-traction operator
where ν is the outward unit normal to the boundary Γ and ∂ ν := ν · grad is the normal derivative. In (2.3), u p and u s denote the compressional and the shear waves, respectively, which are given by
where the wave numbers k s , k p are defined as
If the scattered field is induced by an incident displacement field u inc (e.g. a plane wave or point source), then the boundary data is determined by F = −T (∂, ν)u inc . The fundamental displacement tensor for the time-harmonic Navier equation (2.1) in R 3 is given by 
Boundary integral equations I: closed-surface case
The classical indirect combined field integral equation formulation assumes a representation of the scattered field given by a combination of the form [26] 
of a single and a double-layer potential expressions D and S given by
respectively. Operating with the traction operator on (2.6), taking the limit as x → Γ and using wellknown jump relations [26] to apply the boundary condition, the combined field integral equation
results. Here I denotes the identity operator, and K :
which are only defined in the sense of Cauchy principle value and Hadamard finite part [26] respectively, in view of the strongly singular and hyper-singular character of the corresponding kernels. It can be shown that the integral equation (2.9) is uniquely solvable for all real values of the frequency ω > 0 (see e.g. [8] ). But, as it is well known, the eigenvalues of the hypersingular integral operator N accumulate at infinity. As a result, the solution of the integral equation (2.9) by means of Krylov-subspace iterative solvers such as GMRES generally requires large numbers of iterations.
Boundary integral equations II: open-surface case
For the open-surface scattering problem the solution can be expressed as a double-layer potential
Operating with the traction operator on (2.12), taking the limit as x → Γ and applying the boundary condition, we obtain the boundary integral equation
In addition to the computational challenge inherent in the accurate integration of the hypersingular kernel of the operator N , for the open-surface case the solution ϕ is itself singular at the edge of Γ, as is well known-which leads to numerical methods of low order of accuracy unless the algorithm appropriately accounts for the solution singularity.
Regularized boundary integral equations
In this section, we propose the regularized integral equations for the closed and open surface scattering problems. Here, three types of "regularization" are employed: 
Operator spectra
Seeking to derive regularized boundary integral equations which do not suffer from the difficulties described in the previous section, we first study the spectra of the integral operators K and the composite operator N S where S : H s (Γ) 3 → H s+1 (Γ) 3 denotes the single-layer operator
(3.1)
Our study for wave-scattering problems relies on the following result for zero-frequency (static) elasticity.
Theorem 3.1. [4, Theorem 2.1, 2.2] Let Γ denote a smooth closed surface in three-dimensional space, let K 0 denote the adjoint of the elastic double-layer operator in the zero-frequency case ω = 0 and let P 3 (t) = t(t 2 − C 2 λ,µ ) where C λ,µ is a constant that depends on the Lamé parameters:
.
Furthermore, the spectrum of K 0 consists of three non-empty sequences of eigenvalues which converge to 0, C λ,µ and −C λ,µ , respectively. Using this result we can explicitly obtain the accumulation points of the eigenvalues of K . Indeed, since K − K 0 has a weakly-singular kernel it follows that K − K 0 is a compact operator, and we obtain
where K c is a compact operator. Therefore, the spectrum of K also consists of three sequences of eigenvalues which converge to 0, C λ,µ and −C λ,µ , respectively. In view of the Calderón relation [26] 
together with the inequalities 0 < C λ,µ < 3/8 (which result easily from the condition λ + 2/3µ > 0) we conclude that the eigenvalues of the composite operator N S, which plays an essential role in the regularized integral equations proposed in the following section, are bounded away from zero and infinity.
To visualize the significance of these results we consider the integral operators K and N S associated with the problem of scattering by a unit ball, and we choose λ = 2, µ = 1, ρ = 1, ω = π, from which we obtain C λ,µ = 0.125. Letting N DOF denote the number of degrees of freedom used for operator discretization, the eigenvalue distributions for the various operators, which were obtained numerically as the eigenvalues of the N DOF × N DOF matrices that result as each operator discretized on the basis of the method introduced in Section 4 with 6 patches, N = 16, N β = 100 and p = 8, are displayed in Figure 1 . (Matrices for the various operators were obtained by applying the discretized operators described in Section 4 to the canonical basis of C NDOF , and, for simplicity, the eigenvalues of the resulting matrices were obtained by means of Matlab's function eig.) 
Regularized boundary integral equation I: closed-surface case
Relying on the studies presented in Section 3.1 of the spectra of various relevant elastic-scattering integral operators, this section proposes regularized combined field equations that make use of the singlelayer operator R := S iω1 (ω 1 > 0) for the "imaginary-frequency" iω 1 -in addition to the aforementioned double-layer and hypersingular operators K and N . For simplicity, we assume ω 1 = ω. Thus, replacing the scattered field representation (2.6) by the expression
we obtain the regularized integral equation
instead of the classical combined field equation (2.9). The favorable properties of equation (3.4) are described in the following theorem. Proof. We need to show that the homogeneous equation of (3.4) only admits the trivial solution. Let us call u + (resp. u − ) the potential defined for x ∈ D (resp. x ∈ Ω) by the right hand side of Equation (3.3) . Clearly, u + is a radiative solution to the elastic problem in D with T (∂, ν)u + = 0 on Γ. We conclude that u + = 0 everywhere outside Ω. From the classical jump relations for the boundary values of layer potentials, we see that
Applying Betti's formula [7] , we then obtain
and therefore,
It is known that S iω is positive definite [1, Lemma 6.2], that is, there exists some positive constant c > 0 such that
This implies that ψ = 0 on Γ.
Noting that 3 is a compact operator (in view of its kernel's smoothness), the claims concerning accumulation points of eigenvalue sequences of the combined integral operator (3.4) follows from the results presented in Section 3.1. The proof is now complete.
To illustrate Theorem 3.2 we utilize once again the unit-ball scattering problem considered in Section 3.1. The spectrum of the corresponding regularized combined field operator is displayed in Figure 2 . Clearly the eigenvalues accumulate as prescribed by the theorem, and, in particular, they do not accumulate either at zero or infinity.
Regularized boundary integral equation II: open-surface case
In our treatment of an open surface Γ we assume, for simplicity, that the surface Γ, its edge, and the right hand side in equation (2.13) are infinitely smooth. Under such assumptions, the singular character of the solution ϕ is given by [22] 
where ψ is an infinitely differentiable function in a neighborhood of the edge, up to and including the edge, and where d denotes the distance to the edge. In view of this result we introduce a weight function w(x) which is smooth, positive and non-vanishing across the interior of the surface, and which, up to a factor that is C ∞ throughout Γ (including the edge) has square-root asymptotic edge behavior w ∼ d 1/2 around the edge of Γ.
Then we define the weighted operator
5)
so that for functions F that are smooth on Γ, up to and including the edge, the solution of the equation
is also smooth throughout the surface. In view of the spectral properties of the closed-surface composite operator N S, we consider the composite operator N w S w and the corresponding equation
Here S w is a weighed version of the operator S,
(which can also be used for treatment of the scattering problem under Dirichlet boundary conditions [13, 14, 16, 28] ; see also Remark 3.3 and Figures 12 and 14 in Section 5). As shown in [13, 28] , the equation analogous to (3.7) for the 2D acoustic open-arc case is a secondkind equation. Further, the numerical results presented in [13, 14] for 2D/3D acoustic problems and in [16] for 2D elastic problems show that, in the cases considered in those contributions, equation (3.7) requires significantly smaller numbers of GMRES iterations than equation (3.6) for convergence to a given residual tolerance. For our numerical study of the spectrum of the operator N w S w in the present elastic case we consider operators associated with the problem of elastic scattering by a unit disc (using the same parameters in Section 3.1). Figure 3 displays numerical values of the eigenvalues of the operator N w S w , which were obtained by applying the discretization method introduced in Section 4 with 5 patches. This figure clearly suggests that the eigenvalues of N w S w are at least bounded away from infinity, although they also appear to approach the origin. As demonstrated in Figure 11 For the Dirichlet problem the solution can be expressed as a single-layer potential
which results in the boundary integral equation
The singular character of the solution ϕ, which is given by ϕ ∼ ψ d −1/2 [22] where ψ is an infinitely differentiable function throughout Γ, up to and including the edge, leads us to consider the weighted integral equation
As in the Neumann case, further, we can also consider the combined operator N w S w and the corresponding equation
for the Dirichlet problem-although, as demonstrated in Figure 12 , the single layer formulation (3.8) already requires small iteration numbers, and no improvements in iteration numbers result in this case from use of the N w S w formulation.
Strong-singularity and hyper-singularity regularization
As noted in Sections 1, 2.2 and 2.3, the integral operators K , N and N w are strongly singular and hyper-singular, respectively. This section expresses the strongly singular and hyper-singular boundary integral operators (3.4) and (3.7) in terms of compositions of operators of differentiation in directions tangential to Γ and weakly-singular integral operators [9, 36] . Using this reformulation together with efficient numerical implementations of weakly-singular and tangential differentiation operators and the linear algebra solver GMRES then leads to the proposed elastic-wave solvers.
The traction operator can be expressed in the form
where the operator M (∂, ν), whose elements are also called Günter derivatives, is defined by
. Let ∇ S denote the surface gradient:
The following lemma can be established as in [9] , and we omit the proof here.
Lemma 3.4. The boundary integral operator K can be expressed in the form
For the hyper-singular operator N , in turn, we have
12)
where
and where, for a scalar field v and a vector field V , the operators T 1 and T 2 in (3.12) are defined by
The kernels of the integral operators K i , i = 1, 2 in (3.11) and N j , j = 1, · · · , 5 in (3.12) are all at-most weakly-singular.
Noting that w 2 (x) is a smooth function of x throughout Γ which vanishes at the edge of Γ, the following open-surface version of the previous lemma can similarly be established. 13) where
and where, for a scalar field v and a vector field V , the operators T w 1 and T w are given by
respectively. The kernels of the integral operators N w j , j = 1, · · · , 5 in (3.13) are all at-most weaklysingular.
Numerical implementation
In view of the integral-operator formulations presented in Section 3.4, a numerical version of the regularized integral operators introduced in Sections 2.2 and 3.3 can be obtained as a sum of (possibly multiple) compositions of numerical operators of two types, namely, (i) Integral operators of the forms (2). High-order integration rules based on Chebyshev polynomials, Fejer's first quadrature rule, and "rectangular-polar" changes of variables which produce accurate approximations of the integral operators with weakly-singular kernels;
(3). Chebyshev-based differentiation rules; and, 
Closed-surface case
Surface partitioning and discretization
The proposed numerical method evaluates the necessary weakly-singular operators H on the basis of the Chebyshev-based rectangular-polar solver developed in [12] . We thus assume the scattering surface has been partitioned into a set of M non-overlapping "logically-quadrilateral" parametrized patches (i.e. patches that can be parametrized from the parameter square [−1, 1] × [−1, 1]), which can easily be obtained, for example, from typical CAD (Computer Aided Design) models. Let, then, the non-overlapping partition of the scattering surface be given by the union of logically-rectangular patches Γ q ,
Then the integral H over Γ can be decomposed as a sum of integrals over each one of the patches:
Once the patch structure has been established, a number of "singular", "near-singular" and "regular" integration problems arise as described in Section 4.2, for which specialized rules are used for accuracy and efficiency. In all cases the numerical method we use incorporates Fejér's first quadrature rule, which effectively exploits the discrete orthogonality property satisfied by the Chebyshev polynomials in the Chebyshev meshes. Denoting by τ j ∈ [−1, 1], j = 0, · · · , N − 1 the N Chebyshev points τ j = cos 2j + 1 2N π , j = 0, · · · , N − 1,
Using the Cartesian-product discretization {u i = τ i |i = 1, · · · , N } × {v j = τ j |j = 1, · · · , N }, we choose the discretization points in each patch Γ q according to
Then, a given density ϕ with values ϕ q ij = ϕ(x q ij ) is approximated by means of the Chebyshev expansion
As is well known the functions a ij (u, v) satisfy the relations a ij (u n , v m ) = 1, (n, m) = (i, j), 0, otherwise.
Non-adjacent and adjacent integration
The method we use for evaluation of an integral H q of the form (4.1) at the discretization points x q ij ( q = 1, · · · , M ) proceeds by consideration of the distance dist x,Γq := min (u,v)∈[−1,1] 2 {|x − r q (u, v)|} between the point x and the patch Γ q . Denote the index sets I a := {(q, q, i, j)|dist x q ij ,Γq ≤ τ, q, q = 1, · · · , M, i, j = 1, · · · , N }, (4.4)
where τ is some tolerance (in this paper, we use τ = 0.1).
In the "non-adjacent" integration case, in which the point x q ij is far from the integration patch (i.e., (q, q, i, j) ∈ I na ), the integrand H q (x q ij ) is smooth. Then this integral can be accurately evaluated by means of Fejér's first quadrature rule
where J q (u, v) denotes the surface Jacobian and w j , j = 0, · · · , N − 1 are the quadrature weights
  , j = 0, · · · , N − 1.
In the "adjacent" integration case, in which the point x q ij either lies within the integration patch or is "close" to it (i.e., (q, q, i, j) ∈ I a ), in turn, the problem of evaluation of H q (x q ij ) presents a challenge in view of the singularity or nearly-singularity of its kernel. To tackle this difficulty we apply a change of variables whose derivatives vanish at the singularity or, for nearly singular problems, at the point in the integration patch that is closest to the singularity-in either case, the coordinates ( u q , v q ) ∈ [−1, 1] of the point around which refinements are performed are given by
The quantities u q , v q can be found by means of an appropriate minimization algorithm such as the golden section search algorithm. A "rectangular-polar" change of variables can be constructed on the basis of the one-dimensional change of variables
Here w p (t) is a function depending on a constant p ≥ 2 given by
It is easy to check that the derivatives of w p (t) up to order p − 1 vanish at the endpoints. Applying the Chebyshev expansion of the density ϕ, the above change of variables and the Fejér's first quadrature rule, we obtain
and where the quadrature nodes and weights are given by
Using sufficiently large numbers N β of discretization points along the u and v directions to accurately resolve the challenging integrands, all singular and nearly singular problems can be treated with high accuracy under discretizations that are not excessively fine.
Evaluation of surface gradients
Now we describe the implementation we use for the evaluation of the surface gradient ∇ S , from which the needed surface-differentiation operators M (∂, ν), T 1 , T 2 can be extracted. On each patch Γ q , the surface gradient of a given density ψ(u, v) = ϕ(r q (u, v)) is given by
where g ij , i, j = 1, 2 denote the components of the inverse of the first fundamental matrix G = [g ij ] 2
i,j=1
with g 11 = dr q du · dr q du , g 12 = dr q du · dr q dv ,
The quantities dψ du , dψ dv can be easily evaluated by means of term-by-term differentiation of the Chebyshev expansion of ψ. Therefore, we have 
Then the integrals H 1 and H 2 can be decomposed as sums of integrals over each one of the patches:
H(x, y)ϕ(y)w(y)ds y , x ∈ Γ, (4.10)
In view of the weight function w ∼ d 1/2 that is present in the integrands of both (4.10) and (4.11), a direct application in the present context of the integration method proposed in Section 4.1.2 only yields accuracy of low order. To demonstrate this fact we consider the integrals
where the term w(t) = √ 1 − t 2 is the singular weight function in this case. As demonstrated in Table  1 , applications of the Fejer's first quadrature rule to the integrals I 1 and I 2 only yield third-and and first-order convergence, respectively. To evaluate of the integrals (4.10) and (4.11) with high accuracy order we introduce the change of variables
No edge on u, cos( π 2 (1 − s)), Edges at u = ±1, 1 − 2 cos( π 4 (1 + s)), Edge at u = −1 only, 2 cos( π 4 (1 − s)) − 1, Edge at u = 1 only, which maps the interval [−1, 1] to itself. Incorporating this change of variables we obtain
and
and J q (η q u (s), η q v (t)) denotes the surface Jacobian. It is easily checked that the integrands in (4.10) and (4.11) equal the products of the weakly singular kernel H(x, r q (η q u (s), η q v (t))) multiplied by a smooth function.
Using the Cartesian-product discretization {s i = τ i |i = 1, · · · , N }× {t j = τ j |j = 1, · · · , N }, we choose the discretization points in each patch Γ q according to
Then, a given density ϕ with values ϕ q ij = ϕ( x q ij ) is approximated by means of the Chebyshev expansion
and the non-adjacent and adjacent evaluation of the integrals (4.12) and (4.13) with respect to (s, t) at the discretization points x q ij , q = 1, · · · , M, i, j = 1, · · · , N is then produced, with high-order accuracy, by means of the numerical strategy presented in Section 4.1.2.
Finally, we describe the implementation we use for the evaluation of the surface gradient ∇ S and associated operators M (∂, ν), T w and T w 1 for open-surface problems. Incorporating the open-surface change of variables introduced in Section 4.2.1, the surface gradient of a given density ψ(s, t) = ϕ(r q (η q u (s), η q v (t))) on each patch Γ q is given by
where g ij , i, j = 1, 2 denote the components of the inverse of the first fundamental matrix G = [ g ij ] 2
with
Analogously, the quantities dψ ds , dψ dt can be easily evaluated by means of term-by-term differentiation of the Chebyshev expansion of ψ. Therefore, we have 
Overall algorithm pseudocode
Utilizing the concepts presented in Section 4.1, the proposed algorithm for solution of problems of elastic scattering by closed surfaces is summarized in the following pseudocode. Relying on Section 4.2 instead of 4.1, the corresponding pseudocode for open-surface problems is completely analogous, and is therefore omitted. I. Initialization. Input values of M, N, N β , τ, p and construct the surface partitioning and discretization points x q ij , q = 1, · · · , M, i, j = 1, · · · , N ; II. Precomputation.
i. For all q, q = 1, · · · , M, i, j = 1, · · · , N , compute the index sets I a and I na , see (4.4) and (4.5);
ii. Compute the matrices A q,q ij,nm , (q, q, i, j) ∈ I a , n, m = 1, · · · , N given in (4.8) for adjacent integration;
iii. Compute the matrices B q ij,nm , q = 1, · · · , M, i, j, n, m = 1, · · · , N given in 
Numerical experiments
This section presents a variety of numerical tests that demonstrate the accuracy and efficiency of the proposed three-dimensional elastic scattering solver-or, more precisely, the accuracy and efficiency of the computational implementations presented in Section 4 for the regularized integral equations (3.4) and (3.7) and associated field evaluation expressions. For definiteness, the Lamé constants and densities for the elastic medium are assumed as follows: λ = 2, µ = 1, ρ = 1. Solutions for the integral equations were produced by means of the fully complex version of the iterative solver GMRES with residual tolerance r as specified in each case. The maximum errors presented in this section are calculated in accordance with the expression
where S is the square In our first experiment we evaluate the accuracy of the discretization methods used for the operators T 1 and T 2 on a sphere partitioned as indicated in Figure 4(a) , and using the scalar and vector functions v(x) = sin(x 1 )e i(x2+x3) , V (x) = (sin(x 1 ), cos(x 2 ), e ix3 ).
As indicated in Section 4.3, the functions T 1 v and T 2 V are evaluated in our context via term-by-term differentiation of the Chebyshev expansions of v and V . The resulting differentiation errors, evaluated as a maximum over all discretization points, are presented in Table 2 -which, in particular, displays the expected exponential convergence. Next, we demonstrate the high accuracy and rapid convergence of the proposed closed-surface elastic scattering method via applications to the three bounded obstacles depicted in Figure 4 . In each case boundary conditions were used for which the exact solution is given by an pressure point source located at a point z within the ball:
(While not physically motivated, this exact solution and associated boundary conditions provide a commonly used test for evaluation of the accuracy of the scattering solver.) The source was assumed to be located at z = (0, 0.5, 0.3) for the spherical scatterer, and at z = (0, 0, 0) for the ellipsoidal and bean-shaped obstacles. integral equation (2.9) (resp. (3.4)), for which we used N = 36 and N β = 200. Clearly, use of the regularized equation is highly beneficial: using only 19, 12 and 28 iterations the solver achieves the GMRES tolerance r = 1 × 10 −8 for the spherical, ellipsoidal and bean-shaped obstacles, respectively. This is in striking contrast with the numbers of iterations required by the implementation based on the unregularized equation, which are also displayed in these figures. Table 3 presents the numerical solution errors together with other statistics such as precomputation time, time per iteration and number of iterations used for a problem of scattering at frequency ω = 10π on the basis of six 5 × 5 patches. At this frequency, N = 8 (resp. N = 16) suffices to produce an accuracy 4.67 × 10 −3 (resp. 1.39 × 10 −6 ). We next consider the plane-wave incident pressure field u inc = de ikpx·d , d = (sin θ 1 cos θ 2 , sin θ 1 sin θ 2 , cos θ 1 ),
where (θ 1 , θ 2 ) denote the polar and azimuthal incidence angles. For our example we use the two pairs of angles θ 1 = π/2, θ 2 = 0 and θ 1 = π, θ 2 = 0 for the spherical, and bean-shaped obstacles, respectively, and we take ω = 10π, M = 6 × 5 × 5 = 150 patches (the six original patches subdivided into 5 × 5 each), and N = 16 (for a total number N DOF = 115200 of degrees of freedom in the problem). Figures 8 and 9 display the resulting numerical solutions. Finally, we consider the problem of elastic scattering by a unit disc
for which the weight function w = 1 − x 2 − y 2 was used, under plane pressure incidence field (5.1) with incidence angles θ 1 = π and θ 2 = 0. This problem can be tackled by means of either the first-kind equation (2.13) or the regularized equation (3.7). Figure 10 displays the errors in the numerical solution as a function of N , demonstrating once again fast convergence and high accuracy. The values M = 5 and N β = 200 were used. Figures 11 and 12 present the GMRES residuals as a function of the number of iterations for the various formulations (2.13), (3.7), (3.8) and (3.9) . Clearly, the Neumann solver based on the regularized integral equation (3.7) requires a significantly smaller number of GMRES iterations, to meet a given GMRES tolerance r , than the corresponding solver based on equation (2.13) . But for the Dirichlet problem, the regularized equation (3.9) does not provide an improvement over equation (3.8) : it actually requires a slightly larger number of iterations in this case. The total computing cost of the regularized equation (3.9) is higher than (3.8) in this case, since the application of the operator S w is significantly less expensive than the application of operator N w S w -and, thus, use of the formulation based on the unregularized operator S w is recommended for the Dirichlet case. It is worth noting that, in absolute computing times, the cost of evaluation of each open-surface operator N w and S w is comparable, for a given overall number of discretization points, to the cost required by the corresponding closed-surface operators N and S, respectively; cf. e.g. Figure 10 . Figures 13 and 14 display the total field scattered under the Neumann and Dirichlet problem, respectively. In Figure 13 the famous Poisson spot is clearly visible at the center of the shadow area of the third component of the field. for the scattering of a plane-wave pressure incident field, with incidence angles θ 1 = π/2, θ 2 = 0, by the spherical obstacle. A total of forty-seven iterations sufficed in this case for the solver to reach the GMRES residual tolerance value r = 1 × 10 −4 .
Conclusions
This paper introduced novel regularized integral formulations and associated fast high-order algorithms for the solution of 3D elastic scattering problems with Neumann and Dirichlet boundary conditions on closed and open surfaces. It was shown that the rectangular integration method [12] and associated Chebyshev differentiation strategies reliably provide high-order accuracies for the weakly singular, strongly singular and hypersingular operators associated with the closed-and open-surface formulations considered. Relying on the newly studied Calderón formulation for 3D elastic waves, the new integral operators inherent in the regularized integral formulations enjoy excellent spectral properties and can give rise to significantly reduced GMRES iterations numbers for a given GMRES tolerance. 
