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ABSTRACT

The definition of virtual reality or a computer game VR comes, naturally, from the
definitions for both ‘virtual’ and ‘reality’. The definition of ‘virtual’ is near and reality is
what we experience as citizenry. So the term ‘virtual reality’ basically means ‘near-reality’.
This could, of course, mean anything but it always refers to a selected sort of reality
emulation. Everything that we all know about our reality comes by way of our senses. In
other words, our entire experience of reality is just a mixture of sensory information and
our brains sense-making mechanisms for that information. It stands to reason then, that if
you'll present your senses with made-up information, your perception of reality would also
change in response thereto. You would be presented with a version of reality that isn’t
really there, but from your perspective it might be perceived as real.

Virtual reality is the creation of a virtual a fantasy environment presented to us in such a
way that we experience it as if we were really there. It uses a host of technologies to
achieve this goal and is a technically complex feat that has to account for our perception
and cognition. It has both entertainment and serious uses. The technology is becoming
cheaper and more widespread. We can expect to see many more innovative uses for the
technology in the future and perhaps a fundamental way in which we communicate and
work thanks to the possibilities of virtual reality.
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INTRODUCTION

In this thesis I’ll be talking about a topic that is been going on for quite a while now and
day by day is growing even more as a concept and it started way too earlier and that is the
virtual reality, which is a simulation of real life but you see yourself in a virtual world, it’s
like going to another dimension of the world and experiencing it on how it feels like while
you, yourself is just at your home, first I’ll be talking about the history on how the Virtual
Reality first was introduced and how it came out as a theory, who was the person with a
brilliant mind that came up with the idea and the struggle that was back at that time for
developing a good machine with the technology that they had for a virtual reality machine
by giving some examples on what different scientist, developers, engineers did for
achieving a result that kept them pushing forward and the problem that they faced, on the
journey of developing more and more machines including the design, implementation the
technology, the solution that they came up with etc.
Then will talk about how it was in the early 80’s and 90’s obviously the technology started
to grow way too much and the idea of the virtual reality was much more possible then it
was before, how many different companies of different industries started on thinking of
building something that is good for people but also for entertainment, as for entertainment
different gaming industries such SEGA, Nintendo, ATARI was interested on investing on
VR machines and in VR in general, so they started competing with each other obviously
they had to face many problems but they never stopped and just kept them going more
forward, at the end of the thesis I will be talking about another concept which is
Augmented Reality and more about where the VR is currently holding on today and what is
going to happen more in the future, because this seem to be the future of many different
companies.
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PROBLEM STATEMENT

There's a lot about virtual reality and VR gear that gets us excited the chances to visit and
explore some sci-fi places or explore the world under the sea without us being there
ourselves from our couches or chairs, the immersive feel of 360-degree movie trailers, and
the many different ways the tech could help in training, health and so on.

As much as VR got worked on it really isn't for everyone at least, not yet. As with any
fledgling technology trying to find its feet, there are some early problems virtual reality
companies need to sort out, and we're going to address them here. The good news is, none
of them are insurmountable.
➢ Motion Sickness
➢ Moving in VR
➢ VR Controllers
➢ Hardware Cost
➢ Going Beyond Games
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METHODOLOGY OF THIS RESEARCH

Within this thesis several of different topics are written therefore showing on how the
journey of Virtual Reality as a concept turned out to the world, I aim to describe the
characteristics of the VR and also to gain more in depth understanding of it since it’s
something really big especially in this modern time where the technology is growing up
each day.

The methods that were used while working on this thesis are
➢ Qualitative method and
➢ Comparative method

I have used two of the Qualitative methods one which was based on the existing data in the
virtual reality community, I selected case study materials such as texts and images for the
focus of the analysis and the second one being with participant observation where I visited
and did a lot of research in different websites who were mainly focused on the VR
activities, a lot of people who opened different topics about it, different opinions, history,
also watched documentaries who gave me more clear understandings on the VR itself. As
for the comparative method I’ve used it to compare the time and the struggle the people had
when they started working in VR in old times and comparing it to now and also to talk
about the differences of the augmented reality.

3
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CASE OF STUDY

In this case study we are going to talk about the history of Virtual Reality the very first time
that VR was interpreted to the world, meaning of the idea of it, how was the plan to make
something that removes you completely from the real world and you go into a world that
literally disconnects you from the regular daily basis life, then moving to the part of the
technology being used to make it happen, VR in 80’s and 90’s and then moving in to the
21st Century where VR currently holding in, now with the technology being advanced
creating virtual reality projects It’s a bit more easy. Following with some differences about
Augmented Reality vs Virtual Reality and as a last part talking about how VR is standing
right now and what can we achieve with it in the near future. Virtual reality has beginnings
that preceded the time that the concept was coined and formalized. In this detailed history
of virtual reality we look at how technology has evolved and how it came until the point
that it is currently and as we know today.

4.1 How it began, the idea?
While this is a popular question, virtual reality is often accompanied by who invented it and
or we can say the one who came up with the term of virtual reality. The issue of who
invented virtual reality is discussed as two separate articles. This part of thesis looks at
where it all began, and how things started to move forward. Virtual Reality is considered to
have begun in the 1950’s but early elements of it can be traced back to the 1860’s and long
before the development. An example of this is a large 360 degree murals which enabled the
observer to engage with the artwork on a simple level. Further artistic examples could be
found in the avant-garde work of French playwright Antonin Artaud who considered
illusion and reality to be one and the same. He argued that a theatre audience should
suspend their disbelief and consider the performance to be reality.
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4.2 History of the Virtual Reality
Today’s virtual reality technologies build upon the ideas that date back to the 1800s, almost
to the very beginning of practical photography. In 1838, the first stereoscope was invented,
using twin mirrors to project a single image. That eventually developed into the so called
today view-master, patented in 1939 and still produced today. The term of virtual reality
however, was first used in the mid-1980s when Jaron Lanier, founder of VPL research,
began to develop the gear, including goggles and gloves, needed to experience what he
called “virtual reality.” Now I’m going to tell about some of the first products that were
produced to make virtual reality where it is currently.

4.2.1 Link Trainer, by Ed Link
Edward Link invented a device in 1929 simulating flying. Fast forward to the 1920’s and
the development of the world’s first flight simulator by Edwin Link. This was designed as a
training device for novice pilots. It was used to train US pilots during the Second World
War, as well as pilots from almost every other warring nation. The Link Trainer would
pitch and roll as the pilot used the controls. Although there was no visual aspect, the Link
Trainer still showed the power of an immersive environment to achieve something useful in
a faster and more cost-effective way. So basically this device was the first knowing
simulation device ever and from there the idea on creating new device emerged.

Figure 1 Link Trainer by Ed Link
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4.2.2 Morton Heiling - Sensorama and Telesphere Mask
Now I’m going to talk about a man where it’s known and also called the “Father of Virtual
Reality” in several books and articles. He was one of the great visionaries of our time, he
was a Philosopher, Inventor, Filmmaker and in general a man who looked towards the
future and was way ahead of his time. Heiling is known for some of his famous inventions
that I will be citing.
4.2.2.1 The Sensorama
This is followed by the first type of multimedia device in the form of an interactive theatre
experience, which is devised, of course by Morton Heilig, and known as the ‘Sensorama’.
This early form of virtual reality was invented in 1957 but was not patented until 1962.
This machine was considered to be the world’s first virtual reality machine. Sensorama was
a non-computerized VR machine. Early attempts in what later became known as the VR
industry were unable to offer anything near the depth of visual field we enjoy today, so
instead focused on creating phenomenological complete virtual environments for their
users. To do this, the Sensorama displayed stereoscopic-3D film combined with audio,
moving air, vibrations and even aromas. In terms of navigability: the rotating chair,
combined with the stereoscopic imagery, granted the user some control over the experience.

The Sensorama consisted on the following elements:
➢ A viewing screen within an enclosed booth which displayed stereoscopic images.
➢ Oscillating fans
➢ Devices which emitted smells
➢ Audio output (speakers)

6

Figure 2. Sensorama the very first virtual immersion

4.2.2.2 Telesphere Mask
Even though it was considered to be a commercial failure, it didn’t turn to be so, in fact this
obscure invention he patented just before the Sensorama looks so eerily familiar, it’s hard
to believe it was created over half a century ago. The majority of articles about the birth of
virtual reality credit the 1968 the so called Sword of Damocles as the first ever headmounted VR display. But Morton Heilig had something similar a full eight years earlier.
The Telesphere Mask, was patented in 1960, looks so uncannily modern in the patent
drawing that we could be forgiven for thinking it was an early Gear VR.

7

Figure 3. Telesphere Mask Design

4.2.3 The VR Innovator Randy Pausch
Pausch is widely regarded for his unflinching resolve as someone who never took “no” for
an answer, even after being diagnosed with pancreatic cancer in 2006. His courage took the
country by storm when he gave his lecture, “Really Achieving Your Childhood Dreams” on
Sept. 18, 2007, before a packed McConomy Auditorium in Pittsburgh with 10 tumors in his
liver.
Pauch’s life lessons, captured in those 206 pages, also reveal much like the listing of virtual
reality in the encyclopedia that Paunch’s fingerprints are all over the roots of the virtual
reality movement that is revolutionizing the ways users learn and consume entertainment
by transporting people to virtual worlds just by wearing a headset.
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He was a professor in computer science and as a professor at the University of Virginia,
Pausch and his colleagues built a low-budget virtual reality system called “Virtual Reality
on Five Dollars A Day”, in an era where the technological estimates just to get virtual
reality off the ground were in the $500,000 range. Then he joined to the Disney
Imagineering team which really was a dream come true to him. He would meet the Jesse
Schell, creative director of Walt Disney Imagineering Virtual Reality Studio, who was
assisting Pausch with data collection, analysis and research while working on VR
“DisneyQuest” attractions. VR was really something that Pausch saw potential and he
never gave up trying to come up with something that could change the world forever. He
started one of the works he was most proud of, the Alice Project, in the early 1990s as a
free software teaching tool made to show others how to use computer programming as a
tool to building easy virtual reality. In the university of Carnegie Mellon where he became
an associate professor of computer science in 1997 before co-founding the Entertainment
Technology Center (ETC). That’s where he built the well-known “Building Virtual
Worlds” course that places undergraduates from varying expertise into teams of four and
asks them to build a virtual world in two weeks before shuffling teams to repeat the process
again and again.
The appeal of “Building Virtual Worlds” played a big part in video games designer Ian
Bowie’s decision to attend Carnegie Mellon in 2010. Right after listening to the ‘The Last
Lecture’ in Bowie’s mind came this thought of “This is a place where I can learn how to
(build games). I can actually go to this place. It has the network. It has the talent inside of it
and they really push you.” Randy Pausch was an ambitious and a man who had a lot of
passion on what he did, each of his dreams was achieved through his repeated insistence
on,
“Brick walls are there for a reason: they let us prove how badly we want things.”
(Randy Pausch, The Last Lecture, 2008)
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4.2.4 Ivan Sutherland and the concept of head mounted view simulated reality
The first head mounted display (HMD) was developed around this time by engineers at
Philco Corporation. This was entitled ‘Headsight’ and was designed to be used by
helicopter pilots who needed to be able to see their surroundings whilst flying at night. In
1968 Ivan Sutherland created the Ultimate Display: a head mounted display (HMD)
attached to a computer which enabled the wearer to see a virtual world. But the sheer
weight of this display meant that it had to be attached to a suspension device.
Sutherland’s head mounted display was so heavy that it had to be suspended from ceiling,
and the formidable appearance of the device inspired its name the Sword of Damocles. The
system was primitive both in terms of user interface and realism, and the graphics
comprising the virtual environment were simple wireframe rooms. Sutherland shared that
when he was a professor at the University of Utah, he visited the Bell Helicopter company
in Fort Worth, Texas. The engineers at Bell were trying to help their pilots land in narrow
clearings at night, so they got creative. They mounted infrared cameras underneath their
helicopters and attached them to their pilots’ head equipment, which had some prisms in
front so he could see. When the pilot turned his head, the camera underneath the helicopter
moved in sync with those movements. Sutherland thought, “That seems like a pretty clever
idea”. “My big contribution to the head-mounted display project was to recognize that we
were just repeating what Bell Helicopter had done,” Sutherland said during the panel. “But
instead of a camera, we could substitute a computer. And that replacement allowed us to
view a mathematical world of our own choosing. We could see anything we wanted from
any angle. And that would make it easy to understand complicated shapes.” As Sutherland
revealed, Bell Helicopter had already done important psychological experiments with the
head-mounted display, which gave him confidence in the project. He described one such
experiment in which a subject was sitting in an office via a camera on the roof. When one
of the players threw the ball at the camera, the subject ducked. This led the Sutherland to
infer that the subject felt he was actually at the camera, not sitting in a comfortable office
chair. “It was clear that we could have a presence in this strange world that we would create
from computer. There was no question that HMD would work or not. It clearly worked”.
10

4.2.5 The very first virtual reality concept name “The Sword of Damocles”
As we talked about the famous man who invented the very first head mounted display
which was Ivan Sutherland he also in 1963, developed an interactive computer program
called Sketchpad which was the first among to use a Graphical User Interface. The user
could draw directly into the screen using a pen like device called light pen. Some years
went by which he finally came with a system which he named it The Sword of Damocles
along with his student Bob Sproull. The setup consisted of stereoscopic display system
displaying an output from a computer program which updated itself according to the
movements of the user.

Figure 4. The Sword of Damocles. Ivan Sutherland
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4.2.6 The very first VR technical developments
The first VR technical developments were in the 1830s, so this is where our timeline really
begins. Right after the Sensorama and the Telesphere Mask the developing of other
machines with different technologies and structure continued, people really saw the
potential in virtual reality back then even though there weren’t many new technology being
created. In 1961 Until Headsight was created by Comeau and Bryan, two Philco
Corporation engineers. Headsight was the first motion tracking HMD. It had built-in video
screens for each eye and a head-tracking system. However. This wasn’t used for virtual
reality; it was developed for the military to allow them to remotely look at hazardous
situations. A remote camera imitated the head movements so the user could look around the
setting. Ivan Sutherland continued with his creations, he presented his vision of the
Ultimate Display. The concept was of a virtual world viewed through and HMD which
replicated reality so well that the user would not be able to differentiate from actual reality.
This included the user being able to interact with objects. This concept featured computer
hardware to form the virtual world and to keep it functioning in real-time. His paper is seen
as the fundamental blueprint for VR. “The ultimate display would, of course, be a room
within which the computer can control the existence of matter. A chair displayed in such a
room would be good enough to sit in. Handcuffs displayed in such a room would be
confining, and a bullet displayed in such a room would be fatal. With appropriate
programming such a display could literally be the Wonderland into which Alice walked.”

The developing of new machines continued and so on so that Thomas Furness a military
engineer, created the first flight simulator for the Air Force. This assisted in the progression
of VR because the military subsequently provided a lot of funding for producing better
flight simulators. Then came Myron Krueger, a computer artist, developed a succession of
“artificial reality” experiences using computers and video systems. He created computergenerated environments that responded to the people in it. There projects led to
VIDEOPLACE technology which was the first interactive VR platform. It used computer
graphics, projectors, video cameras, video displays and position-sensing technology and it
didn’t use goggles or gloves. VIDEOPLACE consisted of dark room with large video
12

screens to surround the user in “VR”. The users could see their computer generated
silhouettes imitating their own movements and actions. The user movements were recorded
on camera and transferred onto the silhouette. Also, users in different rooms could interact
with other users’ silhouettes in the same virtual world. This encouraged the idea that people
could communicate within a virtual world even if they weren’t physically close.

Figure 5. VIDEOPLACE VR Platform

Aspen Movie Map was created by MIT. This program enabled users to virtually wander
through Aspen city in Colorado, like with Google Street View. There were three modes:
summers, winter and polygons. It was created using photographs from a car driving through
the city. There were no HMDs but it was the use of first-person interactivity and it
suggested that VR could transport people to other places. Right after the movie map,
McDonnell Douglas Corporation integrated VR into its HMD, the VITAL helmet, for
military use. A head tracker in the HMD followed the pilot’s eye movements to match
computer generated images. The technology was improving so much day by day and more
opportunities came on creating different machines that simulates virtual reality in a much
more convenient and efficient way, people and other computer scientist do saw the
potential on working in this direction and they never stopped and so new machines were
built up and people began looking to VR much more than they have used to before.
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5

VR in 80’s and 90’s
5.1 Arcade machines

One big impact that Virtual Reality had was in the gaming industry, it was something that
would change the gaming world, just like putting it in a different level. In 1991, the public
gained access to virtual reality devices launched by the Virtuality Group. These were
gaming machines equipped with VR goggles and immersive stereoscopic 3D visuals. It was
even possible to enjoy a multi-player gaming experience by networking units. All the
gaming companies that produced very big and great contents to the world turn their head at
VR and they gathered the team so that they would make a good machines that they can
deliver to the people so that they would have the best gaming experience however there
was a challenge which was the technology of not being in that exact good state to make
more good machines but they didn’t stop despite the new challenges, many different
companies started developing their own VR arcade games.

5.2 Sega VR
Video game giant Sega almost became a pioneer in the home virtual reality (VR) market.
With all of the excitement around VR and augmented reality (AR) happening today it’s
easy to forget the same thing almost happened nearly 30 years ago as well. Anyone who
followed video games and consumer electronics in the 1990s might remember the level of
buzz that was surrounding VR at the time, particularly for its potential in video gaming. At
that time Sega was a household name when it came to video games and its Sega Genesis
was the top selling console. So it made sense that the company would look to break new
ground in the market. And with VR installations from companies like Virtuality appearing
in malls and arcades across the country, it was clear that whoever could bring VR into
homes would be nearly untouchable in the video game market.
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So with all of this going around, in 1991 Sega began development on a home VR headset,
the Virtual VR (later rebranded to simply Sega VR), with a planned release only two years
later. Though the Sega VR never hit store shelves, its development is a fascinating
engineering story of overcoming hardware limitations and finding novel solutions to
expensive problems.

Figure 6. The Sega VR
So by today’s standards the Sega Genesis barely competes with even the lowest-end
cellphones in terms of computing power. But in its heyday the Genesis was considered a
sports car as far as home video gaming went. But even the powerful Genesis didn’t have
have what it took to run VR at the level of quality and fidelity seen in the Virtuality and
other machines that introduced arcade gamers to VR in the 90s. Despite some issues with
weight and comfort in their headsets, these arcade machines actually delivered quite well
on the promise of VR with immersive 360-degree environments and fast-paced gameplay.
The only problem was these machines cost upwards of $70,000 to purchase and install
(costs more than 25 cents to play). This was due to the sensor technology that allowed for
head tracking being so expensive at the time. Obviously, Sega’s customers weren’t going to
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be taking out a second mortgage for a VR headset so the company set its engineers to work
on solutions that would deliver the same level of quality at a fraction of the price. The Sega
VR had a target price $200 putting it right in line with any other new game console or
advanced peripheral available at the time. The Sega CD was retailed at a price of $300 on
its initial release. What Sega was aiming to do was aiming to do was usher in a paradigm
shift in home video gaming, at a very friendly price point.

5.2.1 Head Tracking One-Sendai Solution
Head tracking is essential to any true VR
experiences. The ability to track a wearer’s head
movements around a 360-degree environment is
key to immersion and is what separates today’s
lackluster mobile phone VR experiences from
high quality headsets. Early versions of today’s
most popular VR headsets, including the Oculus
Rift and HTC Vive, used external cameras for
this purpose. The latest headsets on the market
feature inside-out tracking, meaning the camera
array is embedded into the headset itself so the
headset can track movement and position without
external sensors. Sega’s engineers knew if the

Figure 7. One-Sendai's head tracking
solution

Sega VR was going to be viable they needed a
way to do head tracking without the expensive sensors. They found that solution through
technology created by a company called Ono-Sendai. One Sendai was a small electronics
company that was working on its own VR headset, believing, like Sega, that the game
consoles available at the time did indeed have the horsepower to deliver in-home VR.
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The company had come up with a novel sensing solution that Sega would later license for
the Sega VR. According to Ono-Sendai's patent, its head tracking solution combined an
azimuthal sensor, created with a magnetometer, with a photo detector system consisting of
a small sphere, filled with liquid and gas, with an LED and light sensors attached. The
intensity of the LED light hitting the sensor would vary depending on how the sphere was
titled (letting the light pass through more or less gas and liquid) by the wearer's head
movement. Using the Earth's own magnetic field, the azimuthal sensor would determine the
wearer's orientation while the photo detector would determine the degree of tilt. Sega also
made some other crucial design decisions with the Sega VR, such as deciding to put the
headset’s processing hardware in an external interface box in order to keep the unit’s
weight as low as possible. And so with the One-Sendai solution in place Sega was ready to
go to market with its VR headset. By 1993 VR had already been widely covered in video
game and electronics magazines. It even graced the cover of the June 1993 issue of Popular
Science. Sega was set to have the hottest product release of the holiday season. But
unfortunately, Sega VR was getting some problematic reviews from test groups. Motion
sickness and nausea are problems that VR systems, especially games, face to this day. And
the Sega VR was no exception. Reports were coming in that the headset was making kids
sick and giving them headaches. Sega was warned by research institutes that prolonged use
of the Sega VR could constitute a hazardous risk. It's not clear what actually caused these
issues but it may have had something to do with the Sega VR's overall fidelity. Today's VR
systems can render very high resolution graphics at very high frame rates and still have
these issues. While Sega VR may have looked amazing for its time, the limitations of its
hardware probably only expanded these issues.
Rather than role the dice on a potential public relations nightmare, Sega's then-CEO Tom
Kalinske decided it would be better for Sega to cut its losses and not release the headset.
Sega did manage to port some of its VR technology into motion-sensing arcade machines
around 1994, but the company never tackled the home VR market again. Today, Sega has
left the console hardware market entirely and exists primarily as a software company.
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5.3 NINTENDO (Virtual boy)
Just like the other companies Nintendo started seeing vision in the VR technology, so they
started working on their device which was called Virtual boy, this was the first portable
game console capable of displaying true 3D graphics out of the box. Most video games are
forced to use monocular cues to achieve the illusion of three dimensions on a twodimensional screen, but the Virtual Boy was able to create a more accurate illusion of depth
through the effect known as parallax.

Figure 8. NINTENDO'S Virtual Boy

The Virtual Boy system uses a pair of 1x224 linear arrays (one per eye) and rapidly scans
the array across the eye's field of view using flat oscillating mirrors. These mirrors vibrate
back and forth at a very high speed. Each VB game cartridge has a yes/no option to
automatically pause every 15–30 minutes so that the player may take a break.
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The Virtual Boy is iconic for its monochromatic use of red LED lights. The use of the red
LED lights was chosen for being the least expensive, the lowest drain on batteries, and for
being the most striking colour to see, the use of other LED colours proved to be too cost
prohibitive and would have forced the system to retail for over US$500.
The Virtual Boy, being a system with heavy emphasis on three-dimensional movement,
needed a controller that could operate along a Z-axis. The Virtual Boy’s controller was an
attempt to implement dual digital (D-Pads) to control elements in the aforementioned 3D
environment. It was reported by many that prolonged use of the Virtual Boy gave you
headaches and some even claimed it to induce seizures, though this was largely down to
players not following the instructions properly and failing to set the machines up for their
own eyes. This is done with the controls on top of the unit, there is a dial to turn, which
looking into the machine if done, will allow four squares to be clearly seen, that has now
determined the width of the person's eyes. Then the slide control does the focus. The power
for the unit comes into the joypad, which is either by a battery compartment which clips to
it, or through a mains unit, that also attaches. Other controls and ports are under the unit,
and include a volume control, and slot for the joypad, taking the control and power into the
unit, also there is a port four the 2 player cable, although none were officially produced.
The machine's appearance at trade shows in 1995 were met with much negativity, and
Nintendo very quickly lost faith in the project. They had never given Gunpei Yokoi and his
team much support, opting far more resources to Project Reality, which would become the
Nintendo 64. Yokoi would leave the company under a cloud, despite all he had achieved
and the machines he had helped create, such as the Game Boy. His development company
Koto Laboratory would go on to develop the Wonderswan hand held for Bandai, before his
tragic death in an road traffic accident in 1997. Sadly the Virtual Boy was only released in
Japan and North America, and was discontinued less than 1 year later selling around
770,000 units. For this reason it is now considered a valuable collector's item, 19 titles were
released in Japan and 14 in America, there were exclusive games in each region, making
the total 21 in all, they could be played in either territory, as there were no region
restrictions on the console.
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Japan Titles

USA Titles

Mario Tennis

Mario Tennis

Galactic Pinball

Galactic Pinball

Red Alarm

Red Alarm

Warioland

Warioland

Mario Clash

Mario Clash

Teleroboxer

Teleroboxer

Jack Bros

Jack Bros

Vertical Force

Vertical Force

Virtual Golf

Virtual Golf

J-League Baseball

World League Baseball

Panic Bomber

Panic Bomber

Insmouse

Nester’s Funky Bowling

Virtual Bowling

3D Tetris

Virtual Lab

Waterworld

Space invaders
SD Gundam Dimension Force
Virtual Fishing
V-Tetris
Space Squash
Table 1. Virtual Boy Exclusives in Japan and USA
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5.4 ATARI
Atari’s Jaguar is one of the most misunderstood and under-utilised consoles in history. In
many ways it’s comparable to Sega’s Dreamcast: both had a short lifespan, have their own
dedicated conventions, were the last consoles produced by their respective companies, and
both continue to live on through thriving independent development communities. Despite
being championed as an American machine, Jaguar was actually conceived by British
minds in Cambridge, Britain becoming a key supporter of Atari’s ill-fated beast. The
planned VR headset, launch title Cybermorph, and critically acclaimed classics Tempest
2000 and Alien Vs Predator were all developed by Brits (though AVP had American
assistance).
Martin Brennan and John Mathieson, who had left Sinclair Research after Amstrad took
over, formed a Cambridge-based company in 1986 called Flare. It’s reported they took with
them, or were at least influenced by, the designs of the aborted Loki computer project being
developed at Sinclair. Regardless of Loki’s alleged influence, the pair began work on their
own multiprocessor games machine, which eventually became the Jaguar. Alien Vs
Predator lead programmer Andrew Whittaker has said on record that apparently some of
the Loki technology also ended up in the SAM Coupé and as a result it “shared many
interesting features with the Jaguar in terms of its video chip.”
Brennan and Mathieson wanted to enhance their system’s performance, so contacted Atari.
Despite working on the eventually abandoned Panther console (which documents show had
several similarities to Jaguar), Atari liked what it saw at Flare. Another studio, Flare 2, was
formed to complete development of the new 64-bit system. Jaguar progressed quickly and
in 1991 Atari cancelled the Panther, despite having said it was ready for production.
Jaguar’s launch (which some call hasty) was in December 1993, but Europe was severely
undersupplied. It was even released in Japan, though wasn’t popular (less than 5000 were
reportedly sold), and in March 2006 Famitsu produced a satirical video on it. Strangely,
Jaguar even officially made its way to Korea! Daryl Still, of Atari UK, spoke openly. “I
was Marketing Manager, PR Manager, and Co-Managed the European Studios (producing
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titles like Attack of the Mutant Penguins and Fever Pitch Soccer). There were only a dozen
or so of us left, so we all multi-tasked!” Mr. Still elaborated on initial UK reactions. “The
press and retail reaction to the hardware itself was immensely positive. More importantly
the public demand was huge. Some of the titles were revolutionary. Alien Vs Predator was
probably the first FPS that focused on tension and fear instead of non-stop shooting. As a
result, Edge misunderstood it entirely and gave it 4/10 and got completely lambasted by the
public. The issue we faced was availability. Europe was promised 250K units for the first
Christmas, but received only 25K in early December, with a further 25K on Dec 23rd.”
Despite initially outselling the nearly triply priced 3DO, Jaguar didn’t succeed. Many
blame Atari for rushing; higher quality titles were delayed for several months.
There were a lot of bad feedbacks that happened to Atari’s console Jaguar, whether they
were for hardware, software, sales etc. And because of this occurrence some years later
Atari was ‘reverse merged’ with Hard Drive manufacturer JTS. Stock plummeted to record
lows, the company went bankrupt, Jaguar ceased, and the Atari division was sold to Hasbro
Interactive, later bought by Infogrames. Countless other publications have covered these
events, but at Retro Gamer we tracked down, stalked, and like the proverbial Jaguar,
pounced on those who were once there in the vortex.
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5.5 Project Elysium

Virtuality Group Plc and IBM Corp yesterday formally launched their Value Point personal
computer-based immersive virtual reality system calling it the Project Elysium VR system.
Made by IBM at Greenock, it will be marketed by IBM worldwide. It consists of the
computer with Virtuality board installed, keyboard, visor and accessories, and costs from
$6,600 to $47,000 for a networked system. The launch marks the Leicester Company’s first
major drive into non-leisure markets and marks the opening shot in its strategy of licensing
its technology to a handful of key partners. Despite that Virutality was more into the
developing and releasing titles for the gaming industry however IBM did not have the focus
on that on the contrary one of the most primary things that IBM had was to target
engineering, architectural, medical, entertainment and education markets with Project
Elysium VR and so they started developing the project and therefore making it happen.

Virtuality has used its VR technology for many different applications. Elysium was the first
virtual reality system developed in partnership with IBM for use in architectural, medical,
training and construction applications, to give designers and architects a clear visualization
and spatial context along with practical hands on “virtual” use. Elysium is a fully integrated
VR workstation, including development software tools, along with the visette2 and VFlexor hand-held controller.

Figure 9. Project Elysium VR
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5.6 Cyber Max

The CyberMaxx Virtual Reality Helmet was manufactured by VictorMaxx Technologies.
The headset contains twin TFT Active Matrix video displays coupled with stereo
headphones to form a live-action 3D-Stereo Video Virtual Reality environment.
Additionally, the Headset contains a 3D motion tracking unit capable of discerning head
movements which are used by the host PC to manipulate the VR experience. The unit could
accept either NTSC (North American broadcast standard) video or could accept VGA
computer video data. Audio was input via separate left and right channel RCA jacks, or
through a 1/8" stereo plug. The tracking data for head movement was output as serial data
through a 9-pin connector. All power, video, audio and tracking data connections were
fanned out through a breakout connector described below. !!!!Click on the image below to
see

a

block

diagram

of

the

major

components

of

the

CyberMaxx

VR

headset.

Figure 20. CyberMaxx VR major components
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5.6.1 Breakout Connector
Six input cables and one output cable are channeled through a single 25-pin "D" breakout
connector.
➢ Left Audio In (Phono Jack)
➢ Right Audio (Phono Jack)
➢ L/R Audio (1/8” Stereo Plug)
➢ NTSC Video (Phono Jack)
➢ Power (Coaxial DC Jack)
➢ Tracking Comm Out (9-Pin “D” Female)
➢ VGA Video In (15-Pin “HD” Male/Female Loop-Thru)

5.6.2 Belt-Clip Power pack
The combined 6-foot "umbilical" cable is routed to a belt-clip unit which contains the
power supply (with power switch) and audio amplifier (with volume adjustment). The
power supply converts the un-regulated 9VDC input to provide +18VDC (to drive the TFT
Display Panels), +12VDC (for the NTSC-to-RGB decoder/driver), and +5VDC (for misc.
logic). The un-regulated 9VDC is also passed through to the tracker board (located in the
headset) as it contains its own voltage regulator circuitry. All of these signals are connected
to the Virtual Reality Helmet by a second, 4-foot, and cable.
The headset, in addition to containing the stereo audio headphones, contains the Head
Tracker Module, and the Video Display Boards.
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5.6.3 Head Tracker Module
This self-contained module senses both the earth’s magnetic and gravitational fields and by
synthesizing the results continuously updates the host PC with the orientation of the helmet
as a sequence of "roll", "pitch" and "yaw" values. A single reset switch allows the user to
re-zero the unit to his rest position. Relative to the headset, "yaw" is defined as rotating the
head left and right (like shaking your head "no"). "Pitch" is defined as nodding your head
up and down (like shaking your head "yes"). "Roll" is tilting your head sideways, i.e. with
left-ear towards left-shoulder, or right-ear towards right-shoulder.

The gravitational field is sensed by a vertical fluid filled detector. It could not be
immediately determined if the detector operated on variable capacitance or resistance
principles. Two plate pairs, relative to a fifth ground plate are used. The pair along the xaxis (ear to ear) provide "roll" information, while the y-axis (front to back) provide "pitch"
information. Each has a range of about +/- 45-degrees.

The magnetic field detector is used primarily for sensing "yaw" information. Its values
range from 0-degrees to 360-degrees; same as the compass headings. Three perpendicular
coils are used. The x-coil (from ear to ear), the y-coil (pointing outward from the nose) and
the z-coil (up and down).Since on the earth’s surface the magnetic field running from North
to South is intersected by the perpendicular gravitational field, sufficient information is
available from the five sensors (2-gravity, 3-magnetic) to synthesize the resultant "roll",
"pitch" and "yaw" values. The information is continuously conveyed on the comm port at
19.2kbaud. Each line is of the form:

Y084.7P-03.5R+04.9

This example would represent the helmet facing nominally east, head slightly down, and
cocked towards right shoulder (assuming the unit was zeroed on a horizontal, north-facing
orientation).
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5.6.4 3D-Stereo Video Display

A variety of Stereo-3D techniques have historically been used which present slightly
disparate images to the left and right eyes allowing the brain to perceive a threedimensional scene. In one popular system used with video screens, a pair of Liquid Crystal
Shutters is worn like eyeglasses. A display monitor is viewed while a synchronizing signal
allows only the left eye or only the right eye to see the display. The display refresh is
sufficiently rapid such that the brain perceives a continuous image. The computer presents
images from slightly different viewpoints to the left and right eyes, and a three-dimensional
image is perceived. This is the same technique used on low end SEGA Video Games or
high-end Silicon Graphics workstations equipped with the StereoGraphics systems.

In the CyberMaxx system, however, two complete displays are actually employed. Imaging
optics in the headset align the images so they appear to come from the same place. A
specially created video signal, which merges a left and right view, is sent to the display
board. There, decoding logic sends alternate scan lines from the video signal to the left and
right eyes. Thus, a medium resolution video signal is decimated into two lower resolution
left and right images. This video signal is nonetheless a standard composite video NTSC
signal, and may be recorded and played on a standard VCR. If viewed on a regular monitor,
however, the left and right views are simultaneously presented as a single blurred image.
Alternately, the CyberMaxx unit was able to take a RGB signal directly from a host PC’s
VGA connector. In this case, appropriate software on the PC re-programs the VGA
controller to create the necessary interleaved picture with appropriate NTSC timing. While
the quality of the RGB signal is vastly superior to the heavily encoded NTSC video signal,
computer compatibility problems relative to the VGA controllers from various
manufacturers makes this latter choice questionable.
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In the CyberMaxx the Video Display is comprised of two miniature Matsushita TFT Active
Matrix LCDs with integrated drivers (MCL0712A03). These were originally developed for
Electronic View Finder systems (for Video Camcorders) and for Consumer Video
Projection Systems. A companion driver chip (MN83803AK, also from Matsushita) is used
to drive the multiple phases of horizontal and vertical clocks that sequence the horizontal
and vertical shift-registers on the display panel substrates. A single driver chip is used to
drive both displays. All clock and data lines to the two displays are connected in parallel
with a single exception. On the CyberMaxx Video Board there is logic (implemented as
two PALs) which can inhibit the Hdata signal to either panel. This is the single control line
necessary to uniquely address each panel. If a panel fails to receive the Hdata signal,
despite the fact that its Hclocks are running, that panel will not update the display array.
The logic implemented is such that each panel is inhibited for every-other scan line when
running in Stereo3D mode. This is not to be confused with the normal interlace present in
an NTSC video signal. In the CyberMaxx system, as these scan lines come in at 63.5uS (the
15734Hz sweep rate), one line is sent to the left panel, and the next line to the right. This
minimizes flicker which tends to be a problem with other left/right video techniques.
The CyberMaxx headset uses Sharp’s IR3Y05 Video Processing chip which is specifically
designed for LCD Color Viewfinders. In addition to the NTSC-RGB decoder, this chip has
a second port for an auxiliary RGB input. This is where the RGB signal from the VGA
display is connected. CyberMaxx uses only two adjustments on this chip. TINT, which
affects only the NTSC signal, and BRIGHTNESS which affects both the NTSC and RGB
signals. Other inputs, such as SHARPNESS, COLOR, SUB-RIGHTNESS, GAMMA, and
GAIN, are set to fixed values.

Two features of the Sharp chip, specific to LCD panels, need to be mentioned.
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VR in the 21st Century

6.1 John Carmack
Is a computer programmer, video game developer and engineer. He co-founded the video
game company id Software and was the lead programmer of many of its games like
Commander Keen, Wolfenstein 3D, Doom and Quake and their sequels. Carmack made
inovations in 3D graphics, such as his Carmack’s Reverse algorithm for shadow volumes.

John Carmack—the legendary founder of id Software, the company that created Doom,
Quake, and the entire concept of 3-D gaming—brought that early proto-type to the E3
videogame show, reintro-ducing VR to the popular conversation for the first time since The
Lawnmower Man. A year later, Oculus brought an HD proto-type to E3 and blew minds all
over again. Then it brought another, even more advanced one to CES this past January.
Then another unit to the Game Developers Conference in March. And finally, the $2 billion
purchase by Facebook. All for a company that doesn’t even have a commercial product yet
and is chasing a dream that most of the tech community had seemingly given up on decades
ago. Oculus has almost single-handedly revived that dream. Luckey’s advances have
inspired Sony to announce its own forthcoming VR hardware, for now known only as
Project Morpheus.

Is it without saying that John Carmack played a substantial role In the current generation of
VR. He helped promote the Oculus Rift when it launched on Kickstarter in 2012, and he
joined Oculus as CTO in 2013, leaving Doom studio id Software.
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6.2 Sony Entertainment
PlayStation VR introduces an exciting immersive gaming experience in sublime virtual
reality. Stunning virtual 3D environments in 360° opens up a whole new world of powerful
gaming entertainment. Three members from Sony Interactive Entertainment (SIE) discuss
their involvement in this new exciting development and the challenges they face with the
future.

6.2.1 Developing PlayStation VR
Development for the PlayStation VR began in 2010. The first functional prototype
combined PlayStation Move Motion Controller and a VR headset, and was a six-year
collaborative effort comprising planners and designers and development teams in the US,
UK and Japan.

They succeeded in developing a perfect product for the first year of VR, proudly gleams
Yasuo Takahashi of the Global Product Strategy & Management Department, in charge of
management and overseeing the interaction with global members. His ideal for the future is
to make VR accessible, easy and fun for everyone.
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6.2.2 Creating the VR headset
Takamasa Araki of the Mechanical Design Department expresses his passion in developing
the headset. Since this was his first experience with such a product, he was a little
apprehensive about it, but his first impression was that it was a very exciting product." He
reflects on his anxiousness and expectations at the initial stages. Taichi Nokuo of the
Corporate Design Center, defines the design of the first prototype as "this really clunky
thing." Motivated to design a cooler looking headset, he struggled with the design
refinements.

Figure 11 Final version of PlayStation VR headset

But this was the stage where their engines really started, the impact they felt when they first
experienced the wide-angle view of the prototype in 2012 kicked their motivation mostly
Yasuo’s motivation into the high gear.
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The possibilities and joy of developing a product that will deliver a brand-new experience
to people worldwide inspired his drive to succeed.
Involved in the creation and design of several prototypes in the early stages, Taichi was
also highly motivated. Meanwhile other Sony’s employees found their inspiration when
they witnessed the people’s response when PlayStation VR was announced at GDC in
2014. So many people came to see it. They got goosebumps everywhere. We had been a
little worried as they worked on it, but right then it really started to feel like it would take
off and we really felt they owed it to everyone to make this a success.

6.2.3 PlayStation VR Evolving
The history of the PlayStation VR as a gaming system has only just begun. But the dreams
of those involved in development have already grown beyond and toward an unseen future.
"With PlayStation VR, you can go anywhere and experience anything. It can even be like a
time-machine, taking us back to another age, using data from the past to create a different
world," speaks Yasuo excitedly.

For engineer Takamasa, PlayStation VR is without a doubt the best it can be at the moment,
as he talks about future goals. "As the technology evolves, I think that the we can continue
to aim even higher." It is important to keep on innovating without becoming restricted to
what can be done now. Perhaps in his mind, the future road map of PlayStation VR has
already been drawn.
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6.3 Valve Index

By many years Valve was pretty much inactive for game development and their focus was
more on Steam machines which had their own parts and their own operating system based
on Linux but as the time passed they knew that Steam machines are not performing very
well so what they did is they started to focus on VR development and so they had their idea
on creating their own VR Headset and therefore creating games most likely creating their
old games but with VR support like Half-Life, Portal, Dota 2, CS GO etc. And so they start
to work on VR. They came up with “The Valve Index” a new virtual reality system from
the creators of beloved video game series like Half-Life and Portal and the mega-popular
Steam game store, is an aspirational product. Its sales pitch, as explained by various Valve
staffers, revolves around the VR experience of tomorrow. That's a nice way of saying that
Valve is going for features and dreams rather than affordability with its $999 Valve Index
kit, which ships "by the end of June" after "limited" pre-orders go live on May 1 for users
in the contiguous US and most of Western Europe.
The Valve Index does not read your brain waves, does not track your heart rate, and does
not track your eyeballs' motion. The Valve Index does not innovate with an "inside-out"
tracking system. It does not include an array of secret cameras or sensors and does not
bounce sound waves via hidden or embedded speakers. The Valve Index does not employ a
shrunken, "infinite pixel" panel or come with a revolutionary new take on foveated
rendering. The Valve Index does not include a built-in processing unit. It must be
connected to a gaming-caliber PC with a long cord trailing from the back of your head.
So Valve's big aspiration for the future of VR is long-term comfort. In Valve's eyes, that
goal doesn't (yet) include features that we have been dreaming of, such as reducing the
clutter of an average PC-VR experience, dropping the price, optimizing performance with
eye-tracking systems, or liberating users with true, cordless freedom. Valve wants to
convince us that Index is as good as VR users are going to get at a $999 price point in
2019—and that it delivers $999 worth of VR quality in 2019.
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Valve is a gaming company industry which does not delivers unfinished projects doesn’t
matter if they are games (including VR games), machines or now VR kits, they want to
release high quality products and they mean it, it takes years but they’ll do it. The Valve
Index is VR kit that you can use for hours because it’s ergonomic and it’s built in that way
that you can use it how much you want and it won’t give you a headache.

Index's interesting elements are as follows: a pair of fast-switching, custom-made LCD
panels, with a combined pixel resolution of 2880x1600; an increased field-of-view (FOV)
compared to most VR headsets, up to 130 degrees; new handheld controllers, finally
launching after years of public teases; a pair of floating, above-the-ear speakers; an empty
front-of-headset compartment, which includes a USB 3.0 Type-A adapter and no promises
of attachments to come; and a reliance on "lighthouse" tracking boxes already used in
systems like the HTC Vive. (We're also in familiar Vive VR territory with the dangling
cable plugged into a gaming PC.)

Figure 13. The Valve Index
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7

Virtual Reality vs Augmented Reality

Augmented reality (AR) adds digital elements to a live view often by using the camera on
a smartphone. Examples of augmented reality experiences include Snapchat lenses and the
game Pokemon Go.

Virtual reality (VR) implies a complete immersion experience that shuts out the physical
world. Using VR devices such as HTC Vive, Oculus Rift or Google Cardboard, users can
be transported into a number of real-world and imagined environments such as the middle
of a squawking penguin colony or even the back of a dragon.

Augmented Reality

Virtual Reality

What it does?

AR is the fusion of real VR changes the reality by
world. The digital content is immersing the user in a fully
simulated on the real world.
imaginary world

Where It Stands?

Introduced in the form of
Google Class. HoloLens is
the most famous device.
Many companies are working
on its prototypes.

VR has been around for a
long time. Oculus Rift is the
most famous device. Many
companies are working on its
prototype.

Applications

Video games,
Theme parks,
Simulation,
Exercises,
Employee,
Training,
Commerce
Microsoft, Vuzix,

Video games, theme parks,
entertainment apps, video,
collaboration,
employee
training, simulation exercises

Biggest Players

Epson

Skully, Oculus VR, Samsung Gear
VR, Valve Index, Sony, HTC

Table 2. Augmented Reality VS Virtual Reality
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8

Future of VR

Today’s current virtual reality gear owes a debt of gratitude to the pioneering inventors of
the past six decades who paved the way for the low-cost, high-quality devices which are
easily accessible. Researchers, technologists and anyone else working in the field of virtual
reality is all too aware of the dangers of hype and as a result, have tended to downplay its
capabilities.
They often avoid the term ‘virtual reality’ in preference to ‘virtual environment’ which has
a less negative connotation.

But there are numerous ways virtual reality can be used and to our advantage. These are
discussed in a series of individual articles in the applications of virtual reality. If it
undergoes several alterations as part of the design process.
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9

CONCLUSION

Those are some of the most significant milestones in VR history. As we can see, even if a
technology seems new, it likely has a very long history of technological advances to get to
the point where it is now. Nothing comes out of nowhere. Virtual reality has been in the
making for two hundred years, and it’s finally stepping out of the shadows.

In 2016 there were at least 230 companies developing VR products; Facebook only has 400
employers focusing on VR development, while other technology giants also have dedicated
VR groups (Apple, Google, Amazon, Sony, Samsung, and Microsoft). One of the latest
developments is represented by the commercial release of sensor-based tracking, which
allows users to move freely instead of depending on a defined space.

Gaming is probably the most popular use of virtual reality, and many revolutionary
products have been launched lately to allow players to immerse deeper in fictional worlds.
We are looking forward to discovering what will come next!
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