Abstract Flooding can have catastrophic effects on human lives and livelihoods and thus comprehensive flood management is needed. Such management requires information on the hydrologic, geotechnical, environmental, social, and economic aspects of flooding. The number of flood events that took place in Busan, South Korea, in 2009 exceeded the normal situation for that city. Mapping the susceptible areas helps us to understand flood trends and can aid in appropriate planning and flood prevention. In this study, a combination of bivariate probability analysis and multivariate logistic regression was used to produce flood susceptibility maps of Busan City. The main aim of this research was to overcome the weakness of logistic regression regarding bivariate probability capabilities. A flood inventory map with a total of 160 flood locations was extracted from various sources. Then, the flood inventory was randomly split into a testing dataset 70 % for training the models and the remaining 30 %, which was used for validation. Independent variables datasets included the rainfall, digital elevation model, slope, curvature, geology, green farmland, rivers, slope, soil drainage, soil effect, soil texture, stream power index, timber age, timber density, timber diameter, and timber type. The impact of each independent variable on flooding was evaluated by analyzing each independent variable with the dependent flood layer. The validation dataset, which was not used for model generation, was used to evaluate the flood susceptibility map using the prediction rate method. The results of the accuracy assessment showed a success rate of 92.7 % and a prediction rate of 82.3 %.
Introduction
Rapid urban growth and climate change in recent years have led to many environmental problems and increased risks of natural disasters (Kjeldsen 2010) , including flooding and associated losses of human lives and property (Zwenzner and Voigt 2009) . The damage that can occur due to such disasters is incalculable. As well as the huge economic cost, floods can bring pathogens into urban environments and cause lingering damp and microbial development in buildings and infrastructure (Taylor et al. 2011; Dawod et al. 2012) . Because of the tremendous and irreversible potential damages to agriculture, transportation, bridges, and many other aspects of urban infrastructure, flood control and prevention measures are urgently required (Billa et al. 2006) .
Early warnings and emergency responses to floods are needed (Feng and Wang 2011) so that governments and agencies can prevent as much damage as possible. Because floods can lead to human injury or death, prevention of such events is preferable to compensation of damages. However, measuring the benefits of flood reduction is difficult because they are not tangible and require a long time to be shown (Yi et al. 2010) . In contrast, damage can be calculated both qualitatively and quantitatively (De Moel and Aerts 2011) .
In natural hazards research, huge databases are often needed (Regmi et al. 2013 ). These are not easy to collect, and in some cases a lack of appropriate data can hamper research (Liu and De Smedt 2005) . Natural factors such as hydrological and meteorological characteristics, soil types, geological structures, geomorphology, and vegetation are the most influential contributors to flooding. Human interference in natural cycles by cutting trees and building with impervious materials can accelerate flooding. New insights into hydrological research involve determining and mitigating flooding using geographic information system (GIS), digital soil-type maps, topography, and land use/ cover data (Liu and De Smedt 2005) .
Previous studies
Over the last two decades, remotely sensed data have been used effectively for monitoring and analyzing hazards, and high-resolution imagery has revolutionized remote sensing research (Mason et al. 2010) . Typically, studies of hazards require multi-temporal datasets in order to identify spatial changes and the process of hazards occurrence (Martinez and Le Toan 2007) . Remote sensing is useful for such research because data can be required repeatedly over the same area, sometimes even within a few hours. Active remote sensors such as synthetic aperture radar (SAR) can be the best choice for real-time hazard studies because they are weather independent and can penetrate vegetation (Mason et al. 2010; Pradhan et al. 2014) . The ability to acquire data for various bands, wavelengths, polarizations, and spatial resolutions are other advantages of active remote sensing (Karjalainen et al. 2012) . One of the most important characteristics of SAR imagery is its high temporal resolution, i.e., data can be captured within few hours and delivered at real time during disaster occurrence (Elbialy et al. 2013) .
Previous studies have used various methods to identify areas at risk of flooding. For example, flood susceptibility can be analyzed by qualitative and quantitative techniques such as artificial neural networks (ANNs) (Kia et al. 2012) , frequency ratio (Lee et al. 2012) , analytical hierarchy process (AHP) (Billa et al. 2006) , logistic regression (Pradhan 2010a) , adaptive neuro-fuzzy interface system (ANFIS) (Dixon 2005; Mukerji et al. 2009 ), etc. Qualitative approaches such as AHP, in which the process and the results rely on expert knowledge, are appropriate for regional studies (Rozos et al. 2011) . Quantitative methods such as bivariate probability and multivariate logistic regression statistical methods rely on numerical expressions of the relationship between independent parameters and flooding. Most multivariate statistical approaches require the definition of strict assumptions prior to the study. Logistic regression could overcome this difficulty, offering an easy method of statistical analysis and also allowing for the incorporation of bivariate statistical analysis (BSA) (Ayalew and Yamagishi 2005) .
One of the important problems of AHP method is the inability to determinate the uncertainty. The uncertainty in spatial decision-making methodology may occur from selection, comparison and ranking of multiple criteria. The greatest source of uncertainty is often criteria ranking . Billa et al. (2006) used pairwise comparisons in AHP to identify areas likely to be inundated by future flooding. The biggest disadvantage of this method is the need for expert knowledge in assigning weights, which can be a source of bias. Subramanian and Ramanathan (2012) stated that the AHP method is suitable for regional studies; however, a main aim of disaster management is to develop a transferable method that can be used globally. Flood susceptibility mapping using an ANN approach has also been applied in various case studies (Dixon 2005) . The weak points of this method are related to its complexity and requirements of high computer capacity. Also poor predictions can be expected when the validation data contain values outside the range of those used for training. Furthermore, if large numbers of variables are used, the modelling process is time consuming (Ghalkhani et al. 2013) . Lee et al. (2012) applied individual bivariate probability models to map flood-susceptible areas in Busan, South Korea. A drawback of this method is that it considered the relationship between flood occurrence and each independent separately, while not considering the relationships among all the independent layers themselves. Pradhan (2010a) utilized multivariate logistic regression to examine the relations between a dependent variable and several independent variables to produce a susceptibility zonation map of Kelantan, Malaysia. He noted that logistic regression had several advantages: the variables can be either continuous and/or discrete and they do not necessarily have to have normal distributions. Although the results of that study showed the efficiency of logistic regression, the impacts of classes of each variable were not considered.
As mentioned above, bivariate probability and logistic regression are both popular methods of statistical analysis for susceptibility mapping. Bivariate probability is a type of BSA and logistic regression is a form of multivariate statistical analysis. Mostly they are used individually, as either can produce a model of susceptibility. Combining the two methods is expected to allow for more precise analysis. Tehrany et al. (2013) combined these methods for flood susceptibility analysis in tropical region of Kelantan, Malaysia. Their results showed that the combined method could enhance the performance of each individual method. In other words, logistic regression considers the relationship of the independent variables and dependent data but not the impact of different classes of each independent variable on flooding. Meanwhile, bivariate probability analysis allows independent variables to be rearranged based on the impacts of their different classes on flood occurrence. In other words, all the classes of all independent variables can be arranged based on their flood densities measured earlier using bivariate probability and then logistic regression can be performed on the entire dataset to give the final weights.
Flooding is a major risk in Korea, which has experienced much flood damage to paddy fields (Okamoto et al. 1998) , property (Chang et al. 2009 ), and human life (Chae et al. 2005) . However, few previous studies have attempted to delineate these floods or to offer ways to ameliorate damage (Yi et al. 2010 ). According to Yi et al. (2010) , floods caused 159.6 million USD of economic loss in Korea during the period 1982-2006, with most damage experienced in roadside areas in urban or residential areas. Busan has suffered some of the highest damage from flooding in the country. Heavy rains lead to flooding in this area and appropriate flood-prevention plans are needed (Lee et al. 2012) .
Prediction of flooding can be highly useful in preventing damage and loss. Through scientific analysis of floods, flood-susceptible areas can be detected and thus flood damages can be decreased. With this aim in mind, this study conducted flood susceptibility analysis for Busan using a combined approach of bivariate probability and logistic regression models. The proposed method improves on the weak points of each method and combines their advantages by analyzing the relationships of flooding with each independent layer and with each class of independent layers. Furthermore, flood-related independent variables can be assessed. Since this combined approach is almost new in flood studies, through this research its efficiency and capability can be examined. Therefore, the scope of this research is to assess the reliability of the combined method of BSA and LR in a non-tropical region. This leads to increase in the popularity of this technique and assist the researchers for future flood-related studies.
Data and study area
Busan, Korea's second-largest city, is located on the southeastern tip of the Korean Peninsula at 128°E and 35°N. Heavy rainfall is the main reason of flooding in this area, and the lack of flood-prevention measures has led to much damage (Lee et al. 2012) . Most rain falls in the months of April, May, June, July, August, and September. July is the wettest month, with an average of 15 rainy days and average precipitation of 250 mm. The current study focused on floods that took place in July. Soil types vary by area and include loam, sandy loam, and loam fine sand. Andesite, granite, gravel soil, and sedimentary are the dominant geologies in Busan. Figure 1 shows the study area and flooded area on 16 July 2009, when 266.5 mm of rain inundated Busan, causing severe flooding which submerged more than 1,200 homes and 3,000 ha of farmland. Most damage was reported in Nan-Gu and Yeonje-Gu around the Namhae coast, where 160 flooded areas occurred.
Flood inventory map
Flooding was identified and an inventory map containing 160 flooded zones was generated over the whole area through fieldwork and the examination of aerial photographs. Literature provides several suggestions regarding the size of samples to be used for analysis and validation (Ohlmacher and Davis 2003) . On the basis of a literature review, 70 % of the flooded locations were used randomly to produce the dichotomous data (0 and 1) for the purpose of training in order to assess the spatial distribution of flooding (Pradhan 2010a) . The rest of the locations (validation data) were used for testing the models. The same number of points was chosen for flooded areas and for non-flooded areas. Non-flooded areas where randomly selected on a topographic map by choosing sites high on hills where flooding would not be possible. Previous studies have often not selected areas where flooding would certainly not occur; the approach used in the present study is expected to increase the precision of the results. Figure 1 shows a map of flooded and non-flooded areas in the Busan area.
Flood influencing parameters
Various data called conditioning factors are needed as independent variables in the process of susceptibility mapping (Liu and De Smedt 2005) . These variables contribute to the occurrence of flooding in a specific region. If all the relevant independent parameters are analyzed and used in modelling, the model will be comprehensive but will require much data, which can be challenging to acquire. It is thus important to determine which variables can be eliminated without harming the model's precision (Sanyal and Lu 2004) . Recent studies have aimed to produce models that use the least number of independent data while still achieving highly accurate results (Campolo et al. 2003 ).
The independent data should be measurable and there should be a conjunction between the independent and dependent data. Also the independent data should be collected from the whole study area while it should not represent uniform spatial information (Ayalew and Yamagishi 2005) . Furthermore, its effect should not lead to two types of outcome at the end of the process. These parameters can be in nominal, ordinal, interval, or ratio scale format (Park et al. 2013) . Several parameters may be influential in flood occurrence for a specific region, while the same parameters may not be effective for other environments. No exact agreement exists on which parameters should be used in flood susceptibility assessments. However, some of the variables are mostly used by numerous researchers which indicate their importance and vital role in flood studies. Anthropogenic factors, such as urban areas, road network or land uses, should be taken into consideration in flood susceptibility assessment. These parameters are related to flood events (Skilodimou et al. 2003) . The parameters used in the current research were selected through the knowledge attained from the literature (Pradhan 2010a; Kia et al. 2012; Lee et al. 2012) . The parameters that influence flooding were collected and compiled into spatial databases using ArcGIS 9.3 software. The independent datasets consisted of rainfall, digital elevation model (DEM), slope, curvature, geology, green farmland, river, slope, soil drainage, soil effect, soil texture, stream power index (SPI), timber age, timber density, timber diameter, and timbertype data. Table 1 describes the independent variables and their characteristics. Each variable was resized to be presented by a 10 9 10 m grid, and the grid of the Busan area was constructed by 757 columns and 1,119 rows (366,044 pixels; 36.6 km 2 ). The quantile method was used to classify each independent variable. In the quantile classification method, each class contains the same number of features. This method is used by several researchers due to its efficiency in classification (Papadopoulou-Vrynioti et al. 2013; Tehrany et al. 2014; Umar et al. 2014) . This method partitions the layer into the same number of pixels in each class which provides fair analysis. In the slope (0-64), SPI (0-8.6), and DEM (0-420) maps, ten categories were constructed for each analysis (Fig. 2b, g, k, respectively) . In the curvature map, three classes were considered: convex, flat, and concave (Fig. 2a) . In the geology map, five geology classes were used: Andesite, granite, gravel soil, sedimentary, and no data (Fig. 2c) . Figure 2d shows the classes of the green farmland map (paddy, other plantations, orchard, no data, natural grassland, grassland, field, and barren ground). In the rainfall map, nine classes (2-10.3, 10.4-18.7, 18.8-27, 27.1-35.3, 35.4-43.7, 43.8-52, 52.1-60.3, 60.4-68.7 , and 68.8-77 mm) were constructed (Fig. 2e) .
In the case of the river map, four buffer categories (10, 50, 100, and [100 m) were compiled using the buffer tool in ArcGIS 10 software. The map of the four soil groups (loam, sandy loam, loam fine sand, and no data) is shown in Fig. 2j . Figure 2i presents the soil effect map, which consists of five classes (20, 50, 100, 150, and no data). Six categories were compiled for the soil drainage map: poorly drained, somewhat poorly, moderately well, well drained, very well drained, and no data (Fig. 2h) . For the timber age map, classes ranged from the first to sixth age classes as well as one class of non-forest area (Fig. 2l) . Non-forest area and moderate and dense forest area made up the three classes of the timber density map (Fig. 2m) . Timber diameter was mapped for four categories: non-forest area, very small diameter, small diameter, and medium diameter (Fig. 2n) . Timber type was mapped as nine classes of nonforest area, larch, pine, broadleaf tree, mixed broadleaf, artificial larch, artificial pine, rigida pine, and paper pulp (Fig. 2o) . 
Methodology

Application of bivariate statistical analysis
To measure flood occurrence in each class of independent variables, BSA was used. BSA shows the ratio of the probability of the presence to the absence of any occurrence, such as a flood or landslide (Lee and Pradhan 2007; Yilmaz 2009; Pradhan 2010b; Pradhan and Lee 2010a) . To build a probability model of a hazard, it is assumed that the hazard occurrence can be determined based on its contributing factors and that future hazards will happen under the same conditions as past events (Akgun 2012) . The bivariate probability for each independent variable was measured by the variable's relationship with flood occurrence. The greater the bivariate probability, the stronger the relationship between flood occurrence and the variable (Lee and Talib 2005; Lee and Pradhan 2007; Pradhan and Lee 2010b) .
Using the bivariate probability model, the spatial relationships between flood occurrence location and each of the variables contributing to flood occurrence were derived. Figure 2 shows the classified independent variables and all the data layers. Bivariate probability was performed and the range of bivariate probability was normalized. Then all of the independent variables were reclassified based on the normalized bivariate probability to be used in the logistic regression analysis. The normalization of all independent variables is necessary which facilitates final analysis and interpretation (Ayalew and Yamagishi 2005) . A higher ratio value indicates a stronger relationship between the variables and vice versa.
Application of multivariate statistical analysis
Logistic regression is a popular multivariate statistical analysis method that allows for examination of the multivariate regression relationship between a dependent variable and several independent variables (Pradhan and Lee 2010b) . Logistic regression was created to measure the probability of a disaster in an area using a specific formula generated using the independent variables. One of the requirements of this method is dependent data consisting of values of 0 and 1, which indicate the absence and existence of disasters, respectively.
Here, the dependent and reclassified independent variables derived by bivariate probability were converted from raster to ASCII format, which is required in SPSS. SPSS V.19 software was used to perform the multivariate logistic regression analysis. The coefficients were measured and are listed in Table 1 . The higher the logistic coefficient, the greater the expected impact on flooding occurrence. Using the derived logistic coefficients, the probability (p) of flood occurrence was calculated as
where p is the probability of flooding which is acquired between 0 to 1 on an S-shaped curve. Z is the linear combination and it follows that logistic regression involves fitting an equation of the following form to the data:
where b 0 is the intercept of the model, b i (i = 0, 1, 2, …, n) represents the coefficients of the logistic regression model, and x i (i = 0, 1, 2, …, n) denotes the independent variables (Lee and Sambath 2006) . To produce a susceptibility map, the probability map should be divided into different categories (Ohlmacher and Davis 2003) . Different popular categorization methods were examined in the GIS environment, such as standard deviation, natural break, equal interval, and quantile. In this study, the best results were achieved through the quantile method. The other methods exaggerated the areas of flood susceptibility, showing a large part of Busan in the highly susceptible zone. Ayalew and Yamagishi (2005) stated that the quantile classification method has the drawback as it classifies broadly different values into the same category. However, this method produced reasonably good results in flood susceptibility mapping. This method is used by other researches such as Papadopoulou-Vrynioti et al. (2013) and Tehrany et al. (2013) which proved the capability and efficiency of this classification method in susceptibility mapping.
Results and validation
First, the BSA method was applied to obtain weights for each class of each variable. The bivariate probability for 15 variables was calculated from the relationship to the flood events, as shown in Table 1 . The output of the multivariate statistical analysis was then acquired through the logistic regression method (Table 1) . The relationship between flood occurrence and flood-influencing parameters was extracted in SPSS V.19 software. Coefficients were measured using logistic regression and are listed in Table 1 . Furthermore, through the performance of LR, another factor can be measured which is significant probability (Sig). This factor recognizes the independent variables that have a significant influence on flooding (Papadopoulou-Vrynioti et al. 2013) . If the Sig be \0.05, it indicates that the independent variable had statistically significant effects on flooding. Results indicated that Dem, Greenfarm, and Geology with the Sig values of (0.004) (0.025), and (0.038) were the most effective independent variables, respectively. Other independent variables such as curvature, slope, soil effect, etc. gained the Sig value of more than 0.05 which showed that they were not statistically significant in the model.
To acquire the flood probability index, the regression coefficients for each variable were entered in Eq. (2) As the next step, the probability index was calculated from Eq. 1. The index values can range from 0 to 0.99. Figure 3 shows the thematic map of flood probability. This index represents the predicted probabilities of flooding for each pixel in the presence of a given set of independent variables. Finally, a flood susceptibility map was obtained and the study area was divided into five classes of flood susceptibility: very low (0-0.55), low (0.55-0.84), medium (0.84-0.94), high (0.94-0.97), and very high (0.97-1). Figure 4 shows the flood susceptibility map.
The prediction accuracy and quality of the developed model should be examined. Here, the model was validated by comparing the acquired flood probability map with existing flood data Tien Bui et al. 2012; Pourghasemi et al. 2012) . Specifically, the results were quantitatively examined using the receiver operating characteristic (ROC) curve, in which the basis of the assessment is the true-and false-positive rates (Chauhan et al. 2010) . To examine the reliability and efficiency of the flood probability map, both the success rate and prediction rate curve were calculated. The success rate result was obtained using the training dataset, which used 70 % of the inventory flood locations (112 flood locations). The success rate curves are presented in Fig. 5 .
The model produced a value of 0.927 for the area under the curve (AUC), which represents 92.7 % success accuracy. The training flooded areas were used to generate the flood model, but could not be used to assess the prediction capability of the model. The prediction rate shows how well the model could predict flooding in a given area (Tien Bui et al. 2012) .
The prediction accuracy was calculated using the testing data for the 30 % of the flooded areas (48 flood locations) that were not used in the training process. This method can show the generalization ability of a model (Maier and Dandy 2000; Pourghasemi et al. 2012) , in that the area under the prediction rate curves (AUC) can measure the prediction accuracy qualitatively (Pradhan and Lee 2010c) . The AUC values varied from 0.5 to 1.0. The value of 1.0 represented the highest accuracy, showing that the model was completely capable of predicting disaster occurrence without any bias (Pradhan et al. 2010) . Thus, AUC values close to 1.0 are considered to show that a model is precise and trustable (Tien Bui et al. 2012) . The prediction curve is shown in Fig. 5 . The AUC value of 0.823 corresponds to a prediction accuracy of 82.3 %. Moreover, another way was provided in order to test the performance of the used method. Confusion matrices were created for both the training and testing results. The confusion matrix represents the ratio of correctly predicted observations and demonstrates the number of truepositive, false-positive, true-negative and false-negative observations (Papadopoulou-Vrynioti et al. 2013) . Consequently, the outcomes of the confusion matrices produced by the training and testing datasets were compared. Table 2 shows the confusion matrices. Totally, 84.70 % of the 21,600 pixels were correctly categorized for the training dataset. Furthermore, 10,500 pixels without flood occurrence and 1,600 pixel with flood were categorized wrongly (Table 2a ). The validation results for testing dataset (Table 2b) represents that 5,800 of the total 10,830 pixels were correctly categorized (88.64 %). However, 500 of 4,800 pixels with flood occurrence were wrongly categorized. The strength of the overall model performance can be assessed using confusion matrices.
Discussion
Due to the existence of few weak points which can be found in some quantitative methods, scientists started to produce and propose combined methods in order to overcome these disadvantages. For instance, ANFIS was developed through the integration of ANN and fuzzy interface system (FIS). This method increased the precision of the results compare to the individual ones. Therefore, it was used in several studies which made this method highly demandable in hazard studies. As it has been mentioned, usually BSA and multivariate statistical analysis are individually used in mapping the susceptible areas. However, some researchers combined these methods to enhance the capability and precision of each method. Current research applied the combined method of BSA and LR which is introduced by Tehrany et al. (2013) for flood susceptibility mapping. The result indicated that through the combination of these individual methods the reliability of acquired susceptibility map increased. Therefore, this research can be used as an evidence for the proficiency of this combined method.
Based on the acquired results, the high and very high susceptibility zones covered 19.4 % of the area and were mostly located in the northern part of Busan. According to the flood susceptibility map, most parts of Busan are located in zones of very low susceptibility. The proportion of high susceptibility increases significantly in the north and southwest parts of the study area. Loamy fine sand soil type, very low elevation, and high precipitation were the key properties in the very high susceptibility zones. Moreover, the results showed that the probability of flood occurrence is large in low slope areas and in concave areas.
The acquired logistic coefficients for curvature, timber density, timber age, SPI, soil texture, and soil effect were negative. The negative values of logistic coefficient imply that the occurrence of flood is negatively related to these independent variables. For instance, as the timber density increases, the possibility of flood occurrence decreases. The independent variables such as DEM, geology, green farm, rainfall and distance from river, slope, timber type, timber diameter, and soil drainage had positive effects on the flood occurrences. 
Conclusion
The goal of this research was to improve the efficiency of logistic regression/multivariate statistical analysis in flood modelling using this method in combination with the bivariate probability method. Logistic regression has some drawbacks for measuring the relationship between flood occurrence and variable classes. It takes one of the first or last classes as a reference and does not involve the other classes in the weighting process. This means that the information on one of the intervals is low. However, using bivariate probability this problem was solved. The logistic regression was performed using independent variables that were reclassified and weighted based on the bivariate probability, in order to produce a more precise flood susceptibility map of the Busan area. The flood inventory map, which represented 160 flood events that took place in July 2009, was used for the statistical analysis. Among all the flood events, 112 cases were used to build the method. The remaining 48 flooded events were used to validate the developed model. Fifteen independent variables were used as independent data. These consisted of rainfall, the DEM, slope, curvature, geology, green farmland, river, slope, soil drainage, soil effect, soil texture, SPI, timber age, timber density, timber diameter, and timber type. Initially, all the independent variables were resized to a 10 9 10 m grid. The grid of the Busan area was constructed in 757 columns and 1,119 rows. As a next step, each variable was classified using the quantile method, and the bivariate probability was used to evaluate the relationship of each class with flood occurrence. To assign the weights that were derived using bivariate probability, each independent variable was reclassified and normalized for use in logistic regression multivariate statistical analysis. The logistic regression coefficients were calculated in SPSS V.19 software and the probability index was then calculated. Finally, a flood susceptibility map of Busan City was constructed by classifying the probability index into five classes: very low, low, medium, high, and very high susceptibility. The high and very high susceptibility zones made up 19.4 % of the total study area and were mostly located in the north part of Busan.
The proposed combined method overcame the weak points of logistic regression in terms of BSA. The AUC was used to examine the efficiency of the proposed method. The prediction and success rate accuracies that achieved for the combined bivariate probability and logistic regression methods were 82.3 and 92.7 %, respectively. Because the independent variables contributing to flooding may vary among study sites, it was not easy to define specific parameters to generate the model. The elevation and curvature were found to be the best predictor variables for estimating the probability of flood occurrences in the current study area.
The results of the bivariate probability analysis indicated that more flooding should be expected in loamy soil areas under high rainfall. In addition, most flooding occurred in concave and low elevation areas. In terms of hydrological factors, a lower SPI and greater distance to the river increased the chance of flood occurrence. The timber factor illustrated a greater flood possibility by type than by age and diameter. The combined method employed in this study showed that the green farmland and geology parameters had strong positive correlations with the predicted probability map. In contrast, a negative correlation existed between flood occurrence and SPI, timber age, and soil effect.
The achieved accuracies demonstrate the efficiency of the combined method. Other sophisticated methods have been developed to model flooding, such as ANFIS and genetic algorithm-based artificial neural network (ANN-GA) approaches. Although these methods are more applicable to flood modelling than are statistical methods like logistic regression, the complexity, computation time, and requirement of a large number of parameters make them difficult to use. The method proposed here, combining logistic regression and bivariate probability, produced acceptable results and the process of analysis was easily understandable. Thus, this method is recommended for use in hydrological studies and disaster management. The proposed method can be considered as a robust method for flood susceptibility mapping and the produced map can aid planners, decision makers, and governments engaged in flood management and planning in the study area.
