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Abstract
Jet substructure has emerged to play a central role at the Large Hadron Collider
(LHC), where it has provided numerous innovative new ways to search for new
physics and to probe the Standard Model in extreme regions of phase space. In
this article we provide a comprehensive review of state of the art theoretical and
machine learning developments in jet substructure. This article is meant both as
a pedagogical introduction, covering the key physical principles underlying the
calculation of jet substructure observables, the development of new observables,
and cutting edge machine learning techniques for jet substructure, as well as
a comprehensive reference for experts. We hope that it will prove a useful
introduction to the exciting and rapidly developing field of jet substructure at
the LHC.
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1. Introduction
The Large Hadron Collider (LHC) is currently the center of attention in
particle physics, providing a unique opportunity to probe the dynamics of the
Standard Model (SM) at the TeV scale, and to search for new physics. One
of the major new developments which has come to play a central role at the
LHC is jet substructure. Jets are collimated sprays of particles resulting from
quarks and gluons produced at high energy; jet substructure is a set of tools to
exploit information from the radiation pattern inside these jets. For example, jet
substructure can be used to identify boosted hadronically decaying electroweak
bosons and top quarks. Jet substructure techniques have provided innovative
advances in probing the SM, in addition to improving the sensitivity for new
physics searches. The surge of interest in jet substructure at the LHC has been
driven by the extended energy reach, which has inspired new theoretical ideas
and reconstruction techniques to probe this previously unexplored and exciting
regime.
The renewed theoretical interest in jet structure has resulted in a renaissance
for the theoretical understanding of jets. The resulting rapid progress in this
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field has resulted in precise predictions for a wide variety of observables. This
analytical understanding has also led to observable engineering with new tailored
techniques that are already deployed in the big experiments; a healthy symbiosis
of experimental and theoretical ideas has helped propel this process forward
[1, 2, 3, 4]. Theoretical developments in jet substructure have also had a broader
impact on QCD both in the vacuum as well as in medium.
Due to the central role that jet substructure is now playing at the LHC, with
its mature and sophisticated set of theoretical and experimental techniques, it
is time to provide a comprehensive review of jet substructure. The goal of this
review is to be
1. a state-of-the-art reference for those looking for an overview of the field;
2. a primer on both theoretical and machine learning techniques for newcom-
ers; and
3. an outline of the challenges going forward, and the work that has yet to
be done in the field.
Due to the wide range of topics that are covered, we must be somewhat
selective in our presentation. We have therefore taken the approach of empha-
sizing representative examples, and underlying physical principles rather than
details. The specifics of calculational techniques for jet substructure, for exam-
ple, are beyond the scope of this review; however, we have attempted to provide
a comprehensive source of references, which we believe will in itself be a use-
ful resource. There are also a number of more specialized and earlier reviews
on different aspects of jet substructure, to which we refer the interested reader
[5, 6, 7, 8, 1, 2, 3, 4, 9]. For the reader interested in more specialized techniques,
these can be supplemented by reviews and texts on QCD relevant for jet sub-
structure calculations [10, 11, 12, 13, 14, 15, 16, 17], as well as several standard
texts and reviews on deep learning [18, 19, 20] (for particle physics [21, 22]), and
the standard machine learning packages [23, 24, 25, 26, 27, 28, 29] (for particle
physics [30]).
This publication consists of two main sections: Sec. 2 covers theory develop-
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ments, and Sec. 3 covers applications of machine learning to jet substructure. In
the theory portion of the review, we begin in Sec. 2.1 with a review of the theo-
retical aspects of jet substructure calculations. The goal here is not to describe
technical details of calculations, but rather to emphasize the different physics
relevant to jet substructure calculations. This also lays the foundations enabling
the reader to evaluate the quality of different calculations, and appreciate diffi-
culties in extending these calculations to more complicated observables. Then,
in Sec. 2.2 we survey the wide range of jet substructure calculations which have
been performed using these techniques. Instead of providing an exhaustive list-
ing, we have chosen to discuss representative observables in more detail, while
providing references to other calculations. In Sec. 2.3 we discuss prospects for
improving the precision of jet substructure calculations, and highlight those ob-
servables which are most amenable to high precision calculations. In Sec. 2.4
we discuss new frontiers in jet substructure, attempting to highlight the broad
range of connections to other areas of physics, both theoretical and experimen-
tal, where we hope ideas from jet substructure will prove fruitful. Finally, we
conclude with a wish list of goals, which we hope will drive theory progress in
the field in the years to come.
In Sec. 3 we review applications of machine learning (ML) to jet substruc-
ture, which is a topic of significant current interest, both from the theoretical
and experimental communities. To a large extent, jet physics is driving the use
of modern ML tools in high energy physics due to the complex and rich structure
inside jets. We have attempted to make this section self contained, introducing
both technical aspects of machine learning, as well as highlighting their appli-
cations to problems of current interest in jet substructure. As with the other
sections in this review, our goal is not to provide a comprehensive review, but
simply a broad overview of this exciting and rapidly developing field.
2. Theory Developments
The past several years have seen significant theoretical efforts focused around
designing and predicting observables measured on jets. The guiding principles
5
for constructing a jet substructure observable is that the observable should be
1) sensitive to the physics you want to probe, and 2) be calculable from first
principles in Quantum Chromodynamics (QCD). That an observable should
be sensitive to the physics you want to probe is vital for the ability to draw
certain conclusions from the measurement of the observable. The property of
calculability is more subtle, and is largely shaped by our limited theoretical
tools for addressing QCD beyond perturbation theory. A sufficient condition
to ensure calculability within the perturbation theory of QCD is infrared and
collinear (IRC) safety, which has therefore played a central role as an organizing
principle for jet observables.
Heuristically, IRC safety is typically stated in the following way [13]:
An observable is infrared and collinear safe if it is insensitive to
infinitesimally soft or exactly collinear emissions.
Because QCD is a gauge theory with massless particles, the Feynman diagram-
matic perturbation theory in the strong coupling constant αs is degenerate,
which is manifested as divergences in the soft (low energy) or collinear limits
of particles. However, as guaranteed by the Kinoshita-Lee-Nauenberg theo-
rem [31, 32], when the soft and collinear regions of phase space are inclusively
summed over, the divergences exactly cancel between the real and virtual con-
tributions to the cross section at each perturbative order. The property of IRC
safety ensures that the phase space restrictions that the measured value of an
observable imposes do not disrupt this cancellation.
The importance of infrared and collinear safety for jet physics was first recog-
nized in the jet algorithm of Sterman and Weinberg [33]. Shortly after, Clavelli
argued that the jet mass is an infrared and collinear safe observable and pro-
duced what could be called the first jet substructure theory prediction computed
from first principles perturbative QCD [34]. Building on their work on studying
the thrust observable [35], Catani, Trentadue, Turnock, and Webber (CTTW)
produced the first resummed jet substructure observable, calculating the heavy
jet mass in e+e− → hadrons events to next-to-leading logarithmic accuracy
6
[36, 37]. These calculations initiated the theory of perturbatively calculable jet
observables, whose accuracy could be systematically improved order-by-order
in perturbation theory, laying the foundations for modern jet substructure cal-
culations.
Especially motivated by the high collision energy, the exceptional resolution
of the experiments at the LHC, and the introduction of fast [38] and exper-
imentally well-behaved IRC safe jet finding algorithms [39], the theory of jet
substructure has become a mature, lively field, enabling applications well be-
yond those envisioned in the seminal works of Refs. [40, 41, 42]. No longer
are jet observables and calculations restricted to the mass, but include a whole
menagerie of observables that are sensitive to multiple hard prongs in the jet,
or to coherent soft emission, or to correlations between radiation inside and
outside the jet. The construction of these observables is still shaped by the re-
quirement of IRC safety, but more and more observables have been introduced
that lack this property. Through the development of new techniques, classes of
these IRC unsafe observables have broadened the definition of calculable within
perturbative QCD, while retaining predictive power.
In this section, theory calculations directly of jet substructure observables
or for observables that have importance for jet substructure are reviewed. Sec-
tion 2.1 starts by describing the different aspects of a calculation for an IRC safe
jet observable and the most important physics that goes into a calculation. The
use of fully-exclusive event generators and the definition of the the accuracy of
a calculation is also reviewed. Section 2.2 provides an overview of the status
of theory predictions for jet substructure observables and the physics they are
meant to capture. Some of the observables reviewed here have been measured
on jets in ATLAS or CMS, and appropriate references are provided for those ob-
servables. The efforts devoted to high-precision calculations in jet substructure
are reviewed in Section 2.3. Because the observables are typically dominated
by soft or collinear radiation, an important aspect of achieving high-precision
in jet physics is resummation to higher logarithmic accuracy. Section 2.4 sum-
marizes the frontiers of jet substructure calculations, highlights several areas
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where the field can make progress, and also reviews how the field of jet sub-
structure has influenced QCD theory more broadly. It concludes with a set of
recommendations for data-theory comparison, which we believe will provide a
firm foundation from which to build a strong future program.
2.1. Aspects of Jet Substructure Calculations
In this section we will describe aspects of jet substructure calculations, focus-
ing on the case of IRC safe observables. We also review the standard theoretical
approaches which have proved most powerful. While there has been recent in-
terest in the calculation of more general classes of observables, these are beyond
the scope of this brief review. However, many of the principles involved in these
more sophisticated calculations are similar to those discussed here.
We take as an example a single measurement, the jet mass, mJ , and consider
the case that mJ  pTJ , the jet’s transverse momentum. A calculation of the
jet mass that can be directly compared with experimental measurements must
incorporate the following three ingredients:
• Resummation of logarithmically enhanced contributions αs log2
(
pTJ
mJ
)
.
• Fixed-order perturbative corrections in αs.
• Non-perturbative corrections from hadronization and other effects.
The goal of this section will be to describe the physics underlying each of these
contributions, and the accuracy to which different theoretical tools are able to
describe them. This will allow us to compare in detail the theoretical sophistica-
tion of different jet substructure calculations, with examples in the forthcoming
sections illustrating each of these features. It will also allow us to describe the
difficulties inherent in the calculation of more complicated observables.
A schematic illustration of these different ingredients for an observable τ ,
which can be taken to be the jet mass, is illustrated in Fig. 1. The green curve
shows the prediction of the observable in fixed order QCD, which diverges as
τ → 0 due to the fact that logarithmically enhanced terms are not resummed.
The resummation of the logarithmically enhanced terms causes the distribution
8
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Figure 1: A typical jet substructure calculation, emphasizing the regions where different
contributions dominate the physical description of the observable. Here, σf.o. is the fixed-
order prediction for the cross section, σres includes resummation of large logarithms and σ is
the complete theory prediction including non-perturbative effects through a shape function
Fnp.
to go to zero as τ → 0, as shown in the blue curve. Finally, the inclusion
of non-perturbative contributions shifts the distribution at small values of τ ,
where the observable is sensitive to fluctuations at the scale ΛQCD. This can
be implemented in a calculation with a non-perturbative shape function, Fnp.
Shaded bands are representative of theoretical uncertainties. We have used a
general observable τ to emphasize that while we will focus on mJ as a concrete
example in this section, the behavior of Fig. 1 is generic for a wide range of
observables.
2.1.1. Resummation
We begin with a discussion of the perturbative aspects of a calculation.
Since we have restricted our focus to IRC safe observables, a perturbative ex-
pansion in the strong coupling constant, αs, gives finite results order-by-order
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in perturbation theory. Relative to the Born process, calculations are referred
to as leading order (LO), next-to-leading-order (NLO), and so forth. However,
due to the multi-scale nature of jet substructure problems (in this case both
mJ and pTJ enter as relevant scales), the perturbative expansion involves not
only constants, but functions of the ratio pTJ/mJ . In particular, due to the
soft and collinear divergences of QCD, large logarithms log(pTJ/mJ) appear at
each order in perturbation theory. To simplify the discussion, we work with the
cumulative cross section
R(mJ) =
mJ∫
0
dσ
dm′J
dm′J . (1)
We choose to express the cumulative cross section as
R(mJ) = C(αs)Σ(mJ , αs) +D(mJ , αs) , (2)
where the different functions on the right side have different properties. Here,
C(αs) = 1 +
∞∑
n=1
(αs
2pi
)n
Cn , (3)
where the Cn are constants, and
ln Σ(mJ , αs) =
∞∑
n=1
n+1∑
m=1
(αs
2pi
)n
Gnm ln
m mJ
pTJ
(4)
=
(αs
2pi
)(
G12 log
2 pTJ
mJ
+G11 log
pTJ
mJ
)
+
(αs
2pi
)2(
G23 log
3 pTJ
mJ
+G22 log
2 pTJ
mJ
+G21 log
pTJ
mJ
)
+ · · · ,
referred to as the radiator, contains the logarithmically enhanced terms. The
Gnm are constants, independent of mJ and pTJ . We see that increasingly high
powers of the logarithm appear at each order in perturbation theory. Further-
more, as mJ → 0, this result diverges at any fixed order in perturbative theory.
These logarithmically enhanced terms are intimately related to the soft and
collinear behavior of QCD, since in the limit mJ → 0, only soft particles, or
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particles collinear to the jet direction, can contribute. The D(mJ , αs) term is
referred to as the power corrections, as all terms in it scale like a positive power
of mJ , and so vanish in the mJ → 0 limit.
For typical jets at the LHC, we have mJ ∼ O(10) GeV, while pTJ ∼ O(500)
GeV. These values motivate the scaling log(pTJ/mJ) ∼ 1/αs, for which the
traditional fixed-order expansion in αs is invalidated. Each term in a vertical
column of Eq. (4) has the same scaling in αs, and terms which are higher-order
in αs in a given column are not suppressed. To obtain a reliable prediction, one
must resum all terms in a given column, using an understanding of the all-orders
structure of QCD. Here one uses a counting of leading logarithm (LL), next-to-
leading logarithm (NLL), and so forth to distinguish this expansion from the
standard fixed-order expansion. Unlike the fixed-order expansion, there is some
ambiguity in the precise organization of the resummation. For a detailed review
of different countings, see Ref. [43]. Here we will use the conventions of CTTW
[37], where we define the order using the cumulative cross section in Eq. (4).
With the scaling log(pTJ/mJ) ∼ 1/αs, we have that the resummed expan-
sions include all terms at the following orders
LL : O(α−1s )
NLL : O(1)
NNLL : O(αs)
NNNLL : O(α2s) (5)
Therefore, a LL calculation includes only the most singular terms, namely all
terms that scale as O(α−1s ). This gives rise to the familiar Sudakov form factor
[44]
Σ(mJ) = exp
[(αs
2pi
)
G12 log
2 pTJ
mJ
+ · · ·
]
, (6)
which implements the physical behavior that Σ(mJ)→ 0 as mJ → 0. The char-
acteristic Sudakov peak is illustrated by the blue curve in Fig. 1. LL calculations
are useful for understanding qualitative aspects of jet substructure observables.
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However, since they include only terms scaling as O(α−1s ), they miss O(1) cor-
rections, and they therefore typically do not provide a quantitative description
of the distribution.
NLL calculations include all terms that scale like O(1), and therefore this
is the first order at which corrections are O(αs), and hence suppressed by the
strong coupling constant. Such calculations should therefore begin to describe
quantitative features of the distribution. For calculations beyond NLL one ob-
tains a reliable estimate of perturbative uncertainties, and an understanding
of the perturbative convergence. This is particularly important for comparison
with experimental measurements, and therefore motivates higher-order resum-
mations, which will be discussed in Sec. 2.3.
A variety of different approaches exist for performing resummation, each
of which has its own advantages and disadvantages. These include explicit
calculation of the radiator function [45, 46], the use of generating functionals
[47, 48, 49, 50], factorization theorems [51, 52, 53], and effective field theory
techniques [54, 55, 56, 57, 58]. The explicit calculation of the radiator can be
performed for generic observables in e+e− → hadrons events to NNLL [45, 46].
It has the advantage that it can be applied to generic observables [59, 60], and
only requires the soft and collinear factorization of matrix elements in QCD.
All-orders factorization theorems were pioneered in the work of Refs. [51,
52, 53]. Using the soft-collinear effective theory (SCET) [54, 55, 56, 57, 58,
61], which provides a particularly powerful framework for proving factorization,
factorization theorems have been proven for a number of processes of interest
for jet substructure, such as mass measurements for top quark jets [62, 63] and
the thrust event shape [64, 65]. There has recently been significant effort in
extending all-orders factorization theorems to more differential jet substructure
observables [66, 67, 68, 69, 70, 71].
For high-order resummation, the most powerful techniques rely on factoriza-
tion theorems and resummation through renormalization group evolution. This
is a vast topic to which we cannot do justice in this brief review. A number
of excellent reviews exist on these topics [10, 11, 15, 16]. In cases for which
12
Figure 2: The different scales relevant for the description of a mass measurement on a jet.
Sudakov double logarithms, log2(pTJ/mJ ), are resummed by renormalization group evolution
between the different scales.
factorization can be demonstrated, higher logarithms can be systematically re-
summed by computing anomalous dimensions of field-theoretic objects to higher
perturbative orders. This has allowed the highest-order resummation for e+e−
event shapes to NNNLL [65, 72, 73, 74], as well as for the highest precision jet
substructure calculations to NNLL [75, 76], to be discussed in Sec. 2.3.
Taking dijets in e+e− collisions as a simple example (to avoid complications
deriving from the colored initial state), for the differential cross section of the
left and right hemisphere jet masses in the limit where mL,mR  Q we have
the schematic factorized expression
dσ
dmL dmR
=σ0H(Q
2;µ) · J(mL;µ)⊗ J(mR;µ)⊗ S(mL,mR;µ) . (7)
Here, σ0 is the electroweak production cross section, and H(Q
2) is the hard
function that incorporates virtual corrections to e+e− → qq¯ at center of mass
energy Q. These two components are independent of the measurement made on
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the jet. The radiation within the jets is described by the functions in the second
line: J(mL) is the jet function that describes collinear radiation that contributes
to the left hemisphere mass (and similarly for J(mR)), and S(mL,mR) is the
soft function that describes the contribution of soft radiation (both perturbative
and non-perturbative) to the hemisphere masses. A schematic picture of a single
jet showing the radiation described by each of the functions is shown in Fig. 2.
For simplicity, in Eq. (7) we have not included an explicit function describing
non-perturbative corrections. The QCD confinement scale ΛQCD ∼ 1 GeV is
included in Fig. 2 to remind the reader that non-perturbative effects associated
with hadronization can play an important role, and we will discuss them in
Sec. 2.1.3. The ⊗ symbol denotes convolution over the various contributions
to a hemisphere mass. Each of these functions can be given field theoretic
definitions in terms of matrix elements of operators in the effective theory.
Sudakov double logarithms are resummed by the renormalization group evo-
lution of the different functions
µ
d
dµ
F (m;µ) =
∫
dm′γF (m−m′;µ)F (m′;µ) , (8)
where here F denotes any of the functions appearing in Eq. (7). The boundary
conditions of the renormalization group evolution can be chosen so that large
logarithms are not present in their perturbative expansion. All logarithms are
then generated by the renormalization group evolution. For the case of the jet
mass, these scales are indicated in Fig. 7. Variation of these scales provides an
estimate of the perturbative uncertainty, giving rise to the uncertainty bands
illustrated in Fig. 1. To achieve a complete resummation of all logarithms, each
function appearing in the factorization theorem of Eq. (7) can only depend on
a single scale.
Factorization theorems of this structure do not necessarily exist for more
differential jet substructure observables. A large amount of the interest in ob-
servables discussed in this article is on the resummation of large logarithms
that do not naturally fit into such a factorization theorem, or that require a
refactorization of the functions appearing in Eq. (7) to ensure that each func-
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tion depends only on a single scale. An example of this that will be discussed
further in Sec. 2.3.2 is the case when mL  mR, or mR  mL, so that the soft
function depends on two disparate scales, and the factorization of Eq. (7) no
longer resums all large logarithms.
2.1.2. Fixed-Order Corrections
While resummation plays an essential role in jet substructure calculations,
it does not provide a complete description of the perturbative cross section.
Indeed, while resummation is appropriate when log(pTJ/mJ) ∼ 1/αs, for a
range of masses when log(pTJ/mJ) ∼ 1 it is no longer appropriate. In particular,
it includes a tower of terms which are no longer enhanced in the resummed cross
section, but does not include terms that do not involve logarithms. One must
therefore merge a resummed calculation with a standard fixed order calculation
to provide an accurate description of the distribution throughout the entire
phase space. This is particularly important to get correct endpoint behavior of
distributions, as well as to decrease perturbative uncertainties in the transition
region between resummation and fixed order. These terms that are important
at higher masses appear in the D(mJ , αs) term of Eq. 2.
Unlike resummation, where the large logarithms at higher orders can be
predicted using the universal infrared structure of QCD, fixed-order corrections
at higher orders in αs are not universal, and are typically difficult to compute,
particularly when a measurement is made on the final state radiation. In partic-
ular, with jet measurements, the phase space integrals often cannot be computed
analytically, and therefore must be performed using a fixed-order Monte Carlo
program. A variety of fixed-order programs exist, both for hadron colliders,
such as MCFM8 [77, 78, 79, 80], NLOJet++ [81, 82, 83, 84, 85], and NNLO-
Jet [86, 87], as well as for e+e− collisions such as EVENT2 [88, 89], EERAD3
[90], and CoLoRFulNNLO [91, 92, 93, 94]. Fixed-order contributions to several
traditional jet substructure observables have been studied in Refs. [95, 96].
Higher-loop fixed-order calculations relevant for jet substructure are particu-
larly intensive due to the fact that one is typically interested in jet substructure
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observables that are only first non-zero with several emissions within the jet.
NLO amplitudes for hadron colliders with two partons within a jet are avail-
able; for example, W/Z/H + 2 jets [97, 98, 99, 100, 101, 102, 103, 104]. To
extend this to NNLO, to match the precision available for e+e− observables
[105, 106, 107, 90, 108, 92], will require the NNLO calculation of five-point scat-
tering amplitudes. Significant recent progress is being made on the fixed-order
calculations of relevant and related amplitudes [109, 110, 111, 112, 113, 114,
115, 116, 117, 118]. While jet substructure studies have mostly focused on the
resummation of logarithmically enhanced terms, as the precision increases and
as higher-order calculations become available, fixed-order corrections will play
a more important role.
2.1.3. Non-Perturbative Corrections
Finally, we have so far been discussing perturbative calculations, namely
calculations at the level of quarks and gluons. A complete calculation which can
be compared with an experimental measurement must also take into account
non-perturbative effects, such as hadronization. While we have focused on IRC
safe observables, for which non-perturbative effects are not required to give
a finite result, this does not imply that such effects give a numerically small
contribution. Indeed one can show by considering a single low-energy emission
at the scale ΛQCD off of the hard core, for m
2
J . pTJΛQCD, non-perturbative
effects dominate, and must be incorporated. For sufficiently inclusive, additive
observables, they can be included using a shape function [119, 120, 121, 122,
123], Fnp, which is convolved with the perturbative distribution
dσhad
dmJ
=
∫
d
dσpert(m
2
J − pTJ)
dmJ
Fnp() . (9)
The shape function is a non-perturbative object, and as such is not currently
calculable from first principles. Calculations in lattice QCD, a common tool
to perform first principles non-perturbative calculations, are difficult due to
the fact that the shape function is described by a matrix element of lightlike
Wilson lines, and the lattice is formulated with Euclidean time. Because of this
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situation, models for the shape function must be used. A common model is
[124]
Fnp() =
4
Ω2
e−2/Ω . (10)
Here, Ω is a mass scale on the order of ΛQCD. This integrates to unity and has
first moment equal to Ω.
The shape function can be expanded in moments, with higher moments
suppressed by powers of pTJΛQCD/m
2
J . The leading contribution is a shift of
the distribution and is determined by a universal non-perturbative parameter
[125, 126] multiplied by a calculable, observable dependent number [126, 127,
128]. Hadron mass effects can break this universality, but can also be included
[129, 130]. An important benefit of all-orders factorization theorems is the abil-
ity to give definitions to non-perturbative contributions as matrix elements of
field-theoretic operators. While these matrix elements cannot be evaluated an-
alytically, this allows one to prove relations between non-perturbative contribu-
tions to different observables [127, 128, 130], and to understand their dependence
on jet kinematics [124].
While non-perturbative effects have not received much attention in the jet
substructure literature, they are in fact a limiting factor in improving the pre-
cision of jet substructure calculations. This is particularly important since
many jet substructure discriminants are used experimentally at high purity;
in other words, when cutting on small values of the observable, where non-
perturbative effects play an important role. One interesting approach to reduce
non-perturbative contributions is the use of jet grooming techniques, which will
be discussed later.
2.1.4. Extension to General Jet Observables
Although we have focused in this section on the case of jet mass, the three
features of a calculation that we have highlighted are much more general. In-
deed, although many of the observables we will discuss in this review have a
more involved structure than the jet mass, their complexity typically arises from
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added complications to one of the three components of the calculation consid-
ered above.
Most importantly, in jet substructure, one often focuses on multiple measure-
ments made on jets, or combinations of grooming procedures and measurements.
In these cases, it is primarily the logarithmic structure of the observable that
is complicated due to the presence of additional scales imposed by the mea-
surements. Multiple possible distinct ratios of scales can then appear in the
arguments of logarithms at each perturbative order. While more sophisticated
techniques are required to perform the resummation, the principle is identical to
the single-scale case. In this case, effective field theory techniques with degrees
of freedom living at each of the scales, and the use of renormalization group evo-
lution equations between the different scales has proven particularly powerful.
In the presence of multiple scales it is important to carefully specify to which
order different logarithms are resummed. This will play an important role in
our discussion of non-global logarithms, grooming, and jet radius logarithms.
We have also in this section not discussed observables which are not IRC
safe, which deserve a brief mention. Observables which are not IRC safe suffer
from infrared and collinear divergences do not necessarily give a finite result
at each order in perturbation theory. (Here we refer to a generic point in
phase space. IRC safe observables may exhibit singularities at the boundaries
of the phase space, as is the case for the jet mass, or at isolated points in
the interior of the phase space [131].) Different examples of such behavior are
known. These include the standard case, where a non-perturbative function
is required to absorb the infrared or collinear singularities. For example for
identified hadron production a fragmentation function is required to absorb the
collinear singularities [132]. In this case, predictivity is maintained due to the
universality of the collinear limit, allowing the fragmentation functions to be
measured in data and applied to other processes (see, e.g., [133]). However even
in such cases, the same bullets discussed above still apply, and the resummation
of large logarithmic contributions can still be achieved through renormalization
group evolution, similar to the case of the perturbative factorization theorems
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we discussed. A more exotic scenario which arises in a variety of jet substructure
observables, and will be discussed in more detail below, is Sudakov safety [134].
In this case, the observable can exhibit non-analytic behavior in αs, for example,
√
αs, so that it cannot be computed in a perturbative expansion in αs, but no
non-perturbative functions are required to achieve a finite result. The study of
Sudakov safe observables has, to this point, relied on the use of a formulation
in terms of standard IRC safe observables to which the theoretical techniques
discussed above do apply [135].
2.1.5. Parton Showers
While we have focused primarily on analytic techniques in this section, and
will continue to do so throughout this review, parton shower generators also
play an extremely important role at the LHC, particularly for jet substruc-
ture. Much like analytic calculations, parton shower generators are themselves
a large topic relying on a number of specialized techniques, for which many
excellent reviews are available [136, 137, 138, 139, 140, 141]. A large num-
ber of parton shower generators exist, each of which has its own advantages
and disadvantages, and emphasizes different physics aspects. Examples include
Pythia [142, 143, 144], a pT -ordered dipole shower; Vincia [145, 146, 147], Sherpa
[148, 149], Ariadne [150, 151], and DIRE [152], dipole-antenna showers; Her-
wig++/Herwig7 [153, 154, 155, 156, 157, 158], an angular-ordered dipole shower;
Deductor [159, 160, 161, 162, 163, 164, 165], which is based on a quantum density
matrix; Geneva [166, 167] which is based on reweighting a parton shower to the
results of an analytic resummation, and Whizard, which specializes in providing
higher multiplicity matrix elements in the hard scattering, which are then show-
ered [168]. Instead of providing a detailed description, which is beyond the scope
of this review, here we will review the extent to which parton shower generators
capture the physics important for jet substructure, emphasizing again the three
elements discussed above, namely the resummation of logarithmically enhanced
contributions, fixed-order corrections in αs, and non-perturbative corrections.
The goal of an event generator, an important component of which is the
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Figure 32: Iterative selection of flavours and momenta in the Lund string-fragmentation
model.
region covered by a fragmenting string scales logarithmically with the energy, and since the
density of hadrons produced per unit rapidity is roughly constant (modulo endpoint effects),
the average number of hadrons produced by string fragmentation likewise scales logarithmi-
cally with energy.
The iterative selection of flavours, p?, and z values is illustrated in figure 32. A parton
produced in a hard process at some high scale QUV emerges from the parton shower, at the
hadronization scale QIR, with 3-momentum ~p = (~p?0, p+), where the “+” on the third com-
ponent denotes “light-cone” momentum, p± = E ± pz. Next, an adjacent dd¯ pair from the
vacuum is created, with relative transverse momenta ±p?1. The fragmenting quark combines
with the d¯ from the breakup to form a ⇡+, which carries off a fraction z1 of the total lightcone
momentum p+. The next hadron carries off a fraction z2 of the remaining momentum, etc.
5.2 Soft Hadron-Hadron Processes
The total hadron-hadron (hh) cross section is around 100 mb at LHC energies [150], growing
slowly with the CM energy,  tot(s) / s0.096 [151]. There are essentially four types of physics
processes, which together make up  tot:
1. Elastic scattering: hh! hh;
2. Single diffractive dissociation: hh! h+gap+X, with “gap” denoting an empty rapidity
region, and X anything that is not the original beam particle;
3. Double diffractive dissociation: hh! X + gap +X (both hadrons “blow up”);
4. Inelastic non-diffractive scattering: everything else.
In principle, higher “multi-gap” diffractive components may be defined as well, the most im-
portant one being central diffraction: hh ! h + gap + X + gap + h, see the discussion of
diffraction in section 5.2.1 below.
Some important differences exist between theoretical and experimental terminology[152].
In the experimental setting, diffraction is defined by an observable rapidity gap, with | y|gap ⇠>
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Figure 3: A schematic of the factorization employed in a parton shower program into a hard
scattering, denoted QUV, a shower describing perturbative soft and collinear emissions, and an
exclusive hadronization model, describing the conversion into hadrons. Taken from Ref. [138]
parton shower, is to pr vide a complete description of a general h rd scattering
process, to which a general measurement can been applied. This is in contrast to
many analytic techniques, such as the factorization theorems discussed above,
which are specific t a particular observable. A parton shower relies on the fac-
torization of a process into a hard scattering, a perturbative shower, describing
soft and collinear emissions, and a non-perturbative hadronization process into
final-state hadrons. This is shown schematically in Fig. 3. This factorization is
similar in spirit to that described in Eq. (7), although it differs in that it does
not factorize the shower into soft and collinear contributions separately. Fur-
thermore, parton shower generators have the advantage that they generate fully
exclusive events consisting of hadrons, allowing in principle arbitrary questions
to be asked about the final state, well beyond what is possible in an analytic
calculation. However, this generality comes at the loss of theoretical precision
as compared to dedicated calculations, as well as an increased reliance on mod-
els. There is therefore a fruitful interplay between parton sho er and analytic
calculations for different jet substructure observables.
The perturbative parton shower is based on a Markov chain implementation
of parton splitting, using an approximation of the matrix element in the soft
and collinear limits. This is typically implemented either via 1 → 2 splittings
based on the QCD splitting functions augmented by soft coherence [169], or
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antenna oriented horizontally, the two parents sharing the transverse component of recoil, and
the azimuthal angle   (representing rotations of the emitted parton around the dipole axis)
chosen such that the gluon is radiated upwards. From [79].
is related to the difference between the color factors, CA ⇠ 2CF .
The problem that plagued the fixed-order truncations in section 2 is clearly visible in equa-
tion (62): if we integrate over the entire phase space including the region sij ! 0, sjk ! 0,
we end up with a double pole. If we instead regulate the divergence by cutting off the inte-
gration at some minimal perturbative cutoff scale µ2IR, we end up with a logarithm squared of
that scale. This is a typical example of “large logarithms” being generated by the presence of
scale hierarchies. Also note that the precise definition of µIR is not unique. Any scale choice
that properly isolates the singularities from the rest of phase space will do, with some typical
choices being, for example, invariant-mass and/or transverse-momentum scales.
Before we continue, it is worth noting that equation (62) is often rewritten in other forms
to emphasize specific aspects of it. One such rewriting is thus to reformulate the invariants sij
appearing in it in terms of energies and angles,
sij = 2EiEj (1  cos ✓ij) . (63)
Rewritten in this way, the differentials can be partial-fractioned,
dsij
sij
dsjk
sjk
/ dEj
Ej
d✓ij
✓ij
+
dEj
Ej
d✓jk
✓jk
. (64)
This kind of rewriting enables an intuitively appealing categorization of the singularities as
related to vanishing energies and angles, explaining why they are called soft and collinear,
respectively. Arguments based on this rewriting have led to important insights in QCD. For
instance, within the framework of conventional parton showers, it was shown in a sequence
of publications (see [98, 99] and references therein) that the destructive interference effects
between two or more color-connected partons (coherence) can be described by using the angle
of the emissions as the shower ordering variable. One should still keep in mind, however,
that Lorentz non-invariant formulations come with similar caveats and warnings as do gauge
— 37 —
Figure 4: The configuration of the final state partons in a parton shower based on a Markovian
implementation of 2→ 3 splitting. Approximations for the splitting kernel are made through-
out the entire phase space, based on the soft and collinear limits. Taken from Ref. [146]
using 2 → 3 splittings. The complete phase space for 2 → 3 par on splitting
is shown schematically in Fig. 4, highlighting the different soft and collinear
regions of phase space. Either of these implementations reproduces the LL
Sudakov factor of Eq. (6) for a generic observable. Through an appropriate
choice of scheme for the strong coupling constant, this can be extended to NLL
for many observables [169]. Parton showers also implement a number of correc-
tions beyond a strict LL analytic c lculation, for example, they implement exact
momentum conservation, which is not included in an analytic calculation. A
formalism for NNLL resummation based on 2→ 4 splittings has been presented
in Ref. [170], which will allow for an improved accuracy in the description of
the perturbative shower. Other work toward NNLL resummation was presented
in Ref. [171, 172], where the NLO splitting functions were implemented into a
parton shower framework.
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Higher fixed-order corrections to the hard scattering can be achieved through
matching to higher-order perturbative calculations, which include both virtual
and real corrections to the Born process. As in the case of analytic resum-
mation, such corrections are essential to provide a complete description of the
phase space, particularly away from regions that are dominated by soft and
collinear emissions. This is now well-established at NLO, and a variety of differ-
ent techniques exist and are implemented into standard programs [173, 174, 175,
176, 177, 178, 179, 180, 181]. There has also been significant recent progress in
matching specific processes at NNLO [166, 182, 183, 184, 185, 186].
A major difference between analytic calculations and parton showers is in
the description of hadronization. As discussed in Sec. 2.1.3 in analytic calcu-
lations of jet shape observables, due to the inclusive nature of the observables
considered, hadronization can be captured by a shape function which smears
the observable by O(ΛQCD). On the other hand, parton showers implement a
fully exclusive model of hadronization, populating the final state phase space
with hadrons. This hadronization process is described by sophisticated models,
typically either the string [187, 188] or cluster model [189, 190], the parameters
of which are tuned to data. See for example Refs. [136, 137, 138] for a more
detailed discussion. For a jet shape-type observable, such as the jet mass, such
models will be well-reproduced by the simple shape functions described earlier.
However, a complete hadronization model allows for much more detailed ques-
tions, for example details of the flavor content of a jet, or the distribution of
radiation between jets [191, 192, 193, 194, 195], to be modelled. The extent to
which parton showers provide an accurate description of data often depends on
the extent to which they have been tuned. We will highlight in Sec. 2.4.2 par-
ticular measurements in jet substructure that may help improve parton shower
descriptions of jets.
2.2. Status of Jet Substructure Calculations
Using the techniques discussed in the previous section, there has been exten-
sive work to make first-principles predictions for distributions of jet substructure
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observables. Because jet substructure observables are typically more exclusive
than e+e− collision event shapes, the phase space restrictions imposed by the
observables can be quite complicated. Even the simplest calculations provide
significant insight into the structure and dominant physics of observables.
In this section, we survey some of the calculations for jet substructure that
have been completed in recent years. As this is a huge list, we restrict detailed
discussion to calculations of observables that have been measured; either at
the LHC or previous collider experiments. A discussion of calculations of the
(appropriately defined) jet mass will be presented in Section 2.3. Broadly, jet
substructure observables can be classified by the jet topology to which they are
sensitive. This section will for the most part respect this organization. We begin
in Section 2.2.1 discussing observables that are sensitive to one-prong structure
in jets; that is, are sensitive to radiation off of a single hard core in the jet. In
Section 2.2.2, we discuss the calculation of jet observables that are sensitive to
two-prong structure in the jet. All observables in both of these classes that we
discuss are constructed from IRC safe observables. However, there are many
very useful jet observables that are not IRC safe, some of which have been both
calculated and measured. We review these observables in Section 2.2.4.
2.2.1. Calculations for One-Prong Jets
For an observable to be sensitive to radiation off of a single hard core in
the jet it is convenient to choose the observable to vanish if the jet has only
one constituent, so that non-zero values of the observable probe the structure of
radiation. The simplest case of such observables are those that are non-zero with
a single emission from the hard core. This greatly restricts the form of possible
IRC safe observables, and almost all such observables can be broadly categorized
as an angularity or an energy correlation function. While the term wasn’t
used until recently, angularities are among the oldest IRC safe observables.
Thrust [35] and broadening [196, 197] are both angularity-type observables.
Angularities in their modern form were developed in Refs. [198, 199, 200] and
23
can be defined as
τ (α) =
1
EJ
∑
i∈J
Eiθ
α
iJˆ
. (11)
Here, this definition is appropriate for jets in e+e− collisions where EJ is the
jet energy, Ei is the energy of particle i in the jet, and θiJˆ is the angle be-
tween particle i and an appropriate axis of the jet. For jets produced in pp
collisions, energies are changed to transverse momenta, and angles are changed
to (pseudo)rapidity-azimuth distances. The angular exponent α controls the
sensitivity of the observable to collinear radiation; smaller α is more sensitive
to collinear emissions. For IRC safety, α > 0. For small radius jets with the jet
axis defined as the four-vector momentum sum of constituents (the momentum
axis), the angularity with α = 2 coincides with the jet thrust, and α = 1 is the
jet broadening.
Energy correlation function observables were introduced in Refs. [45, 201,
202] as an alternative to angularities. The two-point energy correlation function
can be defined as
e
(α)
2 =
1
E2J
∑
i<j∈J
EiEjθ
α
ij , (12)
again, written in a form appropriate for jets in e+e− collisions. The sum runs
over all distinct pairs of particles in the jet, and unlike the angularities, the factor
θij is the angle between particles i and j and does not reference an axis. This has
the advantage that the energy correlation functions by definition are insensitive
to soft recoil effects, or “recoil-free”. We will discuss recoil sensitivity in the
following. Note that both the angularities and energy correlation functions are
0 if the jet has one constituent: either that constituent lies along the jet axis or
there are no pairs of distinct particles in the jet.
Angularities measured on individual jets produced in e+e− collisions were
first calculated to NLL accuracy in Ref. [200]. The authors developed a factor-
ization formula for distinct angularity measurements on widely-separated jets,
for various values of the angular exponent. In Fig. 5, we show a plot from that
paper in which they calculated the distribution of the angularity with α = 3/2.
Their analytic calculation is solid, and simulation from Pythia is denoted by the
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Figure 5: Differential cross section of the angularity τ (3/2) for both quark (blue) and gluon
(red) jets produced in e+e− collisions. NLL analytic predictions are solid, and Pythia predic-
tions are the histograms with parton level (solid) and hadron level (dashed). Adapted from
Ref. [200].
histograms. The solid histograms are parton level, while the dashed histograms
include effects of hadronization. Predictions for both quark (blue) and gluon
(red) jets are plotted.
A limitation of the analysis of Ref. [200] is that they ignored recoil and so
could not calculate observables like broadening. A recoil-sensitive observable
is one for which the displacement of hard collinear radiation from the jet axis
contributes to the observable at leading power in the soft limit. The sensitivity
to recoil for the angularities can be understood simply. Consider a jet with two
particles separated by an angle θ, with one of the particles having an energy
fraction z. The angle of this particle to the momentum axis in the collinear
limit is
θzJˆ = (1− z)θ . (13)
Then, the value of the angularity for this jet is
τ (α) = z ((1− z)θ)α + (1− z) (zθ)α . (14)
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In the soft limit z → 0, this simplifies to
τ (α)
∣∣∣
z→0
= (z + zα)θα . (15)
Note that the zα term comes from the contribution of the displacement of the
harder particle from the jet axis. When α > 1, we can ignore this contribution
in the z → 0 limit, while that term dominates for α ≤ 1. To calculate the
angularities for α ≤ 1 requires correctly accounting for this recoil effect, which
greatly complicates precision calculations. Recently, groups have calculated the
broadening observable in e+e− collisions and fully included the effects of recoil
[203, 204, 205, 206].
However, just including the effects of recoil may be undesirable, depending on
your application. For example, Ref. [202] demonstrated that, from calculations
to NLL accuracy, recoil-free observables like the energy correlation functions are
more powerful quark versus gluon jet discriminants than their recoil-sensitive
counterparts. To have an observable that is maximally sensitive to the radiation
off of the hard core in a jet, one wants to consider observables that are insensitive
to recoil. One option is to use the energy correlation functions. Repeating
the exercise above for a jet with two constituents for the energy correlation
functions, one finds that there is a single contribution to the observable in the
soft limit:
e
(α)
2
∣∣∣
z→0
= zθα , (16)
with no recoil term.
Another option for eliminating recoil is to change the definition of the jet
axis. The momentum axis is one IRC safe choice for the jet axis, but there are
others. The momentum axis coincides with the axis which minimizes the value
of thrust measured about it; thus it is sometimes referred to as the thrust axis.
One can correspondingly define a “broadening axis”: the axis that minimizes the
value of jet broadening calculated about it. For a jet with two constituents, one
can show that the broadening axis coincides with the direction of the hardest
particle in the jet. Therefore, recoil is eliminated because the harder particle is
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Figure 6: Distribution of the jet broadening measured about the broadening (solid) and thrust
(dashed) axes of the jet calculated at NLL accuracy. The jets are either initiated by a quark
(green) or a gluon (red). Taken from Ref. [207].
not displaced from the jet axis. For jets with many particles, the broadening
axis lies along the direction of the dominant energy flow.
The jet broadening axis was introduced in Ref. [207], and is similar to the
spherocity axis [208] for e+e− events. Ref. [207] demonstrated that resummation
of angularities about the broadening axis was straightforward and presented
results at NLL accuracy. The calculation of the jet broadening (τ (1)) measured
about both the thrust and broadening axes is shown in Fig. 6, for both quark
and gluon jets. As expected, the distribution for the jet broadening about
the broadening axis lies at smaller values than about the thrust axis. While
the definition of the broadening axis is quite unwieldy, there is a jet algorithm
recombination scheme that has been developed that directly clusters jets about
their hard core [209, 207, 210]. When two particles are clustered, the winner-
take-all (WTA) recombination scheme assigns their clustered direction to be
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along the harder of the two particles. This is in contrast to standard E-scheme
recombination [211], which assigns the clustered particle a direction determined
by the vector sum of the particles’ momenta. Jet axes in the WTA scheme are
formally identical to the broadening axis to leading power in the soft limit.
Calculations of angularities or angularity-like observables has recently been
extended in several ways. Generalized angularities that have both angular and
energy weighting exponents were defined in Ref. [212]. While these observables
are no longer in general IRC safe, their distribution can still be calculated at
NLL accuracy in terms of a single non-perturbative moment. Ref. [213] extended
definitions of angularities from e+e− collisions to dijet events in pp collisions.
Refs. [70, 71, 214] calculated the distributions of jets on which multiple an-
gularities have been measured. Measuring multiple angularities constrains the
radiation in different ways, depending on the relative size of the angularities.
While it does not yield a probability distribution of an ensemble of jets, the
jet shape observable [215] is useful for understanding average radiation patterns
from jets. The jet shape is defined as the fraction of the jet’s energy that is
contained within a cone of radius r about the jet axis. Therefore, for every jet,
the jet shape is a curve as a function of r that vanishes at r = 0 and equals
1 when r = R, the jet radius. Calculations of the jet shape [216, 217, 218,
219, 220, 213, 221] have focused on the curve averaged over an ensemble of jets,
evaluated at fixed-order, or including some amount of resummation. The first
complete calculation resummed to NLL accuracy was only recently presented in
Ref. [222]. This averaged jet shape curve manifests several properties expected
of jets; for example, the collinear singularity, the effective strengthening of the
collinear singularity due to the running of αs, and that the radiation in gluon
jets is, on average, at wider angles than for quark jets. We will discuss the
necessity of resummation of r in the jet shape in Section 2.3.3.
2.2.2. Calculations for Two-Prong Jets
Observables that are sensitive to radiation off of multiple hard prongs in the
jet can be defined as the natural generalizations of the angularities or energy
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correlation functions. The generalization of thrust to multiple hard directions
was started with triplicity and related observables [223, 224, 225] long ago,
and much more recently with the observable called N -jettiness [226]. In e+e−
collisions, N -jettiness identifies N axes and calculates the local jet thrust about
each axis, and then sums all contributions. If N -jettiness is small, then radiation
in the event is localized about at most N hard directions. A generalization of
this to subjets within jets was introduced in Refs. [227, 228, 229] called N -
subjettiness. For a jet produced in e+e− collisions, N -subjettiness is defined as
τ
(α)
N =
1
EJ
∑
i∈J
Ei min{θαi,1, θαi,2, . . . , θαi,N} . (17)
Here, the sum runs over all particles in the jet, and the angle is calculated from
the axis that is closest to the particle i. For N = 1, N -subjettiness coincides
with jet angularities, and the location of the subjet axes can be defined in any
IRC safe way.
The generalization of the energy correlation functions to sensitivity to more
prongs is less constrained, so here, we will present only the original definitions.
(Definitions of more general classes of energy correlation functions can be found
in Refs. [230, 231], and applications to higher point substructure have been
considered in [232].) For sensitivity to radiation off of two hard cores in a
jet produced in e+e− collisions, we define the three-point energy correlation
function as [202]
e
(α)
3 =
1
E3J
∑
i<j<k∈J
EiEjEkθ
α
ijθ
α
jkθ
α
ik . (18)
N -point energy correlation functions are defined similarly, and include prod-
ucts of the energies of N distinct particles and
(
N
2
)
pairwise angles. Both
N -subjettiness and the energy correlation functions are IRC safe, for α > 0.
Forms of these observables appropriate for jets in pp collisions are found by the
substitutions to (pT , η, φ) coordinates.
Typically, the higher point subjettiness or the energy correlation functions
are not useful directly in this form, however. To discriminate jets with one hard
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prong versus two hard prongs of radiation, for example, requires comparing the
value of different subjettinesses or energy correlation functions. If, say, τ
(α)
1 is
large while τ
(α)
2 is small, then radiation in the jet is localized about two hard
directions; i.e., the jet is two-pronged. This is efficiently encoded in the ratio of
appropriate observables. The optimal ratios for discrimination can be found by
studying the scaling of various contributions of radiation to the jet in the soft
and collinear limits. The optimal ratio of N -subjettinesses is
τ
(α)
2,1 =
τ
(α)
2
τ
(α)
1
, (19)
while for energy correlation functions, the optimal ratio is called D
(α)
2 [233]:
D
(α)
2 =
e
(α)
3
(e
(α)
2 )
3
. (20)
Interestingly, while the individual N -subjettiness or energy correlation function
observables are IRC safe, τ
(α)
2,1 and D
(α)
2 are not IRC safe generically [234]. They
are, however, Sudakov safe [134] and therefore still calculable in perturbation
theory, a property we will discuss in the following section. Here, we will consider
these observables on jets for which a cut on the jet mass is made, which renders
them IRC safe.
Ref. [68] presented the first NLL accurate calculations of two-prong jet ob-
servables with the calculation of D
(α)
2 for jets produced in e
+e− collisions. Their
calculation proceeded by factorization of the cross section into factors that de-
scribed individual components of the two-prong jet radiation. Because the jet
mass and D
(α)
2 were both measured on the jet, this defined multiple configura-
tions of radiation within the jet, each with its own factorization formula. One of
these regions was first studied in Ref. [66], and consists of a jet with two hard,
relatively collinear prongs, surrounded by soft radiation. Another region which
consists of one hard prong and one soft, wide angle prong was introduced in
Ref. [69] to resum non-global logarithms, which will be discussed in Section 2.3.
A plot of the D
(2)
2 distribution with a mass cut around the Z boson mass
from Ref. [68] is shown in Fig. 7. Here, distributions measured on both quark
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Figure 7: NLL distributions of D
(2)
2 measured on quark jets (blue) and hadronically-decaying
Z bosons (red) in e+e− collisions, compared to histograms from Vincia. Shaded bands repre-
sent theoretical uncertainties. Taken from Ref. [68].
jets (dominantly one-prong) and boosted, hadronically decaying Z bosons (dom-
inantly two-prong) produced in e+e− collisions are shown. Also plotted are the
distributions as simulated in the Vincia parton shower at hadron level. The
factorization formula for the cross section enables a non-perturbative correction
model to be easily included in the calculation. D
(α)
2 has been studied in data
at the LHC during Run 2 [235, 236, 237].
Demanding that the jet have a two-prong structure as defined by a measured
value of D
(α)
2 or τ
(α)
1,2 introduces new scale hierarchies into the jet. For a jet of a
given pT , there is only a finite amount of phase space available for perturbative
radiation to set the jet mass to be well above ΛQCD. Requiring that there
are two well-defined, perturbative prongs in the jet further enforces that the
scale of the prongs lies between the jet mass and ΛQCD. The perturbative
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Figure 8: The effect of varying non-perturbative parameters on the discrimination power of
the D
(α)
2 observable. This is reflected in large variations in the predicted efficiencies both in
parton shower and analytic calculations. Taken from Ref. [68].
phase space volume for two-prong structure in the jet is therefore significantly
smaller than that for a perturbative mass. Therefore, we expect that two-prong
observables are much more sensitive to hadronization corrections than one-prong
observables. A demonstration of this sensitivity is illustrated in Fig. 8. Here, a
sliding cut in the D
(2)
2 observable is made and all jets to the left of the cut are
kept, which sweeps out a signal versus background efficiency curve. Analytic
predictions with two different values of the non-perturbative scale are compared
to the output of the Pythia and Herwig++ parton showers. Both the large
difference between the different analytic predictions and Pythia and Herwig++
is evidence that measuring and tuning non-perturbative parameters is vital for
a good description of these observables that are sensitive to multiple prongs.
The first resummed calculations of the N -subjettiness ratio τ
(α)
2,1 were pre-
sented in Refs. [238, 239]. Though the calculations were limited to LL accuracy,
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they are sufficient to inform differences between N -subjettiness and the energy
correlation functions. Unlike the energy correlation functions, N -subjettiness
depends sensitively on how the axes are defined, and different axes can improve
or degrade discrimination power. However, resummation of τ
(α)
2,1 is most impor-
tant when τ
(α)
2  τ (α)1 , where the subjet axes are unambiguous and identical
for any IRC safe definition.
The first calculation of groomed jet mass observables on two-prong jets was
performed in Ref. [240]. Ref. [238] presented the first calculation of observables
sensitive to two-prong structure on groomed jets. Jet grooming is the systematic
removal of soft, wide-angle radiation in the jet that likely came from contam-
ination radiation, uncorrelated with the hard, final state radiation. We will
discuss the utility of jet groomers more in Section 2.3.1, but typically grooming
is done to make the measurement and calculation more robust. The approach of
Ref. [238] was to use jet grooming to tag two-prong jet substructure and discrim-
inate from one-prong jets. This observation led to the new definition of ratios
of N -subjettiness observables with different amounts of grooming, referred to
as dichroic ratios.
The jet groomer used in Ref. [238] was the modified mass drop tagger
(mMDT) groomer, introduced in Ref. [241]. The mMDT grooming algorithm
first re-clusters the jet with the Cambridge/Aachen jet algorithm [242, 243],
which orders emissions by their relative angle. Beginning at the largest an-
gle emissions, mMDT steps through the Cambridge/Aachen branchings and
removes those branches that fail the requirement
min[pTi, pTj ]
pTi + pTj
> zcut (21)
Here, i and j are the two branches at a branching, pTi is the pT of branch i, and
zcut is the parameter of mMDT grooming. Typically zcut ∼ 0.1. The removal
of branches stops when Eq. 21 is satisfied. More details about jet grooming and
other groomers will be discussed in Section 2.3.1.
Plots of the LL predictions from Ref. [238] of these N -subjettiness ratios are
shown in Fig. 9. Distributions for boosted, hadronically-decaying W -bosons are
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Figure 9: LL distributions of τ
(2)
1,2 measured on QCD jets (solid) and hadronically-decaying
W bosons (dashed), with various levels of jet grooming. Taken from Ref. [238].
shown in dashed, while jets from QCD are solid. The different colors represent
N -subjettiness ratios with different amounts of grooming with mMDT. The
black curve, for example, corresponds to making a cut on the mMDT jet mass
around the W mass, measuring τ
(2)
1 on the mMDT jet, and τ
(2)
2 on the full,
ungroomed jet. Such a configuration significantly reduces the overlap between
one- and two-prong jets, improving discrimination power. While groomed and
ungroomed N -subjettiness calculations have since been extended [244] and the
observables have been measured at the LHC [245, 246, 236], these calculations
will have to be extended beyond LL accuracy for comparison with data.
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Figure 10: NLL distributions of groomed D
(2)
2 in pp→ Zj. Shaded bands represent theoretical
uncertainties. Taken from Ref. [247].
D2 with mMDT grooming was first calculated on jets produced in pp colli-
sions in Ref. [247], which included a careful treatment of both perturbative and
non-perturbative contributions to the distribution. A plot of the distribution
for both signal (Z) and QCD jets in pp → Zj events is shown in Fig. 10. It is
also interesting to compare this with the distributions in Fig. 7. The grooming
procedure has a large effect on the distribution for QCD jets, but a much smaller
effect on the distribution for Z jets, as expected.
Of particular importance is the fact that non-perturbative effects are under
theoretical control due to the grooming procedure. In particular, contributions
from the underlying event are completely negligible, and non-perturbative ef-
fects from hadronization can be incorporated using a universal non-perturbative
parameter, which is independent of whether the jet was initiated by a quark or
gluon, is independent of the jet mass, and can be extracted from jets in e+e−
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Figure 11: Non-perturbative effects for groomed D2. Contributions from the underlying event
are completely negligible, and non-perturbative effects can be incorporated using a shape
function, F , extracted from e+e−. Taken from Ref. [247].
collisions. In Fig. 11 these properties are verified in parton shower Monte Carlo,
and the final non-perturbative distribution is predicted using the shape function
of Eq. (10) with a non-perturbative parameter extracted from simulated jets in
e+e− at the Z-pole. We hope that we will have a direct comparison between
theoretical calculations and experimental measurements, as well as more de-
tailed studied of non-perturbative effects for two-prong observables, in the near
future.
There have been a few other two-prong jet calculations in the literature.
Refs. [240, 248] calculated jet mass distributions combined with jet taggers and
groomers for hadronically-decaying W bosons at LL accuracy. By boosting the
calculation of thrust, Ref. [249] calculated the τ
(2)
2,1 distribution for hadronically-
decaying boosted Z bosons at NNNLL accuracy. There have also been studies of
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fixed-order corrections to two-prong jet substructure observables. The LO and
NLO distributions of τ
(α)
2,1 were calculated in Ref. [96] using NLOJet++ for jets
in e+e− collisions, for various α and several different axis choices. This study
demonstrated that distributions and discrimination power of N -subjettiness is
highly sensitive to the choice of axes.
2.2.3. Calculations for Three-Prong Jets
Theoretical calculations for two-prong jet substructure are sufficiently in-
volved that little progress has been made on the study of jets on which higher-
point structure is resolved. In particular, the resolution of three-prongs in a
jet is relevant for distinguishing hadronically-decaying top quarks from QCD
jets. The first calculations for three-prong jets was presented in Ref. [95] which
calculated the jet planar flow [199, 250, 251], a measure of the aplanarity of
the jet constituents, to LO. Note that a jet with two constituents is necessarily
planar (the momenta of the two particles lies in a plane), so this observable is
first non-zero for jets with three constituents. The first resummed calculations
of three-prong jet observables was presented in Ref. [252]. There, the authors
studied the widely-used CMS [253, 254], Johns Hopkins [255], and Y -splitter
[41, 256] top taggers. A significant development in this work was the calcula-
tion of a new, IRC safe, top tagging variant of the CMS top tagger, and the
incorporation of grooming into top tagging observables. Nevertheless, progress
is just being made in understanding these intricate jets, so there are still signif-
icant developments to be made.
2.2.4. Calculations for New Structures and Probes
In this section, we review calculations of other structures or probes of jets,
beyond those sensitive to pronged substructure. Most of the focus of this section
will be on IRC unsafe observables. In particular, we will consider the charged
hadron multiplicity, charged-particle jet distributions, and the collinear splitting
function. The observables chosen to be discussed in detail are motivated by
their utility and the existence of experimental measurements. We will also
briefly discuss fragmentation functions and recent efforts to define and calculate
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observables that count the number of IRC safe-defined subjets in a jet.
The charged particle multiplicity in a jet has a long theoretical history in
QCD [257, 258, 259, 260, 261, 262, 263, 264, 265, 266, 267, 268, 269] and has
been measured at nearly all collider experiments for the past several decades.
Particle multiplicity is not IRC safe, because an infinitesimally soft or exactly
collinear splitting changes the multiplicity, inhibiting real and virtual diver-
gences from canceling. Nevertheless, the running of the multiplicity distribution
in jet energy can be perturbatively calculated; more precisely, moments of the
multiplicity distribution are perturbatively renormalized. The mean charged
particle multiplicity can be calculated for any jet energy given the input of one
non-perturbative quantity: the mean multiplicity at one value of the jet energy.
Because of its long history, the charged particle multiplicity is one of the most
precisely calculated jet observables, predicted at NNLL matched to NNNLO in
Ref. [257].
The mean charged particle multiplicity has been measured at the LHC [270,
271, 272, 273]. In Fig. 12 we show a plot from Ref. [273] which compares a
measurement of the mean quark and gluon multiplicity measured at ATLAS
to the predictions from Refs. [259, 258]. Within ATLAS, individual quark and
gluon multiplicities were identified by separating the sample into low- and high-
rapidity regions. Quark and gluon jets have a different rapidity dependence
and so can be separated if the rapidity dependence is known. The ratio of
the mean charged particle multiplicity between quark and gluon jets is seen to
approach the expected asymptotic value of CA/CF = 9/4, though uncertainties
are relatively large in the highest momentum bins. Particle multiplicity is among
the most powerful observables for discrimination of quark and gluon jets [274,
275, 212], and further theoretical studies could provide understanding as to why
it works so well and provide insight into the construction of new observables.
Another fundamental jet observable is its electric charge. The jet charge was
introduced in Ref. [276] as an energy weighted sum of the electric charges of the
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(lower) and gluon (upper) jet mean charged particle multiplicities as a function of jet pT to
the ATLAS measurement. Taken from Ref. [273].
hadrons in the jet:
Qκ =
∑
i∈J
(
Ei
EJ
)κ
qi , (22)
where qi is the electric charge of particle i. The exponent κ enables control
over the sensitivity of the jet charge observable to soft particles in the jet, with
κ = 0 the unweighted sum over particle charges and κ = ∞ the charge of the
hardest particle in the jet. The jet charge is not IRC safe, as the splitting
of a soft gluon into quarks can change the charge of the jet. Furthermore, the
perturbative degrees of freedom have fractional charges, while measured hadrons
have integer charges.
The jet charge has been studied recently theoretically [277, 278] and mea-
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FIG. 8: Track thrust and calorimeter thrust at NLL. As ex-
plained in Sec. VI, these distributions are remarkably similar.
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FIG. 9: Track thrust distribution going from NLL to NLL0.
The bands encode perturbative uncertainties from RG scale
variations, but not uncertainties in ↵s or the track functions
themselves.
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FIG. 10: Track thrust distribution in the tail and far-tail
regions, illustrating the e↵ect of including the non-singular
contribution at NLL0 order. The full NLL0 distribution inter-
polates between the resummed and fixed-order results.
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FIG. 11: Track thrust at NLL0 adding the leading power cor-
rection.
The e↵ect of the non-singular terms on the tail and
far-tail regions are highlighted in Fig. 10. The inclusion
of these terms guarantees that the cross section merges
with the O(↵s) fixed-order result in the region where
the resummation is no longer important. It also ensures
that the cross section vanishes beyond the O(↵s) kine-
matic endpoint ⌧ = 1/3. (For this to happen, it is crucial
that the profile functions in App. B turn o↵ the resum-
mation at the endpoint.) As desired, the full NLL0 dis-
tribution interpolates between the NLL0 result (without
non-singular terms) at small ⌧ and the fixed-order result
at large ⌧ .
In Fig. 11, we augment the NLL0 results with the lead-
ing power correction ⌦¯⌧1 . For track thrust, the dominant
e↵ect of ⌦¯⌧1 is a shift, though there are important e↵ects
in the peak region which do not amount to a shift. (For
the calorimeter thrust distribution, the only e↵ect of ⌦⌧1
is to shift the distribution.) Note, however, that the peak
region is also sensitive to higher-order power corrections
which we have not included. The comparison between
calorimeter and track thrust with the leading power cor-
rection is shown in Fig. 3.
In Fig. 12 we superimpose our theoretical predictions
for the calorimeter and track thrust distributions with
experimental data from the DELPHI collaboration. At
NLL0 order with the leading power correction ⌦¯⌧1 , the
agreement is quite good, though we emphasize that we
chose values of ↵s and ⌦¯
⌧
1 to ensure reasonable agreement
with the calorimeter thrust data. We show the e↵ect of
scale uncertainties in Fig. 3, which are in general larger
than the experimental uncertainties, motivating future
studies of track thrust with higher orders of resummation
and more accurate fixed-order corrections.
As a final cross check of our analysis, we show the
calorimeter and track thrust distributions from Pythia
in Fig. 13. Since Pythia has been tuned to LEP data,
it agrees well with the DELPHI measurements. There
is good agreement between Pythia and our NLL0 result
in the tail region, but there are di↵erence in the peak
region due to the fact that Pythia includes an estimate
Figure 13: NLL and NLL′ calculations of the charged-track thrust distribution for jets in
e+e− collisions. Th oretical unce tainties are represented by the shaded bands. Taken from
Ref. [282].
sured at the LHC [279, 280]. It is one of the more powerful probes for identifying
the initiating quark flavor of a jet and discriminating the hadronic decays of W
and Z bosons from one another [277, 281]. As with multiplicity, only the evolu-
tion with energy of the jet charge can be calculated perturbatively; the jet charge
distribution at a given energy is required non-perturbative input. Additionally,
the parameter κ must be greater than 0 to ensure that the jet charge is infrared
(soft) safe. Then, charged parton evolution can be described by Altarelli-Parisi
evolution of jet charge fragmentation functions. These generalized fragmenta-
tion functions were defined in Refs. [278] and used to predict moments of the
jet charge distribution, as a function of jet energy.
Working exclusively with charged particles has experimental advantages.
The angular resolution of charged particles is substantially better than the res-
olution of the calorimetry. This enables the collision origin of charged parti-
cles to be uniquely identified, reducing effects of contamination from secondary
proton collisions per bunch crossing. Therefore, measuring more standard jet
observables, like thrust, exclusiv ly on charged particles can be experimentally
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beneficial. This was studied in Refs. [278, 283, 282] which defined track func-
tions which are fragmentation functions that follow charged particle production.
Ref. [282] calculated the charged-track thrust observable on a jet, and a plot
from that paper is shown in Fig. 13. Their calculations include evolution of
the track functions to NLL and NLL′ accuracy. NLL′ accuracy includes the
logarithms resummed at NLL, but also the pure O(αs) contribution (that con-
tributes to the total cross section corresponding to the C(αs) term in Eq. 2).
This formally only contributes at NNLL accuracy, but by including it, theoret-
ical uncertainties can be significantly reduced, as illustrated in Fig. 13.
As mentioned above, collinear parton evolution is governed by the Altarelli-
Parisi splitting functions [284, 285, 286], which themselves cannot be directly
measured in an IRC safe way. While measuring the longitudinal momentum
fraction eliminates soft singularities, collinear singularities are exposed. Addi-
tionally, in a jet with many emissions of many particles, it is not immediately
clear how to define the splitting that you want to measure. The collinear split-
ting functions are a sensitive probe of fundamental interactions of partons and
collective phenomena, and so a theoretical framework to predict and measure
them is desirable.
Both of the issues discussed above have resolutions. To identify a well-
defined splitting of partons in the jet, we can exploit the mMDT groomer. In its
algorithm, mMDT orders particles in the jet by their relative angle, and removes
those wide angle emissions that fail the hardness criteria. The branching that
passes the criteria can be defined to be the splitting of interest. We then define
the momentum sharing factor zg as the smallest momentum fraction in the
branching that passes:
zg =
min[pTi, pTj ]
pTi + pTj
> zcut , (23)
where i and j are the particles in the branching. Note that because this passed
the mMDT criteria and it is the softer emission, zcut < zg < 1/2. Here, zcut is
the mMDT groomer parameter, and typically zcut is chosen to be about 0.1.
To solve the collinear unsafety issue, there are two ways forward that have
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Figure 14: Distribution of the momentum sharing zg observable in the ultraviolet limit F
q
UV for
the first splitting that passes the mMDT jet groomer, compared to simulation from Herwig++
for jets with a range of transverse momenta. Taken from Ref. [135].
been identified. First, we can measure another quantity that regulates the
collinear divergence; for example, the jet mass. For a non-zero groomed jet
mass, the angle between the emissions that pass mMDT grooming must be non-
zero, so there is no collinear singularity. The region where the mass is small is
suppressed by a Sudakov factor, and so when integrated over, the Sudakov factor
exponentially suppresses the region where the particles in the branching become
collinear. This eliminates the collinear singularity, though at the expense of
requiring the inclusion of all-orders effects in the form of a Sudakov factor.
Observables that are IRC unsafe but can be made calculable in perturbation
theory in this manner are called Sudakov safe [134]. Other examples of Sudakov
safe observables include the two-prong ratio observables τ
(α)
2,1 and D
(α)
2 when no
mass cut on the jet is imposed.
For the momentum sharing observable zg, Ref. [135] introduced another
42
method to calculate its distribution perturbatively. Because the observable zg
only has collinear singularities, its distribution can also be described by a gen-
eralized fragmentation function that describes the value of zg for a jet with one
constituent (when there is no splitting). Using the fragmentation function, one
can calculate its perturbative evolution by demanding that the cross section is
independent of the scale at which the fragmentation function is evaluated. This
method predicts that the zg flows to an ultraviolet fixed point, where its distri-
bution is precisely given by the Altarelli-Parisi splitting functions. A plot of this
prediction is illustrated in Fig. 14, comparing the ultraviolet prediction against
simulation from Herwig++ of jets with various transverse momenta. As the
transverse momenta of the jets increases, the Herwig++ simulation is observed
to approach the expected ultraviolet fixed-point distribution. This momentum
sharing observable has been measured at the LHC [287], and we will discuss
other applications in Section 2.4.
Recently, there have been efforts to define, in an IRC safe way, the number
of subjets in a jet. These extend early studies counting jets in e+e− events [263].
Refs. [288, 289] defined an associated jet rate observable that counts the number
of nearby jets that are produced in association with the jet of interested. The
authors developed a non-linear evolution equation and calculated this rate to
LL accuracy. This observable is useful for quark versus gluon jet discrimination
because gluons will have more nearby jets than quarks due to their larger color
charge. Extending the work in Ref. [210] that introduced closed form expressions
that closely reproduced jets found with traditional algorithms, Ref. [290] cal-
culated the fractional jet multiplicity. The fractional jet multiplicity is defined
as a weighted sum over the energies of particles in the event that effectively
assign a probability that an emission is associated with a particular jet. For
well-separated emissions, this observable just counts the number of emissions
and returns an integer. For more ambiguous configurations of particles, the
fractional jet multiplicity can be non-integral, and its distance from an integer
is a measure of how well-defined the jets are. A related idea was introduced
and studied in Ref. [291]. As the infrared region of phase space is approached
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in parton evolution, an effective measure of entropy of a jet increases because
the volume of allowed phase space for emissions grows. Ref. [291] calculated
the entropy of a jet as a function of the parton shower “time” under which the
multiplicity of jet increases. Ref. [292] introduced a method to count subjets
in a jet based on an iterated implementation of the soft drop jet groomer. To
LL accuracy, the distribution of this observable is Poissionian, with the mean
values proportional to the color Casimir factors of the jet flavor. Additionally,
this counting observable can be shown to be equivalent to the likelihood ratio
for quark versus gluon jet discrimination, and so is formally the best observable
for this application to LL accuracy.
Finally, we discuss the fragmentation of partons into hadrons. There is a
long history of theoretical studies of fragmentation [293, 294, 132], and it can be
thought of as one of the first jet substructure observables, though it is not IRC
safe. Because QCD is a confining gauge theory, fragmentation is a fundamental
issue in all collision experiments, and is, as mentioned in earlier sections, the ul-
timate limitation to any precision theoretical study. The fragmentation process
is sensitive to the medium in which it occurs, and can therefore be a powerful
probe into the properties of the heavy ion medium versus the vacuum. There
has been significant recent theoretical effort to understand fragmentation of
light partons within identified jets [295, 296, 297, 298, 299, 300, 301, 302, 303],
heavy quark fragmentation [304, 305, 306, 307, 308, 309, 310, 311, 312], and
fragmentation in heavy ion collisions [313, 314, 315].
Recently, there has been work toward defining exclusive and semi-inclusive
jet substructure in which the momentum of an individual hadron is identified
in a jet [318, 319, 320, 317, 321, 322, 323]. This has important applications
to understanding hadro-production in high transverse momentum jets at the
LHC. Because some or all of the momentum components of a single hadron are
measured, the corresponding observables are not IRC safe. However, they can
be formulated in the fragmentation function language, and their perturbative
evolution can be calculated. Ref. [317] defined a semi-inclusive fragmenting jet
function in which the longitudinal component of the momentum of a hadron is
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of jet radius logarithms as a function of the hadron momentum fraction zh. The theory
predictions with uncertainties are red hashed, while the data from ATLAS [316] are the black
dots. Taken from Ref. [317].
reconstructed. They calculated the distribution of the hadron’s momentum to
NLO matched to NLL resummation of the jet radius, which enabled comparison
to measurements that had been made at the LHC [270, 324, 316]. A plot of the
calculation of the jet fragmentation function from Ref. [317] compared to data
from ATLAS is shown in Fig. 15.
2.3. Toward Higher-Order Resummation
Most of the observables discussed in the previous section were calculated to
the lowest non-trivial order (either LL or LO), focusing on the understanding of
jet structure from theoretical calculations. Especially for observables that are
sensitive to multiple hard prongs in the jet, even LL calculations can be sig-
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nificantly challenging due to the complicated phase space regions that must be
considered. Therefore, the push to higher theoretical precision begins with sim-
pler observables, and uses what is learned there to extend to more complicated
observables.
In this section, we will discuss efforts to push the calculation of jet substruc-
ture observables to high precision. We start in Section 2.3.1 with calculations of
the jet mass. In the regime where the jet mass is small compared to the energy
or transverse momentum of the jet, the jet mass can suffer from non-global log-
arithms (NGLs), which are the leading manifestation of the correlation of in-jet
and out-of-jet scales. Despite their notorious difficulty to compute and control,
recently there has been progress on understanding NGLs, which we review in
Section 2.3.2. With the exceptional granularity of the LHC detectors and high-
luminosity environment, it is often advantageous to find jets with radii that are
sufficiently small so as to necessitate the resummation of logarithms of the jet
radius, which will be reviewed in Section 2.3.3.
2.3.1. Jet Mass
The simplest, interesting, IRC safe jet observable is its mass. Starting with
the analysis of Ref. [36, 37], the jet mass has been widely studied in e+e−
collisions. Closely related to the jet mass is thrust which, in the soft and/or
collinear limits, is equivalent to the sum of the masses of the two hemispheres in
e+e− → hadrons events. The state-of-the-art calculations for both thrust and
heavy jet mass in e+e− collisions are accurate to NNNLL+NNLO [65, 72, 73].
To calculate the mass of jets produced in pp collisions at the LHC involves
many complications beyond those encountered in e+e− collisions. First, unlike
the case in e+e− collisions, just measuring the largest mass jet in the event does
not control all possible large logarithms present in the cross section. This was
first observed in a study of the lightest hemisphere jet mass in e+e− collisions
[325]. For the light hemisphere mass, it is possible that a re-emission from the
heavy hemisphere sets the light hemisphere mass. This is illustrated in Fig. 16.
The leading manifestation of this is called a non-global logarithm, which exists
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Figure 1: Kinematic configurations of interest
It is straightforward to exactly compute the first non-trivial term S2 and this is done
in the following section. The full computation of S involves considering an ensemble of
an arbitrary number of large-angle energy-ordered soft gluons in HL, which coherently
emit a single, softer gluon into HR. For reasons elucidated later it is difficult to carry
out an all-orders treatment of such an effect analytically. We therefore opt to treat these
effects using a Monte Carlo algorithm valid in the large-NC limit. This is outlined in
section 3 and further details are given in the appendix.
Finally in section 4 we compare our results to the O (α2s) predictions of Event2.
Phenomenological predictions including this effect will be shown elsewhere [12].
2 Fixed order calculation
First we calculate the contribution to the jet-mass distribution from the configuration
in figure 1b, considering the right-hemisphere jet for concreteness. We introduce the
following particle four-momenta
ka =
Q
2
(1, 0, 0, 1) , (6a)
kb =
Q
2
(1, 0, 0,−1) , (6b)
k1 = x1
Q
2
(1, 0, sin θ1, cos θ1) , (6c)
k2 = x2
Q
2
(1, sin θ2 sinφ, sin θ2 cosφ, cos θ2) , (6d)
where we have labelled the quark and antiquark as a and b and defined energy fractions
x1,2 ≪ 1 for the two gluons. We have ignored recoil in the kinematics, because the
jet-mass is insensitive to it.
When gluon 2 is in HR the jet mass has the value ρ = x2(1− cos θ2)/2. When only
the quark is in HR, ρ = 0.
We write the matrix element for ordered two-gluon emission as (see for example [13])
3
Figure 16: Illustration of the leading emission configuration in e+e− → dijets events that
produce NGLs. Here, the right hemisphere has a mass less than that of the left hemisphere.
Taken from Ref. [325].
because the light hemisphere mass measurement does not globally constrain
radiation in the event. It is also exclusively a non-Abelian phenomena that
would not exist if QCD were an Abelian gauge group. Ref. [325] developed a
Monte Carlo to resum these non-global logarithms and calculated the leading
NGL for the light hemisphere mass mL to be
S2 = −CFCApi
2
3
(
αs
2pi
log
Q2
m2L
)2
. (24)
Here, Q is the center-of-mass collision energy. Note that this is proportional to
the adjoint Casimir CA, manifestly demonstrating its non-Abelian nature. In
general, NGLs will exist in the jet mass calculations in pp collisions and must
be accounted for somehow for a precision prediction.
The global event environment in pp collisions is much more active than in
e+e− collisions. Because protons are not point particles, in every hard proton
collision there are multiple secondary scatterings of partons within the protons
referred to as the underlying event [326]. To first approximation, this underlying
event is low-energy radiation distributed approximately uniformly in rapidity,
although no field-theoretic definition exists yet. The extent to which the un-
derlying event contributes to different observables is a subtle question, which
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Figure 17: Plot comparing the distribution of the ratio of jet mass to jet pT calculated to
NLL accuracy in pp→ Z+j events with (red) and without (green) the inclusion of non-global
logarithms. Taken from Ref. [329].
despite significant progress is not completely understood [52, 327, 328, 61]. In-
cluding the effects of underlying event in a calculation therefore requires a model.
While more of an experimental issue, the high luminosity of the LHC also
means that there are a significant number of secondary proton collisions per
bunch crossing. The pile-up radiation from these secondary proton collisions
can deposit substantial amounts of energy in the event, greatly biasing po-
tential jet measurements. However, unlike underlying event, pile-up is truly
uncorrelated with the hard scattering, and as such can in principle be com-
pletely removed from the event. This is important for comparisons of data with
precision calculations.
Early precision calculations of the jet mass in pp collisions [330, 329, 331]
addressed the effects of NGLs and underlying event in different ways. Ref. [329]
computed the jet mass distribution in pp → Z + j events and included the
leading effects of NGLs into their calculation directly. Fig. 17 illustrates their
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highest logs transition(s) Sudakov peak NGLs NP: m2 .
plain mass αnsL
2n — L ' 1/√α¯s yes ΛNP ptR
trimming αnsL
2n zcut, r
2zcut L ' 1/√α¯s − 2 ln r yes ΛNP ptRsub
pruning αnsL
2n zcut, z
2
cut L ' 2.3/
√
α¯s yes ΛNP ptR
MDT αnsL
2n−1 zcut, 14z
2
cut, z
3
cut — yes ΛNP ptR
Y-pruning αnsL
2n−1 zcut (Sudakov tail) yes ΛNP ptR
mMDT αnsL
n zcut — no Λ
2
NP/zcut
Table 1: Table summarizing the results from Ref. [241]. The largest logarithms for plain
mass, trimmed, pruned, MDT, and mMDT groomed masses are listed, where L = log p2TJ/m
2
J .
NGLs only do not exist for the mMDT mass distribution and non-perturbative corrections
are suppressed by two powers of the QCD scale ΛNP. Adapted from Ref. [241].
prediction for the jet mass distribution at NLL accuracy with and without the
inclusion of NGLs. The effect of NGLs is especially large near the peak of
the distribution, where the ratio of the jet pT to the jet mass is the largest.
Additionally, no method for suppression of effects from underlying event was
included. The approach of Ref. [331], by contrast, was to make a cut on the
global observable N -jettiness [226] in addition to calculating the jet mass in
pp → H + j at NNLL accuracy. The cut on N -jettiness suppresses effects of
underlying event and greatly reduces NGLs, at the cost of restricting radiation
throughout the event.
Instead of suppressing radiation globally throughout the event, jet grooming
techniques have been introduced that directly reduce the effects of underlying
event, pile-up, and other contamination radiation within jets. Jet groomers are
algorithms that remove radiation from an identified jet that is likely not from the
final state. Among the early jet groomers that have seen wide use experimentally
are filtering [42], trimming [332], and pruning [333]. While the details of the
algorithms differ, their broad function is the same. Contamination radiation,
from underlying event, initial-state radiation, or pile-up, is most likely relatively
low pT with respect to the pT of the jet and relatively uniformly distributed over
the jet area. This is in contrast to final state radiation, which is collinear with
the jet axis. Jet groomers systematically identify soft, wide-angle radiation in
a jet and remove it if it fails a threshold criteria.
The first theory calculations of the effects of jet groomers on the jet mass
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were presented in Refs. [241, 334]. These authors calculated the jet mass dis-
tribution on jets that had been groomed with trimming, pruning, and the mass
drop tagger (MDT, developed in Ref. [42]) to NLL accuracy. In their analysis,
they also estimated the contribution to the jet mass distribution from NGLs for
each of the groomers studied. Non-global radiation is expected to have prop-
erties similar to underlying event or initial state radiation, and be relatively
low energy and approximately uniformly distributed over the jet. Therefore, it
may be expected that jet groomers would also remove NGLs from the jet mass
distribution, and render the prediction more robust.
However, this is not what was found. Each of the groomers studied retained
NGLs in the mass distributions. With an explicit calculation, the authors were
able to identify how to construct a jet groomer that eliminated NGLs and defined
the new algorithm called the modified mass drop tagger (mMDT). The summary
of their results is presented in Tab. 1. Of the groomers they studied, only the
mMDT groomer successfully removed the effects of NGLs. Shortly after this
work, Ref. [335] introduced the soft drop grooming algorithm as a generalization
of the mMDT groomer. The soft drop groomer proceeds similarly to mMDT
described in Section 2.2.2. It starts by reordering emissions in the jet according
to their relative angle using the Cambridge/Aachen jet algorithm [242, 243].
Starting with emissions at the widest angle, the procedure steps through the
Cambridge/Aachen branching history removing those branches that fail the
requirement
min[pTi, pTj ]
pTi + pTj
> zcut
(
Rij
R
)β
(25)
Here, pTi is the pT of branch i, Rij is the angle between branches i and j,
R is the jet radius, and zcut and β are parameters of the soft drop grooming
algorithm. The value β = 0 coincides with mMDT, and typically zcut ∼ 0.1.
The procedure terminates when a branching satisfies Eq. 25. Like mMDT,
Ref. [335] demonstrated that soft drop eliminates NGLs from the groomed jet
mass distribution.
By identifying jet groomers that remove NGLs, precision resummed predic-
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Figure 12: Comparison between soft-drop groomed e
(2)
2 distributions with zcut = 0.1 and
  = 0 (top) and   = 1 (bottom) for matched and normalized NNLL, parton-level, and hadron-
level Monte Carlo. All curves integrate to the same value over the range e
(2)
2 2 [0.001, 0.1].
The uncertainty band for soft drop with   = 1 at NNLL includes the variation of the two-loop
non-cusp anomalous dimension.
Fig. 12 also illustrates that soft drop grooming eliminates sensitivity to both hadroniza-
tion and underlying event until deep in the infrared. The parton-level and hadron-level dis-
tributions for each Monte Carlo agree almost perfectly until below about e
(2)
2 . 10 3. That
hadronization e↵ects are small is expected from our e+e  analysis, but this also demonstrates
that underlying event e↵ects are negligible. A similar observation was made in Ref. [8], though
at a much higher jet pT (pT > 3 TeV). As in e
+e  collisions, we expect that the hadronization
e↵ects that are observed in the Monte Carlo can be explained by a shape function, though
we leave this to future work.
– 41 –
Figure 18: The mMDT (soft drop with β = 0) jet mass distribution at NNLL accuracy
matched to NLO fixed-order in pp → Z + j events compared to parton and hadron level
Herwig++. Here, e
(2)
2 = m
2
J/p
2
T . Taken from Ref. [76].
tions for jet substructure observables could then be made. Using the factor-
ization and resummation framework of SCET, Refs. [75, 76] demonstrated that
the mMDT or soft drop groomed jet mass could be calculated to formally any
logarithmic accuracy, with no NGLs of the jet mass present in the distribution.
This was demonstrated with predictions for the soft drop groomed jet mass in
pp → Z + j events performed to NNLL accuracy, matched to NLO fixed-order
predictions from MCFM [336, 337]. Fig. 18 illustrates the prediction of the
mMDT groomed jet mass compared with the output of Herwig++. Theoretical
uncertainties are illustrated by the green band, and there is good agreement
between the parton shower and the theory predictions. The disagreement at
small values of the mass is due to non-perturbative contributions to the mass
from the effects of hadronization.
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Ref. [338, 339] presented calculations that complement those in Refs. [75, 76].
While only performing the resummation to NLL accuracy, Ref. [338, 339] in-
cluded effects from the finite value of the soft drop parameter zcut. These
predictions have also seen significant interest from experiment, and already,
both ATLAS and CMS have measured mMDT/soft drop groomed jet mass
[340, 341]. As they are unfolded measurements, they were directly compared
to the theoretical predictions from both Refs. [75, 76] and Ref. [338, 339] with
agreement within uncertainties. Detailed comparisons can be found in the ex-
perimental references. Further advancements in precision groomed jet mass
calculations were presented in Refs. [342, 343]. These references introduced an
additional factorization of the cross section calculations from Refs. [75, 76] that
enabled resummation of the jet radius and grooming parameter zcut. Addi-
tionally, Ref. [343] incorporated the ingredients for NNLL resummation of the
groomed mass, as well as NNLL resummation of general jet angularities. This
requires two-loop anomalous dimensions for soft functions with various angular
dependencies, which were presented in Ref. [344, 345]. While not completed
early enough to be included in the first experimental studies, these references
compared their calculations to data, and found good agreement.
As theoretical and experimental techniques improve in the future, these com-
parisons will enable quantitative and detailed studies of jet properties. Further
precision jet substructure predictions will utilize mMDT, soft drop, or related
grooming techniques to eliminate the effects of NGLs and other contamination.
Some promising directions will be discussed in Sec. 2.4.
2.3.2. Non-Global Logarithms
NGLs are not currently under sufficient theoretical control, and therefore
are ideally removed for precision data-theory comparison. However, for a va-
riety of observables sensitive to soft physics, which are important as probes of
color flow, hadronization, and underlying event, NGLs are unavoidable, and are
therefore important to understand theoretically. Furthermore, NGLs manifest
fascinating emergent phenomena of the non-Abelian nature of QCD. There has
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therefore been significant theoretical work in attempting to understand their
structure. Shortly after their identification, Dasgupta and Salam showed in
Monte Carlo simulation that radiation was suppressed near the boundary of
jets due to non-global effects [346]. This so-called buffer region reduces the de-
pendence of jet observables on the explicit shape of the jet boundary. Shortly
after this, Banfi, Marchesini, and Smye (BMS) developed an evolution equation
[347] that describes NGLs in the leading number of colors Nc and leading-
logarithmic approximations. Since then, there has been substantial work de-
voted to understanding the nature of NGLs at fixed-order and their all-orders
description within the BMS evolution equation [348, 349, 350, 351, 352, 353,
354, 355, 356, 357, 358, 359, 360]. An observable which is directly sensitive
to non-global correlations has also been proposed and calculated [361]. NGLs
also have connections to factorization-violating effects in jet veto cross sections
[362, 363, 364, 365, 366], and this direction remains an active area of research.
The BMS equation for NGLs in hemisphere mass measurements in e+e− →
hadrons events can be expressed as
∂Lgnn¯ =
∫
heavy
dΩj
4pi
W jnn¯[Unn¯jgnjgjn¯ − gnn¯] . (26)
Here, L is the NGL multiplied by color and coupling factors:
L =
Ncαs
pi
log
mH
mL
, (27)
and mH (mL) is the heavy (light) hemisphere mass. gnn¯ is the all-orders ex-
pression for the leading-color and LL NGLs from the dipole formed from the
light-like directions n and n¯ in the light and heavy hemisphere, respectively.
The angular integral extends over light-like vectors nj that lie in the heavy
hemisphere, and W jnn¯ is the matrix element for eikonal emission:
W jnn¯ =
n · n¯
(n · nj)(nj · n¯) . (28)
The factor Unn¯j represents the resummed virtual contributions
Unn¯j = exp
[
L
∫
light
dΩq
4pi
(
W qnn¯ −W qnj −W qjn¯
)]
, (29)
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Figure 19: Non-global logarithms of the ratio of the heavy to the light hemisphere masses
mH/mL in e
+e− → hadrons collisions calculated through 5-loop order compared the numer-
ical evaluation of the BMS equation. Taken from Ref. [367].
where the integral is over the light hemisphere, and is responsible for the buffer
region near the hemisphere boundary. As a non-linear integro-differential equa-
tion, the BMS equation has not been solved exactly. With the boundary con-
dition gnn¯(L = 0) = 1, the term generated at order α
2
s in the BMS equation
agrees exactly with Eq. 24. The non-linearity of the BMS equation should be
contrasted with the linear renormalization (Callan-Symanzik) evolution in Eq. 8.
At the very least, the non-linearity suggests that one needs to think about loga-
rithmic resummation of NGLs in a very different way than for standard, global
logarithms.
Recently, there have been efforts by several groups to develop systematic all-
orders descriptions of NGLs. Ref. [367] provided the first explicit high-orders
calculations of NGLs, by expanding the BMS equation to five-loop order. To
calculate the corresponding NGLs to this order, the authors exploited techniques
of the modern amplitudes program, expressing the result in terms of generalized
polylogarithm functions [368, 369, 370]. Their work provided the first concrete
evidence that the fixed-order expansion of NGLs has a finite radius of conver-
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gence. This is in contrast to global logarithms, which can be resummed to all
orders into the form of Eq. 4. Their results for the light hemisphere mass in
e+e− → hadrons collisions up through 5 loops is shown in Fig. 19. That the 5
loop result seems to deviate from the numerical solution of the BMS equation
before the 4 loop result suggests that the radius of convergence of NGLs is about
1. Now, there exist 12-loop results for NGLs in hemisphere mass distributions
that provide further support for this observation [371], as well as arguments
based on the analytic structure of the BMS equation [372].
Ref. [373] developed an extension to the BMS equation to NLL accuracy
by exploiting the relationship of the BMS equation to high-energy small-x par-
ton evolution [350, 374]. This relationship is exact for conformal theories, and
suggests a general form for NGL evolution to all orders and including all color
effects. Shortly after Ref. [373], Ref. [69] developed a systematic approximation
approach to NGLs called the dressed gluon expansion. The dressed gluons are
defined by all-orders factorization theorems for the production of multiple sub-
jets in the heavy hemisphere and resum all NGLs down to an unresolved infrared
scale. This work was extended in Refs. [375, 372, 376, 377] and Ref. [372] proved
that in the leading color and LL approximations, the dressed gluon expansion
corresponds to an iterative solution of the BMS equation. Refs. [378, 379, 380]
put forward a different approach also based on SCET. Rather than introducing
an infrared resolution scale, they wrote factorization formulae directly for non-
global observables. In these formulae, the relevant low-energy physics is encoded
in Wilson lines along the directions of the energetic particles and the solution
of the renormalization group equations satisfied by these multi-Wilson-line op-
erators resum all logarithmically enhanced contributions, including NGLs. In
particular, they have applied their framework to various definitions of jet mass
and out-of-jet energy [380, 381, 382] and also to the narrow broadening event
shape [383], which suffers from both NGLs and rapidity logarithms.
As these works demonstrate, there is still a lot to understand about NGLs,
and their calculation and effect on collider physics will remain and active area
of research into the future.
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Figure 20: Comparison of the differential jet shape for 50 GeV kT jets at LO (dashed)
compared to LL resummed (solid) as a function of the subjet cone radius r. Taken from
Ref. [216].
2.3.3. Resumming Logarithms of the Jet Radius
Motivated both by the fine granularity of the ATLAS and CMS detectors
as well as the high luminosity collision environment, it can be advantageous to
use a small jet radius. The effects of contamination on a jet scale like the area
of the jet, so contamination can be reduced by finding jets with a small radius
R. However, by restricting radiation in the jet to be collimated within an angle
R  1, this produces potentially large logarithms of the jet radius, log 1/R,
that appear in the cross section. For precision calculations and controlled per-
turbation theory of jet rates with small radii, these logarithms in general need
to be resummed. The resummation and calculation of jet radius logarithms has
been an active area of research [216, 384, 385, 386, 387, 388, 389, 390, 391, 392,
393, 394, 299, 221, 222].
Standard jet radii used to find jets at the LHC are about R = 0.4−0.6, which
is not small enough to produce large logarithms. However, depending on the
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application, effective jet radius logarithms can be large. One of the first studies
of resummation of jet radii was presented in Ref. [216] in the calculation of the
jet shape [215]. The jet shape Ψ(r) is the fraction of the radius R jet’s energy (or
pT ) that is localized within a cone of radius r about the jet axis. As r becomes
small, radiation in the jet is highly restricted, resulting in large logarithms.
Fig. 20 compares the differential jet shape ψ(r) (the derivative of Ψ(r)) for kT
jets [395] calculated at LO to including LL resummation of the logarithms of
r. Large deviations between the fixed order and resummed calculations are
observed below r ' 0.2, demonstrating the necessity of resummation in this
region.
Recently, there have been a few groups that have developed methods to re-
sum logarithms of the jet radius systematically, and improve jet cross section
predictions. Ref. [390] developed a fragmentation function formalism for re-
summing the leading logarithms in the rate for production of small-radius jets.
The fragmentation function tracks the rate for new jets with small radius to be
produced, as the resolution scale flows from high to low energies. Unlike the
tower of logarithms discussed in Sec. 2.1, LL accuracy for logarithms of the jet
radius (denoted as LLR) consists of the tower of terms that have a form
LLR =
∑
n
cn
(
αs log
1
R2
)n
, (30)
where the cn are numerical coefficients. This method was applied to calculate
the jet rate in pp→ dijets events at the LHC in Ref. [392]. Fig. 21 shows a result
from that study, comparing the jet rate as a function of the radius R at NLO,
approximate NNLO (NNLOR), and NNLOR matched to LLR resummation.
Similar to that observed in Fig. 20, resummation of the jet radius becomes
important below about R . 0.2.
Resummation of logarithms of the jet radius have also been approached
using effective field theory techniques in Ref. [391] (Related methods were used
in Refs. [378, 379, 380].). These authors demonstrated factorization of modes
that are sensitive to the boundary of the jet, and therefore sensitive to the jet
radius. Taking the results of the calculation of the two-loop soft function with an
57
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 0.1  0.2  0.4  1
pp, 7 TeV, CT10
100.0 < pt [GeV] < 1992.0
0.0 < |y| < 0.5
0.5µ0 < µR, µF < 2µ0, R0 = 1
uncorrelated scale choice
σ /
 σ L
O
R
NNLOR v NNLOR+LLR
NLO
NNLOR
NNLOR+LLR
NNLOR+LLR (R0=1.5)
Figure 21: Comparison of the jet cross section as a function of radius R in pp → jj events
calculated at NLO, approximate NNLO (NNLOR), and matched to LL resummation. Taken
from Ref. [392].
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out-of-jet energy veto in e+e− collisions from Ref. [396], the authors of Ref. [391]
explicitly demonstrated that their factorization theorem generates the correct
logarithms of the jet radius at NNLO. However, they stressed that they would
need to include multi-Wilson line operators to also account for all logarithms
of the out-of-jet energy. Fitting the missing NNLO logarithm numerically, the
found agreement with the analytic result of Ref. [378]. While these factorization
methods have still only been applied and calculated in the context of e+e−
collisions, they are a promising direction for achieving NLL resummation of jet
radius logarithms and beyond.
2.4. New Frontiers
While jet substructure is now a mature field, it continues to find interest-
ing new applications, both experimentally and theoretically. In particular, with
recent theory advances, we are now at a stage where we can begin to think
about making precision measurements of Standard Model parameters with jet
substructure. In this section we highlight several new frontiers in the field of
jet substructure, many of which build upon the theory developments discussed
in earlier sections of this review. We begin by highlighting several new appli-
cations of jet substructure to measurements at the LHC, focusing on ways in
which techniques from jet substructure can be used to improve the theoreti-
cal robustness of these measurements. We then discuss how ideas developed
in the context of jet substructure can have an impact in QCD theory more
broadly. The role of Open Data in the future of jet substructure is then briefly
discussed. Finally, we conclude this section with a wish list, discussing areas
where theoretical progress is needed, and data-theory comparisons could soon
be performed.
2.4.1. New Applications of Jet Substructure
Jet substructure has been used in a wide variety of applications at the LHC,
from searches to measurements. In this section we highlight several new appli-
cations of ideas from jet substructure with an emphasis on how these techniques
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can be used to improve our theoretical understanding or the accuracy of our de-
scription of a particular physical system. We have chosen to focus on precision
mass measurements using grooming, jet substructure as a probe of the heavy
ion medium, applications of jet substructure to understanding heavy flavor, and
the study of αs in resummation-sensitive observables.
Precision Mass Measurements With Grooming
In this section, we discuss the prospects for precision mass measurements
with grooming. This is particularly interesting and most promising for the top
quark. Masses are not physical quantities, but are instead scheme dependent
parameters of the Standard Model Lagrangian. Due to its non-vanishing color
charge, the top quark mass is particularly sensitive to QCD effects, and must
be carefully defined. In standard approaches to top quark mass measurements
parton shower simulation is heavily used to generate fully exclusive events, and
it is difficult to provide a precise theoretical definition of the mass that is being
extracted.
In the case that the top quark decays inclusively into a jet whose mass is mea-
sured, a rigorous factorization theorem can be proven for the case of e+e− →
dijets [62, 63]. This enables one to express the final distribution in terms of
Lagrangian parameters, like the top quark mass, in a well-defined renormal-
ization scheme. An appropriate scheme can be chosen to remove renormalon
ambiguities, increasing the theoretical precision [397]. This factorization the-
orem includes all effects, both perturbative and non-perturbative. The mass
obtained in a particular theoretically-motivated scheme can then be converted
to the mass parameter of a parton shower simulation program using a conversion
based on a comparison of predictions for a physical observable [398, 399].
It is interesting to consider extending this approach to proton colliders, and
considering the decay of a boosted top quark into a large R jet. In attempting
to do so, one finds that underlying event shifts the peak of the jet mass dis-
tribution by about 1 to 2 GeV. In other words, the observable is sensitive to
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Figure 22: Comparison of factorization theorem predictions and Pythia of boosted top quark
mass distribution near the peak region in pp → tt¯ events at the LHC. The vertical dashed
lines correspond to the fitting region for top quark mass extraction. Taken from Ref. [400].
underlying event at the level of the desired accuracy on the top quark mass.
This is problematic due to the lack of theoretical understanding of the underly-
ing event. Inspired by the development of grooming tools from jet substructure,
one can ask whether groomers can be used to minimize effects from underlying
event, allowing for a precise and robust top quark mass measurement at the
LHC from jet substructure.
The top quark mass measured from jets on which soft drop grooming is per-
formed has recently been studied theoretically in Ref. [400]. Extending Ref. [76],
those authors derived active-parton factorization theorems to describe the ef-
fects of soft drop on a boosted top quark. The parameters of the soft drop
groomer can be tuned appropriately so that contamination from underlying
event is mitigated, but emissions at the scale of the width of the top quark are
unaffected. Depending on which emission in the boosted top quark jet passed
the soft drop criteria, Eq. (25), Ref. [400] identified two factorization theorems,
referred to as “decay” or “high pT ”. A strength of these factorization theorems
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is that because soft drop removes low-energy radiation in jets, the top quark
jets decouple from the rest of the event. This enables formal extraction of the
top quark mass jet-by-jet, and not process-by-process, which significantly sim-
plifies analysis. Fig. 22 compares the boosted top quark jet mass distributions
as predicted in the NLL factorization theorems of Ref. [400] to Pythia parton
shower simulation. To account for hadronization effects, the factorization the-
orems are augmented with non-perturbative model functions, described by two
parameters. It should be possible to improve the precision of the factorization
theorems to NNLL accuracy in the near future to produce precision predictions.
While this is still in the early stages, and its feasibility must be studied exper-
imentally, it shows a promising application of techniques from jet substructure
to the measurement of fundamental parameters in the Standard Model.
Jet Substructure as a Probe of the QCD Medium
The suppression of hadron and jet cross sections observed at RHIC [401,
402, 403, 404, 405, 406] and the LHC [407, 408, 409, 410, 411, 412, 413] in-
dicates a modification of jet evolution in the Quark Gluon Plasma (QGP).
This is consistent with theoretical calculations, which indicate that an ener-
getic parton propagating in a strongly-coupled medium will lose a significant
fraction of its energy due to interactions with the medium prior to hadroniza-
tion [414, 415, 416, 417, 418, 419]. The interaction of colored partons with
the medium, and the corresponding modification of the QCD shower, therefore
provides a powerful probe of the nature of the QGP. Recently there has been
interest in using observables designed for jet substructure to probe jet evolution
in the QGP, with the hope of better understanding the medium [420, 421, 422,
423, 424, 425, 426, 427, 428, 429, 430, 431, 432, 433, 434, 435, 436, 437, 438, 439].
Such measurements typically probe specific aspects of the shower, due to their
more differential nature, and therefore may allow for different effects to be dis-
entangled.
As a particular example we highlight the observable zg, introduced in Sec. 2.2.4,
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which provides (in theory) a direct measure of the splitting function. Some mod-
els postulate that the vacuum splitting functions are modified in the QGP due to
interactions with the medium. These medium-modifed splitting functions have
been analytically calculated [440] using an extension of SCET [441, 442] with
a model of the medium as a background field. Using these medium-modified
splitting functions combined with a model of the medium, calculations of the zg
observable were performed in Refs. [427, 430], and compared to LHC data [287].
However, a better understanding of the systematics and unfolding is required to
ensure that the data and theory comparison can be meaningfully interpreted.
Nevertheless, due to the direct connection of the zg observable with the splitting
function, it seems promising for understanding the nature of the QGP, and the
modifications to splitting functions due to the presence of the medium.
A variety of parton shower programs are now available which take into ac-
count interactions with the medium [443, 444, 445, 446, 447, 448]. More mea-
surements of zg have been performed in several experiments [449, 450, 451, 452]
and recent parton shower studies have incorporated zg in analysis [431, 432, 453],
indicating that this provides a promising probe of the medium. While particular
tunes are able to reproduce certain measurements, a completely coherent picture
has not yet emerged. It is hoped that the measurement and theoretical study
of a range of jet substructure observables, each of which are designed to probe
the shower in a particular way, as well as an understanding of the correlations
between observables, may hold the key to obtaining a consistent theory of the
QGP. For a review of the broader applications of jet substructure to heavy ion
physics see Ref. [454].
Heavy Flavor, Fragmentation and Jet Substructure
One of the standard probes of QCD is identified hadron production, where
we have classic factorization proofs, allowing for the theoretical description in
terms of perturbatively calculable coefficients and non-perturbative fragmenta-
tion functions [293, 294, 132]. Recent theoretical advances for studying jets have
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Figure 23: Theoretical predictions of the z(J/ψ) distribution compared with measurements
from LHCb. The different theory predictions are described in the text. Taken from Ref. [308].
allowed this to be extended to the measurement of identified hadrons within jets
on which some other property of a jet, for example its mass, is measured. The
required theoretical formalism was first presented in [295], where a factorization
in terms of “fragmenting jet functions”, which extend the notion of fragmenta-
tion functions to fragmentation within a jet, was derived. Fragmentation within
a jet allows a study of both perturbative and non-perturbative aspects of jets,
and is of interest both in vacuum, and in the medium.
There has recently been significant theoretical work extending these ideas to
study a wide variety of fragmentation processes within jets. This includes more
detailed studies and extension of “standard” fragmentation in jets [300, 299, 298,
297, 296, 321], heavy flavor fragmentation in jets [320, 307, 318, 306, 305, 304],
fragmentation in heavy ion [315, 313, 314], as well as new jet substructure ob-
servables to study heavy flavor fragmentation [309]. These have provided signif-
icant new tools to study fragmentation within jets, and allow for direct compar-
ison with theoretical calculations and extraction of non-perturbative functions.
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Due to the wealth of recent calculations and measurements, here we high-
light a particular theoretical calculation of J/ψ production in a jet [320, 308],
which provides a probe of the mechanism of J/ψ production and decay. In
Fig. 23 we show a calculation of z(J/ψ), which denotes the energy fraction of
the J/ψ within the jet [320, 308]. Here we show predictions using fragmenting jet
functions (FJFs), as well gluon fragmentation improved Pythia (GFIP), which
implements a FJF inspired picture into Pythia. The required non-perturbative
matrix elements use the fits of Ref. [455]. The analytic calculations are com-
pared with recent measurements from LHCb, showing good agreement. This
particular example also highlights the important role that jet substructure can
play at LHCb, where it has been less commonly applied, but where we hope
that newly developed jet substructure techniques can have significant impact.
αs in Resummation Sensitive Observables
Event shape observables measured at LEP have played an important role
in measurements of the strong coupling constant, αs. While a variety of tech-
niques exist (see, e.g., Refs. [456, 457, 458, 459, 460] for a review), it is important
to obtain consistent results for values extracted in a variety of measurements,
in particular, those sensitive to all-orders resummation, and those insensitive
to all-orders resummation. While the perturbative aspects of event shapes in
e+e− collisions are under exceptional control, with resummation to NNNLL
[65, 72, 74, 461], and fixed-order corrections to NNLO, the standard event shapes
receive large non-perturbative corrections. These can be treated by also fitting
for moments of appropriate shape functions, but these moments are highly cor-
related with the value of αs. There is currently some tension between values
of αs extracted from event shapes as compared with other approaches, and it
is therefore interesting to understand if tools from jet substructure can be used
to provide a theoretically improved, complementary measurements of αs from
event shapes.
An interesting approach may be to use groomed observables. We have seen
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that grooming can be used to reduce the numerical impact of non-perturbative
effects, rendering the observable perturbative over a larger range in which the
fit to αs can be performed. In this case there are other issues that need to be
addressed, namely power corrections of parameters of the groomer. However,
these are perturbative corrections, so it is hoped that they their understanding
can be improved through analytic calculations. This is in contrast to non-
perturbative corrections, which are difficult to understand analytically.
To enter into the world average, measurements of αs must involve NNLO
calculations. In e+e− collisions, the required matrix elements have been known
for some time [105, 106, 107, 90, 108, 92], and even groomed event shapes have
been calculated to NNLO accuracy [94]. However, the corresponding matrix
elements for NNLO accuracy of jets in pp collisions are not available yet, al-
though they should be in the coming years. It would nevertheless be interesting
to understand the theoretical and experimental issues inherent in such a mea-
surement to evaluate if it may prove competitive in the future. While groomed
event shapes were not measured at LEP it would also be interesting to perform
a re-analysis of the LEP data to see if such an approach can provide a compet-
itive measurement of αs. First steps for such an αs extraction program have
been outlined in the Les Houches study of Ref. [462], but a complete analysis
will require effort from a large number of theorists and experimentalists.
2.4.2. Impact on the Broader QCD Community
While we have already noted a variety of issues, such as resummation of
NGLs or logarithms of R, where advances have been motivated by jet substruc-
ture, here we emphasize several areas where ideas from jet substructure can play
an important role in the QCD community more broadly. We highlight the use
of jet substructure observables to formulate infrared subtractions for fixed-order
calculations, as well as the use of jet substructure observables to improve parton
shower modeling. We hope that there will be significantly more such examples
in the future.
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Infrared Subtractions for Fixed Order Calculations
As emphasized in Sec. 2.1, the behavior of jet substructure observables is
intimately related to the infrared and collinear limits of QCD. The design of
jet substructure observables for different purposes is therefore equivalent to
understanding how applying physical measurements can control, or modify this
infrared structure. This topic is of general interest to the QCD community
more generally, particularly as better theoretical control over the observables is
achieved.
To obtain a reliable description of more differential kinematic distributions,
including those relevant for jet substructure, as well as to match the experimen-
tal precision of LHC measurements, calculations are often required at NNLO
in perturbative QCD. This represents the current state of the art for predic-
tions involving jets in the final state, and has been achieved only for a few key
processes, namely W/Z/H+ jet [463, 464, 465, 466, 86, 467], tt¯ [468], and in-
clusive single jet production [469, 470], as well as the all gluon channel for dijet
production [469].
As discussed in this review, higher order calculations in QCD have infrared
singularities which cancel between real and virtual contributions for an IRC safe
observable. While this cancellation is guaranteed, it is difficult to isolate and
analytically cancel these singularities. At NLO this is well understood and im-
plemented for generic processes [471, 88, 89, 472, 473]. At NNLO the structure
of singularities is significantly more complicated. Extending the NLO tech-
niques, several working schemes have proven successful with colored particles in
the final state [474, 475, 476, 477].
Recently a general subtraction scheme based on the N -jettiness observable
[226], familiar from jet substructure, was proposed [464, 463, 478]. It uses a
physical observable, namely N -jettiness, to isolate and control infrared diver-
gences, in much the same way that the N -subjettiness observable is used in jet
substructure, namely to isolate N -jet configurations from N − 1-jet configura-
tions. N -jettiness subtractions have been applied to W/Z/H/γ+ jet [464, 463,
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Figure 3: Unfolded distribution from background-subtracted data of the angular separation between the muon and
the closest jet in the signal region along with several predictions from theory calculations. The lower panels show
the ratio of the theory predictions to the unfolded data. The error bars in the upper panel and the grey shaded
error bands in the lower ratio panels are the sum of the statistical and systematic uncertainties in the measurement.
The shaded error band on the ALPGEN+PYTHIA6 calculation is statistical uncertainty, the band on the PYTHIA8
calculation is statistical and PDF uncertainties and those on the SHERPA+OpenLoops and the W +   1 jet Njetti
NNLO calculations are scale uncertainties.
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Figure 24: A plot of the ∆R between a muon and the closest jet in pp → W+jets events
compared with an NNLO calculation using the N -jettiness subtraction scheme. Adapted
from Ref. [490].
465, 479, 480] and inclusive photon production [481] at NNLO. They have been
implemented in MCFM8 for color-singlet production [482, 483, 80, 484], and
also applied to single-inclusive jet production in ep collisions [485].
This scheme has the advantage that is is related to the singular behavior of
IRC safe observables, which can be understood using the techniques discussed
in Sec. 2.1. Furthermore, power corrections can be analytically computed to
improve the performance of the technique. This has been demonstrated for color
singlet processes both in direct QCD [486], and in SCET [487] using subleading
power operator bases [488, 489].
Implemented as a global subtraction, this technique has been applied to
calculat W/Z/H + jet distributions at NNLO [464, 463, 465, 479], and im-
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plemented in MCFM for color-singlet production [482, 483, 80]. It has also
been applied to single-inclusive jet production in ep collisions [485]. Fig. 24
shows an application of a higher-order perturbative QCD calculation using the
N -jettiness subtraction technique to jet substructure [490]. Here, the measure-
ment of the angle between the muon from a decaying W boson to the closest
jet is compared to several predictions. Excellent agreement is observed with
the NNLO prediction, though no uncertainties are reported. Improved subtrac-
tion schemes involving jets in the final state will advance the precision of jet
substructure calculations at the LHC. With more comparisons to hadronic jet
substructure measurements, this opens up a new precision regime.
The N -jettiness subtraction scheme represents an interesting application of
ideas from jet substructure to perturbative QCD calculations. It would be of
significant interest to understand whether other jet substructure observables
can be used to develop further improved subtractions. This is an active area of
research to which there is interest from a variety of different communities.
Improving Parton Shower Modeling
The wealth of jet substructure measurements, calculations, and observables
will also have an important impact on improving parton shower generators. The
jet substructure observables highlighted in this review probe the physics of a jet
in interesting and new ways. This in turn provides a stringent test of both the
perturbative and non-perturbative aspects of parton shower generators. While
parton showers have been tuned to event shape observables at LEP, this provides
limited access to gluon jets, or initial state radiation. Furthermore, the wide
variety of new observables designed for jet substructure exhibit different sensi-
tivities to perturbative and non-perturbative effects, which provides a handle
when tuning generators. For a recent application of using newly developed jet
substructure observables to tune parton showers using LEP data, see Ref. [491].
While we have emphasized throughout this review how techniques, such as
jet grooming, can be used to minimize sensitivity to non-perturbative or soft
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Figure 25: A comparison of the distribution of the angularity τ (0.5) as measured on gluon
jets in e+e− → gg events for a variety of parton showers. A significant spread is observed,
sandwiched by the Pythia and Herwig++ results. Adapted from Ref. [492].
physics, it is precisely these contributions which are the least well modeled. The
measurement of a wide range of observables both with and without grooming
will be essential, not only for understanding the behavior of these techniques,
but also for a comprehensive parton shower tuning program based on jet sub-
structure measurements. Precise measurements of both one- and two-prong
observables, before and after grooming, will provide a variety of handles to iso-
late physics effects and tune event simulation generators. This will in turn feed
into reduced uncertainties in the modeling of QCD jets at the LHC.
As an important example, we highlight quark vs. gluon discrimination, and
in particular the modeling of gluon jets. The difference between quark and gluon
70
jets is non-parametric, being largely driven by their different color charges. For
detailed studies of a variety of observables for quark vs. gluon discrimination
see Refs. [493, 274, 275, 202, 212, 492, 230, 494]. Observables sensitive to the
difference between quark and gluon jets often receive large non-perturbative
contributions, so that an accurate modeling of these non-perturbative effects is
important. However, particularly for gluon jets, there is a significant discrepancy
between different implementations of the parton shower. An example of this is
shown in Fig. 25, which shows the distribution of the angularity τ (0.5) measured
on gluon jets simulated in e+e− → H → gg events from a variety of different
parton showers. We note that such differences between parton showers are
not restricted to angularities measured on gluon jets, and was also illustrated
in the efficiency of the D
(α)
2 observable as predicted by Herwig and Pythia, as
shown in Fig. 8. The direct tuning to observables measured on gluon jets should
allow for an improved modeling of gluon jets. The ability to perform reliable
quark vs. gluon discrimination will have important implications for a variety of
measurements and searches at the LHC (see for example Ref. [495]), and should
be a goal of the jet substructure theory community.
We also emphasize that there has been significant recent work on improv-
ing the perturbative description of the parton shower, including a recent im-
plementation of a 2 → 4 NNLL shower [170], and triple collinear splitting
functions [172, 171]. As the perturbative accuracy improves this will place
tighter constraints on perturbative parameters, reducing the flexibility in par-
ton shower tuning. Observables with different sensitivities to perturbative and
non-perturbative physics, and an interplay with analytic resummation, will also
be essential for this goal.
2.4.3. Open Data
All of the LHC experiments have released data or full detector simulations
in some form for educational purposes. Recently, CMS took this a step further
by publishing research grade data and simulation from the
√
s = 7 TeV physics
runs in 2010 and 2011 and at
√
s = 8 TeV in 2012. The CMS Open Data format
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contains the full information of the particle-flow candidates, including jet energy
correction factors and jet quality criteria information. These data represent a
potentially interesting opportunity for jet substructure studies.
The first analysis performed with the CMS Open Data studied jet substruc-
ture variables and compared them to Monte Carlo generator predictions as well
as to analytic jet substructure calculations performed to leading-logarithmic ac-
curacy [496, 497]. In Fig. 26 we show a comparison of the zg distribution from
the on Open Data, with an analytic calculation. The zg observable was specif-
ically chosen for this analysis due to its robustness. The original data release
was without accompanying detector simulations so this first analysis compared
detector-level data directly to particle-level MC predictions. Without correct-
ing for detector effects and without systematic uncertainties, these comparisons
must be interpreted carefully.
An important aspect of the discussions surrounding these data is the extent
to which calibrations and systematic uncertainties should be provided as well as
the amount of simulation to provide alongside the data. There is currently no
consensus in the field for how recent data should be treated, but there is general
agreement that it would be ideal to perform legacy analyses on data (long) after
the experiments have ended. This will always be fundamentally limited by the
experimental expertise of the practitioners at the time of data taking, but HEP
datasets are expensive and are often unique. Certainly this will be an important
topic for many years to come and it seems likely that studies related to jets will
continue to push the community in this area.
2.4.4. Recommendations and Summary
We conclude this section by emphasizing several important directions where
we believe that progress is needed, and summarizing several wish lists. While
precision wishlists, for example, Ref. [498], are common, they have been primar-
ily in the context of fixed order calculations, where the desires of the community
are fairly well defined. We believe that the field of jet substructure is now suf-
ficiently mature that several well-defined goals can be proposed on the theory
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Figure 26: Linear distribution of the zg variable in CMS Open Data compared to three
MC predictions and the analytic calculation at leading-logarithmic accuracy. Taken from
Ref. [496, 497].
side, and we therefore hope that this can serve as a reference to members of
different communities. Since jet substructure calculations rely on developments
from the fixed order and resummation communities, we discuss important the-
ory developments that would be highly desirable in both areas. We also hope
that there will be significant improvement in jet substructure observables them-
selves, and we discuss important features in the design of future observables
going beyond simply performance. Finally, we conclude with a list of data-
theory comparisons which we believe would further illuminate the theoretical
and experimental underpinnings of the field of jet substructure.
Resummation
As discussed in Sec. 2.1, due to the hierarchies of scales present in the re-
gions of phase space probed by jet substructure observables an important aspect
of the calculation of such observables is the resummation of large logarithms.
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Here we highlight several areas where we believe that progress can be made.
We separate the discussion into two sections, namely the calculation of higher
order anomalous dimensions for linear renormalization group equations, and the
understanding of higher order corrections to non-linear evolution equations.
Observables which identify a fixed number of subjets are typically described
by functions which obey linear renormalization group equations, such as given
in Eq. (8). Examples of relevance for jet substructure discussed in this review
are the jet mass and groomed jet mass, as well as two-prong observables such
as D
(α)
2 . The structure of linear renormalization group equations is well un-
derstood, and increased perturbative accuracy can be obtained by computing
the required anomalous dimensions to higher orders. Since this is a well-defined
problem, here we simply list some observables for which higher order resumma-
tion is achievable, and would play an important role in improving the precision of
jet substructure calculations. We believe that a realistic goal would be groomed
masses at NNNLL, ungroomed mass in pp→W/Z/H + jet at NNLL, and two-
prong groomed observables, such as D
(α)
2 , at NNLL. This will provide a solid
foundation of theoretical calculations for a variety of different observables at a
precision which can be reliably compared with experimental data.
Another class of observables, which are becoming more prevalent in the
study of jet substructure, are those whose description involves non-linear evolu-
tion equations. A well-known example highlighted in this review are observables
involving non-global logarithms, which can be resummed by the non-linear BMS
evolution equation of Eq. (26). Other examples of observables relevant for jet
substructure which obey non-linear evolution equations are logarithms of the jet
radius [390, 392], as well as jet charge, or track based observables [278, 282, 283].
For such observables the structure of the evolution equation itself can change
at higher perturbative orders, greatly increasing the complexity of the problem.
Due to the importance of these observables for jet substructure it will be essen-
tial to understand the structure of the evolution equations beyond the leading
order to ensure that these effects are under theoretical control. From a theory
perspective it would also be interesting to have a more comprehensive theory of
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such observables, as presumably they will become more prevalent in the study of
increasingly differential observables in jet substructure. For the particular case
of NGLs, higher-order corrections have been considered in Ref. [373], although
their numerical impact has not been assessed.
Fixed Order
Underlying the calculation of all jet observables at the LHC are perturba-
tive scattering amplitudes. While the calculation of scattering amplitudes is
a mature field, amplitudes involving many legs, and their corresponding cross
sections, are difficult to calculate. Due to the rapid maturation of the field of jet
substructure, we are now confronting issues with the availability of fixed-order
amplitudes, and the next level of precision will require the next generation of
perturbative calculations. Since these calculations are already on the horizon
for the fixed order community the goal of this section will be to describe how
advances in the calculation of fixed order amplitudes will have an impact on
the field of jet substructure. We highlight two examples, namely improving the
description of the internal substructure of jets, and improving the description of
hard processes for which jet substructure techniques are of particular relevance.
As discussed in Sec. 2.1 precision calculations of jet substructure observables
at the LHC are difficult due to the fact that high multiplicity amplitudes are
required. Indeed, substructure observables of interest require at least a single
emission within a jet to be non-zero. While all 2→ 2 NNLO amplitudes in QCD
have been known for a number of years [499, 500, 501, 502, 503, 504], NNLO
predictions for single inclusive jet production [469, 470] and dijet production
[469] are just becoming available. To achieve NNLO precision for the jet mass
will require 2→ 3 amplitudes at NNLO. While there has been significant recent
progress in the computation of such amplitudes [109, 110, 111, 112, 113, 114,
115, 116, 117, 118], as well as in the development of subtraction techniques for
computing the cross section, which were briefly discussed in this review, there
is still significant progress to be made. The completion of the calculation of
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such amplitudes will be required to truly push jet substructure to the precision
regime. It is important to emphasize that even after grooming has been applied
such amplitudes are still required to perform matching for an observable such
as the jet mass. Nevertheless, it is important to ensure that all aspects of the
calculations specific to jet substructure, such as the resummation, are theoret-
ically well understood so that higher loop amplitudes can be incorporated as
they become available.
One of the original uses of jet substructure at the LHC was to discover the
Higgs in the hadronic decay channel H → b¯b [42]. With the increase in data,
the shift will be to the precision measurement of differential spectra of highly
boosted Higgs bosons. Accurate theory predictions in this region of phase space
will require the full NNLO amplitudes with massive quark dependence, since
the loop coupling to the Higgs is resolved and the standard effective theory ap-
proach is no longer applicable. This in turn offers a powerful channel to probe
any beyond the Standard Model contributions to Higgs production. The two-
loop master integrals with full quark mass dependence were recently completed
for this process [505]. Combined with recently developed NNLO subtraction
techniques, this should allow for the precision study of boosted hadronically
decaying Higgs bosons at the LHC.
Observable Definitions
One of the cornerstones of the field of jet substructure has been new ob-
servables. To continue to progress the field it will be essential to continue to
develop new observables which probe jets in novel ways. Since the field of jet
substructure is now more mature we have a more sophisticated set of criteria
by which to judge observables, beyond simply their tagging performance.
For jet substructure taggers, for which the baseline performance is already
quite high, it will be important to push for simplicity and robustness of the
observables used in experiment. Since it is difficult to anticipate progress in the
design of tagging observables we will instead highlight several features which
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Figure 27: A comparison of the impact of non-perturbative corrections as a function of the
signal significance for a variety of different variants of τ2,1. Taken from Ref. [238].
should be taken into account when designing future taggers:
• Stability: For identifying mass peaks it has recently been emphasized
that the stability of the tagging observable as a function of mJ and pTJ
is important [506]. Dependence on mJ and pTJ can be eliminated using
the DDT or CSS approaches [506, 507], or directly built into to observ-
ables, such as for the N2 observable [230], and should be an important
consideration when designing future observables.
• Minimal Sensitivity to Non-Perturbative Effects: Observables which
probe structures within jets are also typically sensitive to non-perturbative
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effects. These appear as uncertainties in parton shower modeling or an-
alytic calculations. A promising approach is to study the behavior of
observables in a “performance–non-perturbative sensitivity plane” [238],
although more studies are required to have an understanding of a reason-
able “metric” in this space for comparing observables. An example from
Ref. [238] is shown in Fig. 27, which motivated the introduction of the
dichroic τ
(α)
2,1 ratio observable.
• Theoretical Simplicity: While theoretical simplicity is harder to define,
ideally newly proposed observables will be designed in such a way so as
to facilitate theoretical calculations. This includes, for example, simplify-
ing phase space restrictions for automation of fixed order calculations, or
ideally, enabling the derivation of factorization theorems.
Beyond this, another direction which requires study from the theory side is in the
analytic understanding of correlations between observables, which will allow one
to go beyond the single variable paradigm in a theoretically-controlled manner.
Ideally this will enable the construction of a set of tagging observables which
are both powerful and robust experimentally, and theoretically well understood.
As the amount of data at the LHC increases and experimental precision
improves, it will be possible to use techniques from jet substructure to study
increasingly differential distributions in increasingly extreme regions of phase
space. This will enable detailed probes of the gauge theories underlying the
Standard Model. Some examples already highlighted in this review include the
soft-dropped splitting fraction zg shown in Fig. 14, and the angle between a
muon and the closest jet shown in Fig. 24. Other examples, such as the jet
pull [508], which measures aspects of the color flow within an event, have al-
ready been measured in experiment [509? ], but await theory calculations. As a
further example highlighting a measurement of an increasingly subtle aspect of
gauge theories, Ref. [510] showed how tools from jet substructure, namely top
tagging and soft drop grooming, can be used to observe the dead cone effect at
the LHC. The dead cone effect is a universal effect in gauge theories in vacuum,
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FIG. 8. Realistic distributions for Θ2S = sign(X)(X
2 + Y 2) in 13 TeV LHC collisions, for the (left column) S-enriched and
(right column) B-enriched samples. Here, a cut of Θb > 1.0 has been applied; see Fig. 10 for distributions without this cut.
(Top row) Turning ME corrections off and on in Pythia. Restricting one’s attention to Θ2S ∈ [0, 1] for the S-enriched sample,
one sees qualitatively the same dead cone physics as in Fig. 3a. ME corrections have a negligible impact for the B-enriched
sample. (Bottom row) Comparing the PS generators to LO fixed-order calculations. While each generator shows some evidence
for a dead cone suppression, the quantitative behavior is noticeably different.
V. ESTIMATED LHC SENSITIVITY
Because the top dead cone in Fig. 8a is still rather
subtle, large data samples will be necessary to find con-
clusive evidence for this effect. For an integrated lumi-
nosity L and signal efficiency ϵtotal, the expected number
of events N contributing to the S-enriched sample can
be expressed as
N = LK σLO(pp→ tt¯, pt,t¯T > 500 GeV)
× B(tt¯→ thadtlep) ϵtotal. (14)
Here, σ(pp→ tt¯, pt,t¯T > 500 GeV) = 1.4 pb is the boosted
top cross section at LO, K = 1.65 is the ratio of the in-
clusive 13 TeV pp→ tt¯ cross sections at NNLO [42] com-
pared to LO, and B(tt¯→ thadtlep) = 0.30 is the fraction
of top-quark pairs featuring a single-lepton final state.
The total signal efficiency can be expressed as
ϵtotal ≡ ϵfid ϵtop ϵSD ϵb ϵΘb ϵS . (15)
Using Pythia, we estimate the efficiency of the fidu-
cial cuts (pjT > 300 GeV, p
t
T > 500 GeV, |ηj,t,ℓ| < 2.5,
pmissT > 50 GeV, and p
ℓ
T > 50 GeV) as ϵfid = 45%.
We assume hadronic-top-tagging [37] and b-tagging ef-
ficiencies [43] of ϵtop = ϵb = 50%.
7 From the same
Pythia sample, we estimate that the soft drop tagging
efficiency is ϵSD = 55%, which includes the p
b
T > 50 GeV,
pgT > 25 GeV, and p
g
T /p
t
T > 0.05 requirements. The ef-
ficiency for the cut Θb > 1.0 is ϵΘb = 30%, and the
7 The corresponding mistag rates from these CMS studies are
ϵmistop = 5% and ϵ
mis
b = 1%.
Figure 28: A simulation of the distribution of Θ2s = sgn(X)(X
2 + Y 2), where X,Y are the
coordinates of radiation relative to top quark, as described in the text. The dead cone effect,
which causes a suppression for
∣∣Θ2s∣∣ < 1 is clearly visible. Taken from Ref. [510].
which causes radiation from a particle of mass m and energy E to be suppressed
in vacuum within an angle θ . m/E ≡ θD [511, 512]. This effect is absent in
the presence of a medium, where the dead cone is filled [421]. Fig. 28 shows
the expected distribution of radiation around the top quark obtained in Pythia
after selection criteria, clearly showing the dead cone effect. To describe the
distribution of radiation we have defined the vector relative to the top quark
using Θ ≡ θ/θD, and X = Θ cosφ, Y = Θ sinφ, so that the top quark direction
of flight is (X,Y ) = (0, 0), and Θ2s = sgn(X)(X
2 + Y 2). The dead cone peak
then occurs at Θ2 ' 1, and radiation is suppressed below this value. We hope
that a number of other features of gauge theories can be elucidated at the LHC
using techniques from jet substructure.
Goals for Data-Theory Comparison
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We conclude this section of the review with a list of several observables
for which we think precision data-theory comparisons would be particularly
useful, and will be possible in the timescale of a few years. Because of this
emphasis on precision data-theory comparison we focus on observables for which
the theoretical ingredients exist, or are understood, which therefore limits the
scope of the list. We do not include, for example, heavy ion measurements,
although we expect significant theory and experimental progress in this area.
We highlight here the jet mass and other one-prong observables, two-prong
observables, track-based observables, fragmentation, and the groomed top mass.
We discuss in some detail the processes for which data-theory comparison will be
simplest, as well as some of the physics goals of these particular measurements.
• Jet mass measurements: The jet mass is a benchmark observable in
jet substructure. Measurements of both the groomed and ungroomed jet
mass are therefore central as a test of theoretical methods, as well as a
probe of grooming procedures. For achieving data-theory comparison, the
simplest process in which to measure the jet mass is pp→ jet+L, where L
is a color singlet, namely W/Z/H/γ. The restriction to the case of a jet re-
coiling against a color singlet greatly simplifies the theoretical description,
while maintaining the relevant physics, namely non-trivial color flow and
initial and final state partonic channels. It has therefore been the focus
of most theoretical studies [329, 331, 393, 75, 76]. We wish to emphasize
the importance of performing measurements with different sensitivities to
soft radiation; (ideally both groomed and ungroomed measurement). This
is important both for testing analytic resummation, as well as for tuning
parton shower generators, and will allow for a detailed study of color flow,
hadronization, and the underlying event. Since measurements without
grooming are difficult due to the presence of pileup, it may be more fea-
sible to perform measurements with different grooming parameters, or on
tracks, as discussed later in this section. More thought is required on
how information about soft radiation can be extracted in a manner that
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is useful for theoretical comparisons. For measurements of the groomed
jet mass, using mMDT or soft drop are strongly theoretically preferred to
other groomers because they remove NGLs and enable the most precise
calculations.
The extension to pp→ dijets will also be interesting, although more theo-
retical work is required due to the more complicated color structure. The
renormalization group evolution has been worked out in Refs. [513, 514,
515], and studied in Ref. [213].
• “Big Five” of Quark vs. Gluon Discrimination:
Generalizing from the jet mass, an important set of measurements for
improving our understanding of the radiation patterns of single prong
jets, which have applications to quark vs. gluon discrimination, are the
“big five”, namely multiplicity, pTD, the Les Houches Angularity (LHA),
width, and mass (see [492] for detailed definitions). These observables
each probe different aspects of soft and collinear physics, as well as non-
perturbative fragmentation, and their combined measurement will allow a
significant improvement in the parton shower description of jet radiation
patterns. As with the case of mass, it will be essential to measure these
with and without grooming (or with grooming parameters varied), and
in events with different color flow, namely for W/Z/H/γ+jet and dijet
processes.
• Two-Prong Observables: With more theoretical studies of two-prong
observables, it is well-motivated to measure those observables that can
be directly compared to calculations. Again we recommend the process
pp→ jet +L for data-theory comparison. The energy correlation function
ratio observable D
(2)
2 and the N -subjettiness ratio τ
(2)
2,1 are the most theo-
retically studied, and so should be the first measured. We emphasize the
angular exponent of α = 2 for both observables, since with this value they
are more closely related to the jet mass which greatly simplifies theory
calculations. Existing measurements of these observables use the angular
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exponent α = 1 since this value has performed optimally in tagging stud-
ies, which makes quantitative comparison with theory difficult, at least at
the current stage.
As with the jet mass, both ungroomed and groomed measurements would
provide insight for parton shower tuning. With recent demonstrations
of robustness and first calculations, predictions of groomed two-prong ob-
servables will likely be the focus of the theory community in the forseeable
future. As with the jet mass, the preferred jet groomers are mMDT and
soft drop, for the same reasons. Calculations of two-prong observables
designed to be robust, like the N2 observable of Ref. [230], are also likely
to be completed in the near future.
• Track-Based Mass and Two-Prong Observables: In addition to the
jet mass and two-prong observables, we believe it would be of interest to
measure track versions of these observables, again in pp→ jet + L. From
the theory perspective track based observables are interesting since they
are not IRC safe, and therefore provide a test of our understanding of non-
perturbative physics [278, 282, 283]. For this same reason, they are also
useful for tuning parton showers. Track based observables were measured
at LEP and used for precision tests of QCD [516, 517]. Experimentally,
track based observables are interesting since they make use of the excellent
angular resolution of the tracker allowing for more precise measurements,
and are often less sensitive to pile up. They may therefore play an impor-
tant role at future colliders, or the high luminosity LHC, and have been
used in a variety of studies of boosted object tagging [518, 519, 520, 521]
in such regimes. We therefore believe that it is important to ensure that
they are under good theoretical and experimental control.
• Fragmentation Functions: The non-perturbative fragmentation of QCD
partons into hadrons represents the fundamental barrier to any precision
jet substructure analysis. Ultimately, universal non-perturbative param-
eters that describe fragmentation are extracted from data [522, 523, 524,
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133], and then can be used to describe a broad range of jet processes. For
progress into the future, more of these extractions must be performed,
with a broad range of precision data. Understanding fragmentation in
more detail can shed light on open problems in QCD, like understanding
the medium in heavy ion collisions, discrimination of quark versus gluon
jets, the J/ψ production mechanism, and others. These are fundamental
issues that are currently being probed at all four of the major LHC ex-
periments (ATLAS, CMS, ALICE, and LHCb) and other colliders like the
Relativisitic Heavy Ion Collider (RHIC) at Brookhaven.
• Groomed Top Mass: As discussed in Sec. 2.4, a precision measurement
of the top mass using groomed observables is an interesting future goal
for the jet substructure program. Experimentally, a precision measure-
ment of the top quark mass using a new technique at a hadron collider
is an important goal. Theoretically, such a measurement probes both the
physics of the top quark and the dynamics of the jet, and most interest-
ingly, the interplay between the two. In this case, more study is needed
both to identify the optimal choice of grooming parameters, as well as to
understand the effects of a top tagger on the mass distribution.
We hope that these goals motivate both the theory and experimental com-
munities, and we believe they will provide considerable insight into the physics
relevant for a wide array of measurements using jet substructure.
3. Machine Learning
The previous section focused on the development of an analytic, first-principles
understanding of jet substructure. This QCD-driven approach has resulted in
many new techniques for measurements and searches as well as insights into the
fundamental structure of the strong force. While we must continue this line of
research, there is now a new set of tools for a complimentary line of research.
Machine learning (ML) tools allow for a data-driven approach to optimize jet
substructure analyses and to uncover new patterns in nature. Jet substructure
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practitioners have been leading the adaptation of deep learning in high energy
physics, especially using low-level (high-dimensional) inputs, and establishing
connections between data-driven and theory-driven approaches to physics anal-
ysis at the LHC and beyond.
Machine learning is a generic term to describe procedures for identifying and
classifying structure within a dataset. As such, most analysis techniques can
be described as a form of machine learning. However, there is a deeper connec-
tion between machine learning and jet physics: the fundamental object of study
only exists in the context of machine learning. A jet is defined by a clustering
algorithm, which is an example of an unsupervised machine learning technique.
Unlike the output of most clustering procedures, jets have a physical meaning
- see Sec. 2. Even though there is an extensive machine learning literature on
clustering techniques, the most commonly used jet algorithms were established
within the high energy physics community1. This is because the physical mean-
ing of a jet is valid only if the defining algorithm satisfies particular properties
such as infrared and collinear safety. Connecting physical meaning with machine
learning algorithms is an important theme for the rest of this section.
The complement to clustering is supervised learning, which includes nearly
all forms of jet tagging (“classification”). High energy physics is a unique set-
ting for supervised learning because it is possible to generate large high fidelity
simulation (and to a limited extent, real collision) datasets that have a known
type or origin (“labeled”). This review implicitly and explicitly describes a
plethora of jet substructure observables (“features”) that are useful for sepa-
rating jets initiated by different partons or particles. The optimal tagger is
one that uses the likelihood ratio based on the full radiation pattern within the
jet [526]. In practice, training datasets are not large enough, computers are not
fast enough, and simulations are not reliable enough to use the full likelihood
directly. Instead, there are many powerful techniques to approximate the full
1There are attempts to bridge these communities - e.g. Ref. [525] adapts a classical clus-
tering algorithm to jet finding.
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likelihood given a limited number of labeled examples. These include (boosted)
decision trees (BDTs), random forests, and neural networks (NNs). There is a
long history of using these techniques trained on a relatively small number of
one-dimensional projections of the full radiation pattern such as the jet mass
and the number of subjets. However, recent advances in machine learning have
led to the “deep learning revolution” in which it has become relatively fast and
reliable to train NNs with many layers and an increasingly complex set of archi-
tectures. With these networks, it is possible to build classifiers trained directly
on all of the available information contained in the jet radiation pattern. The
field of deep neural networks (DNNs) is rapidly expanding, but Ref. [18, 19, 20]
are rather comprehensive general introductions/reviews.
While BDTs2 are still the most common form of ML in high energy physics,
DNNs are gaining in popularity due to their flexibility. A NN is a composition
of linear operations with non-linear activation functions:
NN(x|w, b) = f(wx+ b), (31)
where x ∈ Rn is the input data, w ∈ Rn×n is a weight matrix and b ∈ R is called
the bias. The non-linear functions f can take many forms such as a sigmoid or
hyperbolic tangent. The rectified linear unit (ReLU), f(x) = max{0, x}, is the
most popular non-linear function because it is non-linear enough [529, 530, 531,
532] but the gradient of the composition of many ReLUs does not disappear as
fast the analogous composition of sigmoids. While the weights w and biases b
are typically optimized using gradient-based methods such as stochastic gradient
decent, the functions f are chosen ahead of time and typically varied as part of a
hyper-parameter scan. Equation 31 can be extended to have many dimensional
2BDTs through TMVA have been used extensively in HEP, but there have been extensive
recent innovation as well. See for instance XGBoost [527], which is now broadly used by the
ML community. In fact, this technique was developed as part of a Kaggle challenge designed
to improve the Higgs boson search [528]. Neural networks will be the focus of the rest of this
section due to their scalability to large number of input and output dimensions, but BDTs
will continue to play an important role in HEP and jet physics in particular.
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2Figure 29: A schematic picture of a deep neural network architecture.
outputs with a w, b pair per dimension and can be iterated to form a deep neural
network. A schematic diagram of such a network is shown in Fig. 29. Each line
represents a function like Eq. 31 and there are three inputs, two hidden layers
with 5 nodes each, and one output.
In addition to providing a set of powerful tools, the bridging of DNNs and
jet substructure has introduced a new mindset for approaching jet analysis. In
particular, approaching a problem with ML in mind requires an explicit notion
of optimality. Much of the observable development in Sec. 2 focused on heuristic
notions of optimality, where parametrically separated regions of phase space are
combined to form analytically-tractable observables. In an ML approach, the
notion of optimality is encoded in a loss function. For jet tagging with two types
of jets (“binary classification”), the goal of ML is to make the output of the NN
as close as possible to 0 for one class (often a background process) and 1 for the
other class (often a signal process). Optimality of this procedure is quantified
by what close means. The most common loss function is binary cross-entropy,
L(x, y) = −y log(x) + (1− y) log(1− x), where x is the estimate and y ∈ {0, 1}
is the true label.
Discriminating between two classes of jets is not the only application of
DNNs. One of the benefits of using neural networks for ML is that it is straight-
forward to have multiple outputs. While the most common application of NNs
in high energy physics use binary classification with a single output between
0 (more background-like) and 1 (more signal-like), one can have multi-class
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Figure 30: A schematic illustration of the connection between NN applications for classifi-
cation, regression, and generation. Specific examples for jet physics are provided in later
sections.
classification with one output per class. Individual binary classifiers can be
created using ratios of outputs. Classification networks are trained by min-
imizing the distance between the NN output and a integral encoding of the
classes. Beyond classification, NNs can also be used for regression when there
are arbitrarily many categories. In a regression task, the goal is to predict a
(multi-dimensional) continuous output from a set of inputs. The most common
loss function for regression is the mean squared error loss, L(x, y) = (x − y)2.
Yet another application of DNNs beyond classification is generation. A genera-
tor (like a Parton Shower Monte Carlo program) is a map from random numbers
(noise) to structured data. One can learn this map as a NN and so a generative
NN is a regression model that learns to map random numbers to structure (by
approximating the Jacobian). Figure 30 schematically shows the connection
between classification, regression, and generation.
This section is organized as follows. We begin with a discussion of how to
represent and preprocess jets as input to NNs in Sec. 3.1. Then, applications for
classification, regression, and generation are described in Sec. 3.2, 3.3, and 3.4,
respectively. Before closing, Sec. 3.5 discusses new proposals to use ML and jet
substructure to find new, unexpected structures in nature (anomaly detection).
The section ends with an outlook to the future in Sec. 3.6.
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3.1. Jet Representations and Preprocessing
3.1.1. Images, Sequences, and Sets
The first step in any machine learning problem is to decide how to represent
the data. Jets have a rich structure and there is no unique way for encod-
ing information about the radiation pattern into a particular data structure.
The earliest uses of machine learning for jet substructure used a set of one-
dimensional physically-motivated observables - see Ref. [274] for an example of
this in the context of quark-versus-gluon jet tagging. The downside of such an
approach is that there is no guarantee that all of the available information is
available to the NN. The first applications of DNNs using all of the available
information [533, 534, 535] represented jets as images3 [537]. A jet image is a
pixelated grayscale image, where the pixel intensity represents the energy (or
transverse momentum) of all particles that deposited energy in a particular lo-
cation. Grayscale images were expanded to include additional layers (‘colors’)
to encode more information such as charge-energy versus neutral-energy [494].
The natural machine learning tool for analyzing images is the convolution neu-
ral network (CNN). Unlike the generic dense network shown in Fig. 29, a CNN
has weight sharing so that the number of trainable parameters is much smaller.
For an n× n image, a filter of size m×m, m n is constructed and convolved
across the input image to form hidden layer features. Since m is small compared
to n, the number of parameters that need to be optimized can be small and does
not necessarily scale with n. These networks also have the benefit that they are
translationally invariant, though this is not necessarily useful for jet images that
have been preprocessed (more on that below). A CNN has a maximal amount
of weight sharing (same filter applied to the entire image) - there have also been
proposals to do classification with a smaller amount of weight sharing [538] in
which the image is first broken into pieces and then a CNN is used on each piece.
While most jets-as-images applications have used standard η − φ coordinates
3Jet images were actually first used in the early 90’s in Ref. [536], but machine learning
techniques were not applied to jets-as-images until the LHC-era.
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to construct the images, Ref. [539] described an innovative alternative scheme
where the jet clustering history is used to build an image that mimics the QCD
splitting function. As such, background jets tend to be uniformly distributed
and signal jets have a non-trivial structure.
Jets constructed with a calorimeter are naturally represented as images due
to the finite cell granularity; however, images may not be the most efficient
representation when finer granularity is available. Machine learning techniques
applied to individual particles may loose relevant information if the particles are
first pixelated. A useful method for representing jet substructure in this case
is to consider the constituents as a sequence. Natural language processing has
developed powerful tools for analyzing sequences (like sentences), which can be
adapted for jet tagging. The analog to the CNN for sequences is the recurrent
neural network (RNN). Like the CNN, RNN’s exploit the structure of the input
to use weight sharing for a reduced number of trainable parameters. The set of
particles inside the jet are ordered (often by the jet pT , but there is no unique
choice) and then processed one at a time by the NN. Each time an input is
given to the NN, it combines the input with an internal state. This process
can be repeated any number of times and the final internal state can be used
for classification or any other task. RNNs were first applied to jet substructure
in the context of flavor tagging [540, 541], where charged-particle tracks and
displaced vertices are used to identify long-lived b-hadrons inside b-quark jets.
A natural extension of jets-as-sequences is to represent jets as binary trees. As
jets are constructed from 2 → 1 clustering algorithms, the clustering history is
a binary tree and can be used as input to a neural network. Recurrent neural
networks are the natural choice for operating on trees, where the neural network
now takes multiple inputs to add to the internal state. The first application of
recurrent NNs to jet physics was in the context of boosted boson tagging [542]
and has also been applied to quark-versus-gluon tagging [543]. A similar recur-
rent structure is part of the JUNIPR model [544] that will be described more
in Sec. 3.4. One last generalization of sequences and trees is to consider a jet
as a generic graph, which is a set of nodes and edges. An adjacency matrix
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represents the connection strength between the various nodes of the graph and
the natural NN structure is the graph convolutional neural network. One of the
standard jet clustering algorithms can be used to derive an adjacency matrix,
but more exotic options are also possible. The first application of graph net-
works to jet physics was in the context of boosted boson tagging [545] and has
since been studied for pileup mitigation as well [546].
One downside of both the image and sequence/tree/graph approaches is
that a spatial or temporal structure has to be imposed on the jet constituents.
Due to quantum mechanics, there is no unique ordering or history that can be
associated with the final state hadrons inside a jet and so the most ‘natural’
representation of a jet is simply as an unordered set of 4-vectors. The earliest
applications of jets-as-sets still imposed an order (and truncated the size) [547]
as methods for variable-length unordered sets were not yet available. Since that
time, there have been advances in machine learning on point clouds (unordered
variable-length sets) which have been applied to jet substructure [548, 549]. Like
CNNs and recurrent/recursive/graph networks, techniques like deep sets [550]
applied to point clouds exploit weight sharing to reduce the number of tun-
able parameters. These algorithms can naturally encode additional information
about particles beyond their kinematic properties, leading to ‘Particleflow Net-
works’ and ‘ParticleNet with PID’.
While adapting tools from the machine learning community to fit new data
structures has been a fruitful program, there is another possibility that has
been pursued. In particular, there have been a variety of studies to pick a
physics-inspired representation such that the subsequent machine learning is
simplified. One such approach is the energy flow polynomials [231], which are a
basis of functions that provably span IRC-safe jet observables4. As a bonafide
basis, machine learning can proceed by simple linear regression to learn the op-
timal combination of basis functions. Another approach has been to use the N -
4For machine learning methods that have not been engineered to be IRC safe, see Ref. [611]
for a study of the approximate IRC-safety of deep networks-with-images for top tagging.
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Figure 31: A schematic diagram of the ways to represent jets and the natural NN architectures
that go with each representation. The deep sets image is from Ref. [548], the recurrent NN
image is from Ref. [541], the tree image is from Ref. [543], and the graph image is from
Ref. [545].
subjettiness observables τ
(β)
k [228] to ‘span’ m-body phase space for sufficiently
many τ
(β)
k ’s [551]. The authors of Ref. [552, 553] proposed to extract analyt-
ically tractable observables from the τ
(β)
k set by learning product observables
which approximate the full NNs. Another way to automate physically-inspired
learning was presented with the Lorentz layer [554] and Lorentz boost [555] net-
works, which encode Lorentz invariant feature extraction as the first layers to a
deep network acting directly on four-vectors.
Figure 31 provides an overview of the representations that have been used
to analyze jet substructure in the context of machine learning, along with the
NN architectures used for each representation.
3.1.2. Preprocessing and the Symmetries of Spacetime
The first step to process a full jet’s substructure is to preprocess them into the
proper format based on the machine learning architecture. Preprocessing steps
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such rotating the jet along a pre-defined axis can significantly reduce the amount
of training data required, but such steps can also distort the physical information
contained in the resulting representation. The impact of preprocessing in the
case of images was extensively studied in Ref. [534, 538, 547]. Steps as benign
as centering an image can have important consequences for the information
content of a jet image. For example, translations in η correspond to boosts
along z. If the pixel intensity of an image is the deposited energy, then the
jet image mass will not be the same before and after translating if the pixel
intensities are untouched. For this reason, it is important to use pT instead of
energy for the pixel intensity. Another natural preprocessing step with images is
rotation. The radiation pattern inside a jet is approximately symmetric about
the jet axis in the η and φ plane. Therefore, many analyses using jet images
rotate the jets to remove this symmetry. Jet rotations leave observables like
n-subjettiness invariant, but do not preserve the jet mass. Alternatively, one
could perform a proper rotation that would preserve the mass, but distort n-
subjettiness [538, 547]. As a final example, consider image normalization. In
industrial image processing, it is common to normalize the pixel intensities so
that the sum of the squares of all intensities is unity (L2 norm). The problem
with this normalization is that the L2 norm of a jet image is correlated with the
jet mass so performing the normalization procedure removes information about
the jet mass from the image. This is illustrated in Fig. 32. After applying the
L2 normalization, the jet image mass is significantly distorted, resulting in a
loss of usual information for jet classification.
Similar considerations apply for each representation discussed in the previous
section. Some representations require less preprocessing and therefore are less
susceptible to information loss. The first layers of a neural network can be
thought of as automated preprocessing steps (e.g. conventional convolutional
layers, 1 × 1 convolutional layers [556], or physically-inspired Lorentz layers).
Pushing more of the preprocessing to automated steps of the training is another
strategy for preserving information for later parts of deep networks.
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Figure 32: The probably distribution of the jet (image) mass after various preprocessing steps
for boosted hadronically decaying W bosons. The black distribution is the jet mass prior to
any preprocessing while the red distribution is the result of coarse pixelation. The dashed line
is the mass distribution following an L2-based normalization.
3.1.3. Event-level Classification
While the information inside jets can be an effective tool for identifying a par-
ticular process, the context around the jet can provide additionally useful infor-
mation for increasing classification performance. Various image- [557, 558, 559]
and tree-based [542] approaches have been studied for event-level classification.
In the image case, one has to be cautious about edge effects due to the cylin-
drical geometry, which can be solved by appending the part of the image near
φ = pi to the image at φ = −pi for every convolutional layer [559]. For maximally
exploiting the data and aiding interpretation (see the end of Sec. 3.2), it can be
useful to decompose images into jet representations that then are combined with
other jets and event-level information [559, 542]. Additionally, decomposing the
structure of an image can be useful for calibrating the tagger in data, where
the piece of the network corresponding to an individual jet can be testing in a
control sample with low expected BSM acceptance.
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3.2. Jet Tagging with Machine Learning
3.2.1. Tagging examples
Deep learning has now been applied to jets of every origin: electroweak
bosons, gluons, light quarks, heavy quarks, and even BSM particles [553, 560].
It would not be practical to go through each application; instead, the goal of
this short subsection is to provide references for further reading. Table 3.2.1
provides a table with example applications of deep learning for tagging, sorting
by jet representation and target jet origin.
quark/gluon W/Z H b/c t BSM
Image [494, 561, 562] [534, 535] [559] [563, 564]
Sequences [562] [541]
Tree [543] [542, 544] [564]
Graph [545]
Ordered Set [556, 565] [547, 564] [560]
Point Cloud [548, 549] [548, 549, 564]
Physics-Inspired [231] [551] [553, 552] [554, 564] [553]
Table 2: A table summarizing applications of deep learning for classifying jets. Each row
corresponds to a different method for representing jets while each column stands for the
target jet origin. Only cases with supervised learning are given here - there are more cases for
BSM tagging using semi-supervised and unsupervised approaches in Sec. 3.5.
One of the assumptions of Table 3.2.1 is that the various categories defined
by the column headers are well-defined. For boosted electroweak bosons, the
radiation pattern is formally isolated from the rest of the event. However,
there can be ambiguities related to ‘containment’, i.e. how much of the boson
decay is captured by the jet. Typical containment definitions use unphysical
partons in leading order simulations. This is even more complicated for jets
originating from particles with a net strong force charge - in that case, it is
not formally possible to treat the jet in isolation from its environment (though
in some cases, these effects may be small [566]). For these reasons and more,
there has been a significant effort within the deep-learning-for-jets community
to develop methods that do not rely on labeling schemes.
3.2.2. Learning directly from (unlabeled) data
Even without ambiguities in labeling, learning directly from data is not
possible due to quantum mechanics: a jet’s origin is not knowable on a jet-by-
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jet basis in data. This is in stark contrast to industry and many other physical
and biological sciences where experts can provide high fidelity labels to be used
for machine learning. One innovative possibility is to use machine learning tools
to define the labels [567], where relatively pure regions of phase space are used
as anchor bins to isolate two classes from mixed samples.
With traditional labeling schemes, it is still possible to apply machine learn-
ing to datasets where the per-jet labels are not known. Suppose that there are
two classes of jets A and B and there are two mixed samples M1 and M2 that
are a super-position of A and B: M1 = g1A+ (1− g1)B, M2 = g2A+ (1− g2)B.
When g1 = 1 and g2 = 0, then M1 and M2 are pure samples where every jet
has a known label. Such a setting is known as fully supervised learning. The
usual procedure of supervised learning for classification is as follows:
ffull = argminf ′:Rn→[0,1]
N∑
i=1
`(f ′(xi)− ti), (32)
where n is the dimensionality of the feature space (number of jet attributes used
for training), f is a classifier (could be a neural network), `(·) is the loss func-
tion, N is the number of jets available for training, xi ∈ Rn is the information
available about a single jet, and ti ∈ {0, 1} is the per-jet label. When the sam-
ples M1 and M2 are not pure, than the labels ti are not known and so the usual
procedure summarized in Eq. 3.2.2 is not applicable. One possibility is that the
label proportions g1 and g2 are known. It is often the case that these fractions,
usually set by PDF and hard-scatter matrix elements, are much better known
than the phase space of the full radiation pattern inside jets (the space used for
machine learning). One can modify Eq. for this case to learn on average, in a
procedure called learning from label proportions (LLP) [568]:
fweak = argminf ′:Rn→[0,1]
∑
j
`
(
N∑
i=1
f ′(xi)
N
− gj
)
, (33)
where gj is the fraction of class A in sample j. The new loss function in Eq. 33
acts on batches of events where the fractions g are known. In the limit of
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infinite training statistics and an arbitrarily flexible function f , Eq. 33 converges
to the optimal classifier derived with per-instance labels. In fact, there is a
neighborhood around the gi where Eq. 33 results in exactly the same classifier
and so there is some tolerance for uncertainty in the fractions [569].
Two disadvantages of the LLP approach is that the sample fractions have
to be known (though not precisely), and the loss function has to be modified
from the normal supervised approach. An alternative method that does not
suffer from either of these considerations is the Classification without Labels
(CWoLa) approach [570]. In the CWoLa method, one simply assigned labels to
the mixed samples (say i to sample Mi) and then uses any supervised technique
to distinguish the two mixed samples from each other. The resulting classifier is
then used to distinguish A and B. As with LLP, in the limit of infinite training
statistics and an arbitrarily flexible functions, this classifier amazingly converges
to the optimal classifier derived with per-instance labels. A critical assumption
of CWoLa is that the statistics of A in M1 are the same as the A in M2 (and the
same for B). In other words, there is no way to distinguish M1 A jets from M2
A jets - the only difference between the mixed samples is that the proportions
of A is different.
Both LLP and CWoLa are examples of weak supervision, which is a class of
learning procedures where less than per-instance labels are known.
3.2.3. Decorrelation procedures
Given a classifier trained directly on data or on simulation, it is often de-
sirable to estimate the background directly with data (especially for multijet
backgrounds). One of the most common background estimation techniques is
the sideband approach, where the signal is expected to be localized (usually in
jet or dijet mass) and regions away from the signal are used to fit a smooth
function. This function is then interpolated into the signal region. In order
for this procedure to work, jet tagging cannot sculpt non-smooth features in
the distribution. Unfortunately, jet features used for tagging are often corre-
lated with the resonant feature. Physics-inspired methods such as designed
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decorrelated taggers [506] or convolved substructure [507] manually decorrelate
prong-tagging features (such as D2) with the jet mass so that using the former
to tag boosted bosons and the latter to localize potential signals is amenable
to side-band approaches. However, these methods to not generalize to machine
learning classifiers that use many features. One proposal is to use adversarial
techniques to simultaneously optimize tagging performance and independence
from the jet mass [560]. A hyper-parameter trades off these two competing
goals. This method was compared with the physics-inspired approaches and
many other related automated techniques in Ref. [571].
3.2.4. Jet Metacognition
Validating classifier performance in data is critical to build confidence in
the power of deep learning techniques. Understanding what the networks are
learning is also important for robustness (and perhaps teaching the physicist
something new!), because it is usually only possible to calibrate/validate clas-
sifiers in a limited kinematic range. For example, Ref. [534] provides a list of
diagnostic tests that one can run to help visualize what information is learned
by convolutional neural networks (though some are applicable more generally).
That list5 is summarized here:
• Low-level correlations: Correlations between the network inputs and
outputs can show which areas of the input space are most useful for dis-
crimination. For a jet image J , this results in another image C where the
pixel intensity is the correlation between the network output N and the
pixel intensity, Cij = ρ(Jij , N(J)). This only identifies linear information
about the network output but can illustrate how this is distributed non-
linearly in space. Examples are shown in Fig. 33 for W and top tagging.
Extensions to non-linear generalizations of the correlation coefficient are
also possible.
5Some of these items were also covered in Ref. [533].
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• High-level correlations: The joint distribution of standard physically-
inspired features (e.g. jet mass) and the network output (or intermediate
node activations) illustrate if and how the network is learning about known
physical effects.
• High-level input: Building a new classifier that combines the network
output and a standard physically-inspired feature can demonstrate to what
extent the information about that feature is learned by the network.
• Redacted phase space: Studying the distribution of inputs and the
network performance after conditioning on standard physically-inspired
features can help to visualize what new information the network is using
from the jet. Training the network on inputs that have been conditioned
on specific values of known features can also be useful for this purpose.
• Re-weighted phase space: A complementary approach to redacting is
to re-weight phase space so that the marginal likelihood ratio for stan-
dard physically-inspired features is unity, ps(m)/pb(m) = 1, where m is
a feature of the full image J and ps,b(m) =
∫
ps,b(J)δ(m(J) = m) is the
marginal probability distribution. With this weighting, the known feature
m is not useful for classification. Reference [572] named this ‘planning’.
• Weights: The activations for the various layers can sometimes be useful
in identifying what the network is learning. This is particularly true for
convolutional layers where the filters encode activated features. An inter-
esting further step is to convolve the filters with the average image from
the two classes and then visualize their difference.
• Most activating images: A complementary approach to visualizing the
network weights is to find which sets of inputs most activate a particular
node or the entire network. In the case of jet images, one can plot the
average of the n most activating images.
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5.3 Physics in Deep Representations
To get a tangible and more intuitive understanding of what jet structures a DNN learns, we compute
the correlation of the DNN output with each pixel of the jet-images. Specifically, let y be the DNN
output, and consider the intensity of each pixel Iij in transformed (⌘, ) space. We the construct an
image, which we denote the deep correlation jet-image, where each pixel (i, j) is ⇢Iij ,y, the Pearson
Correlation Coe cient of the pixels intensity with the final DNN output, across images. While this
this image does not give a direct view of the discriminating information learned within the network,
it does provide a guide to how such information may be contained within the network. In Figure 11,
we construct this deep correlation jet-image for both the ConvNet and the MaxOut networks. We
can see that the location and energy of the subleading subjet, found at the bottom of the image, is
highly correlated with the DNN output and important for identifying signal jet-images. In contrast,
the information contained in the leading subjet, seen at (x, y) ⇠ (0, 0) in the image, is not particularly
correlated with the network output owing to the fact that both signal and background jets have
high energy leading subjets. We also see asymmetric regions around both subjets that are correlated
with the DNN output and is indicating the presence of additional radiation expected in the QCD
background jets. Finally, a small negative correlation with the rest of the jet area is seen, indicating
that radiation from the background jets is more likely to be observed in these regions. The exact
function form of these distribution are not known, nor does it seem to describe exactly any known
physics inspired variable.
Figure 11: Per-pixel linear correlation with DNN output for the Convnet (left) and the MaxOut
network (right). Signal and background jets are combined.
– 17 –
Figure 6. Averaged signal minus background for our default network and full pre-processing. The
rows show the three dense DNN layers. Red areas indicate signal-like regions, blue areas indicate
background-like regions.
and some kernels of the later layers seem to c pture the third signal subjet in the right
half-plane. While one should keep in mind that there is no one-to-one correspondence
between the location in feature maps of later layers and the pixels in the input image, we
will discuss the e ki ds of structures in the je image below.
In figure 6 we show the same kind of intermediate result for the two fully connected
DNN layers. Each of the 64 linear bars represents a node of the layer. We see that individual
nodes are quite distinctive for signal and background images, but they cannot be linked to
any pattern in the jet image. This illustrates how the two-dimensional ConvNet approach is
more promising that a regular neural net. The fact that some nodes are not discriminative
indicates that in the interest of speed the number of nodes could be reduced slightly. The
output of the DNN is essentially the same as the probabilities shown in the right panel of
figure 3, ignorin h entral probability range betw en 20% and 80%.
To see which pixels of the fully pre-processed 40 ⇥ 40 jet image have an impact on
the signal vs background label, we can correlate the deviation of a pixel xij from its mean
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Figure 7. Pearson correlation coe cient for 10,000 signal and background images each. The
corresponding jet image is illustrated in figure 1. Red areas indicate signal-like regions, blue areas
indicate background-like regions.
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Figure 33: Correlation images between the deep neural network for W tagging (left) and top
tagging (right). Higher values correspond to more signal (W o top) like. For the W tag ing
case, the energy and location of the sub-leading subjet (the leading subjet is at the origin
by construction) is strongly correlated with the network output. In the top tagging case, the
situation is more complicated because of the additional prong in the decay. The left plot is
reproduce from Ref. [534] and the right is from Ref. [563].
3.3. Regression Techniques
The remainder of Sec. 3 will describe extensions of machine learning to jet
physics beyond classification. This section begins with regression. In contrast
to classification, the goal of regression is to learn a continuous target. The most
important regression task in jet physics is calibration: taking the observable
features of a jet after detector distortions and predicting true properties of
the jet as they would have been prior to reaching the detector. One common
example is the energy calibration, where tracking detectors and calorimeters are
used to measure momenta and energies and they are combined and calibrated
to predict the true jet energy. A typical machine-learning based regression
procedure would be setup to learn the true energy y given some detector-level
observables x, which could be the ‘reconstructed’ jet energy from tracks and
calorimeter-energy deposits. Symbolically, a neural network f trained in this
way would likely be chosen as follows:
f = argming
∑
i
(g(xi)− yi)2. (34)
One can show that in the asymptotic limit (enough training data, sufficiently
flexible neural network), f will approach 〈y|x〉, that is the average value of the
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true energy given the reconstructed energy6. This is not ideal, because then the
classifier f depends on the spectrum of y used during the training. One can
compute the method bias:
〈f(x)|y〉 =
∫
dxdy′y′ptrain(y′|x)ptest(x|y), (35)
where ptrain is the distribution uses for training ptest is the distribution used for
testing. Note that Eq. 35 is not equal to y even when ptrain = ptest. For the
current non-neural network-based calibrations of both the ATLAS and CMS
experiments, a method called numerical inversion is used instead of the above
procedure. Instead of learning y given x, one learns x given y and then inverts
the function. Symbolically, if g : y → x, then the calibration is g−1(x). This
procedure is independent of ptrain by construction and results in a nearly unbi-
ased procedure under mild assumptions [573]. One can generalize this procedure
with deep learning, to take advantage of multi-dimensional features of the mea-
sured jet radiation pattern [574]. This generalized numerical inversion starts
by learning a function g : (y, θ) → x, where θ are the auxiliary (detector-level)
features that may be useful for calibration. Ideally, one would then invert g
for every θ and then the calibration is simply g−1(x|θ). Since θ ∈ Rn, it is not
practical to invert g for each θ. Instead, one can simply learn another neural
network h which approximates the inverse. This new function is then used to
perform the calibration.
A critical task of jet calibration is to mitigate the impact of pileup. While
one could in principle include local pileup corrections as a part of generalized
numerical inversion, another possibility is to first correct for pileup and then ap-
ply a standard or machine learning-based energy calibration. Prior to the LHC
Run 2, the main pileup mitigation technique was the jet areas correction [575],
pT,J 7→ pT,J−ρA, where ρ is an estimate of the pileup density in the event and A
6If instead, one uses the mean absolute error, |g(xi) − yi|, then the neural network will
approach the median of y given x. If the loss is limα→0|g(xi)− yi|α, the the neural network
will learn the mode.
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is the jet area [576]. Since that time, ATLAS, CMS, and the theory community
have studied a large number of constituent-based pileup mitigation techniques
(see e.g. Ref. [577]). These proposals correct the inputs to jets and therefore
can mitigate the pileup dependence of all jet substructure observables at once.
Two natural questions are if machine learning can improve upon these ideas or
at least automate their optimization given the existence of tunable parameters
in each method.
Both of these questions have been addressed with various studies. The au-
thors of Ref. [578] used convolutional neural networks to take ‘detector-level’
jet image information and predict a pileup-removed jet image. This end-to-end
approach can use all of the available information with the potential to improve
upon other methods that use physics-inspired constructions. Note that this is
a regression model where the input is many-dimensional and the output is also
many-dimensional (an image). Another study described in Ref. [546] uses graph
neural networks to automate the constituent-based pileup mitigation proposed
by the pileup per particle identification (PUPPI) method [579]. In the PUPPI
approach, the pileup removal follows a particular form, where a kernel is used to
synthesize local information around a particle to determine the probability that
it is from pileup. The regression task is then performed by weighting particles
based on the probability. This kernel is essentially replaced with a neural net-
work and the classification task is set up as a machine learning problem. While
there has been no direct comparison between the more structured PUPPI-like
approaches (classification for regression) and the image-based approaches (di-
rect multi-dimensional regression), it is likely that the optimal procedure will
take advantage of the strengths of both methods.
3.4. Machine Learning for Jet Simulations
Another promising application of machine learning beyond classification is
generation. This is a natural extension of regression, where the goal is to learn
a probability distribution, or at least learn to sample from a probability distri-
bution (‘likelihood free’). There have been a variety of proposals for using deep
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generative models for jet physics, ranging from replacing / augmenting parton
shower models to accelerating the detector response to hadrons.
3.4.1. Matrix element calculations
One of the challenges with performing complete differential cross section
calculations of jet substructure is the slow numerical calculations that are re-
quired to match with fixed-order matrix elements. A significant challenge with
these calculations is the construction phase space discretization. Many of the
common matrix element tools are built on variations of the VEGAS [580] algo-
rithm. Recently, multiple proposals have suggested that deep learning can be
used to optimize the grid construction [581, 582]. One exciting prospect of these
approaches is that phase space regions can have non-trivial shapes and there-
fore hold great promise for significantly reducing the time required to compute
complex matrix elements.
At hadron colliders, another important input to a complete calculation is the
PDF. Neural networks for PDFs have been studied by the NNPDF collaboration
for many years [583, 584].
3.4.2. Parton shower models
Following matrix element calculations, the next step in a typical simulation
for LHC physics is the parton shower. Current parton shower methods use
Markov Chain Monte Carlo approaches that are very efficient for populating
the large phase space needed to describe realistic hadronic final states. How-
ever, faster or more flexible methods may be useful to augment existing methods
for increased speed and capturing higher-order effects (when fit to data). The
simplest approach would be an end-to-end generator that does not encode any
physical structure in the generative process. This is case for Ref. [538], where
a generative adversarial network (GAN) [585] is used to sample jet images en-
coding the radiation pattern inside a jet. GAN approaches to simulation are
discussed in more detail in Sec. 3.4.3.
Two other generative models that are built on the structure of QCD were
proposed in Ref [586] and Ref. [544]. The (approximately) scale invariant struc-
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ture of QCD is combined with convolutional neural networks in Ref. [586] to
construct a shower program where the convolutional filters encode the effec-
tive splitting function. In contrast, Ref. [544] uses a recurrent structure, where
a parton-shower like structure is imposed to generate histories. Each compo-
nent of the shower evolution (such as the splitting functions) is replaced with a
neural network. By using a physically-inspired structure, both the image- and
tree-based approaches use far fewer parameters than typical deep neural net-
works. Therefore, these are promising methods for generation as well as related
task such as phase space re-weighting.
The three parton shower approaches mentioned so far strive to generate
an entire parton shower history. An alternative possibility is to re-weight an
existing history produced from a standard parton shower program. Analytic
methods may be applicable in some cases [587, 588, 492], but Ref. [589] has
started to explore the possibility of using neural networks as well. Combinations
of re-weighting and ab initio methods may provide the most flexible solution to
jet phase space reweighting in the future.
3.4.3. Fast simulation
Typically the slowest part of any full simulation of an LHC collision is the
calorimeter response of hadrons. State-of-the-art physics-based simulations like
Geant4 [590] provide an excellent description of hadronic interactions with de-
tector material over an wide range in energy and particle type. However, these
models are slow (can take minutes for one LHC event) and make some ap-
proximations. Therefore, there has been a growing interest in using generative
neural networks to speed up simulations and maybe one day be tuned directly
on collision or testbeam data.
One method with growing popularity is the GAN [585]. This method uses
two neural networks: one maps noise to structure (the generator) and one
called the discriminator that classifies batches of events as either ‘real’ (from the
physics-based generator / data) or from the generator network. These two net-
works ‘compete’ and when the discriminator is confused, the generator will be a
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good simulator. This method has been studied in Ref. [591, 592, 593, 594, 595]
for calorimeter simulations of individual hadrons. An alternative to the GAN is
the variational autoencoder (VAE) [596, 597], which was studied in Ref. [594].
The goal of an autoencoder is to learn a model that compresses an image and
than uncompresses it to reconstruct the same image. The goal of a VAE is
to learn an autoencoder where the distribution of the compressed image (the
‘latent space’) is as close as possible to a multidimensional Gaussian as possi-
ble. Both GANs and VAEs are promising methods for accurate generation in
high dimensional feature spaces, but significant effort is still required to reach
the high level of fidelity needed for accurate detector simulations. The biggest
challenge for these methods is to quantify their performance - unlike classifica-
tion or regression, the performance is not well-summarized by the value of the
loss function. Therefore, new visualization and other methods will be required
to know when a deep generative model is good enough to replace or augment
existing fast / full simulation techniques.
In addition to individual hadron-level detector simulation, there have been
proposals for jet-level fast simulations based on GANs [598, 599]. One advantage
of individual hadron-level generators is that the energy deposited in a given
location of a calorimeter factorizes: the energy from many particles is simply the
sum of the energies. As a result, the extreme tails of event-level distributions are
mostly due to less-extreme tails of individual hadron distributions. In contrast,
when entire jet or events are generated, the distribution tails are limited to
what the GAN has seen during training. In other words, generative models are
excellent at interpolation but are likely unreliable for extrapolation. Despite this
limitation, interpolation models may still be useful for a variety of applications.
3.4.4. Beyond simulation
While generative models have gained significant attention for accelerating
or improving jet simulations, they may be useful for other purposes as well.
For example, Ref. [600] proposed GANs as an un-binned approach to the tem-
plate procedure from Ref. [601] for exploiting factorization to estimate multijet
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backgrounds in high-multiplicity jet searches. In addition to removing binning
effects, this GAN-based method can naturally be conditioned on other jet ob-
servables such as those that indicate if the jet was produced from a quark or a
gluon.
3.5. Anomaly detection
One last application of modern machine learning to jet physics is the identi-
fication of new structure: anomaly detection. For all the methods described so
far, there is a particular target distribution in mind: either a particular signal
model for classification, a certain ‘true’ value for regression, or a given prob-
ability distribution for generation. Given that there is no significant evidence
for new particles for forces at the LHC so far, it is critical that the existing
supervised methods be complemented with more model-agnostic approaches.
The weak supervision approaches from Sec. 3.2.2 already showed that one can
learn directly from unlabeled data. The authors of Ref. [602, 603] took this
idea one step further to apply it for anomaly detection. In the CWoLa weak
supervision approach, one can train on mixed samples of two classes to learn
classifiers that are asymptotically optimal for distinguishing examples from sets
of pure samples. The anomaly detection extension of this method uses some
known feature where a signal is expected to be resonant (if it exists) to created
potentially mixed samples. Classifiers are trained to distinguish signal region
from sideband regions and then applied to enhance low-purity signals from jets
with a nonstandard jet substructure. One must take great care in the train-
ing to not sculpt artificial resonance structures, but the method may be able
to identify many signals that are currently uncovered by conventional searches.
Figure 34 illustrates how this method would work for a signal W ′ →WX, where
the X → WW . The signature of this signal is one two-prong jet with a mass
near mW and another 4-prong jet with a mass near mX .
One drawback of the CWoLa approach is that there must be sufficient signal
present in order for the classifier to learn anything - in the language of Sec. 3.2.2,
the two mixed samples must have different class proportions. An alternative
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anomaly detection technique7 that has been proposed to find new resonances
in hadronic final states is the use of autoencoders [606, 607, 608, 609, 610]. As
was introduced in Sec. 3.4.3, the goal of an autoencoder is to learn a model that
can compress and then decompress. For anomaly detection, the idea is that
jets which have not been used during training will not be reconstructed well
from this compression and decompression. The autoencoder proposals can be
trained entirely on background and then applied to a region where there may or
may not be signal. The difference between the original jet representation (e.g.
a jet image) and the one passed through the autoencoder compression and de-
compression is used for model-agnostic classification. References [606, 607, 608]
have shown the potential to be sensitive to jets with non-SM substructure and
have additionally investigated the correlations with the jet mass - the most
important feature for background estimation in the single jet mass search (see
Sec. 3.2.3). Both Ref. [607, 608] demonstrated how automatic or manual meth-
ods can be used to reduce the mass dependence. Future comparisons between
autoencoders and the CWoLa method (and its variations) will likely show that
both are needed to broadly cover BSM scenarios with complementary strengths
and weaknesses.
3.6. The future
Deep learning for jet physics is a rapidly expanding field that continues to
adapt state-of-the-art algorithms from industry and produce innovative methods
for characterizing jets. This work spans the entire spectrum from nearly physics-
agnostic to strongly physics-inspired. A dedicated workshop series [612, 613] has
grown from the growing interest in this work and there is a bright future for
combining deep learning with QCD in order to maximally exploit the data at
the LHC and beyond.
7There have been other proposals for anomaly detection such as Ref. [604, 605], but these
rely heavily on a background model and thus are likely not well-suited for complex hadronic
final states where data-driven background estimates are critical.
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Figure 8. Left: mJJ distribution of dijet events (including injected signal, indicated by the filled
histogram) before and after applying jet substructure cuts using the NN classifier output for the
mJJ ' 3 TeV mass hypothesis. The dashed red lines indicate the fit to the data points outside of the
signal region, with the gray bands representing the fit uncertainties. The top dataset is the raw dijet
distribution with no cut applied, while the subsequent datasets have cuts applied at thresholds with
e ciency of 10 1, 10 2, 2 ⇥ 10 3, and 2 ⇥ 10 4. Right: Local p0-values for a range of signal mass
hypotheses in the case that no signal has been injected (left), and in the case that a 3 TeV resonance
signal has been injected (right). The dashed lines correspond to the case where no substructure cut
is applied, and the various solid lines correspond to cuts on the classifier output with e ciencies of
10 1, 10 2, and 2⇥ 10 3.
Figure 9. Events projected onto the 2D plane of the two jet masses. The classifiers are trained to
discriminate events in the signal region (left plot) from those in the sideband (second plot). The third
plot shows in red the 0.2% most signal-like events determined by the classifier trained in this way. The
rightmost plot shows in red the truth-level signal events.
signal region from those of the sideband, the 0.2% most signal-like events as determined by
the classifier are plotted in red in the third plot of Fig. 9, overlaid on top of the remaining
events in gray. The classifier has selected a population of events with mJ A ' 400 GeV and
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Figure 34: The local p-value for a dijet resonance search using the CWoLa method proposed
in Ref. [602, 603]. The left plot shows the case where there is no injected signal and the right
panel shows the case where a signal is injected near 3 TeV. The different lines correspond to
different classifier working points (lower efficiency means more signal-like). Figure adapted
from Ref. [602, 603].
4. Conclusions
Jet substructure is now playing a central role at the LHC. Over the past
several years a wealth of experimental and theoretical t chniques have been de-
veloped to exploit the substructure of jets. In this review we have attempted
to provide a comprehensive, yet pedagogical overview of this rapidly develop-
ing field, focusing on advances in both theory and machine learning. While
substructure techniques will continue to evolve in parallel with our improving
understanding of QCD (and quantum field theory more generally) as well as ma-
chine learning, we believe that by focusing on the underlying physical principles
guiding jet substructure observables, calculations, and applications of machine
learning to jet substructure, this review will remain a useful document for the
foreseeable future. We look forward to the future developments and applications
of jet substructure, and we hope that this review serves as a useful starting point
for the interested read r to study these topics in greater detail and contribute
to this exciting field.
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