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Kolaborativni roboti so poleg virtualne resničnosti in aditivnih tehnologij glavne 
tehnologije strojne opreme, pomembne pri integraciji strategij Industrije 4.0. Delo obsega 
obravnavo kolaborativnih robotov in njihovih aplikacij v industriji, uporabo sistema ROS 
in njegovih knjižnic ter vmesnikov in programiranja gibov kolaborativnega robota v namen 
uporabe v sodobnem montažnem mestu. Kolaborativnega robota podjetja Franka Emika, 
Panda smo integrirali v programski ekosistem ROS. Robota smo upravljali preko aplikacije 
RViz in preko vmesnika Moveit! s skriptami, napisanimi v programskem jeziku Python. 
Izdelali smo simulacijo robota v programu Gazebo in jo integrirali v vmesnik Moveit!, kar 
je omogočalo uporabo enakih programskih skript kot na pravem robotu. V prvem delu 
analize, uporabe robota v sodobnem montažnem mestu, smo preučevali uspešnost 
krmiljenja pravega robota in njegove simulacije, glede na stopnjo uspešnosti upravljenih 
gibov. V drugem delu smo v virtualno okolje robota postavili predmete in preučevali 
trajektorijo robotske roke pri umikanju virtualnim predmetom. Ugotovitve smo sproti 
upoštevali in spreminjali nastavitve v paketu vmesnika ter spreminjali programske skripte 
z namenom povečevanja stopnje uspešnosti giba in manjšanjem njegove trajektorije. 
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In addition to virtual reality and additive technologies, collaborative robots are major 
hardware technologies important for the integration of Industry 4.0 strategies. The work 
includes the discussion of collaborative robots and their applications in industry, the use of 
the ROS system and its libraries, as well as interfaces and programming of the movements 
of the collaborative robot for the use in a modern assembly site. We integrated the 
collaborative robot, the company Franka Emika, Panda, into the software ecosystem of 
ROS. The robot was operated via the RViz application and via the Moveit! interface, with 
scripts written in the Python programming language. We created a robot simulation in 
Gazebo, and integrated it into the Moveit! interface, which allowed the use of the same 
program scripts as on a real robot. In the first part of the analysis, of the use of a robot in a 
modern assembly site, we studied the success of controlling a real robot and its simulation, 
according to the level of success of controlled movements. In the second part, we placed 
objects in the virtual environment of the robot and studied the trajectory of the robotic arm 
when evading from virtual objects. We have taken the findings into account and changed 
the settings in the interface package, and changed the program scripts in order to increase 
the level of success of the movement in the order of reduction its trajectory.
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1 Uvod 
Prihajajoča industrijska revolucija (Industrija 4.0) napoveduje korenite spremembe, kot so 
hitrejši razvoj in višjo produktivnost, večjo fleksibilnost in boljši izkoristek virov. Nastale 
bodo pametne tovarne, kjer bodo vsi objekti med seboj povezani in opremljeni s senzorji, 
kar bo omogočalo, da tovarna deluje kot nerazdružljiva celota in bo potreba po nadzoru 
minimalna. Tovarna se bo hitro prilagajala potrebam trga in operaterjev. Industrija 4.0 bo v 
prihodnosti narekovala tehnološki razvoj, ki bo potreben za izdelavo pametnih izdelkov, 
postopkov in procesov ter pametnih tovarn. Sposobnost podjetja k digitalizaciji in 
integraciji tehnološko sodobnih sistemov, kot so Internet stvari (ang. Internet of Things – 
IoT), kibernetsko fizični sistemi (ang. Cyber-Physical Systems – CPS), podatkovni oblaki 
in Veliki Podatki (ang. Big Data), bo odločalo o konkurenčnosti podjetij [1, 2]. 
 
V delu M. Bartolini in sodelavci [2] navajajo, da so za integracijo strategije Industrije 4.0 
pomembne tri vrste tehnologije strojne opreme: kolaborativni roboti, virtualna resničnost 
in aditivne tehnologije. Virtualna resničnost bo omogočala, da bo delavec v tovarni poleg 
resničnih, fizično prisotnih objektov videl tudi računalniško ustvarjene virtualne objekte ter 
podatke o procesih in sistemih, kar bo ljudem omogočalo večji pregled in interakcijo tako z 
resničnimi, kot tudi z virtualno prikazanimi predmeti. Aditivne tehnologije bodo izboljšale 
izkoristek materialov in omogočale izdelavo kompleksnih oblik ter personaliziranih 
izdelkov, zaradi česar bo proizvodnja bolj fleksibilna, strategija pa se bo preusmerila v 
izdelavo izdelkov po naročilu. Implementacija kolaborativnih robotov bo povečala 
fleksibilnost in avtomatizacijo proizvodnih sistemov, saj so cenovno ugodni in predvsem 
varni ter enostavni za uporabo. 
 
Kolaborativni roboti nudijo najugodnejši preskok podjetij k avtomatizaciji. Najbolj se bodo 
uporabljali v manjših podjetjih, ki se še niso začela avtomatizirati, kjer bodo močno 
okrepili produktivnost in kakovost podjetij. V velikih proizvodnjah, ki imajo večinski del 
proizvodnega procesa že avtomatiziranega, bodo kolaborativni roboti nudili pomoč pri 
montažnih delih, kjer delavci najpogosteje trpijo za kroničnimi poškodbami. Omogočili 
bodo avtomatizacijo in pomoč pri delih, ki so ponavljajoča in monotona, kot so dostava 
naprav in predmetov, prenašanje predmetov, sestavljanje polizdelkov in preverjanje 
kakovosti velikega števila izdelkov.  
 
Velika prednost kolaborativnih robotov je tudi njihova preprosta in intuitivna uporaba. 
Robote so v proizvodni proces integrirali za to posebej usposobljeni strokovnjaki, ki so 
robote pripravili, jih sprogramirali in jim sprogramirali programske gibe. Strokovnjake 
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podjetja potrebujejo le še v primeru kompleksnih aplikacij robotov ali v primeru, kjer 
želijo modernizirati celoten proizvodni proces. 
 
1.1 Ozadje problema 
Kljub temu, da so kolaborativni roboti preprosti za uporabo se pri večini primerov 
intuitivnost uporabe robota in njegovega vmesnika močno razlikuje glede na kompleksnost 
nalog in gibov, ki jih nudi in od stopnje kompleksnosti uporabe. Namreč, upravljanje 
robota za operaterja je lahko zelo preprosto, programiranje in integracija robota v naše 
delovno okolje pa je lahko zelo kompleksno.  
 
V delu bomo obravnavali dve tematiki. V manjši meri bomo obravnavali, kako lahko 
kolaborativnega robota integriramo v sodobno montažno mesto in kako intuitivna je 
uporaba različnih robotov na več nivojih uporabe ter kako proizvajalci robotov skrbijo za 
preprostost uporabe. Večinski del problematike bo predstavljal, s kakšnimi problemi se 
soočamo v primeru, da uradni vmesnik ne dovoljuje dovolj kompleksnih nalog in želimo 
kolaborativnega robota integrirati v ROS (ang. robot operating system) ekosistem ter kaj 
nam slednje omogoča. ROS namreč predstavlja visokonivojski robotski vmesnik, ki 
omogoča upravljanje ter krmiljenje naprav, izmenjavo podatkov med napravami, 
upravljanje programskih paketov in omogoča uporabo orodij in knjižnic za prenos, 
razvijanje in uporabo programske kode. 
 
1.2 Cilji 
Z magistrskim delom želimo spoznati sistem ROS, kaj omogoča in način uporabe. 
Podrobneje želimo spoznati programsko arhitekturo, način grajenja programskih paketov, 
kompatibilne vmesnike in način komuniciranja sistema ROS z robotom. Ugotovitve bomo 
uporabili pri integraciji sistema ROS v našega robota Pando podjetja Franka Emika. 
Obravnavali bomo tudi vmesnik Moveit!, njegovo programsko arhitekturo in kakšno vlogo 
ima pri upravljanju in programiranju robota ter njegove funkcije. Končni cilj naloge je 
programiranje robota preko vmesnika Moveit! s pomočjo programskih skript v 
programskem jeziku Python. Prav tako želimo spoznati funkcije vmesnika Moveit! in z 
njegovo pomočjo gibe robota omejiti z virtualnim okoljem ter primerjati gibe pravega 
robota z gibi njegove simulacije v programu Gazebo, izdelane v posebnem programskem 
paketu. 
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2 Teoretične osnove in pregled literature 
2.1 Definicija robotov 
Besedo robot je leta 1920 prvič uporabil eden najvplivnejših čeških pisateljev 20. stoletja, 
Karel Čapek, v gledališki igri  R. U. R. (Rossumovi univerzalni roboti). Beseda izvira iz 
»robota«, češke besede za suženjsko delo [3]. Robota je uprizoril kot stroj z visoko stopnjo 
inteligence, ki je služil človeku, vendar nato prevzel nadzor in zavzel svet. Priljubljen 
Koncept robotov izvira iz ideje Karla Čapka.  
 
Idejo robotov so nadaljevali drugi pisatelji. Leta 1942 je ameriški biokemik in pisatelj 
ruskega rodu v delu zbirke zgodb Jaz, robot prvi definiral zakone robotike: 
‐ robot ne sme nikoli poškodovati človeka ali s svojim nedelovanjem pustiti, da si 
človek škodi. 
‐ Robot mora upoštevati ukaze, ki jih je dal človek, razen če bi bili takšni ukazi v 
nasprotju s prvim zakonom. 
‐ Robot mora zaščititi svoj obstoj, če taka zaščita ni v nasprotju s prvim ali drugim 
zakonom. [3] 
 
Danes obstaja več uradnih definicij robota. Definicije niso enotne, ali mora robot fizično 
obstajati ali ne, skupno vsem definicijam pa je, da roboti upravljajo naloge, ki jih naroči 
človek, te pa morajo biti opravljene samostojno brez posredovanja človeka [4]. 
Mednarodna zveza robotike IFR podpira definicijo Mednarodne organizacije za 
standardizacijo (ISO), ki je v standardu ISO 8373:2012(en) [5] definirala industrijskega 
robota: 
‐ robot mora biti samodejno voden, večnamenski manipulator z možnostjo 
reprogramiranja, ki ga je mogoče programirati v treh ali več oseh in ki je lahko 
pritrjen na mestu ali mobilen med avtomatiziranim obratovanjem v industriji: 
‐ reprogramiranje: programirani gibi ali funkcije se lahko spreminjajo brez 
fizičnih sprememb, 
‐ večnamenski: zmožen se prilagoditi različnim uporabam s fizičnimi 
spremembami, 
‐ fizične spremembe: sprememba mehanske konstrukcije ali krmilnega 
sistema ne velja za programske spremembe kaset, bralnih pomnilnikov itd., 
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‐ os: smer, ki se uporablja za določanje gibanja robota v linearni ali rotacijski 
smeri. 
 
‐ Storitveni robot (ang. service robot) je robot, ki opravlja koristne naloge za ljudi ali 
opremo z izjemo industrijske avtomatizacije. Opomba: Klasifikacija robota v 
industrijskega ali storitvenega se izvede v skladu z nalogami, ki jih bo opravljal.  
‐ Osebni storitveni robot se uporablja za nekomercialne naloge, kot je avtomatiziran 
invalidski voziček ali osebni robot za pomoč pri premikanju.  
‐ Profesionalni storitveni robot je službeni robot, ki se uporablja za komercialno 
nalogo, običajno ga upravlja usposobljen operater. Primeri so roboti za čiščenje na 
javnih mestih, dostavni roboti v pisarnah ali bolnišnicah, gasilski robot, 
rehabilitacijski robot in robot za posege v bolnišnicah. Operater je oseba, zadolžena 
za zagon, spremljanje in zaustavitev predvidenega delovanja robota ali robotskega 
sistema.  
 
 
2.2 Kolaborativni roboti 
Kolaborativni roboti so vrsta robotov, zasnovana z namenom, da opravljajo naloge v 
neposredni bližini ljudi. Mednarodna zveza robotike IFR kolaborativne robote deli glede 
na doseganje oziroma nedoseganje standarda ISO 10218-1. Standard definira norme na 
področju varnosti, kar vključuje obliko in zasnovo robota, varnostne sisteme robota in 
priložena navodila ter informacije o varnostnih ukrepih.  
 
Zveza IRF kot varne priznava tudi robote, ki ne dosegajo ISO standardov, saj so zahteve 
zelo specifične, že samo vrste industrijskih kolaborativnih robotov pa zelo visoke. Nekateri 
kolaborativni roboti namreč obratujejo v kletkah, v katere operater lahko vstopa brez da bi 
robota izključili in prekinili obratovanje dela proizvodnje, v izogib velikim stroškom med 
ustavitvijo. Robotovo delovno območje je opremljeno s senzorji, ki zaznavajo bližino 
človeka in delo ter gibe robota prilagodijo. Druga bolj pogosta vrsta kolaborativnih 
robotov, pogosto imenovana koboti (ang. Cobots), so zasnovani za konstantno delo ob 
človeku. Izdelani so iz lahkih materialov, zaobljenih oblik in opremljeni s senzorji v 
stojišču ter sklepih robota, ki merijo sile in hitrosti ter zagotavljajo, da človeka ne 
poškodujejo, tudi če pride do fizičnega stika [6].   
 
Kolaborativni roboti so večinoma lahki, zaradi česar se lahko prenašajo po proizvodnji na 
različna mesta. Zavzamejo tudi malo prostora, kar lahko številnim podjetjem predstavlja 
bistveno prednost pri zmanjševanju stroškov. Ker so kolaborativni roboti manjših 
konstrukcij, imajo tudi manjšo nosilnost. Najmočnejši kolaborativni robot CR-35iA 
podjetja FANUC ima nosilnost 35 kg. 
 
Industrijski roboti so statični, pri tem pa prihaja do vedno večjih potreb po mobilnih 
robotih, ki lahko opravljajo naloge v stiku s človekom in z njim v industrijskem procesu 
sodelujejo. V podjetjih se že uporabljajo mobilni roboti, ki prenašajo predmete iz mesta 
namesto, vstavljajo material v stroje ali izdelke in polizdelke vzamejo iz stroja ter jih 
nesejo na drugo delovno mesto. Kljub temu, da je integracija kolaborativnih robotov v 
podjetjih v začetku, nekatera podjetja kolaborativne robote že uporabljajo. Kolaborativni 
roboti se trenutno uporabljajo večinoma za prenos in rokovanje z materiali ter predmeti 
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(ang. pick and place) in montažo. Podjetje Universal Robots v svojih študijah objavlja 
aplikacije njihovih robotov v konkretnih primerih, prikazanih na sliki 2.1 [6]. 
 
Slika 2.1: Aplikacije kolaborativnih robotov. 
 
 
V prihodnosti se bodo podjetja le v redkih primerih odločala za tradicionalne robote:  
‐ v primerih, ko bodo od robota želeli izjemno visoke hitrosti in natančnost, 
‐ kjer bodo roboti prenašali ostre predmete in bo potrebna zaščita zaposlenih za 
ograjo, kar velja tudi za kobote, ki se ustavijo ob stiku s človekom, 
‐ kjer bodo roboti intenzivno sodelovali z v naprej določenimi napravami in stroji, saj 
bo z višjo stopnjo integracije v proces rastel tudi strošek nastavitve stroja [6]. 
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Vpliv kolaborativnih robotov na industrijo in posledično na gospodarstvo bo zelo velik. V 
delu M. Xiao je podano poročilo o trgu robotov [7], kjer so navedli naslednje ugotovitve:  
‐ leta 2018 so globalni prihodki od kolaborativnih robotov znašali 566,9 milijona 
dolarjev, kar je 56,6 % več kot v letu 2017. Odposlanih je bilo 19.266 kobotov, kar 
je 68,0 % več kot lani v enakem obdobju. 
‐ Leta 2027 bo na trgu tržna moč kobotov dosegla 5,6 milijarde USD, kar predstavlja 
30,2 % celotnega trga robotov. 
‐ Logistika bo v bližnji prihodnosti prehitela avtomobilsko industrijo in postala druga 
največja uporabniška skupina za elektroniko. 
‐ Kitajska bo še naprej največji trg kolaborativnih robotov, ki bodo v letu 2018 
predstavljali približno 1/3 celotnega trga, ta pa bo leta 2023 zrasel na približno 1/2.  
‐ V naslednjih petih letih bo na področju kolaborativnih robotov najhitrejši razvoj na 
Kitajski in v Severni Ameriki, preostali del Azije ob Tihem oceanu in nato vzhodna 
Evropa.  
‐ V letu 2018 več kot polovico tržnih prihodkov na področju robotov ustvarjata 
podjetji Universal Robots in TechMan Robot (51,6 %). 
 
2.2.1 Uporaba v sodobnih montažnih mestih  
2.2.1.1 Sodelovanje kolaborativnih robotov v industriji 
V industriji so prisotni mnogi različni sistemi sodelovanja robotov in delavcev. Delo lahko 
poteka brez direktnega stika z robotom, na drugi strani pa je lahko robot vključen v vsako 
izvedbo naloge, pri čemer prilagaja svoje gibe premikom operaterjev. V industriji je vse 
bolj pogosto, da so roboti del izvajalcev in delujejo sinhrono drug ob drugem, pri tem pa 
opravljajo skupno nalogo. Kolaborativni roboti opravljajo ponavljajoče se naloge in 
sodelujejo pri premikanju težkih predmetov. V delu W. Bauer et al. [8] je sodelovanje z 
robotom opisano kot spekter, kar je prikazano spodaj na sliki 2.2 in 2.3. 
‐ Prva stopnja (kletka): robot in delavec sta ločena s kletko. Njun prostor se nikoli 
ne stika. Tukaj je uporaba kolaborativnih robotov brez pomena. 
‐ Druga stopnja (sobivanje): robot in delavec delata drug zraven drugega, vendar si 
ne delita skupnega delovnega prostora. 
‐ Tretja stopnja (sinhronizacija): naloga je načrtovana tako, da si delavec in robot 
delita delovno območje, pri tem pa se izmenjujeta pri opravljanju nalog. 
‐ Četrta stopnja (sodelovanje): pri nalogi sodelujeta oba naenkrat, vendar ne pri 
istem predmetu. 
‐ Peta stopnja (popolno sodelovanje): delavec in robot upravljata naenkrat isto 
nalogo na istem predmetu. 
 
V industriji še peta stopnja sodelovanja z robotom ni prisotna, najbolj pogosta oblika 
sodelovanja je druga stopnja. Podjetja si močno prizadevajo, da bi stopnjo sodelovanja 
zvišala. W. Bauer et al. v delu [8] podjetja opozarja: 
‐ finančni vložek pri integraciji kolaborativnega robota v podjetje je večji kot se zdi. 
Potrebne so velike spremembe pri zagotavljanju varnosti delavcev in visoki stroški 
certificiranja. Za spremembe pri varnostnih nastavitvah v podjetju, morata 
poskrbeti dobavitelj robota in podjetje samo. 
‐ Uporaba kolaborativnih robotov ni natančno definirana, zaradi česar sproti izhajajo 
novi standardi, kar lahko podjetja bremeni.  
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‐ Večina podjetij mora vzpostaviti nove in dodatne sisteme v želji, če želijo 
implementirati robota v montažne linije. 
‐ Pri vpeljavi robota v delo, je skrajno priporočljivo postopno povečevanje stopenj 
sodelovanja (s pričetkom na drugi stopnji).  
‐ Vpeljava robota v okolje, je v večini primerov dobro izhodišče podjetja k 
modernizaciji, pri tem pa je potrebno poskrbeti za visoko stopnjo izobraževanja, 
dobro informiranost zaposlenih in integracijo zaposlenih v projekte, ki vključujejo 
robota. 
‐ Zaposleni, ki robota upravljajo naj opravljajo redna izobraževanja in krepijo znanje 
z robotom, saj bodo v prihodnosti primorani opravljati tudi servise in popravila 
robotov. 
 
Slika 2.2: Delovno območje robota in delavca [8]. 
 
 
 
 
 
 
Slika 2.3: Stopnje sodelovanja z robotom v industriji [8]. 
 
Robotov delovni prostor 
Delavčev delovni prostor 
Skupni delovni prostor 
Teoretične osnove in pregled literature 
8 
 
2.2.1.2 Integracija kolaborativnih robotov na sodobna montažna mesta 
Podjetja, ki bodo želela doseči višjo stopnjo fleksibilnosti v proizvodnji, bodo morala imeti 
možnost spreminjanja stopnje avtomatizacije. Slednje bodo omogočali kolaborativni 
roboti, povezani z IoT, prav tako pa bo zagotovljena večja preglednost proizvodnih 
procesov in surovin, kar bo vplivalo na čas izdelave izdelka in njegovo kvaliteto. 
Kolaborativni roboti podpirajo TCP/IP (ang. Transmission Control Protocol/Internet 
Protocol) in Fieldbus (Modbus ali Profinet) internetna protokola pri prenosu podakov. 
TCP/IP je internetni sklad protokolov, preko katerega teče internet. Fieldbus protokoli se 
uporabljajo v industriji pri prenosu podatkov, ki jih prenašajo senzorji, aktuatorji, električni 
motorji, ventili in stikala. Možnost povezave z obema protokoloma predstavlja veliko 
možnost integracije robota in njegovo povezavo z ostalimi pametnimi komponentami 
tovarne.  
 
V delu [9] O. Salunhke in sodelavci podrobno opišejo integracijo kolaborativnega robota v 
sodobno montažno mesto. Pri tem opazujejo, kako se lahko robot poveže s sistemi 
Industrije 4.0. Obravnavali so nalogo montaže matice v pesto kolesa, ki je prikazana na 
sliki 2.4 spodaj. V slogu strategij Industrije 4.0, so fizično delo monterja nadomestili s 
programiranimi gibi kolaborativnega robota Sawyer, podjetja Rethink Robotics, prikazano 
na sliki spodaj, robota pa opremili z orodjem, ki so ga natisnili s 3D-tiskalnikom. Robot je 
podpiral integracijo kamere v programskem paketu, kar je omogočalo prepoznavanje oblik 
matic in njihovo lego. Podatke so zajeli in vizualizirali preko IoT platforme ThingWorkx. 
Robota so s platformo povezali preko TCP/IP protokola Node-RED.  
 
 
                             
 
                (a) Delo opravlja delavec                         (b) Delo opravlja kolaborativni robot 
 
Slika 2.4: Nadomestitev delavca s kolaborativnim robotom [9]. 
 
Robot je pošiljal podatke o začetku in koncu cikla, iz katerega so izračunali čas cikla, vsak 
cikel je poimenovan s svojo identifikacijsko številko, število matic, število poskusov in vsa 
obvestila o napakah v ciklu. Nalogo montaže matice na kolo so izvedli na tri načine, pri 
katerem je bil vsak naslednji cikel optimizirana verzija prejšnjega. Pri prvem načinu je bila 
naloga opravljena v 97,90 %, drugem 98,78 % in tretjem 99,17 %. Vsak naslednji cikel je  
imel tudi hitrejši čas opravljenega giba. Delo je pomembno, ker daje podjetjem vpogled v 
integracijo kolaborativnega robota v montažno mesto in njeno problematiko pri upravljanju 
praktične naloge ter primer uvedbe strategij in tehnologij Industrije 4.0 v podjetje.  
 
Poleg povezave sistemov z IoT, Industrija 4.0 prinaša tudi kibernetsko fizične sisteme 
CPS. Ljudje in objekti bodo povezani in skupaj tvorili nerazdružljiv organ v podjetju. 
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Nasprotno od tradicionalne strategije v podjetjih, kjer ima neka naprava točno določeno 
nalogo, bodo imela sodobna podjetja naprave, ki bodo v tesnem stiku z ljudmi in drugimi 
objekti in bodo opravljale različne naloge glede na podatke, ki jih bodo prejele preko 
celotne baze podatkov v podjetju. V kontrastu z načeli tretje industrijske revolucije, kjer je 
bil cilj nadomestiti ljudi z avtomatizacijo, je namen CPS sistemov še močneje okrepiti 
povezavo z ljudmi (operaterji) in jih skupaj vključiti v delo. Povezavo med ljudmi in 
napravami predstavlja uporabniški vmesnik (ang. human-machine interface – HMI). 
Vmesniki se močno spreminjajo. V slabih petdesetih letih se je HMI iz opozorilnih luči, 
gumbov in ročk razvil v grafične vmesnike, občutljive na dotik, ki omogočajo upravljanje 
naprav poleg s tradicionalno miško in tipkovnico, tudi preko glasovnih ukazov, dotika in 
gibov rok. Veliko prednost predstavljajo HMI, ki imajo v sistemu povezanih več naprav, 
preko katerih lahko vse tudi upravljamo. 
 
V delu [10] M. Garcia in sodelavci predlagajo, da bo dober in konkurenčen HMI vseboval 
avtomatizirano upravljanje preko glasovnih ukazov, gibov telesa in razširjeno resničnost. V 
delu je obravnavano, kako bodo v sodobne vmesnike vključeni tudi kolaborativni roboti. 
Glasovno sprejemanje ukazov bo pomembno pri hitrem in preprostem upravljanju, vendar 
nikoli ne bo nadomestil grafičnega vmesnika. Slednje prav tako velja za upravljanje preko 
gibov (prstov, dlani, rok, glave, obraza in telesa). Upravljanje preko gibov temelji na 
vizualnih tehnologijah, ki bodo pomemben del tehnologij Industrije 4.0. Močno vlogo pri 
tem imajo RGB-D senzorji. Razširjena resničnost bo fizični svet dopolnjevala s podatki o 
celotnem sistemu naprav v tovarni. V delu govorijo o razširjeni resničnosti, saj se lahko 
poleg dopolnjenega vizualnega področja uporablja tudi druge človeške čute, vendar si 
danes lažje predstavljamo uporabo razširjene virtualne resničnosti. Stik ljudi s 
kolaborativnimi roboti bo skoraj konstanten. Konstrukcija robotov omogoča, da robot 
zazna fizičen stik, kar omogoča prenos ukazov preko fizične interakcije, prav tako se v 
podjetjih že upravlja robote preko glasovnih ukazov in gibov telesa.  
 
V delu [10] M. Garcia et al. opisujejo praktično raziskavo, kjer v obstoječe montažno 
mesto s CPS sistemom integrira tako imenovani NHMI (natural human-machine interface), 
kar opisuje kot vmesnik, s katerim človek vstopa na najbolj intuitiven in direkten način. V 
NHMI so vključili dva kolaborativna robota. Najprej so poskrbeli za varnost na delovnem 
mestu. Kolaborativna robota znamke Universal Robots UR10 in UR3 so upravljali preko 
grafičnega vmesnika na računalniku, kjer so nastavili nastavitve, kot so varnostna 
zaustavitev (ang. Trashold) in omejitev prostora, kjer se robot lahko giba oziroma pri 
vstopu človeka v njegovo bližino hitrosti gibov prilagodi.  
 
V industriji se upravljanje robota preko fizičnega kontakta že uporablja. Operater robota 
vodi po prostoru, ko robot ne opravlja naloge. Robot ob dotiku na različne dele robotske 
roke izvede različne gibe, ki so sprogramirane v njegovi bazi programiranih gibov robotske 
roke. Avtor raziskave je mnenja, da upravljanje robota, ki temelji na upravljanju s fizičnim 
dotikom ni v skladu s NHMI strategijami, saj mora biti NHMI integriran v CPS kot 
upravitelj vseh povezovalnih signalov. Vsi signali morajo doseči najprej NHMI, ki naprej 
pošilja podatke in razvršča naloge objektom, napravam in ljudem. V raziskavi 
kolaborativnega robota upravljajo preko NHMI elementov: grafičnega vmesnika, preko 
razširjene virtualne resničnosti in upravljanja preko zaznavanja gibov. Stopnjo kontrole 
NHMI nad CPS lahko delimo na:  
‐ popolna, direktna kontrola NHMI nad CPS,  
‐ nadzor aplikacij NHMI, ki jih CPS izvaja neodvisno, 
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‐ izmenjevanje izvajanja aplikacij med NHMI in CPS glede na sposobnosti operaterja 
in naprav. 
 V raziskavi so uporabili zadnjo stopnjo, kar je prikazano tudi na sliki 2.5, blokovne sheme 
krmilnega sistema spodaj. 
 
Slika 2.5: Blokovna shema krmilnega sistema. 
NHMI je sestavljen iz virtualne resničnosti, grafičnega uporabniškega vmesnika (ang. 
graphical user interface – GUI) in upravljanja preko zaznave gibov. Razširjena virtualna  
resničnost operaterju pošilja slike iz kamere, ki je nameščena na koncih robotske roke, 
prav tako pa vidi simulacijo robotskega giba iz poljubnega pogleda.  
 
 
Slika 2.6: Premikanja robotske roke glede na premikanje roke pred kamero [10]. 
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Upravljanje preko zaznave gibov so izvedli na dva načina. Preko naprave Leap motion 
controller podjetja Leap Motion. V računalnik se naprava vstavi preko USB vhoda. 
Naprava prepozna gibe z dvema monokromatskima IR kamerama, preko katerih se lahko 
robotsko roko premika glede na premikanje roke operaterja, kot je prikazano na sliki 2.6. Z 
oddaljevanjem roke od kamer se premika tudi robotska roka. 
 
Drugi način upravljanja robotske roke so izvedli preko pametnih telefonov. Pametni 
telefoni so med prvimi napravami, v katere so integrirali IoT, saj so zmožni procesiranja, 
skladiščenja in pošiljanja podatkov. Vsebujejo tudi kamere, mikrofone in senzorje, kar se 
lahko uporabi pri integraciji v NHMI. Pametni telefoni z operacijskim sistemom Android 
vsebujejo orientacijske senzorje, ki so jih uporabili za upravljanje preko zaznave giba. Kot 
je prikazano na sliki 2.7 spodaj, so preko pametnega telefona integrirali tri različne gibe. 
 
 
Slika 2.7: Trije različni gibi robotske roke glede na premikanje pametnega telefona [10]. 
Celotni krmilni sistem vsebuje povratno zanko, ki je v tem primeru operater. Razširjena 
virtualna resničnost posreduje podatke, na podlagi katerih operater upravlja robota preko 
zaznave gibov ali GUI. Krmiljenje obeh robotov poteka preko knjižnic ROS (ang. robot 
operating system). Kretnje operaterja zazna kamera, ki jih preko ROS pretvori v preprosta 
navodila, kako naj se robot premakne. Navodila ROS pretvori v plan, ki njegovo 
izvedljivost preveri in ga nato izvede z dejanskim premikom robotske roke. V grafičnem  
vmesniku ROS Rviz (ROS – vizualizacija), se upravlja tudi z nastavitvami, kot so 
kontrolni parametri, varnostna zaustavitev in ostale varnostne nastavitve. ROS knjižnice so 
v nadaljevanju, v praktičnem delu raziskave, tema tudi tega dela.  
 
2.2.2 Programiranje kolaborativnih robotov in uporabniški 
vmesniki 
Kompleksnost namestitve in uporabe robota bo številnim podjetjem predstavljala odločilno 
značilnost in posledično veliko konkurenčnost pri ponudnikih kolaborativnih robotov. V 
delu C. Schmidbauer et al. [11] navajajo, da dober uporabniški vmesnik omogoča 
uporabniku, da se osredotoči na nalogo, ki jo bo robot moral izvesti in ne na značilnosti 
vmesnika ali izbiro med vmesniki. Delavcem, ki ne bodo specifično usposobljeni za delo z 
robotom, bodo kljub temu morali biti vmesniki intuitivni v taki meri, da bodo z roboti 
lahko upravljali varno in brez potrebnega znanja programiranja. Operaterju mora biti 
omogočeno spreminjanje in prirejanje programov, brez da bi s tem povzročil spremembe v 
strukturi programa ali komunikacijskih vmesnikih.  
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Grafični uporabniški vmesnik je in bo glavni način upravljanja robotov. Uporabniški 
vmesnik določa, kako se ukazi posredujejo napravi ali aplikaciji in kako so informacije 
predstavljene človeku. Obstaja mnogo načinov upravljanja vmesnikov, kot so vizualno s 
pomočjo signalnih žarnic, projektorjev ali prikazovalnikov, akustično s pomočjo zvokov 
ali govora, tradicionalno s pomočjo tipkovnice in miške, gumbov ali s pametnimi 
površinami. Uporabniški vmesniki robotov ne obravnavajo samo interakcije s programsko 
opremo, ampak tudi s strojno. V delu C. Schmidbauer et al. [11] je predstavljen koncept 
uporabe uporabniških vmesnikov kolaborativnih robotov, ki temelji na uporabnosti robotov 
in podaja štiri nivoje uporabe vmesnika kolaborativnega robota. 
‐ Opazovalec (osnovna interakcija z robotom): opazovalec mora prepoznati 
dogajanje oziroma stanje naprave, ali je robot v prostem teku, načinu premikanja ali 
če je javil napako. Informacije o stanju robota so navadno vizualno predstavljene s 
signalnimi lučmi ali zasloni, ki uporabljajo ključne besede ali barve za 
identifikacijo določenih stanj. Potrebni so tudi gumbi in stikala, s katerim se robota 
zažene, ustavi ali izključi. Tudi gumbi morajo biti barvno ali kako drugače 
označeni in informirajo o stanju z utripajočimi ali statičnimi lučmi.  
‐ Modifikator (osnovne spremembe programov za upravljanje robotov): 
modifikatorji morajo spremeniti že obstoječe programe s spreminjanjem nastavitev 
položaja, kjer robot predmet pobere ali ga odloži zaradi proizvodnih toleranc in 
spremenljivk, kot so sprememba izdelka in hitrosti premika robotske roke v želji, 
da bi optimizirali čas cikla. Vmesniki za to vrsto interakcij so ponavadi preko 
zaslonov, s tipkovnicami in miškami ali z glasovnim nadzorom. Uporabljeni 
vmesniki omogočajo interakcijo s parametri programiranih gibov robota. 
‐ Programer (ustvarjanje ali spreminjanje programov robota): programerji morajo 
ustvariti ali spremeniti krmilne programe; v primeru, da robot uporablja novo 
orodje mora upravljati nove ali dodatne naloge ali v aplikacijo dodati nove 
senzorje. Vmesniki za to vrsto interakcij so predstavljeni z intuitivnimi 
programirnimi metodami, kot so programiranje z aplikacijami, simulacije ali ukazi 
v programskem jeziku. Uporabljeni vmesniki so način interakcije z robotom. 
‐ Integrator (integracija sistema kolaborativnega robota v obstoječe okolje): 
integrator mora implementirati komunikacijske vmesnike na ostalo opremo, kot so 
orodje, transporterski elementi, senzorji in ostali stroji ter sistemi. Vmesniki te  
vrste so večinoma predstavljeni s prikazovalniki, tipkovnicami ali upravljalniki za 
interakcijo z opremo in drugimi stroji. 
 
V nadaljevanju bodo predstavljeni nekateri najbolj pogosti in najbolje ocenjeni 
kolaborativni roboti ter njihovi vmesniki, glede na priporočila spletnih baz. Predstavljeni 
bodo podrobnejši načini programiranja in njihovo virtualno okolje, kaj omogoča in 
uporabniška izkušnja. Nekoliko podrobneje bo predstavljeno programiranje z 
uporabniškim vmesnikom robota Pande (Desk) podjetja Franka Emika, prikazan na sliki 
2.8, saj se je na tem robotu, sicer v neuradnem uporabniškem vmesniku, praktična 
raziskava tudi opravila. 
 
2.2.2.1 Panda (Franka Emika) 
Robot Panda je namenjen predvsem raziskavam in organizacijam, ki so aktivne na 
področju raziskav in razvoja. Njegova velika prednost je zelo intuitivna uporaba, saj je 
tako vmesnik preko računalnika kot upravljalnik na robotski roki zelo preprost za uporabo. 
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Kolaborativnega robota se lahko upravlja preko vmesnika na računalniku, imenovanega 
Desk, ali preko upravljalnika na roki robota.  
 
 
Slika 2.8: Robot Panda.  
 
Do vmesnika se dostopa preko spletnega naslova, ki odpre dostop do vmesnika, ki je 
spletna aplikacija. Spodnja slika 2.9 prikazuje odprt računalniški vmesnik. Vmesnik 
omogoča programiranje programa giba robotske roke. V območju programa robotskega 
giba, se vstavlja aplikacije v vrstnem redu, v katerem uporabnik želi, da se odvijajo pri 
gibu robota. Vsaka aplikacija ima tudi svoje parametre, ki se lahko prilagodijo potrebam. V 
priloženih navodilih so prav tako podani opisi vseh aplikacij, ki jih robot nudi. Najbolj 
pogoste uporabljene aplikacije so Varnostna zaustavitev (ang. Treshold), Premik čeljusti 
(ang. Gripper move) in Gib po delovnem območju (ang. Joint move). Aplikacije se v 
program premikajo preprosto in intuitivno s povleci in spusti načinom (ang. drag and 
drop). Stransko okno prikazuje na kakšen način trenutno lahko uporabnik premika robota 
in pomembna obvestila o stanju robota.  
Slika 2.9: Vmesnik robota Pande. 
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Najkompleksnejše lastnosti programa robotskega giba omogoča združevanje aplikacij v 
skupine. Dve ali več aplikacij se lahko združi s posebnimi aplikacijami, kot so Vzorec 
gibov (Pattern) in Ponovitev giba (Repeat). V programu robotskega giba, se najprej izbere 
posebno aplikacijo in nato znotraj tega dve navadni aplikaciji. Spodnja slika 2.10 prikazuje 
praktičen primer združevanja aplikacij.   
 
Primer na sliki omogoča, da robot predmet pobere in nato nekoliko počaka z naslednjim 
predmetom, pri tem pa prepozna vzorec, kje so ostali predmeti (na primer v vrsti, enako 
oddaljeni drug od drugega). 
 
 
Slika 2.10: Primer združevanja aplikacij. 
Zelo pomembna funcija pri programiranju giba robota je fizično vodenje robotske roke. 
Gibe robotske roke na poljubno mesto se najlažje določi s fizičnim vodenjem robota na 
mesto. V načinu vodenja (guiding mode) dostopamo preko stranskega okna na sliki 2.9, 
nastavitve okna so prikazana na sliki 2.11. Robota se nato vodi z držanjem na gumb na 
robotski roki. 
 
Roko se lahko premika na tri načine:  
‐ roka se premika translatorno, spreminja se mesto končnega dela robota (ang. End 
effector), v tem primeru robotovo prijemalo (ang. Gripper), orientacija robota pa 
ostaja ista. 
‐ Roka se premika translatorno, spreminja se mesto končnega dela robota (ang. End 
effector), pri tem pa se orientacija poljubno spreminja. 
‐ Roka se premika prosto, kar vključuje vseh sedem sklepov robota. 
 
Nastavitve stranskega okna in načini premikanja so prikazani na sliki 2.11. 
 
 
 
Slika 2.11: Nastavitve fizičnega vodenja roke. 
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Vse aplikacije, ki niso na voljo v začetnem programskem paketu, so na voljo v spletnih 
knjižnicah, v trgovini Franka Store. Aplikacijo lahko razvija uradna ekipa ali pa fizična 
oseba, ki se sama odloči v sodelovanju s podjetjem Franka Emika ali bo aplikacija 
brezplačna ali plačljiva. Tako se spodbuja razvoj uporabe robota in mreženje 
raziskovalcev. V spletni trgovini je prav tako na voljo fizična nadgradnja robota, kot so 
različna prijemala, varnostna stikala in kamere, ki omogočajo uporabo tehnologije 
strojnega vida. 
 
2.2.2.2 AUBO i5 
Kolaborativni robot i5 podjetja AUBO je usmerjen raziskovanju, saj je njegov uporabniški 
vmesnik zasnovan na podlagi izvajanja simulacijskih gibov robota. Vmesnik nam 
omogoča, da stanje robota in lastnosti giba med delovanjem sproti opazujemo in 
spreminjamo, kar dodatno pripomore k zagotavljanju varnosti pri programu robotskega 
giba in aplikacijah robota, ki niso uradno preverjene. 
 
Robot in njegov uporabniški vmesnik ni tako preprost za uporabo kot Panda podjetja 
Franka Emika. Do vmesnika dostopamo preko računalnika ali upravljalnika, imenovanega 
Teach Pendant, ki je skupaj z robotom prikazan na spodnji sliki 2.12, na katerem lahko 
dostopamo do istih nastavitev kot na računalniku. Upravljalnik ima ekran občutljiv na 
dotik, kar omogoča lažje brskanje in iskanje med velikim številom možnosti in nastavitev. 
Program robotskega giba se programira preko vmesnika, imenovanega Online 
Programming Interface, kjer se lahko: 
‐ pregleduje in spreminja logistično zaporedje funkcij v drevesni strukturi. 
‐ Nastavlja nastavitve za načrtovanje, ukazovanje, določa parametre in nastavlja 
simulacijo programa giba robota. 
‐ Upravlja robota med gibom, začetek, konec in ustavitev programa ter izvedba 
programa po korakih.  
 
 
Slika 2.12: Upravljalnik (Teach Pendant) in roka kolaborativnega robota. 
Kot vidimo spodaj na sliki 2.13, se program zapisuje z ukazi in ne s pomočjo aplikacij, kot 
pri Pandi. Slednje omogoča, da možnosti programa giba robota niso omejene s 
prednaloženimi aplikacijami v programskem paketu, ampak se lahko s pomočjo ukazov 
poljubno upravlja z robotsko roko. Vsi ukazi so podrobno razloženi v navodilih, do 
njihovih opisov lahko uporabnik dostopa tudi preko upravljalnika. Uporabnik pri 
programiranju gradi drevesno strukturo, pri kateri se lahko združuje ukaze in tako tvori 
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preproste ukaze v enem nivoju in zelo kompleksne ukaze, ki dosegajo štiri ali več nivojev 
ukazov. Posledično je robot za uporabo nekoliko manj intuitiven, vendar so lahko možnosti 
z nekim minimalnim znanjem računalniškega programiranja manj omejene.  
 
 
Slika 2.13: Ukazi in končna oblika programa. 
 
2.2.2.3 Kuka LBR iiwa 7 R800 
Robot LBR iiw podjetja KUKA vsebuje programski paket KUKA Sunrise.OS. Namenjen 
je predvsem uporabi v industriji. Posebnost upravljanja robota sta dva med seboj povsem 
različna načina upravljanja. Lahko se ga uporablja s pomočjo upravljalnika KUKA 
smartPAD, prikazan na spodnji sliki 2.14, s svojim uporabniškim vmesnikom, in z 
različnimi dotiki robotske roke na različnih mestih ali preko računalnika preko vmesnika 
KUKA Sunrise.Workbench. Robot je za uporabo za operaterja zelo preprost in intuitiven 
preko upravljalnika in bolj kompleksen za razvijalca in programerja giba robota, preko 
računalniškega vmesnika. Operater lahko robota le premika, kalibrira in izvršuje že 
sprogramirane programske gibe robota. 
 
 
Slika 2.14: Upravljalnik smartPAD in robotska roka. 
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Kuka Sunrise.Workbench je vmesnik, zasnovan na programskem jeziku JAVA. V 
računalniškem vmesniku se razvijajo programi robota, določa varnostne parametre in 
prenaša sprogramirane programe giba robota na smartPAD vmesnik. Proces programiranja 
robota temelji na tem, da vmesnik dovoljuje vpogled v celotno programsko strukturo 
datotek, pri čemer različne datoteke nosijo različne zapise o funkcijah in nastavitvah. Pred 
uporabo robota preko računalniškega vmesnika, je potrebno definirati delovni prostor (ang. 
workspace). Lahko se uporabi že prednastavljenega ali se ustvari novega. Delovni prostor 
vsebuje niz datotek, do katerih vmesnik dovoljuje dostop in v katerih se nahaja programska 
koda, potrebna za gibe robota. Notri je potrebno ustvariti Sunrise project mapo, ki ga 
vmesnik ustvari s programom The project creation wizard, ki generira niz datotek, 
prikazanih na sliki 2.15 spodaj, in uporabnika vodi do osnovnih nastavitev, kot so 
določanje IP naslova robotovega krmilnika, določanje imena projekta, kakšna bo predloga 
vmesnika in začetna lega robotske roke.  
 
 
Slika 2.15: Niz datotek, imenovanih Sunrise project v delovnem prostoru.  
Pomembni elementi v paketu so: 
‐ mapa src ali izvorna mapa (ang. source folder), kjer se nahajajo aplikacije, s 
katerimi manipuliramo robota in Java razredi (ang. class). Programski paket 
vsebuje Java razrede MediaFlangeIOGroup.java, ki vsebujejo ukaze, potrebne za 
manipulacijo s končnim delom robota, imenovanim Media flange. 
‐ Zunaj mape src se nahajajo drugi Java razredi v Java knjižnicah: JRE System 
Library (ki vsebuje standardne Java knjižnice, ki so potrebne v vsakem okolju, ki 
uporablja programski jezik Java), KUKAJavaLib (potrebni razredi za 
programiranje robotov), Referenced libraries (razredi, potrebni za programiranje 
specifičnega robota). 
‐ SafetyConfiguration.sconf, v katerem se nahajajo varnostne nastavitve. 
‐ StationSetup.cat, ki vsebuje prednastavljene nastavitve, potrebne za povezavo med 
robotsko roko in krmilnikom. 
 
Vmesnik nudi še izgradnjo mape, imenovane Java project, v katerega se lahko vnese 
poljubne Java knjižnice, kar omogoča, da programi robotskega giba manipuliramo z ukazi 
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različnih razredov in različnimi krmilniki. Na sliki 2.16 spodaj je prikazano okno 
programiranja robota v jeziku Java. 
 
 
 
Slika 2.16: Odprto okno, kjer se lahko programira gibe robota. 
 
V navodilih so podrobno pojasnjene funkcije robota, ki jih je zelo veliko. Od uporabnika, 
ki bo ustvarjal robotske programe se pričakuje osnovno znanje programskega jezika Java. 
Svoje znanje lahko uporabnik nadgrajuje z uporabo robota, v veliko oporo pa so obsežna 
navodila, ki obravnavajo tudi pisanje kode v jeziku Java in njene razrede. Robot podjetja 
KUKA ponuja veliko naprednih funkcij, ki se jih lahko povsem spremeni po potrebi, kar 
omogoča širok spekter uporabe v industriji. Končni del robota je zelo odziven na dotik, kar 
omogoča različno aktivacijo gibov z različnimi dotiki robota. Na voljo so različni 
priključki h končnemu delu robota, večinoma v obliki prijemal, ki poleg prirobnice z 
električnimi in pnevmatskimi priključki (pogon je skrit v robotski roki) omogoča dodatne 
aplikacije robota v okolje in povezave z ostalimi »pametnimi« komponentami v sodobni 
tovarni.  
 
 
2.2.2.4 CR-35iA (FANUC) 
Glavna značilnost industrijskega robota CR-35A podjetja FANUC je preprosta uporaba. 
Uporablja se ga večinoma s FANUC Hand Guidance, kar omogoča hitro in preprosto 
izdelavo programov robotskega giba. Robot ima največjo nosilnost med kolaborativnimi 
roboti (35 kg), zaradi česar je njegova prednost predvsem prenašanje tovora pod vodstvom 
operaterja. Kot prikazuje spodnja slika 2.17, ima robot na koncu roke prijemalo, preko 
katerega ga operater lahko vodi in ustvarja kratke in preproste gibe robota. Robota se lahko 
vodi po trajektoriji in tako določa željene premike robotske roke. 
 
Robotska roka je opremljena s senzorji, s katerimi zazna dotik, na kar lahko odreagira z 
ustavljanjem ali pričetkom giba.  
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Slika 2.17: Vodenje robota z roko. 
Robot se lahko upravlja tudi preko upravljalnika iPendant, prikazanim na sliki 2.18 spodaj, 
s FANUC uporabniškim vmesnikom iHMI. Prav tako uporaba preko upravljalnika stremi k 
čim prijaznejši izkušnji za uporabnika. Na zaslonu, ki je občutljiv na dotik se lahko med 
upravljanjem robota ogleduje namestitvene nastavitve, navodila in priporočila pri uporabi. 
Programi robotskega giba se programirajo z izbiranjem prednastavljenih aplikacij in 
spreminjanjem njihovih parametrov.  
 
Podjetje FANUC se pri kolaborativnih robotih usmerja v preprosto in hitro uporabo 
robotov, zaradi česar so možnosti uporabe bolj omejene kot pri drugih kolaborativnih 
robotih. Naprednejšo izkušnjo omogoča FANUC dodatna oprema, kot je: 
‐ iRVision, ki robota nadgradi z dvodimenzionalno kamero, s katero robot 
prepoznava sestavne predmete glede na obliko in barvo ter prebira razne oblike 
črtnih kod. 
‐ 3D Vision Sensor je tridimenzionalna kamera, opremljena s programskim paketom, 
s katero prepoznava kompleksno geometrijo, prozorne in svetlikajoče predmete. 
 
Tudi uporaba dodatne opreme je enostavna in temelji na principu vklopi in poženi (plug 
and play). 
 
Slika 2.18: Upravljalnik iPendant. 
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2.3 ROS  
Operacijski sistem za robote (ang. Robot Operating System – ROS) ni pravi operacijski 
sistem, ampak vmesnik, ki povezuje različne programske jezike in orodja, ki služijo za 
prevajanje in izvajanje programov. ROS omogoča upravljanje in krmiljenje naprav, 
izmenjavo podatkov med napravami, upravljanje programskih paketov in omogoča 
uporabo orodij in knjižnic za prenos ter razvijanje in uporabo programske kode na 
različnih računalnikih.  
 
ROS postaja vedno bolj pogost na področju robotike. Veliko visoko razvitih robotskih 
podjetij zdaj prenaša svojo programsko opremo v ROS. Ta pojav se kaže tudi v industriji, 
kjer podjetja upravljajo svoje robote, poleg preko uradnega vmesnika tudi preko sistema 
ROS. Na področju industrije se je ROS v zadnjih letih močno razvil, kar je privedlo do 
razvoja svoje veje sistema ROS, imenovanega ROS Industrial. Povečevanje aplikacij ROS 
lahko ustvari veliko delovnih mest na tem področju, zaradi česar se napoveduje, da bo 
poznavanje ROS bistvena zahteva za inženirja na področju robotike [12, 13]. 
 
ROS pri razvoju sledi filozofiji podjetja Unix, kar olajšuje delo uporabnikom operacijskega 
sistema Linux, vendar nekoliko otežijo uporabnikom, ki so vajeni operacijskega okolja  
Windows ali Mac OS X. Glavne značilnosti ROS so: 
‐ sistem je sestavljen iz mnogih programov, ki ves čas med seboj izmenjujejo 
sporočila. Za komunikacijo ni centralnega sistema, torej ta poteka neposredno med 
njimi. Tak sistem je bolj kompleksen, vendar se bolje skalira s povečanjem toka 
podatkov. 
‐ Arhitektura sistema je razdeljena na majhne programe, ki izvajajo preproste naloge. 
Skupaj tvorijo zapleten proces, pri katerem lahko individualne programe po želji 
menjamo.  
‐ Podpira več programskih jezikov, saj je različne programske naloge lažje ali bolj 
učinkovito izvesti z uporabo različnih programskih jezikov. ROS podpira izdelavo 
programskih modulov v več različnih programskih jezikih.  
‐ Ustvarjalci sistema ROS spodbujajo ustvarjalce, da ustvarijo samostojne knjižnice in 
jih strukturirajo tako, da si lahko izmenjujejo sporočila z ostalimi ROS moduli.  
‐ ROS je brezplačen in odprtokoden. Jedro sistema ROS je izdano pod licenco BSD, ki 
omogoča komercialno in zasebno uporabo. Uporabnik lahko po želji svoje projekte deli 
z ostalimi ali pa jih zadrži zase [12, 13]. 
 
2.3.1 Delovanje sistema ROS 
Naloge v ROS se izvedejo s pomočjo mreže procesov, imenovanih ROS vozlišča. 
Glavni elementi mreže procesov so: 
‐ vozlišča (ang. Nodes) so procesi, kjer se izvajajo izračuni. Vsako ROS vozlišče je 
napisano v knjižnicah programskih jezikov, imenovanih roscpp (omogoča 
programiranje v jeziku C++) ali rospy (omogoča programiranje v jeziku Python). 
Vozlišča lahko med seboj komunicirajo na različne načine. Robot lahko vsebuje 
veliko vozlišč, kjer eno vozlišče na primer obdela slike kamer, drugo vozlišče 
obravnava serijske podatke robota, tretje vozlišče se lahko uporablja za računanje 
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odometrije ipd. Uporaba vozlišč preprečuje celotno odpoved sistema. Tudi v 
primeru, da odpove eno vozlišče lahko celoten robotski sistem še vedno deluje. Pri 
programiranju vozlišč, je cilj zgraditi preproste procese v vozliščih, kar omogoča 
lažje odpravljanje napak ali nadaljevanje programiranja vozlišča drugim 
razvijalcem. 
‐ Sporočila (ang. Messages): vozlišča med seboj komunicirajo preko sporočil. 
Sporočila so podatkovna struktura, ki lahko vsebuje niz podatkov in se jih lahko 
pošlje v drugo vozlišče. Obstajajo standardni tipi sporočil, kot so cela števila in 
plavajoča točka, lahko pa zgradimo tudi lastne vrste sporočil.  
‐ Teme (ang. Topics): vsako sporočilo v ROS se prenaša z vodili, ki se imenujejo 
teme. Vozlišče, ki želi priti do določene vrste podatkov se naroči na ustrezno temo. 
Za isto temo lahko obstaja več sočasnih objaviteljev (ang. Publishers) in  
naročnikov (ang. Subscribers), eno vozlišče pa lahko objavi in/ali se naroči na več 
tem.  
‐ Poveljnik (ang. Master) je storitev, ki omogoča registracijo imena in iskanje 
vozlišč. Vozlišča se ne morejo najti in izmenjevati sporočil ali izvajati storitev brez 
poveljnika. Vsako vozlišče se ob zagonu poveže s poveljnikom, ki registrira 
podatke o tokovih sporočil, ki jih objavi ali prejme. Ko se pojavi novo vozlišče v 
sistemu, mu poveljnik pošlje informacije, da se lahko direktno poveže v omrežje 
vozlišč z enako temo sporočil. Vsak delujoč ROS sistem v ozadju potrebuje 
poveljnika. Delovanje komunikacije ROS sistema iz dveh vozlišč je prikazano na 
sliki 2.19 spodaj. Vozlišči lahko govorec in poslušalec periodično komunicirata s 
poveljnikom. Slednje je ponazorjeno s črtkano črto. Medtem ves čas direktno med 
seboj izmenjujeta sporočila.  
 
 
Slika 2.19: Princip komunikacije med vozlišči v sistemu ROS. 
‐ Strežnik parametrov (ang. Parameter Server) omogoča, da podatke hrani 
shranjene na osrednjem mestu, kjer lahko do njih dostopajo vsa vozlišča in jih 
spreminjajo. 
‐ Storitve (ang.Services): ko v ROS potrebujemo vrsto komunikacije z zahtevo in 
odzivom, moramo uporabiti storitve. V sistemu ROS lahko ustvarimo vozlišče 
strežnika in odjemalca. Strežniško vozlišče zagotavlja določeno storitev in ko 
odjemalčevo vozlišče pošlje zahtevo temu strežniškemu, bo ta odreagiral in rezultat 
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poslal uporabniku. Tudi komunikacija med zahtevo in odzivom uporablja opis 
sporočila. 
‐ Naloge (ang. Actions) so zelo podobne storitvam, z razliko da lahko naročamo 
naenkrat več nalog in pri tem med opravljanjem naloge dobimo podatke o izvedbi 
naloge. Tukaj med seboj komunicirata strežnik in klient naloge [12, 14, 15, 16]. 
 
Podobno kot pri operacijskih sistemih, so tudi datoteke ROS organizirane na trdem disku v 
določeni strukturi. Slika 2.20 spodaj prikazuje organizacijo datotek, pri kateri so naslednji 
sestavni elementi: 
‐ paketi: so glavna enota za organizacijo programske opreme v ROS. Paket lahko 
vsebuje procese izvajanja ROS (vozlišča), knjižnico, nabor podatkov, 
konfiguracijske datoteke ali katere druge dokumente, ki so potrebni za delovanje 
paketa. Paketi so osnovni element, ki se ga lahko razvija in objavlja za uporabo 
drugim uporabnikom. Javno dostopnih je več tisoč paketov, zagotovo pa se jih še 
več tisoč uporablja izven javne domene.  
‐ Metapaketi: skupek paketov, ki imajo v strukturi posebno nalogo. 
‐ Paketni manifesti (ang. Package Manifest): manifesti so datoteke s končnico .xml 
in vsebujejo podatke o paketu, vključno z njegovim imenom, različico, opisom, 
podatki o licenci, odvisnostmi in drugimi informacijami. Paketni manifesti so 
potrebni tudi za metapakete. 
‐ Sporočila (ang. messages – msg): opisi sporočil, ki definirajo strukture podatkov za 
sporočila, poslana v ROS. 
‐ Storitve (ang. Services – srv): opisi storitev, ki določajo strukturo podatkov o 
zahtevi in odzivih za storitve v ROS. 
‐ Repozitoriji (ang. Repositories): večina paketov ROS se posodablja in nato 
kompatibilne pakete organizira s kontrolo verzije sistema (ang. Version Control 
System – VCS). Zbirko paketov, ki imajo skupni VCS se imenuje repozitorij [14, 
15, 16]. 
 
 
Slika 2.20: Organizacija paketov. 
Catkin je sistem za izgradnjo ROS sistema in paketov. To je nabor orodij, ki ga ROS 
uporablja za generiranje izvršljivih programov, knjižnic, skript in vmesnikov. Sestavljen je 
iz določenih CMake makrov in Python skript, ki običajnemu CMake delovnemu toku 
priskrbi dodatne funkcionalnosti.  
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Pred namestitvijo ROS knjižnic na računalnik, zahteva ROS izdelavo delovnega prostora 
(ang. workspace). To je struktura direktorijev, znotraj katerih se nahajajo paketi ROS sistema. 
Lahko imamo več ROS delovnih prostorov, vendar če je le možno, se temu izogibamo, saj 
lahko pride do konfliktov med odvisnostmi, med paketi znotraj enega in drugega delovnega 
okolja. Catkin okolje narekuje strukturo delovnega okolja, kot je prikazano na slikovni shemi 
2.20 spodaj: 
 
 
Slika 2.21: Struktura delovnega okolja [16]. 
Paketi se morajo nahajati znotraj delovnega prostora v direktoriju src. Vsak paket potrebuje 
svojo mapo in lahko vsebuje datoteke, ki se jih običajno imenuje po dogovorjenem predpisu: 
‐ config: vse konfiguracijske datoteke, ki se uporabljajo v tem paketu ROS se hranijo 
v tej mapi.  
‐ include/package_name: ta mapa je sestavljena iz glav in knjižnic, ki jih  
moramo uporabiti znotraj paketa. 
‐ scripts: mapa hrani izvršljive programske kode. 
‐ src: mapa hrani izvorne kode C++ programskega jezika. 
‐ launch: ta mapa hrani datoteke za zagon, ki se uporabljajo za zagon ene ali več 
ROS vozlišč. 
‐ msg: mapa vsebuje definicije vrste sporočil. 
‐ srv: ta mapa vsebuje definicije vrst storitev. 
‐ action: mapa vsebuje definicijo vrst naloge.  
‐ package.xml: je datoteka manifesta v tem paketu. 
‐ CMakeLists.txt: to je datoteka za izdelavo tega paketa CMake [15]. 
 
Vsak paket mora vsebovati naslednje datoteke: package.xml, CMakeLists.txt, src in 
launch. Datoteki, kot sta launch in package.xml vsebujeta podatke v programskem jeziku 
XML. XML ali razširljivi označevalni jezik (ang. Extensible Markup Language) je 
preprost računalniški jezik, ki ima zelo preprosto in pregledno zgradbo in omogoča format 
za opisovanje strukturiranih podatkov ali arhitekturo za prenos podatkov in njihovo 
izmenjavo med več omrežji. Njegova posebnost je ta, da si lahko sami izmislimo imena 
etiket (ang. TAG). Pri uporabi ROS paketov, je potrebno poznati XML jezik, saj se z njim 
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zaganja pomembne datoteke. Na sliki 2.22 spodaj je prikazana vsebina datoteke launch, 
kjer so etikete: 
‐ pkg = package_name – ime paketa, ki vsebuje kodo programa ROS, ki ga je treba 
izvesti, 
‐ type = executable_name – ime izvršljive datoteke programskega jezika C++ ali 
Python, ki jo želimo izvršiti, 
‐ name = node_name – ime vozlišča ROS, ki bo zagnalo našo datoteko C++ ali 
Python, 
‐ output = type_of_output – kjer bodo razvidni izhodi programa. 
 
 
<launch> 
    <node  pkg="turtlebot_teleop"  type="turtlebot_teleop_key" 
name="turtlebot_teleop_keyboard"  output="screen"> 
    <param name="scale_linear" value="0.5" type="double"/> 
    <param name="scale_angular" value="1.5" type="double"/> 
    <remap  from="turtlebot_teleop_keyboard/cmd_vel" 
to="cmd_vel_mux/input/teleop"/> 
  </node> 
</launch> 
Slika 2.22: Vsebina launch datoteke 
Catkin omogoča uporabo mnogo ukazov v ukazni lupini pri uporabi sistema ROS. V začetku 
so najbolj pomembni ukazi, s katerimi gradimo delovno okolje in pakete, kot sta catkin_make 
in catkin_create_pkg. V nadaljevanju bodo pomembni ukazi, kot so: roscd (spreminjanje 
direktorija), roslaunch (zagon programov, ki jih definira datoteka s končnico .launch) , rostopic 
list (lista aktivnih tem, ki jih objavlja vozlišče), rosnode info (informacija o vozlišču) in drugi, 
ki bodo obravnavani nadknadno po potrebi v metodologiji.  
 
2.3.2 Rviz 
Rviz je ROS prikazovalnik (ang. ROS visualization), ki omogoča 3D vizualizacijo okolja 
za robote, senzorje in algoritme. Rviz lahko prikazuje robota, informacije senzorjev, kamer 
in laserjev, poleg tega pa služi tudi kot grafični vmesnik, preko katerega lahko robota 
upravljamo. V tem primeru prikazuje možne poti robotske roke in kolizije. Rviz prikazuje 
okolje, kot ga vidi robot oziroma nam prikazuje »misli« robota. RViz obdela podatke iz 
različnih senzorjev robota ter jih obdela tako, da so enostavni za pregled človeškemu 
zaznavanju. Tako lažje razumemo, kje v prostoru se robot nahaja, kaj zaznava in kakšne 
akcije bo predvidoma izvedel [17]. 
 
2.3.3 Gazebo 
Gazebo je 3D dinamični simulator z možnostjo simulacije populacije robotov v 
kompleksnih notranjih in zunanjih okoljih. Gazebo ponuja fizikalno simulacijo na visoki 
ravni in vsebuje več različnih fizikalnih programskih pogonov, knjižnico robotskih 
modelov in okolja, simulacijo delovanja senzorjev in grafični vmesnik.  
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Gazebo je povezan v ROS sistem že pri namestitvi knjižnic, ki vsebujejo paket gazebo_ros. 
Paket omogoča dvosmerno komunikacijo mer ROS in Gazebo. Simulirani podatki 
senzorjev in popisi fizikalnih značilnosti lahko prehajajo iz Gazeba v ROS, ukazi 
aktuatorjem pa se lahko prenašajo iz ROS nazaj v Gazebo. V primeru, da so v paketu 
podani vsi potrebni podatki in omogočeni prenosi podatkov lahko dosežemo, da se Gazebo 
točno ujema z vmesnikom za programiranje robota. V tem primeru se reakcija na ukaze 
simuliranega robota povsem ujema z reakcijo pravega robota, kar bomo tudi preizkusili v 
praktičnem delu naloge [17]. 
 
2.3.4 Moveit! 
Moveit! je niz paketov in orodij, ki vsebuje najsodobnejšo odprtokodno programsko 
opremo za načrtovanje gibanja, manipulacijo, 3D zaznavanje, kinematiko, preverjanje trka, 
nadzor in navigacijo. Moveit! ima tudi vtičnik, ki z grafičnim vmesnikom RViz omogoča 
načrtovanje gibanja iz RViz.  
 
Moveit! poleg robota podjetja Franka Emika podpira tudi vrsto drugih robotov. Podjetje 
Franka Emika tesno sodeluje z ekipo Moveit! pri ustvarjanju vodičev in razvoju vmesnika. 
Mnogo robotov (navadno industrijskih) ima že prednastavljene pakete, ki omogočajo 
takojšnjo integracijo robota v ROS sistem; roboti, ki so namenjeni raziskavam (Panda) pa 
potrebujejo nekaj dodatnega poznavanja vmesnika Moveit! in njegove arhitekture.  
 
Spodnja slika 2.23 prikazuje sistemsko arhitekturo za vozlišče, ki ga vsebuje MoveIt!, 
imenovano move_group. To vozlišče je središče vmesnika in deluje kot integrator, saj 
združuje različne komponente robota in omogoča uporabo storitev in nalog. Vozlišče preko 
tem in storitev zbira podatke o: oblakovnih točkah, stanju sklepov in transformaciji robota. 
Preko Strežnika parametrov zbira podatke o kinematiki robota iz: modelov robota (ang. 
Unified Robot Description Format – URDF), semantičnega modela robotov (ang. Semantic 
Robot Description Format – SRDF) in konfiguracijskih datotek. Datoteka SRDF in 
konfiguracijske datoteke se ustvarijo same, ko ustvarimo MoveIt! paket za našega robota. 
Konfiguracijske datoteke vsebujejo podatke o nastavitvah meja sklepov, percepcije, 
kinematike in končnega dela robotske roke. Ko pridobi vse potrebne podatke, se lahko 
prične upravljanje robota preko uporabniških vmesnikov Moveit!. Pri tem imamo na voljo: 
‐ move_group_interface: omogoča izvedbo večino operacij, ki jih nudi Moveit!, kot 
je določanje pozicij sklepov, ustvarjanje načrtov gibanja, premikanje robota, 
dodajanje predmetov v okolje in pritrjevanje ter odstranjevanje predmetov iz 
robota. Do njega dostopamo v obliki skript v programskem jeziku C++ ali v 
nekoliko manj podprti verziji preko jezika Python.  
‐ move_commander: paket omogoča uporabo bolj preprostih načrtovanj gibanja, 
izračun kartezijanskih poti ter prijemanje predmetov. Do njega lahko dostopamo 
tudi preko ukazne lupine.  
‐ Grafični vmesnik Rviz: vmesnik predstavlja najlažji in najhitrejši način za začetek 
uporabe preko vtičnika RViz. Poleg namestitev različnih ciljev premika robota, 
spreminjanje načrtovalcev premika in nastavitve okolja omogoča hitro popravljanje 
nastavitev pri integraciji robota v okolja ROS.  
Ko preko uporabniškega vmesnika posredujemo naše želje o pozicioniranju robota, se 
move_group vozlišče poveže z vtičniki za načrtovanje giba in posreduje informacije. Ko se 
izdela načrt gibanja robota, se ta posreduje krmilnikom, preko JointTrajectoryAction 
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naloge. Move_group vozlišče aktivira klienta naloge, ki posreduje nalogo strežniku naloge, 
ki se nahaja znotraj robota ali simulatorja (Gazebo) [12, 13, 14, 17, 18]. 
 
 
 
Slika 2.23: Arhitektura Moveit!. 
 
2.3.5 Python in objektno programiranje  
Pred uporabo sistema ROS, se priporoča podrobnejši pregled ukazov v ukazno lupino, ki  
jih nudi sistem Linux (ROS je podprt le na operacijskem sistemu Linux) in vsaj začetno 
znanje programiranja preko programskega jezika Python. Python je skupaj s C++ najbolj 
priljubljen programski jezik za robote, vendar je nekoliko lažji za uporabo za začetnike. 
Python je tolmačitveni programski jezik, ki so ga razvili kot odprtokodni projekt, ki ga je 
upravljala neprofitna organizacija Python Software Foundation. Python se v glavnem 
uporablja za računalniško analitiko in razvijanje internetnih aplikacij, v robotiki pa se 
uporablja zaradi velike možnosti uporabe, saj ga lahko uporabljamo pri mnogih vmesnikih 
in programih, kot so Open CV (knjižnica za računalniški vid), Scikit, OpenAI-Baselines in 
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Tensorflow/Keras (knjižnice za strojno učenje) ali Scipy, Pandas in Numpy (pri 
numeričnih izračunih). Poleg vsestranskosti, je Python primeren še, ker nudi uporabo 
mnogo struktur (kodnih blokov, funkcij, razredov, modulov in paketov). 
 
Pri programiranju poznamo različne pristope: 
‐ proceduralni: seznam navodil, kaj je treba izvesti (npr.: C, Pascal), 
‐ deklerativni: opišemo kaj želimo, programski jezik pa to izvede (npr.: SQL), 
‐ funkcijski: programiranje temelji na funkcijah (npr.: Haskell), 
‐ objektni: program temelji na objektih, ki imajo lastnosti in funkcije (npr.: Java, 
Smalltalk). 
 
Python je objektno orientiran programski jezik. Objektno programiranje v Python temelji 
na združevanju podatkov in funkcionalnosti ter njihovem podajanjem v obliki objektov, 
razredov (ang. class). Večinoma se uporablja proceduralno programiranje za preproste 
projekte, toda pri pisanju večjih in bolj zapletenih programov lahko ta metoda postane 
preveč nepregledna. V teh primerih, je veliko bolje uporabiti objektno programiranje, kjer 
je koda bolje organizirana in jo lažje razumejo drugi uporabniki ter se lažje odpravlja 
napake, vzdržuje in nadgrajuje. Objektno programiranje je osrednja oblika programiranja 
pri uporabi ROS knjižnic, zato je pomembno, da ta koncept poznamo [19, 20]. 
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3 Metodologija raziskave 
Temeljno področje praktičnega dela magistrske naloge je programiranje kolaborativnega 
robota Panda podjetja Franka Emika, z uporabo obstoječih knjižnic libfranka in ROS. 
Praktični del naloge smo izvedli z opremo, ki je last Fakultete za strojništvo v Ljubljani, 
natančneje laboratorija LASIM. Pri nalogi smo uporabili kolaborativnega robota Pando in 
vse njegove priključke ter osebni računalnik HP ProDesk 400 G3 Mini.  
 
Pred uporabo ROS knjižnic, je bilo potrebno sistem integrirati na računalnik, preko 
katerega lahko robota upravljamo, kar je podrobno razloženo v tem poglavju. Za lažje 
razumevanje, bo v nadaljevanju najprej opisana uporabljena strojna oprema in nastavitve, 
nato bo opisana struktura vmesnikov robota, ki omogočajo uporabo knjižnic ROS in še 
namestitev sistema ter nazadnje, opis eksperimentalnega dela. 
 
Metodologija raziskave je v večinskem delu vsebovala raziskovanje in prebiranje literature 
o namestitvi in uporabi sistema ROS in nato aplikacija ugotovitev v naš sistem. Pri uporabi 
sistema ROS, se je potrebno seznaniti z uporabo ukazne lupine operacijskega sistema 
Linux, saj tja vpisujemo vse ukaze pri uporabi operacijskega sistema ter njegovih 
nastavitev in za upravljanje ROS knjižnic. Na voljo je veliko literature, kar je mnogokrat 
predstavljalo težavo, saj so bili nekateri viri informacij slabi ali neustrezni. ROS knjižnice 
se lahko uporablja na računalnikih z nameščenimi programskimi paketi, ki pa se med seboj 
razlikujejo glede na robota in distribucijo operacijskega sistema Linux. Prav tako znotraj 
pravilnih programskih paketov prihaja do razlik, saj se nove verzije izdajo na letni osnovi, 
pri tem pa stare verzije niso nujno kompatibilne z novejšimi in obratno. Podobni problemi 
so predstavljali tudi z uporabo ROS, saj ta temelji na izgradnji že obstoječih paketov, ki so 
lahko za naše programske verzije nekompatibilni. Kljub temu, da se v teoretičnem delu 
sklicujemo na literaturo, povzeto iz knjig, se priporoča, da se pri uporabi ROS knjižnic 
opiramo na spletno literaturo zaradi hitrejše posodobitve. Med raziskovanjem, smo 
neustrezne vire izločili in se na koncu v osnovi opirali na naslednjo literaturo: 
‐ za namestitev programske opreme: 
‐ Franka Control Interface [21], 
‐ DE3-ROB1-CHESS repozitorij GitHub strani [22]. 
‐ Za uporabo ROS knjižnic in ukazov v ukaznih lupinah in programiranje v Pythonu: 
‐ ROS Wiki [16], 
‐ MoveIt! dokumenti na spletu [18], 
‐ Robot Ignite Academy, ROS Courses Library[15]. 
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‐ Knjige: 
‐ Mastering ROS for Robotics Programming [14], 
‐ Programming Robots with ROS. A Practical Introduction to the 
Robot Operating System [17], 
‐ Programiranje in numerične metode v ekosistemu Pythona [19]. 
 
3.1 Opis strojne opreme 
3.1.1 Opis robota Panda  
Pred uporabo ROS knjižnic, smo se morali spoznati z robotom Panda. Na spletni strani 
robota Franka Emika so na voljo vse dokumentacije in opisi, iz katerih smo izhajali pri 
namestitvi in uporabi. Robot Panda vsebuje priključke, ki morajo biti povezani, kot je 
prikazano spodaj na sliki 3.1.  
 
 
 
Slika 3.1: Robot Panda in njegovi priključki [24]. 
 
 
Pri uporabi robota, moramo biti pozorni na barvo opozorilnih lučk, ki se nahajajo na koncu 
robotske roke, pri upravljalniku in v spodnjem delu roke, kjer je pritrjen na podlago. 
Najprej prižgemo krmilnik, ki aktivira hlajenje robota, pri tem utripa rumena luč. Po 
aktivaciji krmilnika, rumena luč gori konstantno. Sistem varnostnega zaklepanja je še 
vedno aktiven, kar pomeni, da so sklepi robota mehansko zaklenjeni. Nato aktiviramo 
vmesnik na računalniku, ki se poveže z robotom preko ethernet priključka in aktiviramo 
povezavo z robotom, kar odpre mehansko zaklenjene osi in prižge se bela lučka. Ko gori 
bela lučka, je robot pripravljen na sprejem informacij, pri tem pa lahko robota tudi 
premikamo preko upravljalnika (takrat je robot v fazi učenja robota in shranjevanja gibov) 
na roki, prikazan na sliki 3.2. V času zagona programa, gori zelena lučka. V primeru 
napake, se lučka obarva rdeče [23]. 
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Preglednica 3.1: Signalizacija robota. 
Barva: Pomen: Opis: 
BELA Interaktivno. Sodelovanje s Pando je možno na varen način. 
MODRA Pozor, aktivno. Panda je v stanju začetka premikov ali med gibanjem. 
ZELENA Avtomatsko. Panda izvaja avtomatski program shranjenega cikla. 
RUMENA Blokirano. Panda je mehansko zaklenjena oz. se ne da uporabljati. 
ROZA Konflikt. Panda sprejema konfliktne signale. 
RDEČA Napaka. Pojavila se je napaka. 
 
 
Slika 3.2: Sestavni deli robotske roke. 
 
Kolaborativni robot Franka Emika ima sedem sklepov, kar omogoča premikanje v sedmih 
prostostnih stopnjah. Preko uradnega vmesnika ali preko ROS knjižnic, lahko nastavljamo 
različne varnostne omejitve momentov za vsak pogon posebej. Pogone robota in sklepe 
prikazuje slika 3.3 [23]. 
 
 
Slika 3.3: Pogoni in sklepi robota [23]. 
Sklep 5 
Sklep 4 
Sklep 3 
Sklep 2 
Sklep 1 
Sklep 0 
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Vsak pogon ima vgrajen senzor pozicije natančnosti 14-bitne ločljivosti in senzor momenta 
natančnosti 13-bitne ločljivosti. V pogonu je integrirana elektronika za hitro komunikacijo, 
varnostno zaustavitev in hiter odziv pogonov ter robotske roke, ki deluje s 1.000 Hz (1ms 
odziv), prikazano na sliki 3.4. V primeru prekoračitve obremenitve v pogonu od  
nastavljene, robot hipoma zaustavi pogone in s tem zaustavi gibanje robota [23]. 
 
 
 
 
Slika 3.4: Podrobnejša zgradba pogona in senzorji [23].  
 
3.1.2 Opis računalnika HP ProDesk 400 G3 Mini in zahteve 
omrežja 
Pred namestitvijo paketov, moramo zagotoviti, da naša oprema izpolnjuje minimalne 
zahteve za vodenje robotovega krmilnega vmesnika FCI (ang. Franka control interface). 
Pri tem moramo upoštevati specifikacije našega računalnika in omrežja, preko katerega 
bomo robotu pošiljali signale. Knjižnice so podprte le na nekaterih različicah operacijskega 
sistema Linux, zaradi česar mora imeti računalnik naložen Ubuntu 16.04 ali Ubuntu 18.04 
LTS. Izbrali smo Ubuntu 16.04, ki ima naslednje zahteve:  
‐ 2 GHz dvojedrni procesor,  
‐ 2 GB delovnega spomina,  
‐ 25 GB prostega spomina na trdem disku. 
 
Računalnik HP ProDesk 400 G3 Mini, prikazan na sliki 3.5 spodaj, vsebuje procesor Intel 
Core i5–6500T, 8 GB DDR4 delovnega pomnilnika, integrirano grafično kartico Intel HD 
Graphics 530 in SSD disk s kapaciteto 128 GB in zahtevam ustreza. 
 
 
Slika 3.5: Uporabljen računalnik HP ProDesk 400 G3 Mini. 
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Zelo pomembno je tudi doseganje zahtev omrežja, zaradi česar je priporočljivo, da svoj 
računalnik direktno povežemo z ethernet priključkom in se pri tem izogibamo vmesnim 
napravam, kot so stikala. Robot pošilja podatke s frekvenco 1 kHz, zaradi česar je 
priporočljivo računalniku onemogočiti skaliranje frekvenc procesorja, saj tako zmanjšamo 
zamude. Vsota naslednjih veličin mora biti manjša od 1 ms: 
‐ čas povratnega potovanja (RTT) med računalnikom delovne postaje in FCI. 
‐ Čas izvajanja vašega generatorja gibanja ali krmilne zanke. 
‐ Čas, ki ga potrebuje robot za obdelavo vaših podatkov in korak z notranjim 
krmilnikom. 
 
 
3.2 Opis strukture vmesnikov 
Robot Panda poleg svojega uradnega vmesnika Desk nudi še uporabo vmesnika Franka 
Control Interface (FCI). Ta vmesnik je namenjen raziskavam robotike. Dokler je FCI 
aktiven, se Panda ne more upravljati preko navadnega vmesnika. FCI omogoča hitro in 
neposredno dvosmerno povezavo z robotsko roko in končnim delom robota, dlanjo. 
Odprtokodni program libfranka, ki je zgrajen na osnovi programskega jezika C++, 
omogoča povezavo z vmesnikom FCI in tako nudi možnost spremljanja in spreminjanja 
trenutnega položaja robota preko računalnika, povezanega z robotom preko ethernet 
priključka. Libfranka upravlja robota preko signalov frekvence 1 kHz in dodatno vsebuje 
vmesnike, ki omogočajo: 
‐ nastavitve:  
‐ senzorja momenta v sklepih robota, 
‐ pozicij in hitrosti posameznih sklepov, 
‐ pri pozicioniranju robota v kartezijanskem koordinatnem sistemu in hitrost 
pozicioniranja, 
‐ dostop meritev o: 
‐ hitrosti, poziciji in momentu v sklepih robota, 
‐ skupnem momentu, ki deluje na robota, 
‐ oceni zunanjih uporabljenih navorov,  
‐ trkih in kontaktih, 
‐ dostop do geometrijskega modela robota, ki omogoča: 
‐ kinematične preračune robota za izračun položaja končnega dela roke iz 
določenih vrednosti vsakega sklepa, 
‐ Jakobijevo matriko pozicij vseh sklepov, 
‐ vztrajnostno matriko, coriolisov, centrifugalni in gravitacijski vektor [21]. 
 
Knjižnice franka_ros so ROS knjižnice, prirejene za robote podjetja Franka Emika. 
Franka_ros deluje preko vmesnika libfranka in v sistem integrira celotni ROS ekosistem, 
pregledna shematska slika 3.6 spodaj prikazuje celotno arhitekturo vmesnikov. ROS 
upravlja robota preko skupka paketov, imenovanih ros_control, ki vsebuje vmesnik za 
krmiljenje in upravitelja krmilnikov robota. Poleg ros_control paketov ROS vključuje tudi 
URDF modele celotne robotske roke in 3D površine, ki omogočajo vizualizacijo robota 
preko RViz in simulacijo. ROS vsebuje tudi vmesnik MoveIt!, ki predstavlja najlažji način 
programiranja gibov robota. Pri uporabi franka_ros paketa, je potrebno poznati značilnosti 
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pomembnih skupin paketov, saj se pri upravljanju robota sklicujemo na ukaze, ki jih 
omogočajo: 
‐ franka_description paket vsebuje opis naših robotov in končnih delov robota, ki 
prihajajo v stik z drugimi predmeti. Vsebuje značilnosti robota, kot so: njihova 
kinematika, omejitev sklepov, površine robota in prostor za trčenje. Opisi temeljijo 
na formatu URDF. 
‐ Franka_gripper paket vsebuje franka_gripper_node, ki služi za upravljanje z 
robotskim prijemalom. Vozlišče lahko objavi stanje prijemala in nudi strežnike 
nalog, s katerimi odpiramo in zapiramo prijemalo z določeno hitrostjo in silo. 
‐ Franka_hw omogoča nastavitev robotovih sklepov, njihovo dovoljeno hitrost, 
moment in pozicijo. 
‐ Franka_control je skupek paketov, ki vključuje vmesnike krmilnika, upravljalce 
krmilnikov in omogoča uporabo franka_hw paketa. 
‐ Franka_visualization vsebuje strežnike, ki se povežejo z robotom in objavljajo 
trenutne značilnosti njegovih sklepov, kar omogoča vizualizacijo robota v RViz. 
‐ Franka_msgs vsebuje definicijo tipov sporočil, storitev in nalog, ki jih uporabljata 
paketa franka_hw in franka_control.  
‐ Panda_moveit_config je paket, ki vsebuje določene datoteke, potrebne za 
integracijo z vmesnikom Moveit!, vendar je pri integraciji z robotom potrebno 
datoteke v paketu še preurediti, kar bo opisano v nadaljevanju [21]. 
Slika 3.6: Arhitektura vmesnikov [21]. 
 
3.3 Namestitev in nastavitve opreme 
3.3.1 Nastavitve sistemskega jedra 
Pred namestitvijo knjižnic, moramo na računalniku nastaviti sistemsko jedro tako, da bo 
lahko operacijski sistem deloval v realnem času (ang. real-time operating system). Slednje 
omogoča uporabljanje programov, ki zahtevajo obdelavo podatkov v realnem času, kar 
pomeni, da se podatki obdelujejo v trenutku, brez zamud medpomnilnikov. Sistem v 
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realnem času je časovno omejen sistem, ki ima natančno opredeljene in fiksne časovne 
omejitve, ki procese prekliče v primeru, da sistem preseže omejitve. Operacijski sistem 
Linux omogoča delovanje v realnem času z načinom sistemskega jedra, imenovanega 
PREEMPT_RT.   
 
Najprej preverimo našo verzijo sistemskega jedra na našem računalniku z ukazom v 
ukazno lupino:  
1. uname –r. 
Spremembe sistemskega jedra so mogoče le na določenih verzijah, zato poiščemo na 
spletni bazi verzijo, ki je najbližje naši. Na računalniku je bila verzija 4.15.0, zato smo 
izbrali 4.14.12-rt10. Sledi namestitev potrebnih odvisnosti z ukazi v  ukazni lupini: 
2. apt‐get install build‐essential bc curl ca‐certificates fakeroot gnupg2 libssl‐
dev lsb‐release libelf‐dev bison flex. 
Prenesemo potrebne datoteke in jih razširimo: 
3. curl ‐SLO https://www.kernel.org/pub/linux/kernel/v4.x/linux‐4.14.12.tar.xz 
curl ‐SLO https://www.kernel.org/pub/linux/kernel/v4.x/linux‐4.14.12.tar.sign 
curl ‐SLO https://www.kernel.org/pub/linux/kernel/projects/rt/4.14/older/patch‐       
4.14.12‐rt10.patch.xz 
curl ‐SLO https://www.kernel.org/pub/linux/kernel/projects/rt/4.14/older/patch‐
4.14.12‐rt10.patch.sign 
4. xz ‐d linux‐4.14.12.tar.xz 
xz ‐d patch‐4.14.12‐rt10.patch.xz. 
Po preverjanju celovitosti datotek, lahko izločimo izvorno kodo in jedro konfiguriramo ter 
nato v izbirnem okencu izberemo Fully Preemptible Kernel: 
5. tar xf linux‐4.14.12.tar 
6. cd linux‐4.14.12 
7. patch ‐p1 < ../patch‐4.14.12‐rt10.patch 
8. make oldconfig. 
Pospešimo proces namestitve in nato namestimo izdelane pakete: 
9. fakeroot make ‐j4 deb‐pkg 
10. sudo dpkg ‐i ../linux‐headers‐4.14.12‐rt10_*.deb ../linux‐image‐4.14.12‐
rt10_*.deb. 
Po preverjanju novega načina delovanja sistema, ustvarimo skupino, ki ima dovoljenje za 
upravljanje robota in nastavimo omejitve izpolnjevanja ukazov, ki se shranijo po 
ponovnem vpisu v račun: 
11. sudo addgroup realtime 
12. sudo usermod ‐a ‐G realtime $(whoami), 
13. @realtime soft rtprio 99 
14. @realtime soft priority 99 
15. @realtime soft memlock 102400 
16. @realtime hard rtprio 99 
17. @realtime hard priority 99 
18. @realtime hard memlock 102400. 
Ko upravljamo robota preko ROS ali libranka knjižnic, moramo operacijski sistem zagnati 
v načinu delovanja v realnem času. 
 
3.3.2 Namestitev knjižnic libfranka in franka_ros 
Uradna podpora knjižnic libfranka in franka_ros vsebuje le dve distribuciji Linux. Na 
izbiro imamo knjižnice ROS Kinetic Kame za verzijo Ubuntu 16.04 LTS Xenial Xerus ali 
ROS Melodic Morenia za verzijo Ubuntu 18.04 LTS Bionic Beaver, zaradi česar smo se 
odločili za ROS Kinetic Kame. Po namestitvi paketov ROS Kinetic Kame, ki je podrobno 
opisana na ROS Wiki strani, je potrebno namestiti knjižnice libfranka. Za uporabo 
določenih verzij knjižnic libfranka, je potrebno imeti določene krmilnike na robotu Panda. 
Na robotu je bila nameščena verzija krmilnika 2.1.4, ki je po izkušnjah najbolj 
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kompatibilna z verzijo libfranka 0.5.0. Knjižnice libfranka smo namestili z namestitvijo 
potrebnih odvisnosti z ukazi v  ukazni lupini: 
1. sudo apt install build‐essential cmake git libpoco‐dev libeigen3‐dev. 
Nato prenesemo izvorno kodo iz portala GitHub in premaknemo ukazno lupino v direktorij 
libfranka: 
2. git clone ‐‐recursive https://github.com/frankaemika/libfranka 
3. cd libfranka. 
Ker se z zgornjim ukazom prenesejo vse verzije, moramo željeno označiti: 
4. git checkout 0.5.0 
git submodule update. 
Nato ustvarimo direktorij build in ter v njem ustvarimo strukturo paketov z orodjem 
CMake: 
5. mkdir build 
6. cd build 
7. cmake ‐DCMAKE_BUILD_TYPE=Release .. 
8. cmake ‐‐build. 
 
Po namestitvi knjižnic lifranka, namestimo knjižnice franka_ros. Naprej potrebujemo 
Catkin delovno okolje. Glede na izkušnje, je priporočljivo delovno okolje narediti v 
direktoriju »home«. Slednje smo naredili s premikom ukazne lupine v direktorij »home« in 
vpisali: 
1. mkdir ‐p catkin_ws/src. 
Nato preselimo ukazno lupino v mapo catkin_ws in označimo datoteke, do katerih bo 
lahko dostopal sistem franka_ros: 
2. cd catkin_ws 
3. source /opt/ros/kinetic/setup.sh 
catkin_init_workspace src. 
Pri franka_ros knjižnicah je pomembno, da so kompatibilne z naloženo verzijo libfranka 
knjižnic. Glede na izkušnje, je z libranka 0.5.0 najbolj kompatibilna franka_ros verzija 
0.6.0. V podmapo src prenesemo knjižnice franka_ros iz portala GitHub in zopet označimo 
željeno verzijo: 
4. git clone ‐‐recursive https://github.com/frankaemika/franka_ros src/franka_ros 
5. git checkout 0.6.0. 
In nato zgrajene programske pakete naložimo: 
6. rosdep  install  ‐‐from‐paths  src  ‐‐ignore‐src  ‐‐rosdistro  kinetic  ‐y  ‐‐skip‐keys 
libfranka 
7. catkin_make‐DCMAKE_BUILD_TYPE=Release‐DFranka_DIR:PATH=/home/franka‐
pc/libfranka/build 
8. source devel/setup.sh. 
 
3.3.3 Nastavitve opreme 
Pri upravljanju robota preko neuradnih knjižnic, moramo računalnik pravilno povezati z 
robotom. Pri upravljanju robota preko uradnega vmesnika, moramo robota diretno povezati 
z računalnikom preko ethernet kabla. Pri upravljanju preko FCI, mora biti računalnik 
direktno povezan s krmilno omarico preko ethernet kabla in ta preko povezovalnega kabla 
direktno z robotom, kot je bilo prikazano na sliki 3.1 in spodaj na sliki 3.7.  
 
Pri pošiljanju ukazov robotu, je zelo pomembno dobro omrežje. Pred uporabo, je potrebno 
urediti omrežne nastavitve v krmilni enoti robota in v računalniku, preko katerega bomo 
robota upravljali. Robota povežemo direktno z računalnikom z ethernet kablom in 
odpremo uradni vmesnik Desk. Tukaj nastavimo statičen naslov priključka v kotrolni 
omarici robota in njegov naslov internetnega protokola (ang. Internet Protocol – IP). 
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Statični naslov je potrebno nastaviti tudi na računalniku. Slednje najlažje opravimo z Linux 
grafičnim vmesnikom. Po opravljenih nastavitvah, se priporoča preverjanje povezave 
računalnika in robota, saj lahko v nekaterih primerih med upravljanjem pride do opozoril, 
pri katerih ne moremo vedeti, če so posledica slabe povezave ali napake v zgrajenih 
paketih in programskih kodah.  
 
 
Slika 3.7: Priključki krmilne omarice[21]. 
 
3.3.4 Namestitev vmesnika Moveit!  
Moveit! je vmesnik, ki je kompatibilen z ROS ekosistemom. Glede na izkušnje, se robota 
najlažje krmili preko Moveit! vmesnika, pri tem pa so na uradni strani dobro 
dokumentirani razredi, potrebni za programiranje gibov robota. Dobra preglednost 
razredov in njihovih funkcij je bistvenega pomena, saj nam omogoča delo s kompleksnimi 
funkcijami, ki so jih ustvarili strokovnjaki na tem področju. Velika prednost ROS 
ekosistema je ravno ta, da združuje dela strokovnjakov na svojih posameznih področjih in 
omogoča delo na skupku znanja.  
 
Namestitev pričnemo z namestitvijo knjižnic Moveit!: 
1. sudo apt install ros‐kinetic‐moveit. 
Nato premaknemo ukazno lupino v direktorij src, delovnega okolja, ki smo ga pripravili v 
poglavju 3.3.2 in prenesemo programske pakete, ki služijo kot vodiči pri uporabi vmesnika 
Moveit! in pakete, ki vsebujejo konfiguracije, nastavitve in zaganjanje posameznih 
vozliščnih aplikacij: 
2. cd ~/catkin_ws/src 
3. git clone ‐b kinetic‐devel https://github.com/ros‐planning/moveit_tutorials.git 
4. gitclone  ‐b  kinetic‐devel  https://github.com/ros‐
planning/panda_moveit_config.git. 
Nato namestimo vse potrebne odvisnosti paketa vmesnika Moveit!:  
5. cd ~/ws_moveit/src 
rosdep install ‐y ‐‐from‐paths . ‐‐ignore‐src ‐‐rosdistro kinetic. 
Narejen paket zgradimo v našem delovnem okolju. V literaturi pogosto vidimo dva možna 
ukaza za izgradnjo paketov: catkin build in catkin_make. Pomembno je, da v enem 
delovnem okolju uporabljamo le en ukaz, saj paketi, narejeni z drugim ukazom niso 
kompatibilni z okoljem. Prav tako je potrebno vedeti, da ukaz v ukazni lupini catkin_make 
lahko uporabljamo le v direktni mapi delovnega okolja (catkin_ws). Ker smo v poglavju 
3.3.2 okolje zgradili z ukazom catkin_make, bomo paket zgradili: 
6. cd ~/catkin_ws 
7. catkin config ‐‐extend /opt/ros/kinetic 
8. catkin_make. 
Vsakič ko odpremo novo ukazno lupino, moramo vanj vnesti ukaz, s katerimi catkin sistem 
seznanimo, v katerem delovnem okolju bomo delali. To naredimo vsakič, ko uporabljamo 
ROS sistem: 
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9. source ~/catkin_ws/devel/setup.bash. 
 
Paket panda_moveit_config smo že namestili in izgradili v prejšnjem koraku, vendar je 
glede na izkušnje bolje, če se ga nekoliko spremeni preko namestitvenega čarovnika, ki ga 
nudi Moveit!: 
10. roslaunch moveit_setup_assistant setup_assistant.launch. 
Zgornji ukaz nam odpre grafični vmesnik, kjer izberemo možnost ureditve obstoječega 
panda_moveit_config paketa. Preko vmesnika izberemo datoteko 
panda_arm_hand.urdf.xacro, ki vsebuje podatke, potrebne za opis robota, zaradi česar se 
nahaja v paketu franka_description in se je zgradil, ko smo namestili franka_ros knjižnice. 
Vmesnik nas vodi po nastavitvah paketa: 
‐ Generate Self-Collision Matrix: tukaj označimo, kateri sklepi se držijo skupaj, 
zaradi česar ni nevarnosti, da bi se med seboj zaleteli. Ko imamo v datoteki 
definirane sosednje sklepe, načrtovalec giba pri preračunavanju možnosti trka te 
sklepe izpusti, kar ima velik vpliv na čas procesiranja načrtovanja gibov.  
‐ Add Virtual Joints: izberemo preko katerega sklepa oziroma dela robota se robot 
pritrdi na podlago in definira osnovni koordinatni sistem robota, kot je prikazano na 
sliki 3.8.  
Slika 3.8: Definiranje sklepa, s katerim se robot pritrdi na podlago. 
‐ Add Planning Groups: definiramo in razdelimo skupine sklepov. V našem 
primeru imamo dve skupini. Robotsko roko in prijemalo, pri tem pa pri vsaki 
skupini definiramo svoj vtičnik za preračun kinematike robota. 
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‐ Add Robot Poses: tukaj definiramo dodatne lege robota. Če poznamo željeno 
pozicijo, jo lahko nastavimo tukaj, kar nekoliko olajša postopek programiranja v 
določeno lego, če je ta nekoliko specifična in težje dosegljiva, kot je prikazano na 
spodnji sliki 3.9. 
Slika 3.9: Definicija željene pozicije. 
‐ Label End Effectors: definiramo skupno prijemalo kot poseben del robota, ki 
prihaja v stik s predmeti, kar omogoča, da vmesnik ne vstavi robota, ko prijemalo 
pride v stik z okoljem. Postopek je prikazan na sliki 3.10.  
Slika 3.10: Definiranje prijemala. 
Metodologija raziskave 
40 
 
 
‐ 3D Perception: zgradi datoteko, potrebno za uporabo 3D kamere z robotom. Paket 
nudi možnost integracije 3D kamere preko OctoMap vtičnika, ki generira okolje, 
kjer se premika robot. V praksi to tehnologijo uporabljajo robotski sesalniki pri 
zaznavanju okolja, pri kolaborativnih pa se lahko uporablja za izogibanje 
predmetom, ki se premikajo.  
‐ Gazebo Simulation: tukaj generiramo URDF obliko datoteke, ki je kompatibilna s 
programom Gazebo, v primeru, da želimo izdelati simulacijo uporabe robota.  
‐ ROS Control: kot je že bilo zapisano pri opisu strukturi vmesnikov, je 
ROS_control paket, kjer se nahajajo vmesniki krmilnika in upravljalci krmilnikov. 
Čeprav nam čarovnik namestitve izdela datoteke, ki generirajo le simulacijo 
krmilnikov, je ta korak pomemben, saj nam poda primer, kako je potrebno 
definirati krmilnike, ki dajejo ukaze krmilnikom znotraj robota. Nastavitve 
krmilnikov so prikazane na sliki 3.11 spodaj. 
Slika 3.11: Nastavitev krmilnikov. 
 
3.3.5 Integracija robota z vmesnikom Moveit! 
Ko so nameščeni vsi programi in paketi, je potrebno urediti datoteke v paketu vmesnika 
Moveit! tako, da bomo krmilniku v robotu pošiljali naloge, sprogramirane v programskem 
jeziku Python. Pri tem bomo upoštevali vsa dejstva, ki smo jih spoznali v literaturi glede 
delovanja ROS in njegove strukture datotek, arhitekture vmesnikov franka_ros in libfranka 
ter delovanje vmesnika Moveit!.  
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Znotraj paketa franka_ros se nahaja paket panda_moveit_config, kjer se nahajajo vse 
datoteke, ki jih moramo pripraviti. V podmapi config ustvarimo datoteko 
panda_gripper_controllers.yaml. Tukaj bomo definirali ime krmilnika, ki bo komuniciral s 
krmilnikom na robotu. Poznati moramo ime vtičnika krmilnika (panda_arm_controller), 
ime strežnika naloge (follow_joint_trajectory) in tip sporočila naloge 
(FollowJointTrajectory), s katerimi bomo krmilili roko robota. Enako naredimo tudi za 
prijemalo. 
controller_list: 
 ‐ name: panda_arm_controller 
   action_ns: follow_joint_trajectory 
   type: FollowJointTrajectory 
   default: true 
   joints: 
     ‐ panda_joint1 
     ‐ panda_joint2 
     ‐ panda_joint3 
     ‐ panda_joint4 
     ‐ panda_joint5 
     ‐ panda_joint6 
     ‐ panda_joint7 
 ‐ name: hand_controller 
   action_ns: gripper_action 
   type: GripperCommand 
   default: true 
   parallel: true 
   joints: 
     ‐ panda_finger_joint1 
     ‐ panda_finger_joint2 
 
Nato v isti mapi ustvarimo datoteko panda_moveit_controller_manager.launch.xml, s 
katerim zaženemo vmesnik upravljalnika krmilnikov (moveit_simple_controller_manager) 
in definiramo sklicevanje na prejšnjo datoteko (panda_gripper_controllers.yaml), kateri 
krmilnik naj zažene.  
<launch> 
 <!‐‐  Set  the  param  that  trajectory_execution_manager  needs  to  find  the  controller 
plugin ‐‐> 
 <arg  name="moveit_controller_manager" 
default="moveit_simple_controller_manager/MoveItSimpleControllerManager" /> 
 <param name="moveit_controller_manager" value="$(arg moveit_controller_manager)"/> 
 <!‐‐ load controller_list ‐‐> 
 <rosparam file="$(find robot_moveit_config)/config/controllers.yaml"/> 
</launch> 
 
Nato v podmapi launch ustvarimo dokument panda_control_moveit_rviz.launch. Znotraj 
tega dokumenta zaženemo .launch datoteke, ki zaženejo Rviz, Moveit! in krmilnike, 
znotraj paketa franka_control: 
<?xml version="1.0" ?> 
<launch> 
  <arg name="robot_ip" /> 
  <arg name="load_gripper" default="true" /> 
  <arg name="launch_rviz" default="true" /> 
 
  <include file="$(find franka_control)/launch/franka_control.launch" > 
    <arg name="robot_ip" value="$(arg robot_ip)" /> 
    <arg name="load_gripper" value="$(arg load_gripper)" /> 
  </include> 
 
  <include file="$(find panda_moveit_config)/launch/panda_moveit.launch"> 
    <arg name="load_gripper" value="$(arg load_gripper)" /> 
  </include> 
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  <include  file="$(find  panda_moveit_config)/launch/moveit_rviz.launch"  if="$(arg 
launch_rviz)" /> 
</launch>. 
 
Za lažje razumevanje, je spodaj priložena slika 3.12, ki prikazuje splošno strukturo 
delovanja paketa ros_control. V našem primeru, se ros_control imenuje franka_control, 
hardware_interface pa franka_hw. V primeru, da uporabimo vmesnik Moveit!, ta prevzame 
vlogo upravljalnika krmilnikov od paketa ros_control, in uporabi svojega, 
moveit_simple_controller_manager. Vse ostale dele paketa ros_control moramo uporabiti 
v primeru, da želimo krmiliti robota, zaradi česar smo v datoteki 
panda_control_moveit_rviz.launch zagnali še datoteko franka_control.launch. 
 
 
Slika 3.12: Struktura delovanja paketa ros_control [18].  
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Ko zaženemo zadnjo datoteko v ukazni lupini z ukazom  Roslaunch  panda_moveit_config 
panda_control_moveit_rviz.launch, se z našim robotom in Moveit! vmesnikom, preko 
sistema ROS, vzpostavi povezava in robota lahko krmilimo preko grafičnega vmesnika 
Rviz ali preko skript programov giba. 
 
3.3.6 Namestitev paketa za simulacijo 
V spletnih bazah GitHub strani, se nahaja veliko ROS paketov. Večina paketov je narejena 
znotraj univerz ali drugih organizacij, ki se ukvarja z razvojem robotike v sistemu ROS. 
Pomembno je, da znamo pakete integrirati v naše delovno okolje, saj so lahko paketi 
izjemno kompleksno delo strokovnjakov, ki nam olajšajo delo z roboti.   
 
Enega takih paketov smo namestili v magistrskem delu, avtorja E. Perkel [24, 25], ki je 
mladi raziskovalec na Tehniški univerzi v Münchnu. Poleg svojega  repozitorija na GitHub 
portalu, vodi tudi svoje spletno mesto, kjer je podrobno opisano njegovo delo, vključno s 
paketom simulatorja robota Panda.  
 
Ko se namesti ros_franka knjižnice, te že vsebujejo model robota v URDF obliki. Model 
vsebuje le obliko in površine robota, zaradi česar je potrebno modelu dodati lastnosti 
sklepov, kot so: geometrija, barva, masa in vztrajnost ter lastnosti trka sklepov. URDF 
datoteka omogoča popis tudi teh lastnosti, vendar se zaradi večje preglednosti in 
modularnosti programiranja uporablja format datoteke XACRO. Tudi te datoteke so 
popisane v programskem jeziku XML, vendar na bolj pregleden način, predvsem pa 
omogočajo združitev večih različnih popisov robota, saj so sestavljene iz večih paketov 
datotek.  
 
Na spletni strani E. Perkel [24], je podrobno popisan postopek modifikacije paketa. 
Vsebuje popis fizikalnih lastnosti robota in konfiguracijo v knjižnicah franka_ros v 
direktoriju franka_description/robots v datotekah panda_arm.xacro in 
panda.gazebo.xacro: 
‐ pritrditev robota na koordinatni sistem »world«, ki je osnovni koordinatni sistem v 
programu Gazebo. 
‐ Dodajanje razmernika dušenja. 
‐ Dodajanje matrike vztrajnosti, ki jih zahteva Gazebo za popis dinamične simulacije. 
‐ Dodajanje mase in volumna vsakega sklepa. 
‐ Dodajanje koeficienta trenja med sklepi.  
‐ Obarvanje sklepov, kar je potrebno pri uporabi strojnega vida. 
‐ Nastavitev vtičnika krmilnika, s katerim Gazebo krmili model, ki je enak krmilniku 
v paketu franka_control. 
‐ Nastavitve PID veličin krmilnika roke in prijemala, ki so dobljene eksperimentalno. 
 
Potrebne so tudi modifikacije paketa panda_moveit_config za integracijo vmesnika 
Moveit! z Gazebo simulatorjem. Ta korak je podoben integraciji s pravim robotom. V 
zadnjem koraku je potrebno še izdelane spremembe datoteke integrirati v ROS sistem, kar 
so naredili z launch datoteko, ki je zagnala: model robota v ROS strežnik parametrov, 
simulator Gazebo, pravi krmilnik, objavitelja pozicije sklepov robota v Moveit! in 
move_group vozlišče, ki omogoča načrtovanje poti giba robota. 
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Ker so spremenjene datoteke znotraj direktorija franka_ros in panda_moveit_config, smo 
morali paket zgraditi v novem delovnem okolju, imenovanem »test«, in tam namestiti 
paket: 
1. mkdir ‐p test/src 
2. cd test/src 
3. git clone https://github.com/erdalpekel/panda_simulation.git 
4. git clone https://github.com/erdalpekel/panda_moveit_config.git 
5. git clone ‐‐branch simulation 
https://github.com/erdalpekel/franka_ros.git 
6. cd .. 
7. sudo apt‐get install libboost‐filesystem‐dev 
8. rosdep install ‐‐from‐paths src ‐‐ignore‐src ‐y ‐‐skip‐keys libfranka 
9. cd .. 
10. catkin_make ‐j4 ‐DCMAKE_BUILD_TYPE=Release ‐
DFranka_DIR:PATH=/path/to/libfranka/build 
11. source devel/setup.bash. 
 
Paket zaženemo z: 
1. source devel/setup.bash 
2. roslaunch panda_simulation simulation.launch. 
 
 
                 (a) Simulacija giba robota                     (b) Prikaz uporabniškega vmesnika RViz  
Slika 3.13: Primer grafičnega vmesnika pri uporabi paketa za simulacijo 
 
Simulator je integriran v vmesnik Moveit!, kar nam omogoča krmiljenje z enakimi 
krmilniki, kot pri krmiljenju pravega robota, prav tako omogoča uporabo enakega 
uporabniškega vmesnika in enakega načina programiranja gibov robota, kot je prikazano 
na sliki 3.13 zgoraj. 
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3.3.7 Uporaba virtualnega okolja 
Vmesnik Moveit! omogoča simulacijo okolja. V vmesnik lahko vstavimo predmete, ki so 
lahko dinamični ali statični. Dinamični so predmeti, s katerimi lahko robot pride v kontakt 
(pobere kocko), statični predmeti pa so tisti, s katerimi robot ne sme priti v stik in se jih 
mora izogibati.  
 
Statične predmete lahko uvozimo v formatu .stl ali .dae, ki definira tridimenzionalne 
ploskve. Ko ustvarimo svoj model, mora biti ta izvožen v metrih [m], saj le tako dosežemo 
pravo velikost predmeta v vmesniku. Prav tako moramo biti pozorni na izhodiščni 
koordinatni sistem modela, saj se ga upošteva pri orientaciji v prostor v vmesniku RViz.  
 
Model lahko uvozimo preko okenca v grafičnem vmesniku RViz, Scene Objects. Ta nam 
omogoča, da predmet orientiramo po prostoru in ga povečujemo. Ko predmet postavimo na 
željeno mesto, ga objavimo preko gumba Publish Scene, kar omogoča, da vtičniki  
vmesnika predmet upoštevajo pri načrtovanju gibov robota in se mu umikajo. Na sliki 3.14 
je prikazan virtualni predmet v uporabniškem vmesniku RViz.  
 
 
Slika 3.14: Virtualni predmet (miza) v uporabniškem vmesniku Rviz. 
Dinamične predmete lahko uvozimo v okolje le preko skripte. Uvozimo lahko preproste 
predmete (kocka, krogla, valj in stožec) ali predmete v stl ali dae formatih. Predmete 
objavljamo preko sporočil teme moveit_msgs/CollisionObject. V nalogi uporabljamo 
uporabniški vmesnik preko programskega jezika Python, ki pa še ne omogoča uvoza 
kompleksnih dinamičnih predmetov v stl ali dae formatih. 
 
3.4 Eksperimentalni preizkusi 
Uspešnost namestitve knjižnic, programske opreme in nastavitve računalnika ter robota 
smo preizkusili s praktičnim eksperimentom. Eksperiment je bil zasnovan na podlagi 
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integracije kolaborativnega robota v obstoječi demo center na Fakulteti za strojništvo, ki je 
last laboratorija za strego, montažo in pnevmatiko (LASIM). Robota smo integrirali v 
obstoječe montažno mesto, kot je prikazano na sliki 3.16.  
 
Preučevali smo, kaj omogočajo ROS knjižnice, z ozirom integracije robota na montažno 
mesto, na kakšne načine lahko programiramo gibe robota preko vmesnika Moveit!, kako se 
razlikuje gib robota med pravim robotom ter njegovo simulacijo in kako lahko uporabimo 
možnost uvoza virtualnega okolja.  
 
 
Slika 3.15: Kolaborativni robot, vključen v demo centru pametne tovarne, laboratorija LASIM. 
Pred preizkuševanjem gibov robota, smo okolico zaščitili. Robota smo direktno povezali s 
povezovalnim kablom na krmilno omarico, kot je prikazano na sliki 3.15. Krmilno omarico 
smo z računalnikom, ki je vseboval ROS sistem povezali z ethernet kablom. Pri 
upravljanju robota preko krmilniškega vmesnika FCI in knjižnic ROS, je potrebno robotu 
odkleniti mehansko zaporo sklepov preko uradnega vmesnika Desk. Robota moramo imeti 
v stanju, kjer se prižge modra opozorilna lučka, kar dosežemo z nastavitvijo stikala za 
vklop v visoko lego. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Krmilna omarica 
Kolaborativni robot 
 47 
 
4 Rezultati in diskusija 
Rezultat dela je integracija kolaborativnega robota Panda v ROS ekosistem in upravljanje 
robota s pomočjo ROS knjižnic v montažnem mestu. Integracija nam je omogočila 
uporabo programov, kot so Moveit!, Gazebo in RViz ter nameščanje in konfiguracijo že 
narejenih ROS paketov. Preko vmesnika Moveit!, smo programirali gibe robotske roke in 
urejali nastavitve, potrebne za manipulacijo robota; Gazebo smo uporabili pri simulaciji 
našega robota, pri tem pa smo paket integrirali z vmesnikom Moveit!, kar je omogočalo 
zagon enakih skript programskih gibov robota in manipulacijo preko vmesnika RViz. 
Slednje omogoča uporabniško izkušnjo, ki je zelo podobna uporabi vmesnikov pri 
upravljanju pravega robota. Simulacija tako omogoča preverjanje skript, preden jih 
zaženemo na pravem robotu, kar predstavlja dodaten varnostni element pri delu z robotom.  
 
Integracija je sestavljena iz treh delov. Prvi del vsebuje pravilno vezavo robota in njegovih 
komponent z računalnikom ter ureditev nastavitev na računalniku, preko katerega smo 
robota krmilili (nastavitve sistemskega jedra in zahteve omrežja). Drugi del vsebuje 
namestitev programske opreme in namestitev knjižnic libfranka, franka_ros in Moveit!. 
Tretji del, ki je zahteval največji delež raziskovanja in poznavanja uporabe sistema ROS 
vsebuje urejanje datotek, potrebnih za vzpostavitev povezave med našim ROS paketom, ki 
je vseboval vmesnik Moveit! in našim robotom ter uporabo ROS paketov, ki smo jih 
aplicirali v naše delovno okolje. Vsi deli so natančno popisani v Metodologiji raziskave. 
 
Rezultati dela vsebujejo opis uporabe kolaborativnega robota z nameščenimi ROS 
knjižnicami v montažno mesto (demo center). Pri tem smo obravnavali značilnosti uporabe 
knjižnic, potrebne načine programiranja, primerjavo uspešnosti in značilnosti ciklov giba 
robota med pravim in njegovo simulacijo ter vpogled v možnosti uporabe virtualnega 
okolja preko uporabniškega vmesnika RViz in rezultate pri uvozu ovir v gib robota med 
izvajanjem cikla.  
4.1 Programiranje gibov robota 
4.1.1 Priprava in izgradnja paketa 
Pred programiranjem cikla, je potrebno narediti in izgraditi paket v našem delovnem 
okolju, kamor bomo vstavljali skripte giba robota. Najprej smo vnesli ukaz, s katerim 
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catkin sistem seznanimo, v katerem delovnem okolju bomo delali, nato smo premaknili 
ukazno lupino v željen direktorij in podali ukaze za izdelavo in izgradnjo novega paketa: 
1. source test/devel/setup.sh 
2. cd ~/test/src 
3. catkin_create_pkg my_package rospy 
4. cd test catkin_make. 
 
Pri izdelavi paketa (ukaz številka 3), je potrebno v ukaz podati odvisnosti, ki 
omogočajo uporabo določenih uporabniških knjižnic v paketu. V našem paketu smo 
določili odvisnosti od knjižnice rospy, ki omogoča uporabo programskega jezika 
Python. Pri izgradnji paketa, so se ustvarile datoteke CMakeLists.txt in package.xml ter 
mapi launch in src. Datoteke, ki vljučujejo skripte v programskem jeziku Python je 
najbolje vstavljati v mapo src. V src mapo smo vnesli novo datoteko s končnico .py, 
kjer smo napisali program giba. Datoteko smo poimenovali cikel.py. Vsakemu 
direktoriju, ki se ga izdela na novo in vsebuje datoteke s skriptami jezika Python je 
potrebno spremeniti njegovo dovoljenje za izvedbo z ukazom: 
5. chmod u+x cikel.py. 
 
4.1.2 Programiranje v programskem jeziku Python  
V datoteko smo nato vnesli ukaze v programskem jeziku Python: 
 
#!/usr/bin/env python. 
Operacijskemu sistemu smo povedali, da gre za skripto v programskem jziku Python in da 
ga naj zažene s tolmačem Python.  
 
import sys 
import copy 
import rospy 
import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
from moveit_commander.conversions import pose_to_list 
Nato smo uvozili razrede v knjižnicah, ki nam omogočajo upravljanje robota z ukazi in 
funkcijami, ki jih vsebujejo. Vsaka skripta v jeziku Python potrebuje uvoz razredov sys, 
copy in ropspy. Imenski prostor (ang. Namespace) moveit_commander vsebujejo razrede, 
kot so: MoveGroupCommander, PlanningSceneInterface, RobotCommander, ki vsebujejo 
ukaze, s katerimi lahko načrtujemo gibe in premikamo robota. Ostali razredi omogočajo 
prenos sporočila, preko katerih upravljamo z robotom.  
 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('cikel', anonymous=True) 
Zagnali smo paket moveit_commaner in rospy vozlišče, ki smo ga poimenovali »cikel«.  
 
robot = moveit_commander.RobotCommander() 
Iz imenskega prostora moveit_commander, smo naredili instanco razreda 
RobotCommander, ki prenaša informacije o kinematičnem modelu robota in njegovih 
pozicijah sklepov. 
 
scene = moveit_commander.PlanningSceneInterface() 
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Ustvarili smo objekt razreda PlanningSceneInterface, ki omogoča uporabo vmesnika, ki 
sporoča robotu značilnosti okolja, v katerem se nahaja. 
 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
Nato smo ustvarili objekt razreda MoveGroupCommander in mu definirali skupine 
sklepov. Sklepe smo razdelili na sklepe na roki in sklepe na prijemalu, kar nam omogoča 
uporabo različnih ukazov za različno skupino.  
 
planning_frame = move_group.get_planning_frame() 
print "============ Planning frame: %s" % planning_frame 
 
eef_link = move_group.get_end_effector_link() 
print "============ End effector link: %s" % eef_link 
 
group_names = robot.get_group_names() 
print "============ Available Planning Groups:", robot.get_group_names() 
 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
Imenski prostor moveit_commander omogoča prenašanje informacij, ki jih lahko izpišemo 
v ukazni lupini, kar lahko služi pri odpravljanju napak v programu. Prenašamo lahko 
informacije o delu robota, ki služi v vmesniku kot referenca ali središče o končnem delu 
robota, s katerim prihaja v stik z okoljem, skupine sklepov robota, definirane v Moveit! 
nastavitvenem čarovniku in informacijo o trenutnem stanju robota.  
 
Robota lahko premikamo preko razreda MoveGroupCommander ali v kombinaciji preko 
razreda geometry_msgs.msg, ki omogoča prenos sporočil. Preko MoveGroupCommander 
lahko premikamo robota s funkcijo get_current_joint_values, ki omogoča, da vsakemu 
sklepu robota definiramo pozicijo glede na kot oziroma obrat sklepa. Kot podamo v 
radianih, najlažje s številom pi ali z decimalno številko. 
 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = pi/2 
joint_goal[1] = ‐pi/4 
joint_goal[2] = 0 
arm_group.go(joint_goal, wait=True) 
arm_group.stop() 
Ko določimo kot, izvršimo ukaz arm_group.go, ki pomakne robota v ciljno lego. Po 
opravljenem premiku se priporoča klic ukaza arm_group.stop, ki prepreči naknadne gibe 
robota. 
 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
Robota lahko premikamo tudi preko nastavljene pozicije v nastavitvenem čarovniku. Z 
zgornjo funkcijo set_named_target, smo robota premaknili v prednastavljen položaj 
»ready«.  
 
waypoints = [] 
wpose = move_group.get_current_pose().pose 
wpose.position.z ‐= scale * 0.3  
wpose.position.y += scale * 0.1 
 
waypoints.append(copy.deepcopy(wpose)) 
wpose.position.x += scale * 0.2 
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waypoints.append(copy.deepcopy(wpose)) 
wpose.position.y ‐= scale * 0.2 
 
waypoints.append(copy.deepcopy(wpose)) 
 (plan, fraction) = move_group.compute_cartesian_path( 
                                   waypoints,    
                                   0.01,         
                                   0.0)          
move_group.execute(plan, wait=True) 
Robota lahko premikamo tudi tako, da določimo velikost premikov, ki jih mora opraviti 
končni del robota, v našem primeru prijemalo. V prvem delu določimo velikost in smer 
pomikov, v drugem delu skripte pa določimo ločljivost premikov. V našem primeru je 0.01 
m. V praksi se je ta način izkazal za najmanj uporabnega.   
 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = ‐0.4 
pose_goal.position.y = 0.15 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
arm_group.stop() 
Najbolj pogosto smo uporabljali način programiranja premika robotske roke, kjer 
določamo pozicijo in orientacijo končnega (efektivnega) dela robota glede na izhodiščni 
koordinatni sistem robota. Z ukazi geometry_msgs.msg.Pose sporočimo željeno pozicijo, ki jo 
nato dosežemo z MoveGroupCommander objektom. Pri tem je potrebno omeniti, da se 
orientacija rotacije efektivnega dela robota definira s kvaternioni. Za programiranje robota 
v določene pozicije, poglobljeno znanje kvaternionov ni potrebno, pri predstavi lege pa 
pomaga spodnja preglednica 4.1. 
 
Preglednica 4.1: Popis orientacije telesa pri določenih vrednostih kvaterniona v različnih oseh 
Vrednost rotacijskega kvaterniona: 
 
w x y z Opis: 
1 0 0 0 Brez rotacije. 
0 1 0 0 Obrat 180° 
okoli X osi. 
0 0 1 0 Obrat 180° 
okoli Y osi. 
0 0 0 1 Obrat 180° 
okoli Z osi. 
 
 
def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
    hand_group.stop() 
 
move_joint_hand(0) 
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arm_group.stop() 
 
move_joint_hand(0.03) 
arm_group.stop() 
Želeli smo upravljati tudi oprijemalo, zaradi česar smo definirali funkcijo, kot je prikazano 
zgoraj. Če želimo, da se prijemalo zapre, je cilj pozicije sklepa roke 0 m in se lahko odpre 
0.03 m, kar je maksimalna vrednost razdalje med notranjim delom prijemala, kjer robot 
meri razmik.   
 
rospy.sleep(2) 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
Ko končamo s premikanjem robota, za nekaj sekund prenehamo z izvajanjem nalog in 
ustavimo aktivirana vozlišča.  
 
 
4.1.2.1 Prikaz giba robotske roke 
Preko skripte lahko ukažemo vmesniku Rviz, da prikaže le preračunan načrt giba robotske 
roke, ki so ga izdelali vtičniki za načrtovanje giba. Slednje nam omogoča boljšo predstavo, 
kam smo definirali gib robota, še preden se robot dejansko premakne. Prikaz giba robotske 
roke, lahko izvedemo na več različnih načinov.  
 
Prvi način je preko ukazov, kjer robota premikamo z določevanjem velikosti premikov  
končnega dela robota oziroma prijemala. Na začetku skripte, je potrebno dodati ukaz, s 
katerim ustvarimo objavitelja načrta, ki objavi načrte giba vmesniku RViz, ki jih nato 
prikaže v grafičnem vmesniku: 
display_trajectory_publisher = 
rospy.Publisher('/move_group/display_planned_path', 
                                               moveit_msgs.msg.DisplayTrajectory, 
                                               queue_size=20). 
 
Namesto ukaza move_group.execute(plan, wait=True), dodamo ukaz: return plan, fraction, 
ki omogoči, da se namesto dejanskega giba robota ustvari le načrt giba.  
waypoints = [] 
wpose = move_group.get_current_pose().pose 
wpose.position.z ‐= scale * 0.3  
wpose.position.y += scale * 0.1 
 
waypoints.append(copy.deepcopy(wpose)) 
wpose.position.x += scale * 0.2 
 
waypoints.append(copy.deepcopy(wpose)) 
wpose.position.y ‐= scale * 0.2 
 
waypoints.append(copy.deepcopy(wpose)) 
 (plan, fraction) = move_group.compute_cartesian_path( 
                                   waypoints,    
                                   0.01,         
                                   0.0)    
move_group.execute(plan, wait=True) 
       
Sporočilo DisplayTrajectory nosi informacijo o začetku poti giba in o načrtovani poti. Z 
zgornjim ukazom prekopiramo informacijo o trenutnem stanju robota in dodamo naš načrt 
poti: 
display_trajectory = moveit_msgs.msg.DisplayTrajectory() 
Rezultati in diskusija 
52 
 
display_trajectory.trajectory_start = robot.get_current_state() 
display_trajectory.trajectory.append(plan) 
display_trajectory_publisher.publish(display_trajectory) 
 
Drugi način je pri metodi premikanja robota z ukazi, kjer določamo pozicijo in orientacijo 
končnega dela robota glede na izhodiščni koordinatni sistem robota. Tukaj podobno 
ukazom na koncu skripte dodamo drug ukaz: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = ‐0.4 
pose_goal.position.y = 0.15 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
arm_group.stop(). 
Ukaz: plan = arm_group.go(wait=True) zamenjamo s: plan = arm_group.plan() in izbrišemo: 
arm_group.stop().  
 
Na sliki 4.1 (a) vidimo prikaz vmesnika, ki nam predstavi načrt poti in nato na (b) prikaz 
vmesnika, ko opravimo le gib brez prikaza giba robotske roke.  
 
                              (a)                         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                             (b) 
                                          
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 4.1: Gib robotske roke. 
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4.1.2.2 Dodajanje virtualnih predmetov  
Vmesnik Moveit! omogoča uvoz statičnih in preprostih dinamičnih virtualnih predmetov v 
robotovo okolje. Slednje lahko opravimo preko uporabniškega vmesnika ali preko skript v 
programskem jeziku Python. 
 
Statične predmete lahko uvozimo z ukazi: 
box_pose = geometry_msgs.msg.PoseStamped() 
box_pose.header.frame_id = "world" 
box_pose.pose.orientation.w = 1.0 
box_name = "box" 
scene.add_box(box_name, box_pose, size=(0.1, 0.1, 0.1)). 
 
Z zgornjim ukazom smo uvozili kocko (statični predmet) velikosti 0.1 m v izhodiščni 
koordinatni sistem, kot je prikazano na sliki 4.2.  
 
Slika 4.2: Kocka kot statični virtualni predmet. 
Dinamični predmet uvozimo z ukazi: 
box_pose = geometry_msgs.msg.PoseStamped() 
box_pose.header.frame_id = "world" 
box_pose.pose.orientation.w = 1.0 
box_name = "box" 
scene.add_box(box_name, box_pose, size=(0.1, 0.1, 0.1)) 
grasping_group = 'hand' 
touch_links = robot.get_link_names(group=grasping_group) 
scene.attach_box(eef_link, box_name, touch_links=touch_links). 
 
Z zgornjimi ukazi smo uvozili statičen predmet na robotovo prijemalo, pri tem pa 
definirali, da predmeta vmesnik ne obravnava kot oviro, temveč kot dinamičen predmet. V 
primeru, da uvozimo statičen predmet, načrtovalci premika robotove gibe načrtujejo tako, 
da se predmetu izognejo. Z dodajanjem ukaza touch_links sporočimo vmesniku, da 
ignorira trke med predmetom in definiranimi sklepi robota. Z zgornjim ukazom smo tudi 
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pritrdili predmet na robotov sklep (prijemalo). Kocka je zelene barve, ko je definirana kot 
statičen predmet in vijolične, ko je definirana kot dinamičen predmet, kot je prikazano na 
sliki 4.3.  
 
Predmet lahko odstranimo iz robota s: 
scene.remove_attached_object(eef_link, name=box_name). 
ali popolnoma odstranimo iz robotovega okolja z ukazoma: 
scene.remove_world_object(box_name). 
 
 
                                      (a) 
                        
 
 
 
 
 
 
 
 
 
 
 
 
 
                                     (b) 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 4.3: Prikaz vmesnika, (a) kocka definirana kot statičen in (b) kot dinamičen predmet. 
 
4.1.3 Zagon programa robotskega giba 
Skripte, kjer so programi giba robota, se lahko zažene na dva načina. Lažji način je s 
premikom ukazne lupine v direktorij, kjer se nahaja naša skripta. Tam zaženemo ukaz: 
Python (ime Pythonovega dokumenta).py. 
 
Drugi način je z izdelavo launch datoteke. V mapi launch, ki se nahaja v mapi my_package 
smo ustvarili datoteko cikel.launch, ki vsebuje: 
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<launch> 
<node pkg="my_package" name="move"  type="planning_script.py" output="screen"> 
  </node> 
</launch>. 
V datoteki je potrebno definirati, kje je paket, ki vsebuje vozlišče (node 
pkg="my_package), kako se imenuje vozlišče (name = "cikel"), ime skripte, ki vsebuje 
program (type="cikel.py") in kje se bo pokazal odziv programa output = "screen". 
Datoteko nato zaženemo z ukazom v ukazni lupini:  
Roslaunch my_package cikel.launch. 
 
4.2 Rezultati integracije kolaborativnega robota v 
montažno mesto 
Prikaz možnosti uporabe robota preko sistema ROS v montažnem mestu, smo opravili s 
praktičnim eksperimentom, ki je vseboval izdelavo treh ciklov giba robota. Zasnovali smo 
gibe, ki so opravljali funkcijo pick and place, ki je najbolj pogosta funkcija pri aplikaciji 
kolaborativnega robota v industriji. Vsak cikel je vseboval premik roke v začetni položaj, 
ki smo ga izdelali v namestitvenem čarovniku vmesnika Moveit!, imenovan »ready«, 
pomik roke v eno izmed treh leg (imenovanih 1, 2 in 3), zapiranje prijemala in pomik roke 
nazaj na začetno mesto, kjer se je roka spustila in odprla prijemalo. Slike položajev so 
prikazane na slikah 4.4, 4.5, 4.6, 4.7. 
 
Vse cikle smo opravili v simulatorju in na robotu. Pri tem smo uporabili možnost uvoza 
virtualnega okolja. V RViz smo vstavili predmet, ki je služil za preprečevanje trka med 
robotsko roko in komponentami v demo centru. V programu Solidworks, smo glede na 
načrte demo centra, ki so prikazani na sliki 4.8 spodaj izdelali model, ki predstavlja 
okolico robota, v katero se ne sme zaleteti. Sestav demo centra smo podrobno premerili v 
programu eDrawings.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 4.4: Začetni položaj »ready«. 
100 mm 
Rezultati in diskusija 
56 
 
2 
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3 
 
 
 
 
 
 
 
 
 
 
 
Slika 4.5: Tri mesta, kjer se je robot približal in s prijemalom prijel izdelek. 
 
 
 
Slika 4.6: Prijemanje na mestu 1 in 2. 
 
 100 mm 
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Slika 4.7: Končni položaj robotske roke, kjer prijemalo izpusti izdelek na mizo. 
Slika 4.8: Sestav demo centra, prikazanega v programu eDrawings. 
   100 mm 
      1000 mm 
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Model, prikazan na sliki 4.9 spodaj, smo izvozili v .stl format in vstavili v vmesnik RViz. 
V vmesniku smo predmet okolice natančno pozicionirali v okolico robota, saj želimo, da 
so razdalje med robotom in našim predmetom v vmesniku enake kot v demo centru.  
 
 
Slika 4.9: 3D model delovnega prostora kolaborativnega robota, izdelan v programu Solidworks. 
Ko je predmet pozicioniran, smo našo nastavljeno lokacijo predmeta, glede na koordinatni 
sistem v RViz, izvozili, kar nam omogoča, da predmet takoj premaknemo v pravo pozicijo 
pri naslednji uporabi, kar je prikazano na sliki 4.10 spodaj. 
 
 
Slika 4.10: Predmet, postavljen v določeno pozicijo v Rviz. 
         1000 mm 
              1000 mm 
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Robota lahko premikamo preko vmesnika Rviz z integriranim vmesnikom Moveit! ali z 
vmesnikom Moveit! s programsko skripto v Python. V primeru, da želimo narediti gib 
preko RViz, kjer bo prišlo do stika z virtualnim predmetom, se bodo sklepi, ki bi prišli v 
stik s predmetom obarvali rdeče, kot je prikazano na sliki 4.11, aplikacija pa nam giba ne 
bi želela opraviti. V primeru, da želimo opraviti tak gib preko skripte, načrtovalci giba 
programa ne zaženejo.  
 
 
Slika 4.11: Trk robotske roke z virtualnim predmetom. 
 
4.2.1 Primerjava giba simulacije in pravega robota 
Tri različne cikle giba robota smo zagnali v simulaciji in pri pravem robotu, pri obeh smo 
zaradi varnosti implementirali virtualno okolje. Razlike v premikanju robotske roke v 
simulatorju in pravem robotu, glede na predmet okolice, ni bilo. Pri obeh je bila izkušnja 
enaka, vmesnik ni zagnal skripte v primeru trka. Skripte giba na mesto 1, 2 in 3 so 
predstavljene v prilogi A.  
 
V simulaciji smo ponovili 30 ciklov na vsakem mestu, kjer jih je bilo uspešno opravljenih 
100 %. Pri tem smo opazili, da pri ciklu na mesto 1 izmenjuje rotacijo sklepa 0. 60 % 
ciklov na mesto 1 je opravil z rotacijo v smeri urinega kazalca, 40 % pa v nasprotni smeri. 
Opazili smo tudi, da gibov ne opravi vedno po isti trajektoriji, tudi če opravi rotacijo v isti 
smeri. V nekaterih primerih (23.3 %), je pri gibu na mesto 1 opravil nepotrebne gibe, kot 
so ponavljanje gibov ali pretirano oddaljevanje prijemala od središča robota.  
 
Na sliki 4.12 je predstavljen prikaz premikanja roke v vmesniku RViz. Zgoraj je prikazan 
premik v nasproti smeri urinega kazalca in spodaj v smeri urinega kazalca na mesto 2. Na 
levi strani nam vmesnik RViz prikazuje, kam se bo roka premaknila. Na desni strani se 
simulacija robota v vmesniku Gazebo premika glede na ukaze Moveit!.  
                   1000 mm 
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Slika 4.12: Gib robotske roke v vmesniku RViz in simulatorju.  
 
 
Slika 4.13 spodaj, prikazuje nepotreben gib, saj robotova kinematika dovoljuje gib, pri 
katerem je prijemalo bližje središča, v tem primeru pa je odmik povsem pretiran. 
 
Slika 4.13: Nepotreben gib roke kolaborativnega robota. 
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Pri ciklu na mesto 2 smo ponovno opazili, da robot izmenjuje smeri rotacije. Pri tem je 
opravil 46,7 % gibov v smeri urinega kazalca od 30. opravljenih. Nepotrebnih gibov je bilo 
tukaj bistveno manj (10 %). Na sliki 4.13 zgoraj so prikazani premeri premikanja roke v 
obe smeri in primer nepotrebnih premikov na mesto 2 na sliki 4.10 spodaj.  
 
Pri premiku na mesto 3, je vse gibe opravil v smeri urinega kazalca (100 %), pri tem pa 
nepotrebnih gibov ni bilo.  
 
Iste tri skripte smo zagnali tudi preko vmesnika na pravem robotu, kjer je bila večina gibov 
neuspešnih. Ugotovili smo, da so cikli neuspešni predvsem v primeru, če roka opravi gib 
daljše razdalje, saj pri tem doseže višjo hitrost in posledično višje sile pri hitrem 
ustavljanju, zaradi katerih se sklepi robota znajdejo v položaju, ki so trenutno nedovoljeni, 
glede na preračune načrtovalcev premikov. Gibi so prav tako bolj nekoordinirani in 
pretirani, kot je prikazano na sliki 4.14 spodaj, kar še dodatno poveča možnost neuspešno 
opravljenega giba.  
 
 
Slika 4.14: Položaj robotske roke, pri katerem je vmesnik javil opozorilo o nedovoljenem položaju 
in program prekinil. 
Glede na priporočila, smo spremenili nastavitve v paketu panda_moveit_config, v mapi 
launch, v datoteki trajectory_execution.launch.xml. Spremenili smo koeficient tolerance 
vrednosti spremljanja časa izvedbe giba krmilnikov iz prednastavljene 1,2 na 4. Nekatera 
priporočila so navajala izboljšanje delovanja v primeru izklopa pregledovanja časovne 
izvedbe giba, vendar v našem primeru slednje ni imelo vpliva.  
 
Opravili smo 20 gibov na vsakem mestu. Gibov na mesto 1 je bilo uspešnih 30 %, na 
mesto 2 35 % in mesto 3 50 %, pri tem pa se je pri ustavljanju robotska roka močno tresla. 
Vmesnik je opozarjal, da je prišlo do prevelikih neskladanj pri načrtovanem cilju 
trenutnega položaja in dejanskem. Ugotovili smo, da se premiki izvedejo uspešno, če 
dodamo vsaj dva dodatna položaja pred premikom na mesto 1, 2 ali 3. To smo naredili s 
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funcijo get_current_joint_values, s katero smo definirali rotacijo sklepa 0. Prvi dodaten 
premik je vseboval rotacijo sklepa 0 za 90° in drugi za nekoliko manj kot 180°.  
Pri zaganjanju robota z novimi skriptami, je bilo na mesto 1 uspešnih ciklov 95 % in na 
mesto 2 100 % od izvedenih 20. ponovitev. Tresavica robotske roke ostaja prisotna le pri 
večjih razdaljah pomikov, ki se jim izognemo z dodatnimi definicijami poti roke. Izdelali 
smo dva različna cikla na mesto 3, enkrat je bil gib opravljen v smeri urinega kazalca in 
enkrat nasproti. Pri pomiku na mesto 3 v smeri urinega kazalca, smo rotacijo sklepa 0 
definirali v drugo smer in definirali rotacijo 180° okoli y osi v kvartenionih. Oba cikla sta 
bila uspešna v 95 % ponovitev. Vsak spremenjen cikel smo opravili 30-krat v simulatorju, 
kjer so bili uspešno upravljeni vsi gibi (100 %). Spremenjeni gibi so predstavljeni v prilogi 
B. 
 
4.3 Izogibanje robota virtualnim oviram 
Poleg virtualnega predmeta okolja robota, smo robotu postavili tudi druge ovire. V 
trajektorijo njegovega giba smo postavili modele predmetov, ki bi lahko prišli v stik v 
primeru, da med obratovanjem našega robota, blizu obratuje kakšen drug robot, ali če 
uporabljamo kamero za strojni vid, kot je prikazano na sliki 4.15 in 4.16 spodaj. Ponovno 
smo v programu Solidworks izdelali modela predmetov in ju uvozili v vmesniku RViz. 
Predmeta smo postavili v trajektorijo spremenjenega cikla na mesto 1. Cikel z oviro smo 
zagnali na simulaciji in na pravem robotu.  
 
 
Slika 4.15: Uvoza ovire, kamere. 
Pri izogibanju virtualnemu predmetu, kameri, so bili pri simulaciji in pravem robotu pri 20. 
ponovitvah uspešni vsi gibi (100 %). Pri tem smo opazili, da vmesnik spreminja načine, 
kako robota premakniti, da se izogne stiku. Med ponavljanjem ciklov, smo zabeležili 7 
različnih gibov robota. Pri izogibanju virtualnemu predmetu, robotski roki, so bili pri 
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simulaciji zopet uspešni vsi gibi (100 %), pri pravem robotu pa 95 %. Tukaj smo zabeležili 
štiri različne gibe. 
 
Tudi tukaj se veča uspešnost giba s številom vmesnih definiranih gibov robota. Z večanjem 
vmesnih gibov, se veča tudi možnost, da si bodo gibi med seboj bolj podobni.  
 
 
Slika 4.16: Uvoza ovire, robotske roke. 
Na sliki 4.17 spodaj, je v rdečem krogu prikazano, kako bi se roka zaletela v kamero. Ko 
smo predmet uvozili, je vmesnik začel načrtovati gibe, ki se predmetu izogibajo, kar je 
prikazano na spodnji sliki 4.18.  
 
 
 
Slika 4.17: Stik roke s kamero v primeru, če predmeta ne objavimo v vmesniku Moveit!. 
       1000 mm 
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Slika 4.18 spodaj, prikazuje gib robotske roke, pri katerem se izogne predmetu. Pri tem se enkrat 
izogne z gibom pod kamero, (a), in enkrat nad kamero, (b).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Slika 4.18: Izogibanje robotske roke virtualnemu predmetu.  
 
 
 
 
 
 
 
 
 
 
 
 
  (a) 
(b) 
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5 Zaključki 
V delu smo spoznali definicije in značilnosti kolaborativnih robotov. Obravnavali smo, 
kako so aplicirani v moderna montažna mesta in kako jih lahko uporabljamo ter kako se 
programira gibe različnim kolaborativnim robotom. Podrobneje smo spoznali knjižnice 
ROS, kaj nudijo in kako ROS ekosistem implementirati v kolaborativnega robota podjetja 
Franka Emika, Panda. Analizirali smo tudi kako ga lahko, implementiranega v sistem 
ROS, uporabljamo v sodobnem montažnem mestu in s kakšno poblematiko se srečujemo 
pri krmiljenju robotske roke pri več različnih ciklih.  
1) Obravnavali smo praktično delo s kolaborativnim robotom Pando. 
2) Spoznali smo, kako je grajena arhitektura vmesnikov libfranka, franka_ros in FCI 
in ugotovitve uporabili za namestitev programske opreme na računalnik. 
3) Podrobno smo obravnavali uporabo sistema in knjižnic ROS ter strukturo delovanja 
vmesnika Moveit!. 
4) Ugotovitve smo uporabili za integracijo robota v sistem ROS preko vmesnika 
Moveit!. 
5) Namestili in zgradili smo paket, s katerim smo preko programa Gazebo simulirali 
robota in njegovo uporabo preko vmesnika Moveit!. 
6) Robota smo aplicirali v sodobno montažno mesto (demo center) in sprogramirali 
različne praktično uporabne cikle v programskem jeziku Python. 
7) Preko uporabniškega vmesnika RViz smo uvozili virtualne predmete, okolje demo 
centra in različne predmete, ki lahko pridejo v trajektorijo robotove roke med 
obratovanjem. 
8) V simulaciji smo ponovili 30 ciklov na vsakem mestu, kjer je bilo uspešno 
opravljenih 100 % gibov, ter pri tem opazili, da robot gibov ne opravlja vedno po 
isti trajektorji. Opazili smo tudi, da v nekaterih primerih (23.3 % na mesto 1, 10 % 
na mesto 2 in 0 % na mesto 3) opravi nepotrebne gibe. 
9) Ugotovili smo, da je potrebne skripte gibov za pravega robota prilagoditi. Premiki 
se izvedejo uspešno, če definiramo vsaj dva dodatna položaja pred premikom na 
mesto 1, 2 ali 3. Pri zaganjanju robota z novimi skriptami, je bilo na mesto 1 
uspešnih ciklov 95 %, na mesto 2 100 % in na mesto 3 (nasproti in v smeri urinega 
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kazalca) 95 %, od izvedenih 20. ponovitev. Vse spremenjene skripte so bile 100 % 
uspešne tudi v simulatorju 
10) Pri izogibanju virtualnima predmetoma, robotski roki in kameri, so bili pri 
simulaciji uspešni vsi gibi (100 %), pri pravem robotu 95 % pri 20. ponovitvah. Z 
večanjem vmesnih gibov, se povečuje stopnja uspešnosti opravljenih ciklov in 
možnost, da si bodo gibi med seboj bolj podobni.  
 
Delo predstavlja praktični primer integracije kolaborativnega robota v ROS ekosistem. V 
delu so natačno obravnavane problematike arhitekture in strukture knjižnic ROS ter 
njegovih vmesnikov, kar omogoča implementacijo obravnavanega dela na druge robote. 
Robota Pando smo integrirali v sistem ROS, kar laboratoriju omogoča upravljanje robota 
preko njegovih knjižnic in aplikacijo njegovih paketov ter vozlišč v delovno okolje na 
računalniku.  
 
 
Predlogi za nadaljnje delo 
 
ROS knjižnice vsebujejo mnogo funkcij in vmesnikov, ki jih lahko uporabljamo pri delu z 
robotom. Vmesnik Moveit! omogoča implementacijo kamer, kar lahko uporabimo pri 
integraciji tehnologije strojnega vida v praktičnega robota. Tehnologija strojnega vida se 
lahko uporablja pri zaznavanju geometrije izdelkov, kar omogoča integracijo algoritmov, 
ki bi omogočali, da robotska roka prime izdelek, pri tem pa gib spreminja glede na lokacijo 
in geometrijo izdelka. Tehnologijo strojnega vida lahko uporabimo tudi pri zaznavanju 
okolja, kar bi omogočalo, da robot »vidi« okolje in se umika predmetom, ki bi prišli v 
njegovo trajektorijo. Oba načina nadgradnje dela bi lahko naredili sami preko konfiguracije 
obstoječega delovnega okolja ali preko namestitve ROS paketov drugih uporabnikov, ki so 
na voljo na spletnih bazah. Poleg implementacije novih tehnologij, obstajajo možnosti 
optimizacije obstoječih nastavitev krmilnikov, s katerimi bi dosegli še višjo stopnjo 
uspešnih ciklov robota, manj nepotrebnih gibov in tresenja robotske roke. Slednje bi lahko 
dosegli tudi z namestitvijo novih krmilnikov FCI, za kar se nismo odločili, saj so potekale 
na robotu tudi druge raziskave, ki so zajemale delo v trenutno obstoječih pogojih na robotu
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Priloga A 
Skripta cikla na mesto 1  
#! /usr/bin/env python 
import sys 
import copy 
import rospy 
import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
from moveit_commander.conversions import pose_to_list 
 
## First initialize `moveit_commander`_ and a `rospy`_ node: 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('martin', anonymous=True) 
##  Instantiate  a  `RobotCommander`_  object.  This  object  is  the  outer‐level 
interface to 
## the robot: 
robot = moveit_commander.RobotCommander() 
## Instantiate a `PlanningSceneInterface`_ object.  This object is an interface 
## to the world surrounding the robot: 
scene = moveit_commander.PlanningSceneInterface() 
## Instantiate a `MoveGroupCommander`_ object.  This object is an interface 
## to one group of joints.  In this case the group is the joints in the Panda 
## arm so we set ``group_name = panda_arm`` 
## This interface can be used to plan and execute motions on the Panda: 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
##Function to move the hand 
def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
    hand_group.stop()  
# We can get the name of the reference frame for this robot: 
planning_frame = arm_group.get_planning_frame() 
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print "============ Reference frame: %s" % planning_frame 
 
# We can also print the name of the end‐effector link for this group: 
eef_link = arm_group.get_end_effector_link() 
print "============ End effector: %s" % eef_link 
 
# We can get a list of all the groups in the robot: 
group_names = robot.get_group_names() 
print "============ Robot Groups:", robot.get_group_names() 
 
# Sometimes for debugging it is useful to print the entire state of the 
# robot: 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
 
##Start position: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
##Positioning #1: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = ‐0.4 
pose_goal.position.y = 0.15 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Opening #2: 
move_joint_hand(0.03) 
arm_group.stop() 
 
##Positioning #2: 
pose_goal.position.z = 0.35 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Grasping #3: 
move_joint_hand(0) 
arm_group.stop() 
 
##Positioning #4: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #4: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = 0.38 
pose_goal.position.y = 0 
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pose_goal.position.z = 0.3 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
 
##Opening #3: 
move_joint_hand(0.03) 
arm_group.stop() 
##Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
rospy.sleep(2) 
 
 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
 
 
Skripta cikla na mesto 2 
#! /usr/bin/env python 
import sys 
import copy 
import rospy 
import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
from moveit_commander.conversions import pose_to_list 
 
## First initialize `moveit_commander`_ and a `rospy`_ node: 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('martin', anonymous=True) 
##  Instantiate  a  `RobotCommander`_  object.  This  object  is  the  outer‐level 
interface to 
## the robot: 
robot = moveit_commander.RobotCommander() 
## Instantiate a `PlanningSceneInterface`_ object.  This object is an interface 
## to the world surrounding the robot: 
scene = moveit_commander.PlanningSceneInterface() 
## Instantiate a `MoveGroupCommander`_ object.  This object is an interface 
## to one group of joints.  In this case the group is the joints in the Panda 
## arm so we set ``group_name = panda_arm`` 
## This interface can be used to plan and execute motions on the Panda: 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
##Function to move the hand 
def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
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    hand_group.stop()  
# We can get the name of the reference frame for this robot: 
planning_frame = arm_group.get_planning_frame() 
print "============ Reference frame: %s" % planning_frame 
 
# We can also print the name of the end‐effector link for this group: 
eef_link = arm_group.get_end_effector_link() 
print "============ End effector: %s" % eef_link 
 
# We can get a list of all the groups in the robot: 
group_names = robot.get_group_names() 
print "============ Robot Groups:", robot.get_group_names() 
 
# Sometimes for debugging it is useful to print the entire state of the 
# robot: 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
 
##Start position: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
##Positioning #1: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = ‐1 
pose_goal.position.x = ‐0.4 
pose_goal.position.y = ‐0.15 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Opening #2: 
move_joint_hand(0.03) 
arm_group.stop() 
 
##Positioning #2: 
pose_goal.position.z = 0.35 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Grasping #3: 
move_joint_hand(0) 
arm_group.stop() 
 
##Positioning #4: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #4: 
pose_goal = geometry_msgs.msg.Pose() 
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pose_goal.orientation.x = 1 
pose_goal.position.x = 0.38 
pose_goal.position.y = 0 
pose_goal.position.z = 0.3 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
 
##Opening #3: 
move_joint_hand(0.03) 
arm_group.stop() 
##Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
rospy.sleep(2) 
 
 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
 
 
 
Skripta cikla na mesto 3 
 
#! /usr/bin/env python 
import sys 
import copy 
import rospy 
import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
from moveit_commander.conversions import pose_to_list 
 
## First initialize `moveit_commander`_ and a `rospy`_ node: 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('martin', anonymous=True) 
##  Instantiate  a  `RobotCommander`_  object.  This  object  is  the  outer‐level 
interface to 
## the robot: 
robot = moveit_commander.RobotCommander() 
## Instantiate a `PlanningSceneInterface`_ object.  This object is an interface 
## to the world surrounding the robot: 
scene = moveit_commander.PlanningSceneInterface() 
## Instantiate a `MoveGroupCommander`_ object.  This object is an interface 
## to one group of joints.  In this case the group is the joints in the Panda 
## arm so we set ``group_name = panda_arm`` 
## This interface can be used to plan and execute motions on the Panda: 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
##Function to move the hand 
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def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
    hand_group.stop()  
# We can get the name of the reference frame for this robot: 
planning_frame = arm_group.get_planning_frame() 
print "============ Reference frame: %s" % planning_frame 
 
# We can also print the name of the end‐effector link for this group: 
eef_link = arm_group.get_end_effector_link() 
print "============ End effector: %s" % eef_link 
 
# We can get a list of all the groups in the robot: 
group_names = robot.get_group_names() 
print "============ Robot Groups:", robot.get_group_names() 
 
# Sometimes for debugging it is useful to print the entire state of the 
# robot: 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
 
##Start position: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
##Positioning #1: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = ‐1 
pose_goal.position.x = ‐0.3 
pose_goal.position.y = 0 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Opening #2: 
move_joint_hand(0.03) 
arm_group.stop() 
 
##Positioning #2: 
pose_goal.position.z = 0.35 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Grasping #3: 
move_joint_hand(0) 
arm_group.stop() 
 
##Positioning #4: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
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# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #4: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = 0.38 
pose_goal.position.y = 0 
pose_goal.position.z = 0.3 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
 
##Opening #3: 
move_joint_hand(0.03) 
arm_group.stop() 
##Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
rospy.sleep(2) 
 
 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
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Priloga B 
Skripta spremenjenega cikla na mesto 1  
#! /usr/bin/env python 
import sys 
import copy 
import rospy 
import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
from moveit_commander.conversions import pose_to_list 
 
## First initialize `moveit_commander`_ and a `rospy`_ node: 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('martin', anonymous=True) 
##  Instantiate  a  `RobotCommander`_  object.  This  object  is  the  outer‐level 
interface to 
## the robot: 
robot = moveit_commander.RobotCommander() 
## Instantiate a `PlanningSceneInterface`_ object.  This object is an interface 
## to the world surrounding the robot: 
scene = moveit_commander.PlanningSceneInterface() 
## Instantiate a `MoveGroupCommander`_ object.  This object is an interface 
## to one group of joints.  In this case the group is the joints in the Panda 
## arm so we set ``group_name = panda_arm`` 
## This interface can be used to plan and execute motions on the Panda: 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
##Function to move the hand 
def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
    hand_group.stop()  
# We can get the name of the reference frame for this robot: 
planning_frame = arm_group.get_planning_frame() 
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print "============ Reference frame: %s" % planning_frame 
 
# We can also print the name of the end‐effector link for this group: 
eef_link = arm_group.get_end_effector_link() 
print "============ End effector: %s" % eef_link 
 
# We can get a list of all the groups in the robot: 
group_names = robot.get_group_names() 
print "============ Robot Groups:", robot.get_group_names() 
 
# Sometimes for debugging it is useful to print the entire state of the 
# robot: 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
 
##Start position: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = pi/2 
 
 
# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
arm_group.stop() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = pi/1.2 
 
 
# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #1: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = ‐0.4 
pose_goal.position.y = 0.15 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Opening #2: 
move_joint_hand(0.03) 
arm_group.stop() 
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##Positioning #2: 
pose_goal.position.z = 0.35 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Grasping #3: 
move_joint_hand(0) 
arm_group.stop() 
 
##Positioning #4: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #4: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = 0.38 
pose_goal.position.y = 0 
pose_goal.position.z = 0.3 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
 
##Opening #3: 
move_joint_hand(0.03) 
arm_group.stop() 
##Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
rospy.sleep(2) 
 
 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
 
 
Skripta spremenjenega cikla na mesto 2 
#! /usr/bin/env python 
import sys 
import copy 
import rospy 
import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
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from moveit_commander.conversions import pose_to_list 
 
## First initialize `moveit_commander`_ and a `rospy`_ node: 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('martin', anonymous=True) 
##  Instantiate  a  `RobotCommander`_  object.  This  object  is  the  outer‐level 
interface to 
## the robot: 
robot = moveit_commander.RobotCommander() 
## Instantiate a `PlanningSceneInterface`_ object.  This object is an interface 
## to the world surrounding the robot: 
scene = moveit_commander.PlanningSceneInterface() 
## Instantiate a `MoveGroupCommander`_ object.  This object is an interface 
## to one group of joints.  In this case the group is the joints in the Panda 
## arm so we set ``group_name = panda_arm`` 
## This interface can be used to plan and execute motions on the Panda: 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
##Function to move the hand 
def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
    hand_group.stop()  
# We can get the name of the reference frame for this robot: 
planning_frame = arm_group.get_planning_frame() 
print "============ Reference frame: %s" % planning_frame 
 
# We can also print the name of the end‐effector link for this group: 
eef_link = arm_group.get_end_effector_link() 
print "============ End effector: %s" % eef_link 
 
# We can get a list of all the groups in the robot: 
group_names = robot.get_group_names() 
print "============ Robot Groups:", robot.get_group_names() 
 
# Sometimes for debugging it is useful to print the entire state of the 
# robot: 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
 
##Start position: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = ‐pi/2 
 
 
# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
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arm_group.stop() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = ‐pi/1.2 
 
 
# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
##arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #1: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = ‐1 
pose_goal.position.x = ‐0.4 
pose_goal.position.y = ‐0.15 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Opening #2: 
move_joint_hand(0.03) 
arm_group.stop() 
 
##Positioning #2: 
pose_goal.position.z = 0.35 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Grasping #3: 
move_joint_hand(0) 
arm_group.stop() 
 
##Positioning #4: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #4: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.x = 1 
pose_goal.position.x = 0.38 
pose_goal.position.y = 0 
pose_goal.position.z = 0.3 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
Priloga B 
82 
 
 
 
##Opening #3: 
move_joint_hand(0.03) 
arm_group.stop() 
##Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
rospy.sleep(2) 
 
 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
 
 
 
Skripta spremenjenega cikla na mesto 3 v smeri urinega 
kazalca 
#! /usr/bin/env python 
import sys 
import copy 
import rospy 
import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
from moveit_commander.conversions import pose_to_list 
 
## First initialize `moveit_commander`_ and a `rospy`_ node: 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('martin', anonymous=True) 
##  Instantiate  a  `RobotCommander`_  object.  This  object  is  the  outer‐level 
interface to 
## the robot: 
robot = moveit_commander.RobotCommander() 
## Instantiate a `PlanningSceneInterface`_ object.  This object is an interface 
## to the world surrounding the robot: 
scene = moveit_commander.PlanningSceneInterface() 
## Instantiate a `MoveGroupCommander`_ object.  This object is an interface 
## to one group of joints.  In this case the group is the joints in the Panda 
## arm so we set ``group_name = panda_arm`` 
## This interface can be used to plan and execute motions on the Panda: 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
##Function to move the hand 
def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
    hand_group.stop()  
# We can get the name of the reference frame for this robot: 
planning_frame = arm_group.get_planning_frame() 
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print "============ Reference frame: %s" % planning_frame 
 
# We can also print the name of the end‐effector link for this group: 
eef_link = arm_group.get_end_effector_link() 
print "============ End effector: %s" % eef_link 
 
# We can get a list of all the groups in the robot: 
group_names = robot.get_group_names() 
print "============ Robot Groups:", robot.get_group_names() 
 
# Sometimes for debugging it is useful to print the entire state of the 
# robot: 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
 
##Start position: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = ‐pi/2 
arm_group.go(joint_goal, wait=True) 
 
 
 
# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
##arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
arm_group.stop() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = ‐pi/1.2 
arm_group.go(joint_goal, wait=True) 
 
 
 
# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
##arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #1: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.y = 1 
pose_goal.position.x = ‐0.3 
pose_goal.position.y = 0 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
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##Opening #2: 
move_joint_hand(0.03) 
arm_group.stop() 
 
##Positioning #2: 
pose_goal.position.z = 0.35 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Grasping #3: 
move_joint_hand(0) 
arm_group.stop() 
 
##Positioning #4: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #4: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.y = 1 
pose_goal.position.x = 0.38 
pose_goal.position.y = 0 
pose_goal.position.z = 0.3 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
 
##Opening #3: 
move_joint_hand(0.03) 
arm_group.stop() 
##Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
rospy.sleep(2) 
 
 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
 
 
Skripta spremenjenega cikla na mesto 3 v nasprotni 
smeri urinega kazalca 
#! /usr/bin/env python 
import sys 
import copy 
import rospy 
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import moveit_commander 
import moveit_msgs.msg 
import geometry_msgs.msg 
from math import pi 
from std_msgs.msg import String 
from moveit_commander.conversions import pose_to_list 
 
## First initialize `moveit_commander`_ and a `rospy`_ node: 
moveit_commander.roscpp_initialize(sys.argv) 
rospy.init_node('martin', anonymous=True) 
##  Instantiate  a  `RobotCommander`_  object.  This  object  is  the  outer‐level 
interface to 
## the robot: 
robot = moveit_commander.RobotCommander() 
## Instantiate a `PlanningSceneInterface`_ object.  This object is an interface 
## to the world surrounding the robot: 
scene = moveit_commander.PlanningSceneInterface() 
## Instantiate a `MoveGroupCommander`_ object.  This object is an interface 
## to one group of joints.  In this case the group is the joints in the Panda 
## arm so we set ``group_name = panda_arm`` 
## This interface can be used to plan and execute motions on the Panda: 
arm_group = moveit_commander.MoveGroupCommander("panda_arm") 
hand_group = moveit_commander.MoveGroupCommander("hand") 
##Function to move the hand 
def move_joint_hand(joint): 
    joint_goal = hand_group.get_current_joint_values() 
    joint_goal[0] = joint 
    joint_goal[1] = joint 
 
    hand_group.go(joint_goal, wait=True) 
    hand_group.stop()  
# We can get the name of the reference frame for this robot: 
planning_frame = arm_group.get_planning_frame() 
print "============ Reference frame: %s" % planning_frame 
 
# We can also print the name of the end‐effector link for this group: 
eef_link = arm_group.get_end_effector_link() 
print "============ End effector: %s" % eef_link 
 
# We can get a list of all the groups in the robot: 
group_names = robot.get_group_names() 
print "============ Robot Groups:", robot.get_group_names() 
 
# Sometimes for debugging it is useful to print the entire state of the 
# robot: 
print "============ Printing robot state" 
print robot.get_current_state() 
print "" 
 
##Start position: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = pi/2 
arm_group.go(joint_goal, wait=True) 
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# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
##arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
arm_group.stop() 
 
##turn 
joint_goal = arm_group.get_current_joint_values() 
joint_goal[0] = pi/1.2 
arm_group.go(joint_goal, wait=True) 
 
 
 
# The go command can be called with joint values, poses, or without any 
# parameters if you have already set the pose or joint target for the group 
##arm_group.go(joint_goal, wait=True) 
 
# Calling ``stop()`` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #1: 
pose_goal = geometry_msgs.msg.Pose() 
pose_goal.orientation.y = 1 
pose_goal.position.x = ‐0.3 
pose_goal.position.y = 0 
pose_goal.position.z = 0.5 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Opening #2: 
move_joint_hand(0.03) 
arm_group.stop() 
 
##Positioning #2: 
pose_goal.position.z = 0.35 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Grasping #3: 
move_joint_hand(0) 
arm_group.stop() 
 
##Positioning #4: 
arm_group.set_named_target("ready") 
plan = arm_group.go() 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
##Positioning #4: 
pose_goal = geometry_msgs.msg.Pose() 
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pose_goal.orientation. = 1 
pose_goal.position.x = 0.38 
pose_goal.position.y = 0 
pose_goal.position.z = 0.3 
arm_group.set_pose_target(pose_goal) 
plan = arm_group.go(wait=True) 
 
# Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
 
 
##Opening #3: 
move_joint_hand(0.03) 
arm_group.stop() 
##Calling `stop()` ensures that there is no residual movement 
arm_group.stop() 
rospy.sleep(2) 
 
 
rospy.loginfo("All movements finished. Shutting down")   
moveit_commander.roscpp_shutdown() 
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