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Abstract

Big data projects are facing an alarmingly high percentage of failure, with severe
consequences related to the cost of this type of projects, the waste of resources and efforts
in doing it, and the competitive disadvantage caused by the lack of big data analytics
capabilities in comparison with competitors. Furthermore, there is a decent amount of
research on the main challenges facing big data projects. However, there is a lack of
research on how to leverage on this knowledge to evaluate an organization’s readiness for
a big data project, more specifically, how to systematically assess an organization’s
current status against known reasons that might cause a big data project to fail. Hence,
identifying shortcomings that need to be addressed before the project start, to reduce
chances of failure for that project.
Therefore, the primary goal of this research is to help any organization, which is
planning to transform to the big data analytics era, by providing a systematic and
comprehensive model that this organization can use to better understand what factors
influence big data projects. Also, the organization’s current status against those factors.
Finally, what enhancements are needed in the organization’s current capabilities for
optimal management of factors influencing an upcoming big data project. However, big
data applications are vast and cover many sectors, and while most of the factors
influencing big data projects are common across sectors, there are some factors that are
related to the specific circumstances of each sector. Therefore, this research will focus on
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one sector only, which is the smart city sector, and its generalizability to other sectors is
discussed at the end of the research.
In this research, literature review and experts feedback were used to identify the
most critical factors influencing big data projects, with focus on smart city, Then, the
HDM methodology was used to elicit experts judgment to identify the relative
importance of those factors. In addition, experts’ feedback was used to identify possible
statuses an organization might have regarding each factor. Finally, a case study of four
projects related to the City of Portland, Oregon, was conducted to demonstrate the
practicality and value of the research model.
The research findings indicated that there are complicated internal and external,
sometimes competing, factors affecting big data projects. The research identified 18
factors as being among the most important factors affecting smart-city-related big data
projects. Those factors are grouped into four perspectives: people, technology, legal, and
organization. Furthermore, the case study demonstrated how the model could pinpoint
shortcomings in a city’s capabilities before the project start, and how to address those
shortcomings to increase chances of a successful big data project.
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CHAPTER 1: INTRODUCTION
Data is being generated about almost everything around us in an unprecedented
exponential rate. According to IBM (2017), in 2017, 90% of the data in the world has
been generated in the last two years, with 2.5 quintillion (1018) bytes of data generated
every day. This massive influx of data is being fueled by the accelerated advances in
information and communication technologies that affected every aspect of the modern,
quick-paced life. For example, in 2018, every minute, the internet users did 3,877,140
searches using Google, posted 473,400 tweets on Twitter, shared 2,083,333 photos on
Snapshot, and watched 4,333,560 videos on YouTube, to name a few examples (James,
2018).
We are struggling to catch up and make sense of this phenomenon, as data being
generated in continuously-increasing volume, velocity, and variety, making it beyond our
capability to catch up and make sense of (Ransbotham and Kiron 2017; McAfee et al.
2012). Hence, big data emerged, a field in the information technology sector, in response
to this phenomenon; to offer ways to understand and make use of this data.
Big data offers a viable way to understand the modern world and to transform this
influx of data into usable information and insights that allow for better decision making,
and in the case of businesses, to achieve competitive advantage over competitors. Big
data promises to provide the means to help making the right decision at the right time
based on faster, more accurate, more efficient, and more effective aggregation and
analysis of comprehensive internal and external sources of data, in ways that are
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unparalleled in human history (Barham 2017; Ransbotham and Kiron 2017; McAfee et
al. 2012; LaValle 2011).
According to Gartner Inc., big data is one of the leading IT technologies in recent
years (Cearley 2016). It is now part of decision making in all aspects of business, on the
strategic, operational, and business processes levels. Big data is being utilized in
commercial, industrial, social, governmental, and academic sectors. Some of the sectors
where big data is thriving include healthcare, banking, government, and municipal
planning and management, manufacturing, telecommunication, academic research like
sociology and psychology, and marketing, just to name few (Ransbotham and Kiron
2018; Ethirajan et al. 2017; Rosculet et L. 2017; Wang et al. 2017; Etzion and AragonCorrea 2016; Groves 2016; Chen and Zhang 2014; Burrows and Savage 2014; Kitchin
2014; Walker 2014; Sagiroglu and Sinanc. 2013; Boyd and Crawford 2012).
In addition, a NewVantage survey of the fortune 1000 firms found that 92% of
those firms are increasing their spending on big data analytics in 2019, also the survey
found that 55% of firms are spending over $50M on resources related to big data and AI
(NewVantage Partners 2019). Furthermore, a survey by MIT Sloan Management Review,
with thousands of participants from several sectors, sizes, and location, found out that
55% of the surveyed firms are using insights from big data to make decisions, 49% are
“analytical Practitioners”, and 17% are “Analytical Innovators” (Ransbotham and Kiron
2017). Another survey by Harvard Business Review of the fortune 1000 firms’ CEOs
found that: 70% of the CEOs reported that big data is of critical importance to their firms
and 63% of the firms reported having Big Data in production (Bean 2016).
2

1.1 Problem Statement
The literature review has much evidence of the businesses value of big data, and
how big data creates a competitive advantage for organizations against competitors (refer
to section 2.1 for more details). However, studies indicate that more than half of big data
projects fail, conservative studies indicate that 50% of big data projects fail, up to 85% by
other studies (NewVantage Partners 2019; NewVantage Partners 2017; Ransbotham and
Kiron 2017; Walker 2017; Iron Mountain 2015). A big data project fails when it never
finishes or does not generate the expected outcome. In addition, in a recent survey of the
fortune 1000 firms, 77% of respondents indicated that they are facing challenges in
adopting big data (NewVantage Partners 2019).
The failure of such projects has a serious impact on the organization, as big data
projects are generally expensive and require dedicating core organization’s resources to
implement, not to mention the disadvantage against competitors who have successfully
implemented big data into their organizations (NewVantage Partners 2019; Adrian et al.
2017; NewVantage Partners 2017; Bean 2016; Iron Mountain 2015; Winter et al. 2013).
In fact, a recent survey indicated that 78% of the respondents indicated that they fear
disruption or displacement due to competitors and new entrants being more successful in
using big data (Davenport and Bean 2018).
The reasons behind this high percentage of failure were the subject of many
studies in the past few years (Barham 2017; NewVantage Partners 2017; Ransbotham and
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Kiron 2017; Bean 2016; Saltz and Shamshurin 2016; Buckley 2015; Iron Mountain 2015;
Marr 2015b; McAfee et al. 2012).
Big data projects are considered large-scale IT projects (Chen et al. 2014;
Martinez 1994) (please refer to section 2.7). The same consequences of a big data project
failure also apply to any large-scale IT project. In addition, some reasons for failure and
counter measurement of any big IT project fit for big data projects. However, literature
clearly indicates that big data projects have many unique challenges (for example, the
shortage of data scientists and the lack of data strategies), as well as, challenges that are,
while common to most big IT projects, are more impactful when it comes to big data
projects (for example, data integration complexities and data privacy issues). Therefore,
realizing big data projects specific nature while addressing its challenges would lead to
solutions that are more effective.
Consequently, before organizations implement big data projects to move to the
big data analytics era, they need to make sure that the chances of success of such projects
are reasonably high. Since the consequences of failure are severe and include financial
loss due to the cost of the projects itself and the waste of resources time, usually the best
personnel in the organization, that would be allocated to work on those projects.
Therefore, there is a need for a model that can help organizations to be more
confident and readier before initiating a big data project, and such a model should be able
to:
•

Identifies potential common factors that have a significant impact on the success
or failure of big data projects.
4

•

Assesses the organization’s readiness against each of those factors.

•

Points where corrective/preventive actions are needed, based on the assessment,
before starting the project.

1.1.1 My Research Focus
As big data applications have expanded over many sectors and industries,
building a general model that can fit all kinds of big data projects, while doable, will need
years of testing and validation. So, it is more practical to build a model that is directed at
a specific sector that can be generalized later on. Hence, the focus of this research is on
developing a model that addresses one sector, where big data plays an important role, and
where the challenges as mentioned earlier are clearly evident. The sector this research is
focusing on is smart cities. As cities trying to adopt smart city initiatives, face the same
consequences when smart city-related big data projects fail. The financial cost could be
high against their tight budgets, the city will have to assign its best people to work on the
project, sometimes for years, and cities with failed big data projects will be less attractive
than other cities that leverages big data to become smart and offer better quality of life to
its citizens (Al Nuaimi et al. 2015; Neirotti 2014).
Based on the above discussion, my research will aim to identify the main
challenges that could cause smart-city-related big data projects to fail. Big data projects,
in this research context, refers to projects that aim at creating or enhancing the city’s big
data analytical capabilities to support a smart city initiative. In this kind of project, the
outcome is an information management system that will acquire data from various
resources (internal, external, structured, and unstructured), cleanse it, reformat it,
5

aggregate it, and store it, as well as, building analytical tools to offer insights based on
the acquired data, see Figure 1.

Figure 1. Big Data Various Components

More specifically, in this research the focus will be on:
● Identifying the critical issues that are key factors in influencing a smart-cityrelated big data project, to be a success or a failure, based on literature review and
experts’ judgment.
● Developing a model that can be used to assess a city’s readiness against these
issues, by using the HDM methodology and expert panels.
● Validating and quantifying the model, with the help of subject-matter experts, to
make sure the model is reliable and vigor.
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● Finally, testing the model in a real situation, by working with the City of Portland
regarding the city’s smart-city initiative related to big data projects. My approach
to testing the model will be two folds:
○ First, sharing the model with the City of Portland personnel supervising
the smart city initiative and get their feedback on what value this model
present for them.
○ Second, if possible, evaluating past projects under the model, and compare
the model evaluation with what really happened in those projects, to find
out how aligned the model is with real scenarios.
This research will allow project managers and cities to better understand their
ability to conduct big data projects. Hence, allowing for better preparing for the
upcoming project and higher chances of successful implementation, see Figure 2.

Figure 2. Project Research Focus
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In the following sections, first, in Chapter 2 an in-depth literature review is
offered, that covers the background of the subject, the gap, and the gap’s importance. The
literature review includes: what is big data and why it is important, what is smart city, big
data as part of smart city, intelligent transportation systems (ITS) as an application of big
data under smart cities, what is readiness assessment, what is a big data project, and
finally what are the main factors that can contribute to making a big data project a
success or a failure, as identified in literature. Then, in Chapter 3, the research gaps,
objective, and questions are presented, as well as, the methodology that this research used
to answer the research questions to achieve the research goal, which is the HDM
methodology. The HDM methodology was used to build a model that can be used by
cities, planning to implement a smart-city-related big data project. The model will
structurally and thoroughly assesses and determines the city’s readiness to implement a
big data project and will identify areas of concern that might cause the upcoming project
to fail, in order to take preventive actions toward those issues before starting the project.
Moreover, Chapter 4 provides the research design that was used to achieve the
research goals. Furthermore, Chapter 5, presents the data gathering phase, based on the
design explained in Chapter 4. Chapter 5 includes expert panels formation, model
validation and quantification by experts and the analysis of experts’ reliability.
In addition, Chapter 6 and Chapter 7 covers the case study, that was used to
demonstrate the model. The City of Portland, OR was used as a case study, since this city
is currently one of the leading cities in the USA in regards of smart city initiatives.
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Finally, Chapters 8, 9, and 10 go through a discussion of the results of the
research and its validity, as well as, how this research outcome is beneficial and what are
its academic contribution to the body of knowledge.
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CHAPTER 2: LITERATURE REVIEW
2.1 Big Data
2.1.1 Definition
The roots of big data can be traced back to the late 1980s when the term business
intelligence became known. According to Davenport (2006), “business intelligence ...
encompasses a wide array of processes and software used to collect, analyze, and
disseminate data, all in the interests of better decision making.” Also, as more advances
were achieved in computer hardware capabilities and capacity, telecommunications, and
data storage and mining, the term business analytics emerged in the 2000s, where
software tools start doing more complex operations including predictive analysis and
future planning (Bartlett 2013). Leading to the emerging of the big data term in the late
2000s, were far huge influx of datasets of different sources and structures, or no structure
for that matter, are now being aggregated, processed, and analyzed, using far more
complex processes and techniques, to achieve better decision making (Ransbotham 2016;
Chen et al. 2012; McAfee et al. 2012). In fact; Mayer-schönberger and Cukier (2014)
argue that big data is making a shift in the way we analyze phenomena, as big data scan
and process all the data related to a phenomenon from multiple sources, instead of just
samples, and also deals with types of data that are not readily accessible for current
methods of analysis, like social media content for example, that has no clear structure and
has a sentimental value in the same time, allowing for new ways of analysis based on
correlation rather than causation.
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The literature review of academia, business, and IT vendors publications revealed
that there are several definitions of big data. Most of the definitions fall under one of the
following categories: big data as an entity, big data as a process, and big data analytics
(Barham 2017; Ransbotham and Kiron 2017; Bean 2016; IBM 2016b; Oracle 2016;
Rajaraman 2016; Tsai et al. 2016; Marr 2015b; Narayanan 2014; Stubbs 2014; Arthur
2013; Chen et al. 2012; Dumbill 2012; Parise et al. 2012; LaValle et al. 2011; Laney
2001). Following is an overview of each category:
Big data as an entity: Refers to data that cannot be handled (i.e., capturing, storing, and
handling) by traditional analytical approaches, due to its volume, velocity, and variety, or
what Lany called the 3V’s (2001). Over the years, more V’s were introduced and become
widely accepted, including veracity, and value. Following is a review of the most
common V’s (Bean 2016; Tsai et al. 2016; Marr 2015b; Zikopoulos and Eaton 2012;
Laney 2001):
● Volume: is the most known attribute of big data, it is referring to the massive
amount of the data being generated and is relevant to any subject, organization, or
individual being analyzed. It is worth mentioning here that data coming from
unstructured sources such as social media, internet logs, and internet-of-things
devices are far more tremendous than data coming from traditional structured
sources such as an ERP system.
● Velocity: The rate of receiving the data and when we need to act upon it.
● Variety: data about any subject, organization, or individual is now being
generated from multiple sources, including unstructured data that usually comes
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from sources like social media, web behavior logs, and internet-of-things (IoT)
devices. The challenge is how to understand data meaning and correctly identify
related metadata, as well as, how to integrate and aggregate data coming from
different sources.
● Veracity: How reliable the data is, especially data coming from sources like social
media or Wikipedia, where anybody could post anything without much validation
or review, making such sources, in many cases, generators of fake facts and news.
● Value: Data has an intrinsic value embedded in it. The challenge is how to reveal
such value and build on it to offer the right information to decision makers. There
are several stages under big data to extract value from data including discover,
ingest, process, persist, integrate, analyze, and expose.
● More V’s: According to Firican (2017) other V’s are introduced, representing
more detailed focus areas under the original V’s, including visualization,
variability, validity, vulnerability, volatility,
Big data as a process: To make the right decision, the decision maker needs the right
information at the right time. Organizations collect/generate data from various sources,
they collect more than what they know about or can process. So, big data aim is to take a
holistic information management approach to consume and integrate data, whether the
data is structured (e.g., transactional records) or unstructured (e.g., social media and web
behaviors) from multiple internal and external sources. Then, identifies relations among
them, and creates insights that allow for sophisticated analysis and future predictions,
which ultimately will result in higher probability of making the right decision, and hence
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leapfrog competitors and lead the market, Figure 3 demonstrates the workflow of data in
a typical big data system (Shapiro 2018; Barham 2017; Bean 2016; Erevelles 2016;
García et al. 2016; IBM 2016b; Oracle 2016; Stubbs 2014; LaValle et al. 2011).

Figure 3. Big Data as a Process

Big-data-as-a-process offers viable ways to handle big-data-as-an-entity, by leveraging
on advances in scaling-up technologies, that can orchestrate a cluster of inexpensive
processors to work in parallel to perform the extracting, processing, and analyzing tasks,
as well as, to store the data in distributed storage units using formats that can handle
unstructured data properly. There are many technologies behind Big-data-as-a-process,
examples include Apache Hadoop, MapReduce, NoSQL, Apache HDSF, in-memory
database and so on (Rajaraman 2016; Chen and Zhang 2014; Zikopoulos and Eaton
2012).
Big data analytics: Big data analytics is the modern advanced version of business
intelligence (BI), it offers the ability to apply advanced analytical techniques on big data
(data that has massive volume, being generated frequently, and comes from various
sources). Big data analytics shift the analysis focus from hindsight-analysis of what
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already happened (for example, last year sales statistics), and insight-analysis of why it
happened (for example, why are we losing sales), towards a more advanced foresightanalysis of what will happen next and how can we benefit from it (for example, how can
we leverage future events to generate more revenue in coming years) as illustrated in
Figure 4. However, this is not a linear path; trying to become more analytically advanced
and moving from hindsight to foresight is very difficult and few organizations were able
to achieve that (Ransbotham and Kiron 2017; Sivarajah et al. 2017; Suthaharan 2016;
Tsai et al. 2016; Niemeijer 2014; LaValle et al. 2011; Russom 2011).

Figure 4. Big Data Analytics

According to a study conducted by LaValle et al. (2011), organizations can be
classified, based on the level of big data maturity and the use of analytics in making
decisions, into three categories:
Aspirational: Organizations in this category have minimum big data adoption, and their
information technology focus is more on automation and efficiency.
Experienced: Organizations in this category have already achieved automation and have
efficient processes in place, and now they are going beyond the use of information
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technology to aid operations, by injecting some analytics processes and tools to aid in
making some decisions.
Transformed: Organizations in this category have implemented analytical processes and
tools to support most of the decisions making processes in the organization, on the
strategic and operational levels.
The same study found out that transformed organizations are three times more
likely to outperform competitors than aspirational organizations.
2.1.2 Big Data Benefits and Value
A report by Data Science (Swanson 2017) indicated that organizations, which
adopted big data, has seen 41% improved customer experience, and 38% better business
decisions. Furthermore, A recent report by Harvard Business Review (Bock 2017)
indicated that organizations with advanced big data and data analytics capabilities, called
“Digital Leaders” by the report, are 2.6x more likely to prescribe business actions to limit
customer churn, are 1.5x more likely to optimize production runs based on demand
forecast, and are 2.3x more likely to inform product design by capturing data on how
their products are used in comparison to competition. Moreover, another study by
Keystone Strategy (Iansiti and Lakhani 2016) showed that organizations that utilize big
data analytics have 18% higher gross margins 4% higher operating margins than
competitors.
There is a lot of discussion in the literature about how big data can generate
benefits for organizations against competitors, and this section summaries the main points
that many literature references agreed on (Barham 2017; Bock et al. 2017; Ransbotham
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and Kiron 2017; Flood et al. 2016; Lim 2015; Tan et al. 2015; Nasser and Tariq 2015;
Columbus 2014; Guangting and Junxuan 2014; Prescott 2014; Bell and Zaric 2013;
McAfee et al. 2012; McGuire et al. 2012).
Mainly, big data enables effective data analytics by aggregating data from various
internal and external sources, and then it applies data analytics to it to discover relations
and hidden information, that otherwise would not be found, this will allow for many
benefits, including:
● First and foremost, increasing decision maker’s chances of making the right
decision at the right time. For example, in a commodity market like personal
hygiene, big data can get and analyze consumers’ behavior and feedback
momentary, allowing the organization to make small changes to its products, as
soon as possible, and before competitors realize that there is a shift in the market
or new need, which is usually a small window in such markets. Another example,
in the aviation sector, an airline can use big data to look for historical destinations
demand, current economic status, weather forecasts, and social media feedback to
predict which destinations are expected to be more utilized in the near future, and
hence, run more trips or use bigger planes for those destinations. Also, big data
can allow consumers to make better decisions; for example, a patient can compare
the efficiency of alternative drugs that treat her illness, not just in general, but
also, for patients who are similar to her age, race, and gender, among other
factors.
● Doing better risk management: By running robust and quick future predictive
scenario analysis. For example, an oil company can use big data to generate future
scenarios depending on current production rates, market demand, historical price
trends, and other factors, to predict future oil prices for better budget and financial
forecasting.
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● More accurately identifying narrow market segments and niches: Which will
allow for quicker response to such market’s needs. For example, big data could
reveal that senior citizens in a particular city, spend more time in their backyards
planting vegetables, instead of the general flowers trend common in other cities,
and hence correctly targeting this market segment needs.
● Better follow up and monitor of products: Big data can tell organizations
immediately about defects and new uses of their products, as soon as that
happened in the market. For example, a pharmaceutical company could use big
data to analyze the feedback on a recently launched drug and find out new side
effects, bad or good, that were not known at the pre-launch trials.
● Detecting frauds and act on it immediately: For example, banks can use big data
to detect transactions abnormality that might be a result of stolen bank accounts,
or better analyze loans risks and hence make better lending decisions.
● More efficient production processes: Big data can pinpoint where waste is being
generated, delays are happening, or high costs are incurred in a production
process, allowing management to address those areas and increase the production
efficiency. For example, a giant manufacturer with multi factories in several
countries can find in real time, which factory is generating more cost, which part
of its process in all factories generates more waste, and which raw materials cost
more in each country where the factories are.
2.2 Smart City
Urban areas are changing due to the unprecedented advances in information and
communication technology applications used within those areas. Such applications are
used to automate services related to city planning and management, infrastructure, and
people, with the focus on improving services offered by cities, quality of life for citizens,
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and cities resiliency against urban changes (Castelnovo et al. 2016; Meijer and Bolivar
2013; Batty et al. 2012).
2.2.1 Definition
The term smart city is fuzzy and has several definitions in the literature. Most
definitions focus on features and dimensions or perspectives and aspects (Castelnovo et
al. 2016; Al Nuaimi et al. 2015; Meijer and Bolivar 2013; Batty et al. 2012; Tranos and
Gertner 2012). A concise but comprehensive definition of smart-city by Harrison et al.
(2010, 1) is: “connecting the physical infrastructure, the IT infrastructure, the social
infrastructure, and the business infrastructure to leverage the collective intelligence of the
city.” Another definition by Caragliu et al. (2011:70) is: ‘... [A] city to be smart when
investments in human and social capital and traditional (transport) and modern (ICT)
communication infrastructure fuel sustainable economic growth and a high quality of life,
with a wise management of natural resources, through participatory governance.’
Across the globe, cities are adopting smart-city initiatives, to achieve several
goals. These goals include, enhancing the quality of life for the city’s citizens and
visitors, increase the efficiency of infrastructure usage, making city’s essential resources,
like water, electricity, and mobility infrastructure more sustainable for future generations,
making city’s services more equitable, and to have more resilience by being able to
quickly identify emerging problems within the city, and respond to them effectively
(Belanche 2016; Puiu 2016; Al Nuaimi et al. 2015; Batty et al. 2012; Caragliu 2011).
However, smart city initiatives face the same challenges mentioned in “2.6 Big Data
Adoption Challenges” section, as well as, other challenges like the need to update
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regulations and policies to enable smart-city, and the infrastructure investment high cost
to enable and maintain many of the crucial smart city components (Al Nuaimi et al. 2015;
Kramers et al. 2015; Neirotti 2014).
According to Batty et al. (2012), cities can be smart by leveraging on the massive
amount of operational data being generated from city infrastructure, by urban
applications of technology and communications. This data to be further used by cities to
monitor, understand, analyze, and plan for the services offered by the city, to make the
services more efficient and effective, while offering better equity and quality of life for
the city citizens. Furthermore, it is common for cities to have data from its infrastructure
that is being generated by separated technologies, as each of those technologies is
focused on the particular area of infrastructure it serves. So, in a smart-city, this data can
be integrated and combined to address big-picture issues across all sectors within the city
(Batty et al. 2014; Caragliu 2011; Harrison et al. 2010).
To achieve these goals, smart city initiatives aim at integrating the city’s
infrastructure data to be more effective in offering insights that can allow decision
makers to make better decisions that can enhance the quality of life of citizens while
making optimal use of the city’s infrastructure. As well as, to identify emerging problems
early, or before they even become problems, and proactively address them (Batty 2013).
2.2.2 Smart-City Categories
Smart city initiatives cover several areas of interest, or categories, in urban setups
including infrastructure, people, and planning and management. By leveraging insights
from related collected and integrated data, following is an overview of the city main
19

challenges under those categories that smart-city initiatives are targeting: (Chowdhury
and Dey 2016; Fitzgerald 2016; Al Nuaimi et al. 2015; Schuurman et al. 2012;
Dimitrakopoulos and Demestichas 2010; Harrison et al. 2010)
Infrastructure: Addressing transportation traffic jams, shortage of parking lots, and
time-wastage on the road, also, the related environmental impact of vehicles spending
more time on the road due to those issues. As well as, creating an efficient, clean, cheap,
sustainable, and steady stream of energy and water.
People: Offering cheap, high quality, and individually customized health care, education,
and social programs for the city’s citizens while maintaining equity and more effectively
addressing the needs of the underserved neighborhoods.
Planning and Management: Smart city aim to leverage data to improve government
administration, city planning and operations, buildings, and public safety.
2.2.3 Smart-City and Big Data
Big data is in the heart of what makes smart cities truly smart cities (Lim et al.
2018); big data is used to enhance the infrastructure operation management by analyzing
data to offer better insights and understanding of those operations. For example, using
traffic data, from sensors and vehicle tracking devices, to analyze traffic demand that can
be used for optimal configuration of traffic lights. Moreover, big data can be used to
address the city’s challenges. For example, reducing crime rates by taking proactive
measures, through analyzing crime patterns and locations to predict future crime
locations, and hence, more efficient allocation of policing resources in those locations.
Another example is intelligent navigation, by utilizing feedback from traffic sensors,
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navigation application like google maps (trip time by others who previously went to the
same destination at the same time of the day), weather data, reported accidents, public
transit data, and so on, to determine the best route to reach the required destination. Fleet
management is another example, where IoT devices attached to trucks can generate
detailed data about trips that can be used to influence driver’s behavior, for more efficient
use of fleet trucks. Furthermore, big data allows for the customization of services to
address individual needs. For example, people who have certain respiratory conditions
can get alerts, on the spot, when certain areas of the city have dangerous levels of
pollution (Lim et al. 2018; Hashem 2016; Maglio and Lim 2016; Puiu 2016; Al Nuaimi et
al. 2015; Kitchin 2014; Batty 2013; Khan et al. 2013).
Many big data-based solutions that are already implemented or actively being
developed to enable smart-city. Examples include smart grid, intelligent transportation
systems, smart education, smart healthcare systems, and smart safety systems, to name
few (Lim et al. 2018; Hashem 2016; Maglio and Lim 2016; Puiu 2016).
2.3 Intelligent Transportation Systems
Intelligent transportation systems (ITS) is a growing technology sector as part of
smart cities. According to some industry analysts, it is expanding at a 13% rate annually
and is expected to reach $47.5 billion by 2020 (Global Market Insights 2016). ITS is
becoming popular as it holds the promise of solving key modern traffic challenges,
including safety, congestions, and pollution by leveraging on advancements in
information and communications technologies (Moral-Munoz 2016; Lim et al. 2015;
Dimitrakopoulos and Demestichas 2010).
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The demand for transportation is continuously increasing due to increased human
population and the accompanying mobility needs, which is further fueled by
transportation becoming more affordable in recent decades. In the same time, the
expansion of transportation infrastructure to meet this demand is not sufficient as adding
more infrastructure capacity is expensive and requires time. This led to several problems,
including increased traffic incidents, time wastage on the road, pollution, and economic
losses. In the United States, for example, there are more than 6 million traffic accidents
annually, including fatality accidents that kill more than 30 thousand people (DOT 2016).
Also, every year, time wastage due to road congestion results in 1.9 billion gallons of
wasted fuel and more than $100 billion in economic costs, due to time loss and fuel bills.
In fact, it is estimated that about 4.8 billion hours are being lost annually on the roads in
the United States (FHWA 2017; US Census Bureau 2017; DOT 2016; Thomopoulos and
Givoni 2015; Dimitrakopoulos and Demestichas 2010).
2.3.1 Definition
ITS refers to the application of advanced information and communications
technology to surface transportation in order to achieve enhanced safety and mobility
while reducing the environmental impact of transportation (DOT 2017). ITS is used to
manage the traffic and to influence driving decisions and behaviors by utilizing cognitive
networking principles and data analytics to creates management mechanisms with
learning capabilities (Chowdhury and Dey 2016; Saito 2016; Dimitrakopoulos and
Demestichas 2010).

22

ITS uses information and communication technologies to collect and analyze the
traffic data. Traffic data is broadcasted by sensors and computing capabilities embedded
in vehicles and road elements. Also, traffic data are generated from interactions among
vehicles and between vehicles and the transportation infrastructure. This data is captured
and analyzed by ITS to generate analytics that can be used to manage traffic and advise
drivers on better driving decisions (Chowdhury and Dey 2016; Yu 2016; US Government
Accountability Office 2015; Joseph et al. 2006; Weiland and Purser 2000).
It is worth mentioning here that wireless communication technologies are the
backbone of ITS technologies, ITS significantly benefited from the recent advances in
wireless communication technologies since leverage on different types of wireless
communication technologies to read and report traffic data, to further enable cooperative
systems and dynamic data exchange using a broad range of advanced systems and
technologies (Sill 2011).
ITS has several benefits (Asselin-Miller et al. 2017; Alam et al. 2016; Chowdhury
and Dey 2016; Yu 2016; US Government Accountability Office 2015; Dar et al. 2010;
Dimitrakopoulos and Demestichas 2010):
● Reducing time wastage on the road: ITS helps reduction traffic congestions and
commute time wastage by effectively managing the traffic and guiding cars to
optimal routes from source to destination based on real-time feedback on traffic
and road elements conditions.
● Increasing safety: By minimizing the risk of accidents, or at least, reduce the
severity of accidents using technologies like incident management and collision
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avoidance. As well as, increasing safety for pedestrians, by adding smart
capabilities to vehicles to identify and avoid pedestrians.
● Reduce environment pollution: by helping reducing average traffic time, ITS
helps reduce pollution as well, since vehicles will burn less fuel. Furthermore, ITS
can create better environmental traffic patterns, for example, by spreading the
traffic around the city and make sure vehicles, especially vehicles with diesel
engines, are not condensed in certain areas and so on.
● Cost savings: less time on the road means more time to work, less time to reach
clients, and of course fewer fuel costs.
● Efficient use of infrastructure: ITS manages traffic to better optimize the
utilization of transportation infrastructure, which reduces the need to launch
expensive and time-consuming projects to increase traffic capacities in response
to increased traffic demands.
2.3.2 Automotive Technologies Under ITS
As explained earlier, ITS is a ubiquitous information and communication system
that monitors, collects, and broadcasts data about the vehicle, as well as, connecting and
facilitating communications between vehicles, between vehicles and road elements, and
between vehicles and the infrastructure, while collecting and broadcasting data about
those interactions. The data is then analyzed to create insights that will be used to manage
the traffic and help drivers (Cheng 2015).
So, ITS consist of a wide range of technologies, from standard common
technologies like ABS systems to complex centralized artificial intelligence systems
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capable of machine learning and making decisions based on traffic data to optimize the
traffic. Generally, ITS technologies are grouped into three categories: within the vehicle,
between vehicles, and between vehicle and infrastructure (Gaffney 2017; Cheng et al.
2015; Linkov 2015; Thomopoulos and Givoni 2015; US Government Accountability
Office 2015; Youngmin et al. 2013; Fogue et al. 2012; Rooyen et al. 2011; Coelho and
Rouphai 2010; Dimitrakopoulos and Demestichas 2010; Weiland and Purser 2010;
Papadimitratos 2009).
● Technologies within the car itself: These technologies help reducing traffic
accidents and increasing driving efficiency. Technologies within the car usually
serve one or both of the following purposes: offering driving assistance to the
driver by providing information about the status of the car, or even help driving
the car, e.g., auto parking, also by offering passive safety against road conditions.
Examples of commercially available technologies within the car include GPS
based navigation, anti-lock braking, collision avoidance, objects detections, and
auto braking, rear cross-traffic alerts, blind-spot monitoring, adaptive headlights,
drowsiness detection, park assist (automatic, rear cameras, back sensors).
Technologies within the car are the base enablers for the future autonomous
driving.
● Vehicle-to-vehicle (V2V) communication technologies: Drivers typically rely on
other drivers’ behavior to make many driving decisions. For example, a driver
deciding on whether to hit the braking pedal or accelerate the car based on tail
brake light and distance of the car immediately ahead. However, this is not
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necessarily the best strategy as drivers cannot tell what is going in front of the
next vehicle ahead and might not react to emergencies fast enough [26]. V2V
technologies address this issue by using sensors feedback to identify and analyze
the current situation around the vehicle and then to disseminate safety messages to
nearby vehicles by leveraging on vehicular ad-hoc networks (VANETs). So,
drivers can respond to emerging situations properly and at the right time.
● Vehicle-to-infrastructure (V2I) communication technologies: technologies that
gather data generated by vehicles and road elements, mainly from sensors, and
broadcast it to a central location. Then the data is merged with pre-existing
information about the road and is analyzed to draw the big-picture view of the
road and its conditions, and generate information and suggestions to drivers in
real time. Such information and suggestions could be as simple as notifying
drivers about an accident or traffic jam ahead of the road and suggest alternative
routes. To more sophisticated directives and behavior, suggestions aim at more
efficient use of roads to reduce time on the road, in general, across a city, as well
as, to reduce the environmental impact of transportation.
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2.4 Readiness Assessment
US Dept. of Health and Human Resources defines readiness assessment as:
“Measuring readiness is a systematic analysis of an organization’s ability to undertake a
transformational process or change. A readiness assessment identifies the potential
challenges that might arise when implementing new procedures, structures, and processes
within a current organizational context” (HRSA 2018).
One known method to assess technology readiness, that was developed by NASA
in the mid-1970s and was extended in the mid-1990s, is Technology Readiness
Assessment (TRA). TRA identify 9 levels of maturity that R&D programs can use to
assess the readiness level of a technology being developed. This method looks for several
technology and non-technology factors to determine the maturity level of a technology,
and whether it is ready to be transferred to the next step in technology development life
cycle (Mankins 1995; Mankins 2009).
It can be seen from HRSA definition of readiness assessment, and other
discussion about technology readiness in literature, that the emphasis is on the concept
that there are multiple internal and external challenges or factors affecting the readiness
of a technology and must be assessed to identify the maturity and readiness of a
technology (HRSA 2018; Lavoie & Daim 2018; GAO. 2016; DoD 2011; Razmi et al.
2009; Al-Omari and Al-Omari 2006; Snyder-Halpern 2001; Parasuraman 2000). The
discussion about readiness in other disciplines also points to assessing current status
against internal and external factors to determine readiness level. For example, children
readiness to go to school (Maxwell and Clifford 2004). Another example is patient
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readiness to be discharged from hospital (Titler and Pettit 1995). Another example is
organization readiness for knowledge management (Mohammadi et al. 2009).
Based on the above discussion, readiness assessment within the context of this
research points to the process of conducting a systematic analysis of a particular city’s
ability to carry a particular smart-city-related big data project, by evaluating that city’s
current capabilities against the needs of that project, with reference to a list of internal
and external factors that are known to be critical to the success of this type of projects.
The ultimate goal is to increase chances of successful smart-city-related big data project
implementation, by identifying and properly addressing the sources of weaknesses in the
city’s capabilities that otherwise, would most likely hinder the upcoming project.
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2.5 Project Management
2.5.1 Definition
Project management is a widespread discipline that gains popularity in recent
decades. Project management as a practice has several definitions, one common
definition is by Olsen (1971): “Project Management is the application of a collection of
tools and techniques (such as the CPM and matrix organization) to direct the use of
diverse resources toward the accomplishment of a unique, complex, one-time task within
time, cost and quality constraints. Each task requires a particular mix of these tools and
techniques structured to fit the task environment and life cycle (from conception to
completion) of the task.” Project Management Institute (PMI), stressed on the temporary
and unique nature of projects and identified five process groups under project
management: initiating, planning, executing, monitoring and controlling, and closing.
PMI also identified ten knowledge areas that project management draw from integration,
scope, time, cost, quality, procurement, human resources, communications, risk
management, and stakeholder management (PMI, 2017). Initially, project management
focus was mainly on the triple constraints of scope, time, and cost. However, a gradual
interest, in the last two decades, was shifted toward quality, risk, and resources, with an
overall focus on how to generate value to the customer, instead of being rigidly
constrained by the triple constraint (Meredith 2017; Schwalbe 2015; Kerzner 2013; Cobb
2011; Atkinson 1999).
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2.5.2 Big Data Projects
In this research, the focus is on big data projects. Based on the above definitions,
big data projects are projects that aim at creating or enhancing organizational big data
analytical capabilities, by building information management systems that will acquire
data, cleanse it, reformat it, and store it, such data would be coming from various
resources. As well as, building analytical tools to offer insights based on the acquired
data.
2.5.3 Readiness Assessment Phase
This research is focusing on the phase between project selection and project
management. The project selection process includes identifying potential projects that
can support organizational strategic objectives, conducting a feasibility study for each
project, and evaluating and prioritizing the projects against the organization’s current
projects portfolio and selection criteria. Leading to a selection decision (Kaiser et al.
2015; Rosacker and Olson 2008; Stoemmer 2006).
So, this research is focusing on the phase after the project selection phase and
before the initiation phase of project management as illustrated by Figure 1 (in the section
“1.1 Problem Statement”). This is an important phase, where there is a need to make sure
that the organization is ready to conduct the already-selected project, and if there are any
potential “showstoppers,” to deal with them now before starting the actual project.
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2.6 Critical Factors Affecting Big Data Projects
According to a recent study by NewVantage Partners (NewVantage Partners
2017), more than 50% of big data projects fail. Many researchers addressed big data
projects failure phenomenon. Mainly, investigating the reasons behind big data projects
tend to fail. The literature includes research related to what kind of challenges are
particular to big data projects and big data adoption within organizations. Many big data
projects never completed or did not generate the expected outcome, causing severe
impact on the organization; due to the high cost of obtaining and running big data
systems, the time-waste of personnel assigned to work on these projects (usually the best
in the organization), and the competitive disadvantage of not having big data analytics,
while competitors do. The following references are samples from literature about
research done around the challenges of big data (NewVantage Partners 2017;
Ransbotham and Kiron 2017; Saltz and Shamshurin 2016; Ransbotham 2016; Angrave et
al. 2016; Bean 2016; Iron Mountain 2015; Thabet and Soomro 2015; Buckley 2015;
Nasser and Tariq 2015; Mayer-Schönberger and Cukier 2014; Chen et al. 2014; Katal et
al. 2013; Chiolero 2013; McAfee et al. 2012; LaValle 2011).
Web of Science engine (https://webofknowledge.com) was used for an overview
of literature related to big data. As illustrated by Figure 5a, the Web of Science engine
indicated that there is enormous research related to big data in recent years. Furthermore,
Web of Science engine search results for the keywords “big data challenge” show that a
decent number of big data research is about its challenges, almost 25% in the last three
years, as illustrated by Figure 5b. However, most of this research is about challenges that
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big data can address, as the number of research related to “big data adopt” is meager in
compare, as illustrated by Figure 5c. Moreover, when searching the keywords “big data
evaluate readiness,” the results were minimal; it included only ten papers in the last ten
years, and the search by the keywords “big data assessment readiness” produced even
fewer results, as illustrated by Figure 5d and Figure 5e. Moreover, only two of those
papers were indeed related to big data readiness (Klievink et al. 2017; Olama et al. 2014).
The rest of the papers were about using big data to evaluate the readiness of other
applications and programs. Google Scholar search with the same keywords did only
reveal one extra paper (Lam et al. 2017).

Figure 5a. Web of Science Search Results for the Key Words: big data

Figure 5b. Web of Science Search Results for the Key Words: big data challenge
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Figure 5c. Web of Science Search Results for the Key Words: big data adopt

Figure 5d. Web of Science Search Results for the Key Words: big data evaluate readiness

Figure 5e. Web of Science Search Results for the Key Words: big data assessment readiness

For the papers related to big data readiness evaluation: Klievink et al. (2017)
suggested a framework to evaluate public organizations’ big data readiness based on
three categories: Organizational capabilities, Organizational alignment, and
organizational maturity. On each of those categories an assessment of 5 points from “1:
Very Low” to “5: Very High” was suggested based on assessing the public organization’s
current status against a set of big data challenges under each of those categories. Then the
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scores are to be aggregated for an overall score between 3 and 15. The authors suggested
that this framework can be used to rank public organizations against each other, for
benchmarking, as well as, to identify weak areas that need improvements before starting
a big data project. In the (Olama et al.2014) paper, the authors focused on the data
integration phase of big data (big data as a process). The paper introduced an Integration
Level Model (ILM) to measure how mature is the organization and its datasets against
various levels of data integration by assessing data governance within the organization.
The ILM tool can be used to score nine organizational functions related to data
integration to identify organizational readiness and areas that need improvement. Finally,
in the (Lam et al. 2017) paper, the focus was about the relation between front-end users’
small data and the big data of the organization, and how to make sure that the small data
generated by front-end users is being effectively captured for the needs of organization’s
big data analytics. The authors offered a framework based on absorptive capacity and
knowledge management theories, which can be used to assess and enhance the capturing
of these small data.
While there is not much literature about big data readiness evaluation or
assessment, there is still an enormous amount of research about big data challenges, as
illustrated by Figure 5b. Most of this literature can be categorized into the following:
● Surveys: Several papers conducted surveys targeting CEOs and high-ranking
executives of organizations from several industries and with varying sizes. Other
surveys targeted practitioners from the information technology industry. Surveys
main target is to identify the most significant challenges facing big data adoption,
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and then offer discussion on how to overcome those challenges. Following are
some examples: (Shapiro 2018; Bock et al. 2017; NewVantage Partners 2017;
Ransbotham and Kiron 2017; Bean 2016; Flood et al. 2016; Buckley 2015;
Burrows and Savage 2014; Chen 2104; Chen and Zhang 2014; LaValle et al.
2010).
● Literature review: Papers in this category investigated the challenges of big data
by identifying patterns of challenges discussed in other academic papers, books,
and IT vendors’ publications. Some of the papers investigated factors influencing
the successful adoption of big data, which complement the challenges discussion.
Papers that are based on a literature review usually include discussion and
recommendations about the reasons behind those challenged and how to
overcome them based on the authors' academic background. Following are some
examples: (Bertino and Ferrari 2018; Adrian et al. 2017; Barham 2017; Carillo
2017; Nunan and Domenico 2017; Sivarajah et al. 2017; Flood et al. 2016; Thabet
and Soomro 2015; Saltz and Shamshurin 2016; Ebner et al. 2014; Philip Chen and
Zhang 2014; Adrian 2013; Kaisler et al. 2013; Katal et al. 2013; Boyd and
Crawford 2012).
● Talking to experts or using personal experience: Literature in this category is
based on “fieldwork.” It describes challenges related to big data based on
discussion/interviews with experts in the field or based on the authors’ personal
experience doing big data projects. This kind of research is usually combined with
a literature review to bolster the findings and prove that the findings have a degree
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of generalization. Following are some examples: (DalleMule and Davenport
2017; Lam et al. 2017; Angrave et al. 2016; Bughin 2016; Ransbotham 2016;
Marr 2015b; Tallon 2013; Bartlett 2013; Berman 2013; Brown and Willmott
2013; Chiolero 2013; Labrinidis and Jagadish 2012).
● Case Studies: This kind of papers will investigate a particular case study and use
it to draw conclusions and recommendations on what are big data challenges and
how to handle them. Following are some examples: (Klievink et al. 2017;
Fitzgerald 2016; Lim et al. 2015; Laurila et al. 2012).
Finally, few papers tried to categories the challenges facing big data projects, but
those papers did not try to quantify or qualify the relation among those factors and how
important each of them in comparison with the others. Following are some examples:
(O’Halloran et al. 2018; Adrian et al. 2017; Sivarajah 2016).
Following is a review of some of the most common factors that influence the
likelihood of implementing a big data project successfully, as indicated by the literature
review. They are divided into four perspectives: Personal, Technical, Political, and
Management.
2.6.1 People Perspective
This perspective covers people-oriented factors that affect big data projects.
Data Scientists: Data scientists are the minds that can realize what type, size, and
frequency of data need to be captured; they devise the predictive analysis algorithms that
maximize data value, with realization of organizational goals, as well as, internal and
external factors around the organization. According to IBM (2016b): “Good data
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scientists will not just address business problems, they will pick the right problems that
have the most value to the organization.” However, the problem is, there is a shortage of
such smart people globally (Ransbotham and Kiron 2018; Shapiro 2018; Carillo 2017;
Strawn 2016; Davenport and Patil 2012; McGuire 2012; Manyika et al. 2011).
Employees’ Technological Skills: The skills of other employees are also important for
the success of big data projects. They play a significant role in pushing and pulling data
into and from the system. Employees who do not feed correct data, or data at all, to
related systems, will cause analytics based on those systems data to generate results that
are inaccurate and misleading (Carillo 2017; Lam et al. 2017; Stubbs 2014; Kwon et al.
2014; Brown et al. 2013; McAfee et al. 2012; LaValle et al. 2011; LaValle et al. 2010).
Public Acceptance: This factor considers whether the public will perceive the upcoming
project as a “good” project. And would the project be negatively or positively impacted
by the potential public perception. Privacy is a major issue in regard to this factor, when
the public perceive a smart-city-related big data project as violating their privacy and is
meant to spy on them, the project will face resistance. There is a need to be transparent
and create awareness among the public to gain their trust and support for the upcoming
project (Dabab et al. 2018; Roh 2017; Van Staa et al. 2016; Bright and Margetts 2016;
Van Dijck 2014).
Management’s Analytical Skills: Management should have a minimum level of
analytical skills to be able to use and make sense of the analytics generated by big data
systems. However, big data analytics requires a long learning curve from nontechnology-background managers. The managers, who have limited analytical skills,
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would probably find it challenging to use big data system’s analytical capabilities, and as
a results, would be alienated from utilizing it to make decisions, making that system
useless (Carillo 2017; Lam et al. 2017; Stubbs 2014; Kwon et al. 2014; Brown et al.
2013; McAfee et al. 2012; LaValle et al. 2011; LaValle et al. 2010).
2.6.2 Technology Perspective
There are several technical challenges that are unique to big data projects due to
the nature of big data itself, and its characteristics (volume, velocity, variety, value, and
so on.).
Data Integration Complexities: For big data to generate real value, it must consume
data from many sources and aggregate it to generate new unseen values. However,
different data sources have a different data structure or even do not have structure at all,
as well as, different storage mechanisms, making the integration of such data and make it
available as a single, uniformed entity ready for analysis a non-trivial task. For example,
a system might use metric units while another system that has additional related data is
using imperial units, and the data is linked to user tweets were some of them would not
use measurement units at all, but rather, statements like “very large” or “very huge.”
Furthermore, real-world databases that exist for some time, tend to have data that is
noisy, inconsistent, and incomplete, so; there is a need for data integration and cleansing
processes that can remove the noise and the inconsistency. Another data integration
challenge comes from social media and online feedback forums, where data have a
sentimental dimension that is difficult to be measured. For example, if somebody
commented on a company’s product saying “great!” this user might be sarcastic, and he
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meant the opposite (Lim et al. 2018; Ransbotham and Kiron 2018; Ransbotham 2016;
Chen and Zhang 2014; Kadadi et al. 2014; Jagadish et al. 2014; Mayer-Schönberger and
Cukier 2013).
Data Availability: Availability refers to a system’s data, software, and even hardware
resources being accessible when needed by the authorized individuals, even if there is a
security breach or technical problems. The related challenge facing many big data
projects is whether the data coming from various sources can be accessed in a timely
manner to make meaningful results. From a technical perspective, the data volume and
velocity, for each source of data can affect its timely accessibility. Thus, hindering the
effectiveness of the analytics (Jernigan et al. 2016; Chen et al. 2014; Jagadish et al. 2014;
Laurila et al. 2012; Zikopoulos and Eaton 2012).
What Data to Collect: Big data aims at discovering hidden values in large rapidly
changing sets of data coming from multiple sources. But, this task is really tricky, getting
and trying to aggregate all the available data means time and resources costs, however;
capturing minimal amount of data, could mean losing hidden values that were not known
before it was captured (Ebner et al. 2014; John Walker 2014; Adrian 2013; MayerSchönberger and Cukier 2013).
Technology Solutions Complexities: In big data projects, the goal the project is trying to
achieve and the nature and sources of data related to the project dictate what type of tools
needed. When the mix includes several tools, the probability of incompatibility becomes
higher leading to software bugs and technical issues, not to mention the challenge of
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finding software engineers that are experts in all the tools needed (Lim et al. 2018;
Jernigan et al. 2016; Jagadish et al. 2014; Berman 2013; Kaisler et al. 2013).
2.6.3 Legal Perspective
There are particular legal and somewhat political factors that, if not appropriately
addressed, might undermine any project in general. Following factors have high impact
when it comes to big data projects. These factors are external environment issues, mainly
due to data being owned and managed by different external entities, as well as, affecting
external entities (Kaisler et al. 2013). These factors need to be handled through
negotiation and consideration for external parties’ needs.
External Sources of Data: An important aspect that affects big data ability to offer real
value is getting data from different internal and external sources. So, to gain access to
external sources of data, including, data available at clients, suppliers, and other entity
ends, organizations depend on other entities willing to share their data. Organization’s
management should negotiate with those entities to get access to their data by making
sure to understand their needs and concerns. The best way to get external entities to share
their data is by looking for mutual benefits and creating win-win situations (Ransbotham
and Kiron 2018; Jernigan et al. 2016; Mathieu 2015; Jagadish et al. 2014; Kwon et al.
2014; McAfee et al. 2012).
Data Ownership: Big data generates statistics and analyses based on data coming from
internal and external sources, and that creates challenges regarding the ownership of the
data and the analysis created based on it, and what degree of freedom an organization has
in sharing the data. For example, can organization share analyses, including one supplier
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data, with another competing supplier? Also, who can access this information within the
organization itself?
So, organizations need to balance between sharing the analysis results, in order to
achieve the required goals, and avoid conflicts with data sources’ owners that could result
in losing access to these sources (Bertino and Ferrari 2018; Nunan and Domenico 2017;
Harris 2015; Andrejevic 2014; Jagadish et al. 2014; Kaisler et al. 2013).
Data security and privacy: Even after making beneficial agreements about data
ownership and sharing, organizations still face challenges related to make sure the data is
secure, privacy is appropriately considered, and the way the data is being handled is not
breaking any related regulations. External entities are more willing to share their data if
they know that their data is well protected. Moreover, any breach in data privacy could
result in legal and public image damages with severe consequences (Bertino and Ferrari
2018; Lim et al. 2018; Nunan and Domenico 2017; Etzion and Aragon-Correa 2016;
Andrejevic 2014; Jagadish et al. 2014; Tallon 2013). The following resource has many
known such cases (Reddy 2014).
Legislations Adaptability: This challenge is more specific to smart cities; a big data
project under a smart city initiative, usually requires collecting new types of data or use
data already being collected for other purposes in the city. In both cases, regulations need
to be changed to allow the required capturing and manipulation of data, as well as, the
dissemination of the resulting analytics and insights. A city’s inability to introduce new
legislation promptly to keep up with the upcoming project will lead that project to failure
(Castelnovo et al. 2016; Al Nuaimi et al. 2015; Kramers et al. 2015; Neirotti 2014).
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2.6.4 Organization Perspective
This perspective covers what need to be considered by management to enable
successful and sustainable big data adoption within organizations and overcome barriers
to this adoption. Management failure to realize and act upon those issues will have a
severe impact on the organization’s ability to carry a successful big data project (Etzion
and Aragon-Correa 2016).
Management Support: Organizational change can face many obstacles, especially by
internal resistance to change. Management support is an essential driving factor to
override obstacles to change. Management support also helps expedite and override any
current bureaucracy that might hinder or slow the change (Burcharth et al. 2014; Katz
and Allen 1982).
Big data projects often require significant internal changes, including new
mechanisms of data collection and validation by employees on the frontline, as well as,
new ways to do decision making based on data analytics and insights on the operational
and managerial levels. Resistance to change is almost inevitable in such situations.
Therefore, management support becomes crucial for these projects to be successful.
Furthermore, only management can drive a cultural change from the traditional “What do
we think” mentality to the big data “What do we know?” mentality. Hence, the chances
of doing a successful big data project is highly affected by top management level of
support and interest in the project (Ransbotham and Kiron 2018; Klievink et al. 2017;
Lam et al. 2017; Etzion and Aragon-Correa 2016; Burcharth et al. 2014; McAfee et al.
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2012; LaValle et al. 2010; Young and Jordan 2008; Schneider et al. 1996; Katz and Allen
1982).
Data Strategies and Governance: Recent studies suggested that in most organizations,
employees have access to data they should not, and analysts spend most of their time
trying to discover and prepare data instead of doing actual analysis (DalleMule and
Davenport 2017).
Organizations planning to adopt big data need to have a clear vision about the
data surrounding them and is related to them and have proper strategies in addressing the
data. Data strategies include identifying the sources of data clearly, what value the data
have, how to collect it, who owns it, where to store it, how to handle it, how to transform
it to analytics, how to share it, and how to protect it. Moreover, data can be structured or
unstructured, from internal or external sources. Each of those data types has different
approaches to manage it properly. Data strategies can be classified by business objectives
and data types into the following categories: performance management, data exploration,
social analytics, and decision science. Data strategies should also balance between
flexibility and control to make sure that business needs are addressed while data is being
handled in a proper manner.
Without clear data strategy, organizations run the risks of failing to identifying
proper and valuable data for analytics, failing to provide analytics in timely manner, and
failing to protect the privacy of individuals and entities the data represent (DalleMule and
Davenport 2017; Short and Todd 2017; Ebner et al. 2014; McAfee et al. 2012; Parise et
al. 2012).
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Clarity of Objectives: The overall success of any project is related to what value, the
outcome of the project, delivers to the organization. So, when a project is conducted
without a clear perspective on how the project is related to organizational mission and
vision and how the project outcome is facilitating the achievement of organizational
strategic goals, it will most probably not generate any real value to the organization, even
if the project delivered on its scope, time, and budget requirements.
Unclarity regarding objectives is one of the main challenges for big data projects,
due to the vagueness about what is big data and how it can help organizations. Some
organizations jump into the big data train to keep up with competition and to generate a
modern image around themselves. These are not sufficient reasons to do big data
projects. Management, with the help of data scientists and other related stakeholders,
should identify the right questions the organization need to ask concerning the challenges
associated with strategic goals and operational needs, and then formulate big data project
objectives that aim at delivering analytical capabilities to address those questions. As
failing to do so will most likely result in a big data projects delivering an analytical
system that is expensive and do not have any tangible value to the organization (Daim
2017; Klievink et al. 2017; Meredith 2017; Etzion and Aragon-Correa 2016; Marr 2015b;
McAfee et al. 2012; Fenwick et al. 2009; Khan 2006; Thiry 2002).
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2.7 Big Data Projects vs. Large-scale IT Projects in the Public Sector
The literature review is concluded with a discussion about how big data projects
are related to other types of large-scale IT projects in the public sector when it comes to
project challenges.
Large-scale IT projects are projects that have two main characteristics: First, the
outcome system affects/spans over several business areas or sections, whether within the
organization or outside the boundaries of the organization. Second, the project has a high
cost, requires a large team, or extended period (Bloch et al. 2012; Northrop et al. 2006;
Vann 2004; Floricel and Miller 2001; Sumner 1999; Martinez 1994; Willcocks and
Griffiths 1994).
Martinez (1994, 17) identified large-scale IT projects as projects that “.. [B]ig in
all measurable terms. Duration is measured in years, total team size numbers in the
hundreds (or more), and work effort is tracked in tens of thousands of workdays.
Furthermore, large-scale projects directly affect-and significantly alter critical
mainstream business functions. They, therefore, involve a broad cross-section of the
business organization, uncover and address complex cross-functional issues, and
fundamentally change core business operations.”
Big data projects fit under this definition as they: spans multiple internal business
units, as well as, external entities. They include acquiring data from multiple resources to
make insights that, not only change the way decisions are made within the organization,
but also have an effect on related internal and external entities. Furthermore, the technical
solutions are complex, and a project to build big data capabilities usually requires
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considerable work hours to build, and engages a lot of technical and business resources,
not to mention the high initial and operational cost (Chen et al. 2014; Katal et al. 2013;
Tallon 2013; Zheng et al. 2013; LaValle et al. 2011).
Following is a review of some types of large-scale public IT projects, based on
the author’s experience and the following references (Adler-Milstein et al. 2015; Ahmadi
et al. 2015; Razmi et al. 2009; Layne and Lee 2001; Sumner 1999; Cats-Baril and
Thompson 1995):
ERP systems: ERP stands for enterprise resource planning. A typical ERP system covers
the essential processes needed to run a business, including, but not limited to, accounting,
invoicing, supply chain, inventory, HR, payroll, and customer relationship management.
ERP systems are transactional based, with central DB, which links all the organizational
operations together. GRP or government resource planning is a variation of ERP with
more consideration to the specific characteristic of government/public organizations, like
how to handle budget or how to conduct employees’ evaluation. This type of systems
requires changes across all sectors of the organization, usually expensive, and requires
many work hours to build. Although today there are “off the shelf” ERP packages like
Oracle Business Suite and SAP, however, those packages are highly general, and need
considerable customization that in many cases match building from scratch.
Core Transactional Systems: Some government/public organizations require a
customized type of systems to be able to offer the core services that these organizations
are designated to do. Examples include Traffic management systems, called the
Department of Motor Vehicles (DMV) in the USA, that covers driving licenses, motor
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vehicles, and related legal and citation services. Permits and IDs systems, systems that
issue permits like business permits, building permits, visa permits, and so on, as well as,
systems that issue passports, birth certificates, and other kinds of legal identification
documents. Another example is public medical insurance coverage systems, similar to
“Cover Oregon,” that aim at offering public health insurance coverage to people. In the
USA, this could mean qualified recipients and working with a middle layer of insurance
providers, while in most other countries, it means all the citizens are getting services
provided directly by the government.
Regardless of who is covered or how, such systems are massive, it includes
acquiring data from several sources to determine the coverage level for each recipient, as
well as, collecting medical records, by integrating with various types of medical service
facilities and insurance companies.
A typical DMV system would cover the services provided by several departments
like driving licenses and motor vehicles. It will also be used-by/integrate-with/haveimpact-on law enforcement agencies, immigration authorities, city traffic engineering
departments, car rental services, insurance companies, mechanical shops, just to name
few. Such systems are complex and expensive to build as they require integration with
several entities. Moreover, they need to go in a big bang approach, i.e., DMV cannot start
using the driving licensing part now, and add vehicle registration and traffic citations
later on (it can be done, but it would be very complicated), which add even more
complexity on how to do those kinds of projects.
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E-Government: Offering government/public services online is also another type of
large-scale projects. In a typical e-government project, the core system that manages the
organization’s services will need to be rebuilt to accommodate offering the same services
online. There are significant security requirements, and new workflows, as customers do
not need to come to the organization anymore, so there should be a workflow
management system, to make sure the service is going through the right cycle before it is
completed. Furthermore, verifying customer identity and the authenticity of the
supporting documents presented by the customer requires substantial software changes
and integration with other entities. Overall, building complete government/public online
services is complex and span multiple entities, not to mention that it is expensive and
span over a long period.
Large scale IT projects, including big data projects, are characterized by high
failure percent. For example, a study by NewVantage Partners (2017) found that more
than half of big data projects never finish or do not deliver the expected value. Razmi et
al. (2009) and Sumner (1999) indicated the same for ERP systems. In fact, a study by
Mckinsey and Oxford (Bloch et al. 2012) found that 17 percent of large-scale IT projects
go so bad, that they threaten the existence of the organization doing the project. Another
study by Harvard Business Review (Flyvbjerg and Budzier 2011) found that a staggering
92% of large-scale IT projects in the US public sector face time and cost overruns.
As stated before, the failure of big data projects (and the large-scale IT projects
for that matter) has severe consequences. Since they are expensive, require allocation of
considerable resources, that would have been used elsewhere, and the project failure
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means that the organization is at a disadvantage with competitors who were able to
conduct the same project successfully and now are reaping its benefits.
When comparing factors influencing big data project failure to factors affecting
big data projects and large-scale IT projects (Big IT) from a public sector perspective, the
factors fall into one of three categories:
●
●
●

Similar to big IT completely
Some similarity but might not have the same importance in other kinds of projects
Unique to big data
So, while some reasons for failure and counter measurement of any big IT project

fit for big data projects. However, the literature indicates that big data projects have some
clearly unique challenges, as well as, challenges that are, while common to most big IT
projects, is more impactful when it comes to big data projects. Table 1 presents the
factors classifications, and then a discussion is offered on why each of those factors fell
in a particular category. The discussion is based on the above literature review for big
data, and the following references for other types of large-scale IT projects (Rizvi 2017;
Greenhalgh et al. 2014; Bloch et al. 2012; Flyvbjerg and Budzier 2011; Razmi et al.
2009; Sumner 1999; Cats-Baril and Thompson 1995).
Table 1. Comparison of Big Data and Big IT Project Challenges
Similar to big IT completely
People

Technology

● Employees’
Technological Skills

Legal
● Data security and
privacy

Organization
● Management Support
● Clarity of Objectives

Some similarity with different level of impact
People

Technology

Legal
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Organization

● Data Integration
Complexities
● Data Availability
● Technology
Solutions Complexities

● External Sources of
Data

Unique to big data
People
● Data Scientists
● Management’s
Analytical Skills

Technology
● What Data to Collect

Legal
● Data Ownership
● Legislation
Adaptability

Organization
● Data Strategies

Similar to big IT completely:
Employees’ Technological Skills: Employees lack of technology skills can hinder any
IT system. New systems require learning curves that can be shorter for employees with
advanced IT skill. Such employees can also provide better feedback about their daily
work when requirements are gathered, and more meaningful feedback when the
upcoming system is in the test stage. Furthermore, they would offer less resistance to
change and will, more likely, be able to use the system in the way it is supposed to be
used and feed it with the right data, that allow the system to achieve its goals.
Data security and privacy: Large-scale IT projects span several departments (and in
some cases external entities as well), and are related to core operations of the
organization. Therefore, security breaches and improper privacy handling can result in
significant damage to the organization, its customers, and suppliers.
Management Support: Employees tends to resist change. Large-scale IT projects result
in significant changes in the way the business is done and usually faced with resistance.
Hence management support to drive the change, including motivating employees to
embrace the change, removing bureaucracy, breaking silos, authorize required training,
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among other actions they can do, is an essential factor for any project of any type that
brings significant changes to the organization.
Clarity of Objectives: If the overall picture about the motivation behind the new system
and what value it is supposed to deliver is not clear, the system is doomed to failure.
Making sure that any Large-scale IT project is aligned with the organizational goals and
strategies, and addressing real problems, is vital and without it, the system will be just a
waste of money and resources.
Some similarity with different level of impact:
Data Integration Complexities: Most large-scale IT projects include integrating data
from other sources. For examples, a supply chain model within an ERP system would
integrate with suppliers, to get inventory data. A DMV system would integrate with
Homeland Security to verify social security number data. Integrating data from other
sources is challenging as data have different formats or no format at all, and different
meanings among different systems. This challenge is more critical in the case of big data
than most other large-scale IT projects as: First, big data is mainly about acquiring data
from other systems, while in most other large-scale IT projects, data from other systems
are used to enhance the easiness of using the system. Second, big data integrate data from
unstructured resources like social media and Internet logs that is far more complex to
interpret and analyze.
Data Availability: This factor is closely related to the previous factor. An ERP system
can continue functioning if a supplier’s data is not coming on time, might not be as
efficient, but it is still working. DMV operator would need to check a photo ID instead of
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using auto data coming from Homeland Security. However, big data real value is in its
ability to create insights and suggestions when needed; otherwise, it loses most of its
value.
Technology Solutions Complexities: When using several technologies to build a
system, compatibility issues could arise. ERP systems are getting more and more
standardized and comprehensive that this problem is becoming less important for this
type of projects. However, other kinds of large-scale IT projects, that are built from
scratch, as well as, big data projects that use technologies that are still evolving, well
most likely need to accommodate several technologies and tools to achieve the required
goal. Hence, compatibility issues are more likely to affect the chances of a successful
project.
External Sources of Data: If a system heavily depends on external sources of data to
generate value, however, the owners of data sources would not share the data, then the
system will not be able to generate the required value. Big data projects are more likely to
depend on external sources to generate real value, as the ultimate goal is to generate
insights that take in consideration all, or at least, most of the factors surrounding the
decision, including external ones. Other types of large-scale IT projects are more
transactional than analytical, and hence less likely to be affected by external sources not
sharing their data. Nevertheless, they could perform better with the presence of such
external sources but not to the degree of diminishing the value of the system.
Legislation Adaptability: This factor is more important to big data projects in the public
sector, as such projects require new ways of collecting and disseminating the data. If
52

legislation cannot keep up with the new requirements, it will single-handedly kill the
project. Some other types of large-scale IT projects are less or more affected by this
factor based on their nature. For example, e-government services require a total of new
ways to do the service and to verify the supporting documents. While an ERP system
would mainly be internally and needs minimum legislation-related changes.
Unique to big data:
Following factors are unique to big data and are mainly serve big data systems’
needs.
•

Data Scientists

•

Management’s Analytical Skills

•

What Data to Collect

•

Data Ownership

•

Data Strategies
In conclusion, while all large-scale IT projects (big IT), characterized by high

failure percent and similar consequences of failure. The details and the
importance/relevance of each factor influencing those projects are different, due to the
nature of related technologies and the organizational problem/need that the project is
trying to address. Therefore, readiness assessment depends on the nature of the project,
and thus while this model could be used as a reference for other kinds of large-scale IT
projects (big IT), it should be modified to accompany them. (In fact, it should also be
modified for other kinds of big data projects, which are not meant for smart cities, as
well).
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CHAPTER 3: RESEARCH OBJECTIVES, QUESTIONS, AND METHODOLOGY
There is evidence from the literature that project management approaches in
disciplines that might be considered close to big data like software systems and operation
research do not fit the unique needs of big data projects (Saltz 2015). Furthermore, Saltz
and Shamshurin (2016, 1) assessed 10,028 papers regarding big data and found that the
discussion about big data project management is “... scattered across numerous
conferences and journals.” So, there is a lack of research that addresses how to overcome
the challenges of big data projects in a structured and systematic way. Based on the
findings from the literature review Section 2.6. Following are the research gaps, objective
and questions that will be addressing in this research, see also Figure 6.
3.1 Research Gaps
RG1: There is limited research about structured approaches to evaluate big data
readiness: In Section 2.6 of the literature review, it was shown that most of the research
about big data adoption and projects challenges is about identifying those challenges and
suggest counter measurements for each challenge. However, there are only a few papers
that actually tried to offer structured and systematic frameworks to address organizations’
readiness to conduct big data projects.
RG2: There is limited research about evaluating big data project’s challenges under
different perspectives (for example, personal, technical, organizational, and so on…). It
was shown from the literature review (see Section 2.6 for more details) that only a few
papers even tried to group the challenges of big data adoption and projects into
perspectives or categories. This classification can help greatly in understanding the big
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picture, and the actors around big data challenges for more proper addressing of those
challenges.
RG3: There is limited research about the dynamics of internal and external factors
surrounding big data project: most literature that identifies big data challenges would
only list those challenges, based on the findings of the research, or just rank them (see
Section 2.6 for more details). Nevertheless, the literature research did not reveal any
publication where the relative importance of those factors against each other is discussed
clearly, and how they affect each other.
3.2 Research Goal
The research aim is to develop a framework that can be used by cities, which are
planning to adopt smart cities initiatives, to find out how mature and ready they are to
implement big data projects under a smart city initiative. The model will be used to
juxtapose the current situation at the city with a comprehensive model to find out the
areas within the city that need to be improved/ properly addressed before starting the big
data project to increase the chances of successful big data implementation.
3.3 Research Questions
RQ1: What are the main factors influencing smart-city-related big data projects?
RQ2: What are the weights (relative importance) of the factors affecting the successful
implementation of smart-city-related big data projects?
RQ3: Does the proposed model offer an effective and practical way to evaluate the city’s
readiness to implement a big data project?
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Figure 6. Research Gaps, Goal, and Questions

3.4 Methodology
3.4.1 HDM Model
HDM is a multi-criteria decision-making tool that helps to make decisions in
complex situations when there are multi-level conflicting objectives and criteria. HDM
was introduced by Kocaoglu in the early 1980s (Kocaoglu 1983). Multi-criteria decision
models, in general, are used to select the best alternative from a pool of alternatives to
solve a problem, by evaluating the attributes of the alternatives against the criteria of the
problem (Hwang and Masud 1979).
HDM calculates the relative contribution/weight of criteria in making the
decision, through a systematic process of eliciting and evaluating the subjective judgment
of experts concerning those criteria. The subjective judgment is expressed in pairwise
comparisons that are converted to relative weights in ratio scale to offer a sound
evaluation of the criteria. This approach allows for better decision making that considers
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all elements of the situation with the appropriate realization of the various
importance/impact of each of the elements. Then a comparison of the alternatives against
the criteria allows for the alternative, that is best contributes to achieving the goal, to be
determined. HDM basic concepts are similar to those of the Analytic Hierarchy Process
(AHP) introduced by Saaty (Saaty 1997). However, it utilizes a different computational
approach, by using the Constant-Sum calculations instead of the Eigenvectors.
HDM model suggests that decision criteria should be presented in a multi-level
hierarchy, typically mission, objectives, goals, strategies, and actions, also known as
MOGSA, Figure 7 is an example. However, this is not a hard requirement, and HDM is
flexible when it comes to leveling. For example, several researchers used HDM with a
hierarchy divided into levels analogues to mission, objectives under the mission, and
goals under each objective as illustrated in Figure 8 (Estep 2017; Daim 2016; Gibson
2016; Abotah 2014; Phan 203; Chen and Kocaoglu 2008; Kocaoglu 1983; Cleland and
Kocaoglu. 1981).

Figure 7. Example of MOGSA (Kocaoglu 1983)
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Figure 8. Conceptual HDM Model Design (Estep 2017; Gibson 2016; Abotah 2014; Phan 2013)

Constant Sum Method: Under the HDM model, subject-matter experts are asked
to weigh/quantify the model. Each item in the model’s hierarchy is given weight. Each
item will have a “global” weight against all other items at the same level, and a “local”
weight within its category. Then, the alternatives are evaluated against the lowest level of
the hierarchy, which is the decision criteria, to find the best decision possible.
The constant sum method is used to collect expert’s evaluation and weighing of
the criteria hierarchy and alternatives. Experts are asked to conduct pairwise comparisons
for every two elements within the same level in the hierarchy. They will compare n(n l)/2 pairs, in random order, for n elements under consideration. The comparison is made
by distributing 100 points between the two elements, with the element that has higher
priority/importance getting more points that reflect the degree of priority/importance.
Then, using the constant sum method, experts’ judgment will be aggregated to get
weights, with the total sum of 1, for each level within the hierarchy and on the whole
hierarchy, as well as weights for the alternatives against each other for each criterion.
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Also, a final score for each alternative in comparison with the other alternatives based on
the aggregated evaluations of all experts, to find out the best decision possible.
Following example show how the calculations are done: in this example, Expert 1
is asked to evaluate the perspectives P1, P2, and P3, following are his pairwise
comparisons {P3 80:20 P1}, {P1 40:60 P2}, {P2 40:60 P3}. In this example, Expert 1
judged that P3 is four times more important than P1, Expert 1 also judged that P3 > P2 >
P1. All experts will do the same for each sub-criterion in a level that is related to an
upper-level element. Finally, to calculate the overall weights, three matrices A, B, and C
will be used:
Matrix A represents the elements against each other, see Table 2.
Table 2. Matrix A
P1

P2

P3

P1

X

60

80

P2

40

X

60

P3

20

40

X

Matrix B represents the ratio of comparisons for each pair from Matrix A, P1/P3 = 20/80
= 0.25, P3/P1 = 80/20 = 4.0, see Table 3.
Table 3. Matrix B
P1

P2

P3

P1

1.0

1.5

4.0

P2

0.67

1.0

1.5

P3

0.2

0.67

1.0
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Matrix C represents the results of dividing each element in a column of Matrix Β by the
element in the next column.
Table 4. Matrix C
P1/P2

P2/P3

P1

0.67

0.375

P2

0.67

0.67

P3

0.3

0.67

Mean

0.55

0.57

Std. Dev.

0.21

0.17

Then, a value of 1 is assigned to P3 (the element missing from the table 4), and other
elements values are calculated based on it, by the ratios indicated as the mean of each
column in Matrix C as follow:
P3: 1
P2: 0.57 * 1 = 0.57
P1: 0.55 * 0.57 = 0.3135
Finally, normalize the resulting values to get the relative weights/importance for each
element.
Total = 1 + 0.57 + 0.3135 = 1.8835
P1 = 0.3135 / 1.8835 ≈ 0.17
P2 = 0.57 / 1.8835 ≈ 0.30
P3 = 1 / 1.8835 ≈ 0.53
If there were no inconsistency, each column in Matrix C would show the same
value for each row. However, since that was not the case, this indicates an inconsistency.
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Section 3.4.2.2 discusses inconsistency, its meaning, and how to calculate it. Each expert
in a panel will be asked to make the same pairwise comparisons.
Furthermore, in ideal utopia, all experts should generate the same results,
however, in real life, disagreement among experts is expected, Section 3.4.2.3 discuss
disagreement, its meaning, and how to calculate it. The final weight of each element is
calculated by aggregating (averaging) experts’ results. These weights are called “local
weights,” they, in turn, are multiplied by their parent element (or parent elements in case
of several levels) weight(s) to obtain the “global weight” of each element.
Regarding Figure 8, the alternative that is best contributing to the mission can be
calculated, by applying the following equation to all alternatives, to find the alternative
with the highest contribution to the mission, as follow:
Let:
𝑂# : Objectives, i=1,2 ... I
𝐶%& ( ) : Relative contribution of the 𝐿+, objective to the mission.
𝐺. : Goals, k=1,2 … K
/(&
𝐶.%
: Relative contribution of the 𝐾 +, goal to the Lth objective.

𝐴# : Alternatives, i=1,2 … I
𝐶#2 ( ) : Overall contribution of the 𝑖 +, alternative to the mission.
2(/
𝐶#.
: Relative contribution of the 𝑖 +, alternatives to the kth goal.

𝐶#%2 ( & : Relative contribution of the 𝑖 +, alternative to the kth objective.
Then
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Equation 1
Under this approach, the alternative with the highest contribution should be
selected (Estep 2017; Daim 2016; Estep and Daim. 2016; Gibson 2016; Phan 2013; Chen
and Kocaoglu 2008; Kocaoglu 1983; Cleland and Kocaoglu. 1981; Saaty 1977; Guilford
1954).
3.4.2 Experts Judgement
Eliciting expert judgment is a common practice in academia for many reasons.
For instance, to validate/review research results and findings in term of quality and
legitimacy. Also, to identify key issues and forecast future trends related to a research
topic. Moreover, expert judgment can prove helpful, when there is a need to get
information about model parameters or characterize uncertainty in a model. Finally,
expert’s judgment is commonly used to develop and evaluate research projects at various
stages including: hypothesis generation, sample design, model development, and
interpretation of results (Gastel and Day 2016; Martin et al. 2012; Runge et al. 2011;
Saaty 2008; Beecham et al. 2005; Cho et al. 2006; Fazey and Fazey 2005; Okoli and
Pawlowski 2004; Langfeldt 2002; Mumpower and Stewart. 1996; Carroll 1994; Lyles
1990; Cleland and Kocaoglu 1981; Dalkey and Helmer 1963).
In general, the main benefit of experts’ judgment is when definitive evidence is
not available, so experts can offer inference and insights that go beyond the available data
that allow for better understanding of the research subject and potential ways to address
it. In the case of evaluating research models, expert panels benefits include identifying
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research parameters, and address research uncertainty, as well as, to validate the findings
and validate the proposed model to answer the research questions. Experts do this by
judging how accurate the model is in addressing the research gap/problem, and whether it
is the right model, in the first place. There are different methods to capture experts’
judgments. One approach includes asking experts to conduct a peer-review validation of
research results before publishing it in a primary journal. Another approach is based on
sending surveys to experts.
Moreover, it is common to create expert panels, and capture the panel evaluation
of the findings, using different methods, like Delphi or pairwise-comparison-based
methods (Gastel and Day 2016; Martin et al. 2012; Runge et al. 2011; Saaty 2008;
Beecham et al. 2005; Cho et al. 2006; Fazey and Fazey 2005; Okoli and Pawlowski 2004;
Langfeldt 2002; Mumpower and Stewart. 1996; Carroll 1994; Lyles 1990; Cleland and
Kocaoglu 1981; Dalkey and Helmer 1963). Sections 4.2 and 4.3 explain the approaches
followed in this research to capturing experts judgment.
Forming expert panels to cultivating their expert judgment is a process in which
the researcher should conduct the following steps (Estep 2017; Martin et al. 2012; Cho et
al. 2006; Duffield 1993; Fink et al. 1984; Brown 1963):
● First, deciding what is the research subject to be addressed; having a clear picture
of the purpose of the research, what information is required, and whether expert’s
judgment is a viable alternative to extract the required information.
● Then, determining what judgment need to be elicited from the experts, what
criteria should be there in an expert to be a good panelist, how many panels are
needed, and how many experts per panel.
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● Then, creating the elicitation process that best helps to elicit judgment from the
experts.
● Then, identifying and contacting the suitable experts that can offer the required
judgment.
● Then, conducting the elicitation itself.
● Finally, encoding and aggregating the elicited information to inform a decision,
either directly or for use in a model.

Section 4.3 explains the approach of forming expert panels that was used in this
research. Identifying and selecting the experts, is one of the most important steps in
forming expert panels, as the quality and the reliability of research results are as good as
the experts making the judgments that led to the results or validated the results. Such
quality can be measured in terms of how closely the judgment is to reality and the degree
of uncertainty in the judgment. The expert panel should include experts that are
representatives of their peers in relation to the research subject and have the power to
implement the results. Hence, their judgment is not likely to be challenged (Daim et al.
2014; Martin et al. 2012; Burgman et al. 2011; Kuhnert et al. 2010; Baker et al. 2006;
O’Hagan et al. 2006; Carroll 1994; Cooke 1991; Fink et al. 1984; Kocaoglu 1983).
So, what makes a person an expert, so their judgment is not likely to be
challenged? There is a plethora of discussion about this in literature. For instance,
Feigenbaum and McCorduck discussed what does it mean to be an expert: “[T]he matters
that set experts apart from ... beginners are symbolic, inferential, and rooted in
experiential knowledge. ... Experts build up a repertory of working rules of thumb, or
‘heuristics,’ that, combined with book knowledge, make them expert practitioners”
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(Feigenbaum and McCorduck 1984: 64). An extensive discussion about the experts was
offered by Dreyfus and Dreyfus (2005). They argued that a person could acquire or build
skill, and therefore, becomes expert, by going through five stages of learning:
Novice: The initial phase of learning the abstract facts about the skill. For example, the
basics of driving a car, including how to accelerate and slow down car speed.
Advanced beginner: Understanding the relevant context by coping with real situations.
For example, actual driving of a car and realizing the importance of the context, including
things like the need to slow down when taking an exit.
Competence: Learning more about the elements of the skill and how to prioritize it. For
example, while driving and the driver is about to take an exit, he/she recognizes that for
the car to slow down, they should either use a brake pedal or just let up the accelerator,
the decision depends on several factors like, current speed, needed speed on the exit, and
road conditions. The driver will make a choice and hope it is the right one, without proper
justification.
Proficiency: The person in this stage would have situational discrimination, accompanied
by associated responses (think about what to do rather than about why to do it). For
example, in the car taking the exit example, the driver will realize, without thinking about
it, that there is a need to slow down, but he/she still need to think about slow down
options and then take the proper choice and not a random one.
Expertise: In this stage, a person sees immediately what needs to be achieved and how to
achieve it intuitively. For example, an expert car driver will know as soon as he decided
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to take the turn, what speed is needed and how to achieve it most optimally without extra
consideration or debate.
Furthermore, for some skills, there are many experts, while for others there are a
limited number of experts. Depending on whether the skill is crude; have a large margin
of error and time to make corrections (like driving a car), or subtle; where a tiny
difference would make different results that can hardly be corrected (like Athletes,
surgery) (Dreyfus and Dreyfus 2005).
Dreyfus and Dreyfus's theory is not without criticisms. For example, Day (2002)
argued, with extended details, that it is not necessarily to make decisions based on
intuition solely to make a person an expert. Furthermore, he emphasized that experts do
not become experts just by the accumulation of practice; they also need to have different
kinds of practices, to build both cognition and its context.
Other definitions focused on expert knowledge, identifying an expert as a person
holding information about a subject and can be referred to, to interpret issues related to
that subject. Additionally, an expert is a person who has up-to-date knowledge of the
topic under investigation. Moreover, an expert should be able to recognize features and
patterns related to the research subject, and relate it to central ideas, with the realization
of context, in ways that non-experts cannot (Martin et al. 2012; Kuhnert et al. 2010;
Fazey et al. 2005; Jairath 1994). Weinstein (1993) argued that there are two types of
experts, based on the type of their expertise. Experts are either epistemic; their expertise
is a function of what they know, or performative; their expertise is a function of what they
do. Other publications investigated expert judgment. One definition of expert judgment is
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“Informed opinion on a technical problem based on an expert's training and experience”
(Meyer and Booker 2001).
3.4.2.1 Challenges and Considerations
When eliciting expert’s judgment by forming expert panels, there are challenges
and issues to be considered:
Challenges:
● The value and quality of expert’s judgment depend on how informative the
decision is; how close it is to reality and how certain it is. However, such expert
judgment quality can be undermined by several factors including bias, and selfserving. Mahoney (1977) identified bias as “[T]endency to emphasize and believe
experiences which support one's views and to ignore or discredit those which do
not.” Furthermore, some experts might try to influence the opinions of other
experts if they have the ability to discuss it with them. Also, there are ‘silent
bystanders’ who would not offer proper judgment in a panel discussion. Methods
like Delphi and HDM handle such problem by eliciting experts judgment
anonymously. However, experts’ judgment still could be subject to self-interests
and personal biases, making his/her judgment more reflective of their personal
interests or biases rather than reflecting reality.
● Another challenge is related to the expert’s availability and willingness to
participate, not to mention, that the process is slow.
● Communicating research goals to experts could be a challenge as well, if the
research objective is not appropriately communicated, judgment will not be
accurate, however, over-communicating could have the “lead the witness’ effect,
where researcher could, accidentally, influence expert’s judgment while
explaining to him/her the expected outcome of the research.
● Eliciting judgment techniques is another challenge, as it could restrict expert’s
ability to provide additional valuable feedback, while other techniques that allow
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flexible feedback face the problem of how to quantify and properly use that
feedback to server research objectives.
● Finally, other issues related to expert panels, include the disagreements and
inconsistency in responses, which is an inevitable outcome of using expert panels.
Several methods can be used to validate expert’s judgment; including identifying
the accuracy of individual expert’s judgment by means of measuring the
inconsistency in their feedback (more details about inconsistency and how to
measure it can be found in section 3.4.2.2). Also, by measuring disagreement
among experts (more details about disagreement and how to measure it can be
found in Section 3.4.2.3). Furthermore, sensitivity analysis offers a measurement
of how confident and robust the aggregated feedback is (more details about
sensitivity analysis and how to conduct it can be found in Section 3.4.2.4).
Considerations:
● Several researchers highlighted the importance of having experts from different
backgrounds and audience groups, to make sure there is a balance in the panel
outcome and proper representation of various stakeholders. This diversity allows
for an outcome that is much closer to reality as possible.
● In addition, several researchers highlighted the importance of using electronic
communication tools, like specialized software, email, and phone conference, as
an alternative to a physical group meeting that includes all the experts. Since,
such group meeting might have the negative impact of bias by “loud voice”: one
person influencing the group’s opinions, as well as, silent bystander’s effect of
some people who would not participate effectively with the presence of others.
● Finally, there is some argument about the optimal size of an expert panel; Okoli
and Pawlowski (2004) suggested that an ideal panel should include between 10
and 18 people. However, several technology management dissertations suggested
the use of between 6 and 12 experts if there are enough experts, and when the
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number of experts is limited (for instance only two people are expert in a
particular subject), then that is the ideal number to be used.
Following references cover the above points: (Estep 2017; Lingga 2016; Gibson
2016; Phan 2013, Sheikh 2013; Martin et al. 2012; Kuhnert et al. 2010; Kynn 2007;
O’Hagan et al. 2006; Smith 2006; Okoli and Pawlowski 2004; Kerkering 2002;
Kitchenham et al. 2002; Langfeldt 2002; Lauesen and Vinter 2001; Meyer and Booker
2001; Cooke 1991; Kocaoglu 1983).
Finally, to conclude the discussion about critical issues related to expert panels,
Smith (2006) argued that expert judgment is an inherently flawed process, which is most
likely to remain in the central of science due to the lack of viable alternatives.
3.4.2.2 Experts Inconsistencies
According to Merriam-Webster (2018a), inconsistency, in general, can be defined
as “not compatible with another fact or claim, inconsistent statements or containing
incompatible elements or not satisfiable by the same set of values for the unknowns.”
Experts are human, and their opinions are subjective. If an issue is complex
enough, experts are most likely to make different views on its strengths, weaknesses, and
importance if asked to re-evaluate the same issue. Moreover, experts, like any other
human being, cannot juggle many ideas in their heads in the same time, so they might
give inaccurate assessment if they are trying to judge several things in the same time.
Estep (2017) identified expert inconsistency in general as “... disagreement within an
individual’s evaluation” (Smith 2006; Martin et al. 2012; Kuhnert et al. 2010).
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In the context of this research, experts’ judgment will be elicited through asking
them to conduct pairwise comparisons, to evaluate the HDM model. A simple example is
presented here to build a proper context for the discussion about inconsistency: In
reference to Figure 9, an expert is asked to judge the factors affecting decision A. Three
factors were identified: f1, f2, and f3. The expert is asked to identify the relative
importance of each of those factors in making the A decision in pairwise comparisons, by
distributing 100 points between every two factors. The expert will do something similar
to the following:
{f1 75:25 f2}, {f2 75:25 f3}, {f1 90:10 f3}
What the experts basically saying is: f1 is three times more important/relevant
than f2, and f2 is three times more important/relevant than f3, and f1 is nine times more
important/relevant than f3, such judgment is considered consistent as it maintains the
logic of:
f1 > f2 > f3 and the proper proportion.

Figure 9. Pairwise comparison

Inconsistency in expert’s judgment in term of pairwise comparison is defined as:
“Inconsistency is a slight or gross, deliberate or unintentional error in the elicited
pairwise judgment related to the rank order and mutual preference proportionality of
alternatives” (Abbas 2016:11). So, based on this definition, Inconsistency occurs when an
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expert, conducting pairwise comparisons, violates one or both of two rules, those rules
are called the ordinal and cardinal rules of consistency.
Ordinal: Inconsistency happens in this case when the rank of importance/priority is not
maintained. In Figure 9 example, if the expert ranked f1 three times more important than
f2, then f2 three times more important than f3. However, he/she judged that f3 is two
times more important than f1, then the expert violated the ordinal consistency rule.
Cardinal: Inconsistency happens in this case when the preservation of preference
proportion is not maintained. In Figure 9 example, if the expert ranked f1 three times
more important than f2, then f2 three times more important than f3. However, he/she
judged that f1 is only two times more important than f3, then the expert violated the
cardinal consistency rule. It can be seen that if the ordinal rule is violated, the cardinal
rule is violated as well, but the opposite is not necessarily true.
While conducting pairwise comparisons, experts are likely to make inconsistent
judgments, especially when the model is complicated. So, identifying and measuring
inconsistency is critical to validate the quality of the decision. A small percent of
inconsistency might be acceptable. A threshold must be identified, however. So,
inconsistency in experts judgment can be captured and checked to make sure it does not
exceed the threshold, as a way to have confidence in the judgment validity (Estep 2017;
Abbas 2016; Lingga 2016; Saaty 2008; Alonso and Lamata 2006; Aguarón and MorenoJiménez 2003; Koczkodaj 1993).
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Following is a review of how to calculate inconsistency under the HDM
methodology (Estep 2017; Abbas 2016; Lingga 2016; Chan 2013; Phan 2013; Kocaoglu
1983):
In HDM, inconsistency is measured by calculating the sum of the standard
deviations. Let us assume that we are conducting pairwise comparisons. First, n! vectors
of relative values r1, r2, r3, …, rn based on constant sum calculation of the factors are
built. Each vector represents an orientation of the elements. Example: if we have three
factors f1, f2, f3 then we will do 3! = 6 orientations as follow: f1f2f3, f1f3f2, f2f1f3,
f2f3f1, f3f1f2, and f3f2f1. So, if the expert was consistent, each orientation should lead to
the same relative values. However, if he/she were inconsistent, different orientations
would lead to different relative values. Hence, inconsistency can be measured by the
variance of relative values.
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Phan (2013) summarized the equations as follow:
Let
𝑟#5 : relative value of the 𝑖 +, element in the 𝑗+, orientation for an expert.
𝑟# : mean relative value of the 𝑖 +, element for that expert

Inconsistency in the relative value of the 𝑖 +, element is

Variance of the expert in providing relative values for the n elements is

Equation 2

So, what is an acceptable inconsistency threshold? Abbas (2016) argued that it
depends on how critical the decision is, he also introduced a new mechanism to calculate
inconsistency based on the Root of the Sum of Variances (RSV). Preceding work
followed a 0.1 rule of thumb, i.e., the value of inconsistency should be between 0.0 and
1.0. This rule has its root in an old recommendation by Saaty (1977). When an expert has
high inconsistency (exceeding the threshold), a decision must be made to either cancel
that expert’s input completely or ask him/her to redo the evaluation again. A discussion
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with each expert with high inconsistency will be conducted to make sure he/she clearly
understand what is required. Then they will be asked to redo their quantification. If the
inconsistency continues, the expert will be removed, and his/her judgment will be
canceled.
3.4.2.3 Experts Disagreements
According to Merriam-Webster (2018b), disagreement, in general, can be defined
as “the state of being at variance or differ in opinion.”
Hammond (2000) discussed the experts’ disagreement. He identified three main
sources for expert’s disagreement, incompetence, venality, and ideology. Following is a
summary of each:
Incompetence: Dispute might occur if one or more experts do not have enough expertise
related to the research subject, they might lack the qualifications, credentials, or
intelligence to make a quality judgment that matches reality. In such cases, the experts’
identifying and selection process need to be revisited and amendments to be added to it.
Venality: Dispute might occur if one or more experts are favoring their self-interests
instead of the truth. It could be their own self-interests, the self-interests of the employer
they are working for, or the self-interests of third-party entities that fund them or
collaborate with them.
Ideology: Dispute might occur if one or more experts are making judgments that reflect
their political, religious, or ethical beliefs. So, experts are allowing their personal
sympathy to take precedence over what their expertise is telling them is the reality.
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Furthermore, even without having any of those three sources of disagreement,
still, a degree of disagreement among experts is inevitable. Mumpower and Stewart
(1996) discussed other reasons for disagreement when experts are competent and
disinterested:
Different Ways of Thinking: As a human, experts’ judgment is still subjective and
related to their experience and their way of thinking. Which obviously differ from one
person to another.
Poor Feedback: Poor communication of research goals will mislead the experts and
cause them to make a judgment based on a wrong understanding of what is being judged.
Poor Data: Even if research goals and what needs to be judged is well communicated to
experts if the data provided to them is inaccurate or wrong, their judgment will only
reflect that.
Difficulty in Evaluating the Quality of One’s Own judgment: Some people have a
tendency to overestimate their expertise and knowledge. Thus they might not ask for
more clarifications about the research and would give their judgment, even if they do not
have a clear picture of what they are asked to judge, leading to false judgment.
False Agreement: In this case, an agreement might occur between two or more experts
for the wrong reasons, i.e., due to poor communication and feedback, the first expert is
making the judgment based on partial information A, while another expert is making the
judgment on partial information B, they both offer the same judgment. However, if each
of them considered both A and B information, they would give different judgment.

75

While a good identification and selection process might reduce the possibility of
disagreement due to incompetence, it still cannot eradicate it, either address disagreement
due to venality or ideology. Moreover, proper communication and availability of data can
address most of the other concerns, but it also cannot eradicate those reasons for
disagreement completely. Furthermore, a high level of disagreement puts the validity and
trustworthiness of the experts’ judgment to question, hence, the validity and
trustworthiness of the research topic/ model being evaluated as well. Therefore, there is a
need to measure disagreement among experts, as well as, identify and justify or take
actions against the sources of the disagreement (Cowan 2017; Estep 2017; Gibson 2016;
Abotah 2014; Amer and Daim 2013; Meyer and Booker 2001; Hammond 2000;
Mumpower and Stewart 1996; Brehmer 1976).
In the context of this research, the primary source of experts’ disagreement would
occur while conducting pairwise comparisons of factors (perspectives or criteria as
explained in the model). Different experts might have a different evaluation of what
factors are the most important and to what degree.
Following is a review of how to calculate disagreement under the HDM
methodology (Estep 2017; Gibson 2016; Abotah 2014; Iskin 2014; Sheikh 2013;
Mumpower and Stewart 1996; Koch 1982; Bartko 1976; Fleiss and Cohen 1973):
Disagreement is being calculated using a statistical method called the Intraclass
Correlation Coefficient (ICC). This method calculates the degree of disagreement among
experts for a relative number of elements. Under this method, ICC represents the degree
to which x experts agree with one another on the relative importance of n elements.
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Let
𝑀𝑆9: : Mean square between experts.
𝑆𝑆9: : Sum of square between experts.
𝑑𝑓9: : Degree of freedom between experts.
𝑀𝑆9= : Mean square between decision elements.
𝑆𝑆9= : Sum of square between decision elements.
𝑑𝑓9= : Degree of freedom between decision elements.
𝑀𝑆>?@ : Mean square residual.
𝑆𝑆>?@ : Sum of square residual.
𝑑𝑓>?@ : Degree of freedom residual.
k: Number of experts.
n: Number of decision elements.
The equations for calculating ICC are as follow:

Equation 3
Where:

Equation 3a
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Equation 3b

Equation 3c

Equation 3d

Equation 3e

Equation 3f

Equation 3g

Equation 3h

Equation 3i
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Equation 3j
Bartko (1976) suggested that the ICC value 𝑟#A should fall between -1/(k-1) and
+1. If the value of 𝑟#A = 1, then there is a total agreement between experts. While a value
of zero or negative number means total disagreement. However, any value between zero
and one, indicates a degree of disagreement, that is more intense towards zero and less
intense towards one.
Building on this discussion, the HDM software tool (used in this research)
calculates disagreements based on the hierarchical agglomerative clustering (HAC) as
follow (Gibson 2016; Iskin 2014):
Let
m: The number of experts, k= 1 … m
n: The number of decision elements, i=1 … n
𝑟#. : The mean relative value of the ith element for kth expert
𝑅# : The group relative value of the ith element for m experts is

Equation 4
The disagreement among the m experts for n decision variables is:
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Equation 5
As suggested by previous research that used the HDM methodology, a threshold
of d=0.1 is used to decide if the disagreement is acceptable or not.
If disagreement exceeds the threshold, several actions can be done:
● If one or a few experts are causing the disagreement, they could be simply
eliminated. Identifying who is causing the disagreement can be done by analyzing
the standard deviation for each expert for each factor.
● Alternatively, a discussion about the disagreement can be conducted with the
expert(s), causing the disagreement, to identify the reasons behind it. If such
reasons are valid, then, using Delphi approach, the reasoning can be shared with
the rest of the experts and then a series of iterations can be conducted to reduce
the disagreement, after sharing the feedback with other experts.
● Another approach, used in previous research, is based on the hierarchical
agglomerative clustering (HAC), where disagreement is calculated for each subcluster and compared against the threshold until the disagreement level is
satisfied. This bottom-up approach allows for similarities and differences among
expert sub-groups to be identified, hence; identifying the reasons behind the
disagreement by analyzing the sub-groups common attributes. Then the various
sub-groups identified with acceptable disagreement can be analyzed. If those subgroups represent homogeneous background, then the overall disagreement can be
attributed to this reason and assumed acceptable. (Gibson 2016; Abotah 2014;
Iskin 2014; Lukasová 1979).
● Finally, some previous research used the F-test approach to decide if a
disagreement beyond 0.1 is acceptable or not. F-test is a statistical test that is
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mostly used to decide if a statistical model as a whole is significant and is the best
fit for a set of data using the least squares (Estep 2017; Lingga 2016; Phan 2013;
Sheikh 2013; Sweet and Grace-Martin 2012; Shrout and Fleiss 1979).
In this approach, F-test is used to determine whether 𝑟#A is equal to zero. The null
hypothesis is defined as follow:
Let
𝑟#A : Intraclass Correlation Coefficient (see equations 3.2 to 3.14)
𝑀𝑆9= : Mean square between decision elements.
𝑀𝑆>?@ : Mean square residual
Null Hypothesis:
𝐻D : 𝑟#A = 0
Equation 6
Alternative Hypothesis
𝐻E : 𝑟#A > 0
Equation 7

The F value is computed as follow:
as 𝐹9= = 𝑀𝑆9= /𝑀𝑆>?@
Equation 8

F-Critical is the critical F-value the statistic must exceed to reject the test. In this
case a significance level of 5% (α = 0.05) is considered. So, the hypothesis test would be:
If 𝐹9= > 𝐹A>#+#AE% at α = 0.05 then 𝐻D is rejected.
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3.4.2.4 Sensitivity Analysis (SA)
SA can be used to analyze the impacts of potential changes in values. Baker
(2016: 108) described sensitivity analysis as “... we ask what‐if questions regarding the
choice of a specific parameter, looking for the effects on the objective function and the
effects on the optimal choice of decision variables.” Saltelli et al. (1999:39) defined
sensitivity analysis as “to ascertain how a given model (numerical or otherwise) depends
on its input factors.”
SA has many benefits; it helps to understand the behavior of a model, the
coherence between a model and the world, how different parts of the model interplay, to
identify input factors with negligible influence, the quantifying of uncertainty in model
output, and to conduct model calibration.
There are two approaches to apply SA, including local SA approach and global
SA approach. In the local SA approach the focus is on varying inputs one at a time while
holding the others fixed to a nominal value. The objective is to assess how uncertainty in
the model impacts its performance. More precisely, how model performance changes
when moving away from some optimal or reference parameter set. In global SA
approach, the focus is broader and includes a simulation based on varying several inputs
together or/and by averaging the different output over the variation of all inputs. SA can
be used for many applications. Examples include: support model calibration, prioritize
efforts for uncertainty reduction, analyze the dominant controls of a system, and support
sound decision-making (Pianosi et al. 2016; Iooss and Lemaître 2015; Chen and
Kocaoglu 2008; Saltelli et al. 1999; Turányi 1990; Cacuci 1981; Dantzig 1963).
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Furthermore, there are many SA methods. Pianosi et al. (2016) classified them
under the following categories based on their purpose and complexity:
● Perturbation and derivatives methods
● Multiple-starts perturbation methods
● Correlation and Regression analysis methods
● Regional Sensitivity Analysis (or Monte-Carlo filtering)
● Variance-based methods
● Density-based methods
In the context of this research, SA will be used to analyze the impact of potential
changes in the values at the perspectives level of the HDM model and what are the
stability intervals for the weights of the factors in each level of the hierarchy. In
hierarchical decision-making models, like HDM, the local contribution of factors is
seldom known at 100% confidence level since it is based on human subjective judgment.
Also, it is subject to variations as the environment change, or new experts are introduced.
SA analysis will be used to study the effect of changes in priorities of the objectives or
goals on the ultimate decision, by assessing the impact of experts’ disagreement and the
potential impact of making changes to the expert panel on the overall model robustness.
Furthermore, SA analysis will be used to find out allowable ranges of perturbations at the
perspectives and criteria levels that would provide insight into circumstances where
readiness assessment would keep the original score (Estep 2017; Abotah 2014; Chen and
Kocaoglu 2008).
Chen and Kocaoglu (2008) identified the following benefits of SA when used
with the HDM:
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● Help visualize the impact of changes at the policy and strategy levels on decisions
at the operational level
● Test the robustness of the recommended decision
● Identify the critical elements of the decision
● Generate scenarios of possible rankings of decision alternatives under different
conditions
● Help judgment providers (the experts) reach consensus
● Offer answers to ‘‘what if’’ questions.
Following is a review of how to calculate SA under the HDM methodology. This
HDM SA algorithm was introduced by Chen and Kocaoglu (2008):
The following equation can be used to calculate the overall contributions of each
alternative (Ai) to the mission (M) in a four level HDM model:
Let
𝐶%& ( ) : Local contribution of the Lth objective to the mission
/(&
𝐶.%
: Local contribution of the kth goal to the Lth objective

𝐶#2 ( ) : Overall contribution of ith alternative to the mission
2(/
𝐶#.
: Local contribution of ith alternative to the Kth goal

𝐶#%2 ( & : Global contribution of ith alternative to the Lth objective

Equation 9
In this research:
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● Mission: Readiness assessment score to implement a big data project
● Objectives: Represented by the “Perspectives” in my model
● Goals: Critical factors affecting smart-city related big data projects
● Alternatives: Smart-city-related big data projects to be assessed, and since
desirability curves are used, they would not be alternative projects against each
other, but instead projects with independent scores.
Moreover, SA in HDM calculates parameters that would explain the effect of any
changes to any level of the hierarchy (perspectives or criteria) of the projects being
assessed for readiness. The goal is to find out allowable ranges or perturbations at the
perspectives and criteria levels that will not affect the final decision, or what is called the
tolerance of the model. It could be done as follow:
Let:
𝑃%∗J : The perturbations imposed on one of the objectives (𝐶%& ),
where (-𝐶%∗& ≤ 𝑃%∗J ≤ 1 - 𝐶%∗& ), the original ranking (readiness score of each big data
project) 𝐴> and 𝐴>LM will not change if

Equation 10
The ranking of all alternatives will stay the same if the above equations are
satisfied for all n=1, and r= 1, 2... I-1. If only the first alternative is important to remain
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unchanged, the condition will be that r=1 and n=1, 2, …, I-1. The sensitivity coefficient
refers to the strength of the current decision and how flexible the objectives values can be
without changing the ranking: Allowable range of perturbations on 𝐶%& to keep the current
ranking is
, Sensitivity coefficient is calculated by
Another method to judge model reliability under HDM is to use scenario analysis
with the “boost” approach. This is a “what if” oriented approach, in which, an analysis is
conducted by boosting one factor to the maximum to see what the effect of that factor is
if it turned out to be the most important factor in reality. Several such scenarios are
conducted to find out how the overall index score of each alternative is changed, and
whether that would result in re-ranking of alternatives (Estep 2017; Gibson 2016; Abotah
2014; Chen and Kocaoglu 2008; Triantaphyllou 2000; Saltelli et al. 1999).
3.4.3 Value/Desirability Curves
In cases where the model will be used more than once, value/desirability curves
can be used. Value curves with HDM, in its current format, was initially introduced by
Phan (2013).
Value curves are used to identify an index of useful values for each
factor/criterion, those values can be called levels or metrics (Estep 2017; Gibson 2016;
Abotah 2014; Phan 2013). Each level represents a typical situation an entity might have
for that particular factor. For example, Typical situations cities might have for each factor
related to a big data project. Under the value curves approach, experts will be asked to
identify and evaluate common levels/metrics for each criterion (desirability matrix), and
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give each level a scaled quantitative value (between 0 and 100). Allowing to normalize
the evaluation results by experts across all the criteria, see Figure 10, also, Figure 11 is an
example of a value curve.
When running the HDM model, each entity being evaluated by the HDM model
(a city’s readiness for a big data project in this research case), can be assigned to a level
that best fit it for each criterion. For example, a city’s current situation for each factor
affecting a big data project will be identified by the project manager after investigating
the city’s capabilities. Then the project manager will use the value curve of each factor to
determine which level in that value curve is representing the city’s identified situation
and based on that the city will be assigned that level’s score.

Figure 10. Conceptual HDM Model with Desirability Curves
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Figure 11. Example of a Desirability Curve

Regarding Figure 10, an overall score for each entity can be calculated as follow:
Let:
I: Number of entities. In this research, an entity is a city conducting a smart-city-related
big data project, if the same city is doing several smart-city-related big data projects, then
the combination of the city and each project represents and entity.
C: Number of criteria (called factors in this research).
P: Number of perspectives.
E (𝑎# ) = The readiness score of entity i.
𝑃O : The degree (weight) to which perspective p contributes towards the mission (the
mission is readiness assessment of a city for a smart-city related big data project).
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𝐶AO : The relative contribution of criterion c under perspective p towards the mission.
d(𝑚# ,𝑐𝑝) : Desirability of performance metric of entity (i) for 𝑐 +, criterion under
perspective (p).
Then
E (𝑎# ) = ∑TOUV ∑WAUV 𝑃% 𝐶.% d(𝑚# ,𝑐𝑝 )

for i=1 ,..., I
Equation 11

(Estep 2017; Gibson 2016; Abotah 2014; Phan 2013).
3.4.4 HDM Benefits
HDM offers many benefits. Here is a review of the main benefits of HDM:
● Effective decision-support tool. HDM helps make the right decision under
uncertainty, where there are multiple complex competing objectives and criteria.
● HDM is a robust method that can capture the subjective judgment of experts and
convert it into quantitative numbers that in turn can be analyzed and used
effectively.
● HDM Aggregates opinions of diverse experts to create a meaningful and wellrepresented decision.
● Under HDM, experts are not affected by the “loudest voice” in the room.
● Everybody contributes to the decision, no “silent bystanders.”
● No need for physical meetings.
● Experts’ judgment can be tested for inconsistency and disagreement, allowing for
more trust and reliability in the generated model.
● A model generated using HDM can be tested for flexibility and sensitivity to
changes.
● Models generated by HDM are intuitive and practical. Such models can be used,
after being built, in real life by users who do not possess high analytical and

89

academic knowledge (Section 3.4.6 illustrates how this research model will be
used in practice).
● HDM model applications cover virtually any sector or applications. Its use in
technology management related fields over the years spans many sectors,
covering areas like technology assessment, strategic planning, national technology
planning, and decision-making tools.
(Estep 2017; Gibson 2016; Phan 2013; Chen and Kocaoglu 2008; Tran and Daim
2008; Kocaoglu 1983).
Following are some examples of sectors where HDM was used:
•

Energy (Kocaoglu et al. 2016; Van Blommestein and Daim 2013; Sheikh et al.
2011; Wang et al. 2010).

•

Health (Imondi et al. 2018; Mudavadi et al. 2016; Hogaboam et al. 2014).

•

Policymaking (Abotah and Daim 2017; Daim et al. 2010).

•

Transportation (Fenwick and Daim 2011).

•

Telecommunications (Aldhaban et al. 2016).

•

Human Resources (Harell and Daim 2010; Kennedy and Daim 2010).

3.4.5 HDM Limitations
While HDM offers significant value, it also has limitations, here is a review of the
main limitation of HDM, and the mitigate plan for each of them in this research:
● HDM is based on the subjective judgment of experts and, as explained section
3.4.2, experts judgment can be affected by bias, whether due to personal bias or
by the influence of others. Bias can be mitigated by carefully selecting the experts
and make sure that they represent different backgrounds and entities, also, by
separating the experts and eliciting their judgment individually.
● Another issue related to experts is the tendency to make an inconsistent judgment,
especially when there are many complex factors to be considered. Inconsistency
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can be mitigated by carefully selecting the experts, and by using mathematical
inconsistency equations to catch inconsistency in experts’ judgment, and then
address it as explained in Section 3.4.2.2.
● Furthermore, most probably, experts would disagree among themselves, that
might render the results of their judgment irrelevant. Disagreement mitigation can
be done, through proper clarification of the research goals, carefully selecting
experts, and identifying disagreement mathematically and respond to it as
explained in Section 3.4.2.3.
● Moreover, finding experts who are a “good fit,” and are willing to commit to the
research at the same time, is a challenge that is not easy to address. Mitigation
could be to make sure that selected experts are motivated and have something to
gain (for example: sharing the final results with them).
● Another limitation to HDM is the number of pairwise comparisons, the experts
are expected to do, for each level in the HDM hierarchy, there are n*(n-1)/2
comparisons, if the criteria, for example were 10, then there are 45 comparisons.
A large number of comparisons will exhaust the experts, making them tired or
bored, which means they will probably offer less accurate judgments. Mitigation
would be to make sure that there is a reasonable number of elements in each level,
however; that might mean in some cases, losing essential elements that affect the
reliability of the decision, the model offer.
● Furthermore, in the case of comparing alternatives against each other; the
introduction of new alternative might radically change the results, which
desirability curves solve completely.
● Finally, HDM models might show lack of flexibility; if the conditions under
which the model was developed change (application or time), the model become
inaccurate. Sensitivity analysis can show how flexible the model is to change.
Mitigation, in this case, is to re-conduct the pairwise comparisons again, when it
is determined that elements with high sensitivity have seen change.
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(Estep 2017; Gibson 2016; Abotah 2014; Iskin 2014; Lima Junior et al. 2014;
Kenny 2013; Tran and Daim 2008).
3.4.6 City’s Index of Readiness to Conduct a Smart-city-related Big Data Project
For a project manager to assess a city’s readiness to conduct a smart-city-related
big data project, and as illustrated in Figure 12, the first step is to evaluate the city’s
current situation and capabilities for each factor in the model. Then, the project manager
should consult the value curve of each factor, to find out which value curve’s level
matches the city’s current situation and capabilities, and hence assign that level’s score to
the city.

Figure 12. Value Curves Usage

Based on the discussion in Section 4.3.3, following is the equations that will be
used to calculate the city’s readiness for a smart-city-related big data project. Figure 13
illustrates the conceptual model behind the equation 12):
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Figure 13. Conceptual HDM Model with Desirability Curves

Let:
C: Number of criteria (called factors in this research).
P: Number of perspectives.
I: Number of entities. In this research, an entity is a city conducting a smart-city-related
big data project, if the same city is doing several smart-city-related big data projects, then
the combination of the city and each project represents an entity
E (𝒂𝒊 ): The readiness score of a city for a smart-city-related big data project 𝒂𝒊 .
𝑎# : a smart-city-related big data project, i: 1 ... I
𝑃O : The degree (weight) to which perspective p contributes towards the mission (the
mission is readiness assessment of a city for a smart-city related big data project).
𝐶AO : The relative contribution of criterion c under perspective p towards the mission.
d(𝑚# , 𝐶A ) : Desirability of performance metric of 𝒂𝒊 for 𝑐 +, criterion.
Then
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E (𝑎# ) = ∑TOUV ∑WAUV 𝑃O 𝐶AO d(𝑚# , A )
Equation 12

3.4.7 Methodology Justification and Comparison with other Methodologies
This research aim is to introduce a framework to be used to conduct a readiness
assessment of a city’s ability to implement smart-city-related big data project.
Based on the discussion about readiness assessment in Section 2.5, following is a
list of other potential approaches, quantitative and qualitative, that were used in literature
before to address challenges affecting successful information technologies
implementation, hence, might be possible candidates. Furthermore, Table 5 shows a list
of pros and cons and sample research that used each method. The pros and cons are not
an exhaustive list, but rather showing important points when considering each of these
approaches for this research:
Delphi Method: This method aims at achieving the best possible consensus of a group
of experts on a particular subject using a structured, iterative, and sequential
communication approach. According to Linstone and Turoff (1975), “Delphi may be
characterized as a method for structuring a group communication process so that the
process is effective in allowing a group of individuals, as a whole, to deal with a complex
problem. To accomplish this ‘structured communication,’ there is provided: some
feedback of individual contributions of information and knowledge; some assessment of
the group judgment or view; some opportunity for individuals to revise views; and some
degree of anonymity for the individual responses.”
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Usually, under this method, two or more rounds of getting experts’ answers on
questions and justification for those answers are conducted by a facilitator. In each round,
the answers are recorded and then shared anonymously with the group. Then, experts are
asked to revisit their answers after hearing the justification of other experts’ answers.
Rounds of collecting experts answers, review them and ask them to revise their answers,
continue until criteria are met, like a certain number of rounds, or satisfactory agreement.
Delphi method is typically used for forecasting or decision making when there is a high
level of uncertainty and speculation (Tran and Daim 2008; Okoli and Pawlowski 2004;
Linstone and Turoff 1975).
Technique for Order of Preference by Similarity (TOPSIS): TOPSIS method is a
multi-criteria decision-making method. TOPSIS determines the ideal solution and the
negative-ideal solution. The ideal solution maximizes the benefit criteria and minimizes
the cost criteria, whereas the negative ideal solution maximizes the cost criteria and
minimizes the benefit criteria. TOPSIS then selects the alternative with the shortest
distance from the ideal solution and the farthest distance from the negative-ideal solution
as the best alternative. Opricovic and Tzeng explained the mathematical equations of
TOPSIS neatly (Opricovic and Tzeng 2004). TOPSIS basically uses an aggregation
function to represent closeness and distance from reference points (Puthanpura et al.
2018; Lima Junior et al. 2014; Opricovic and Tzeng 2004; Chen 2000; Chen and Hwang
1992).
Analytic Network Process (ANP): This multi-criteria decision-making method was
introduced by Saaty as a generalization of the AHP method (Saaty 2013). While AHP
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and HDM assume that each element in the criteria is independent of the other elements,
and the hierarchy goes in one direction, ANP, on the other hand, allows dependency and
bidirectional flow hence can be used in situations where this is the case. It does that by
forming control hierarchy, strategic criteria, clustering criteria, supermatrix, and submatrices. More details about the math behind this method can be found here (Saaty 2013;
Razmi et al. 2009).
Preference Ranking Organization Method for Enrichment Evaluations
(PROMETHEE): This multi-criteria decision method was introduced by Brans in the
early 1980s (Brans et al. 1986). PROMETHEE is more focused on the ranking of
alternatives and assumes the weights for the hierarchy were established beforehand.
PROMETHEE has six options allowing the user different ways to express meaningful
differences by minimum gaps between observations. The initial version of PROMETHEE
was developed to show only the best alternative based on the positive and negative flows,
later versions of the method show the rank of all options, and they are based on multicriteria net flow with consideration of indifference and preference thresholds (Brans and
Smet 2016; Balali et al. 2012; Olson 2001; Brans et al. 1986).
Case Study: Case study methodology is used to establish meaningful characteristics
about real-life events of a contemporary phenomenon by investigating the structure of the
events underlying that phenomenon. The case study aim is to explain those events by
asking the how and why questions through the utilization of tools such as interviews,
questionnaires, reviewing archives and observations, with the realization of the
contextual conditions affecting the phenomenon (Yin 2009). According to Eisenhardt
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(1989) “case study is a research strategy which focuses on understanding the dynamics
present within single settings.”
The case study can be used to provide a description, testing theory, or generating
theory, and it has been used in wide range of disciplines like psychology, political
science, anthropology, social work, business, education and so on (Yin 2009; Eisenhardt
1989).
Surveys and Questionnaires: This method helps collect attributes and characteristics
about a phenomenon, by asking people about their beliefs or attitudes concerning the
phenomenon. Surveys typically contain highly structured and well-designed close-ended
questions (Dalati and Gómez 2018; Dillman 1978).
Decision Models Based on Experts Feedback: A qualitative approach, in which experts
are interviewed with open-ended questions about the phenomenon, and their answers are
analyzed for common patterns of issues related to the decision, then a multi-criteria
framework is established based on those criteria (Klievink et al. 2017).
Technology Acceptance Model (TAM): According to Davis (1993) TAM: “specifies
the causal relationships between system design features, perceived usefulness, perceived
ease of use, attitude toward using, and actual user behavior.” This method focuses on the
factors affecting user’s decision to accept new technology, by focusing on the factors that
affect the “Perceived usefulness” and “Perceived ease-of-use” of new technology
(Chuttur 2009; Legris et al. 2003; Davis 1993).
Cognitive Maps (FCM): Is a simple form of recursive neural networks, in which
concepts are represented as nodes in a graph. Nodes are connected with arrows that show
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the direction of influence between nodes. A positive (negative) arrow pointing from the
concept’s node to another concept’s node indicates how the first node causally increases
or decreases the second node. It could be considered as "mental landscape" where
“strength of impact” can be calculated (Jetter and Kok 2014; Stach et al. 2010; Kosko
1986).
Table 5. Potential Decision-Making Methods Comparison
Name

Pros

Cons

Examples

AHP

- Same pros for HDM.

- In compare to HDM, the 9
points scoring approach of AHP
can be confusing and reduce the
ability to make an accurate
judgment by experts.

Majumdar et al.
2017; Oztaysi
2014; Lai et al.
2002

Delphi

- Aggregate opinions of
diverse experts.
- Achieve consensus among
them.
- Experts are not affected by
the “loudest voice” in the
room.
- Everybody contributes to the
decision, no “silent
bystanders.”
- No need for physical
meetings.

- Requires good technical writing
skills.
- Response time can be long, and
some experts might drop out
between rounds.
- No clear criteria to determine
the acceptable level of consensus.
- Not practical when there is a
need to make decisions for
several separated cases at
different times.
- No proper quantification of
which factors are more or less
important in making the decision.
- No proper approach to follow up
after the decision is made.

Kache and
Seuring 2017;
El-Gazzar et al.
2016
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Name

Pros

Cons

Examples

TOPSIS

- Similar benefits to Delphi
method (except it uses
mathematical equations to
aggregate experts judgment
instead of several rounds
questionnaires).
- Less number of comparisons
in compare to HDM and AHP.
- No limitation on the number
of criteria.

- No structured approach to
weight the criteria.
- Does not consider the relative
importance of the distances.
- Do not pinpoint clearly on the
criteria that caused one alternative
to be closer to the ideal solution
or the negative-ideal solution in
comparison to other alternatives.

Puthanpura et
al. 2018; Bhutia
and Phipon
2012;
Mahmoodzadeh
et al. 2007;

Analytic
Network
Process

- Same pros for HDM (see
Q5.a).
- More generalized (bidirectional and interconnectivity).

- More complex.
- If elements are independent,
then there is no extra value of
using it in comparison to HDM or
AHP.

Shieh et al.
2015; Razmi et
al. 2009

PROMETHEE

- Relatively simple: Requires
less interaction with decision
makers.

- No structured approach to
weight the criteria.
- Do not show clearly what
criteria contributed to the bestalternative choice, and one
approach of this method shows
only the best alternative with no
ranking for other alternatives.
- There is not much value in this
method when evaluating one
alternative at a time.

Shukla et al.
2016; Kilic et
al. 2015

Case Study

- Helpful in drawing
conclusions from one case,
that can be the base for more
generalization.
- Helpful as an exploratory
method.

- This method analyzes one setup
(or few setups) only, so it cannot
be generalized with enough
reliability.
- Inherently biased.

Fitzgerald
2016; Lim et al.
2015;

Surveys and
Questionnaires

- More robust results do not
have consistency and
disagreement issues.
- Representative samples
create confidence.

- Its value comes from welldesigned questions that capture
the attributes of the phenomenon,
which is not the case when there
is high uncertainty, or ambiguity,
like with emerging technologies.
- On emerging issues, finding a
representative sample is difficult.

Bock et al.
2017;
NewVantage
Partners 2017;
Ransbotham
and Kiron 2017
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Name

Pros

Cons

Examples

Decision
Models Based
on Experts
Feedback

- Simple and Fast.

- Lacks academic rigor.
- A simple listing of factors
without weights to reflect the
different impact/importance of
each factor.

Bertino, Elisa,
and Elena
Ferrari. 2018;
Klievink et al.
2017; Al
Nuaimi et al.
2015

Technology
Acceptance
Model

- Useful to predict/forecast
customers attitude towards a
future technology.

- Focuses on customers’
perception only.
- Similar challenges to surveys.

Wease et al.
2018;
Marangunić
and Granić
2015

Cognitive
Maps

- Very useful in modeling
dynamic systems.
- Helps to understand causeeffect relationships between
concepts within a system.
- Decision making with
estimated values under
incomplete or uncertain
information.

- More helpful for making
decisions around future
technologies where there is a high
amount of incomplete
information.
- The graphical representation is
not easy to read, making the final
product of this approach less
usable by non-academic industry
practitioners.
- No explicit methods to judge
experts’ inconsistency and
disagreement.

Jetter and
Sperry 2013;
Iakovidis and
Papageorgiou
2011; Siraj et
al. 2001

For the model proposed in this research to be able to fulfill the research goal and
answer the research questions adequately, it should include several attributes. Hence, the
methodology that will be used to build the model should be able to accommodate those
attributes into the generated model of the research. Following are those attributes:
First, the research is about conducting readiness assessment of a city’s ability to
implement smart-city-related big data project, which is a complex topic, as shown by the
literature review (See section 2). It requires considering several criteria under different
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perspectives related to the project requirements and the city’s abilities against those
requirements. So, the model should be a multi-criteria decision model.
Furthermore, for a city to decide how to focus their efforts, and decide which of
the weak areas (in the form of readiness factors), revealed by the model, should be
addressed entirely and which weak areas need less thorough preventive/corrective
actions, the model should: First, have weights showing clearly the impact/importance of
each criterion. Second, show the areas (in the form of criteria) where the city capabilities
are weak. Finally, the model should clearly indicate why the city underperformed (or has
weak capabilities) against the said criteria and what is the desirable capabilities they
should acquire to perform well against it.
Moreover, such a model should be easy to use by project managers, who do not
necessarily have a post-graduate-level-academic background. The model should also be
reusable, as the city will seek to use it to evaluate their readiness against each big data
project they are implementing as part of a smart-city initiative.
Finally, the model should reflect the judgment of experts from various related
backgrounds to make sure the “weights” of criteria and the desirable capabilities of cities
are reflective of real-life needs of cities since the goal of the model is to increase the
chances of a successful project after all.
By referring to the benefits and limitations of HDM methodology and the
discussion of the pros and cons of other methods above, it can be inferred that HDM is
one of the most appropriate methodologies that can generate a model that have all the
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attributes needed to fulfill the research goal and answer the research questions since
HDM is:
● A multi-criteria decision making (MCDM) method.
● Includes a hierarchy decision tree, allowing for more complex analysis and
realization of complex and competing factors.
● Captures experts’ judgment and transform it to numeric values using pairwise
comparisons, which can be done anonymously and individually, that helps to
address several concerns related to experts judgment. Furthermore, it allows
analyzing experts’ judgment using mathematical techniques for inconsistency and
disagreement, hence, allowing proper handling of the reliability challenges
associated with experts’ judgment, to achieve a satisfactory degree of robustness
in the model.
● Have weights for factors in each level of the hierarchy, allowing for proper
modeling and analysis of the priority/impact of each factor (perspectives and
criteria in my case).
● Desirability curves allow for clearly identifying the desired outcome for each
criterion, as well as, the current level, the city has, against that criterion, for the
project being considered.
● While building a model using HDM and desirability curves requires a strong
academic background, the resulting model is intuitive and easy to use by users
who do not need to have the same level of academic knowledge.
● Desirability curves allow for reusability of the model, which is important in this
research case, as cities typically conduct a series of big data projects to implement
its smart-city initiatives.
● Furthermore, sensitivity analysis allows for a better understanding of the
flexibility of the model, and when it will require an update.
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Researchers had used HDM methodology before as a way to identify weak areas
that need attention, related to the subject of their research. For instance, Dr. Estep
researched technology transfer potential of research proposals. She developed an HDM
model that can be used to rank research proposals based on which research proposals
outcomes are more likely to move into real application. The HDM model developed by
Dr. Estep can show, for proposals with poor ranking, what are the reasons for that, hence
allowing for proposal enhancements (Estep 2017). Moreover, Dr. Gibson researched the
performance of research centers within an organization. She developed an HDM model to
compare the effectiveness of the cooperative research centers within an organization. The
model highlights which research centers are the best performers, and which are the low
performers. For low-performing centers, the model highlights, which factors are causing
low performance. Therefore, those centers can focus on addressing those issues (Gibson
2016).
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CHAPTER 4: RESEARCH DESIGN
The research design is based on previous work that used HDM methodology
(Estep 2017; Gibson 2016; Abotah 2014; Iskin 2014; Phan 2013). The research was
conducted in four phases. Section 4.1 offers a summary of those phases, and Section 4.2
offers details of the research was carried out.
4.1 High-Level Research Review
On a high-level, the research can be divided into four phases (see Figure 14)
including, Literature review, HDM model development, model validation and
quantification, and Results analysis, discussion, and conclusions.

Figure 14. Research Phases

● Literature review: Covers the background information around big data, smart
cities, big data projects challenges, and smart cities. The findings of the research
will be used as the basis to develop the HDM model.
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● HDM model development: Based on the findings of the literature review, the
initial HDM model and desirability curves will be developed. This phase will
overlap with the next phase, were experts’ feedback will be used to finalize the
HDM model.
● Model validation and quantification: Several panels of experts will be formed to
validate and quantify the model. Each panel will represent specific expertise that
will be used to evaluate related parts of the model. The experts will be first asked
to evaluate the criteria and desirability curves values. Then, they will be asked to
conduct a pairwise comparison based on the HDM approach to quantify the
model. Finally, the case study’s city will be evaluated against the desirability
curves.
● Results analysis, discussion, and conclusions: The pairwise comparisons by
experts will be first validated using sensitivity and disagreement analysis. Then,
projects conducted by a city will be analyzed and compared with the HDM model
results. Finally, the business impact of the results and their meaning and
implication will be discussed. Leading to the final conclusions of the research.
4.2 Research Design Details
Figure 15 illustrates the research design details. This design is following the same
approach by previous research that used HDM and value curves (Estep 2017; Gibson
2016; Abotah 2014; Iskin 2014; Phan 2013). The research consisted of 15 steps as
follow:
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Figure 15. Research Approach Design

1. Conducting Literature Review: The primary goal of this phase was to identify the
research gaps, objective, and questions. Detailed literature review and gap analysis can be
found in Chapters 2 and 3.
2. Defining Model Elements: This step is also done based on literature review, the model
initial elements were identified in Section 2.6. The main factors/criteria, affecting smartcity-related big data projects chances of success, where listed under four perspectives,
along with a detailed discussion.
3. Building the Initial Model: This step is also done based on the findings from the
literature review and gap analysis. Figure 16 illustrates the initial model.
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Figure 16. HDM Model for City’s Readiness Assessment for a Smart-city-related Big Data Project

4. Forming Expert Panels: As part of this step, experts were invited to join expert panels.
More details about expert panels formation can be found in Section 4.3.
5. Designing Validation Instrument: Using Qualtrics software, a validation survey was
developed and sent to experts to ask them to validate the model (as illustrated in Figure
17). Experts were also allowed to suggest new elements in each survey as well.

Figure 17. Model Validation

6. Experts Validation: Each element in the model was considered validated if a majority
of three-quarter of the experts approve it. If a particular element failed to achieve this
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threshold, it will be removed. If a new element is suggested at any level by more than
three experts, it will be added to the model, then steps 3, 5 and 6 will be repeated. If a
new element at any level is suggested by three or fewer experts only, it will be
investigated using literature review, if there is support for that element, it will be added to
the model, then steps 3,5, and 6 will be repeated (Section 5.2 includes the results of the
validation).
7. Designing Quantification Instrument: Qualtrics survey software and The ETM HDM©
software were used to collect experts’ judgments of the model, in the form of pairwise
comparisons, and then feedback was transformed into weights for perspectives and
criteria.

Figure 18. Model Quantification

8. Model Quantification by Experts: A survey was sent (as illustrated in Figure 18).
Weights were calculated based on the constant-sum approach, as explained in Chapter 3.
9. Desirability/Value Curves Quantification by Experts: One-on-one meetings with
experts were conducted, where experts were asked to identify possible statuses a city
might have against each factor, based on their experience, and what score could be
assigned with that status.
10. Analyzing the Data: Disagreement and inconsistency analysis were conducted to find
out how reliable experts individual and collective judgment is as follow (see also Figure
19):
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Figure 19. Model Analysis

Inconsistency: Using the inconsistency equation, as explained in Section 3.4.2.2.
For each expert with high inconsistency (> 0.1):
•

A discussion with each expert with high inconsistency will be conducted to
make sure he/she clearly understand what is required.

•

Then they will be asked to redo their quantification.

•

If the inconsistency continues, the expert will be removed, and his/her
judgment will be canceled.

Disagreement: Using the disagreement equations, as explained in Section 3.4.2.3.
For each element with high disagreement (> 0.1):
•

First, experts causing the disagreement will be identified, using standard
deviation.

•

If one or a few experts cause the disagreement:
o Experts will be interviewed to find out why they gave the judgment
they did, and it will result in one of three outcomes:
§

Expert(s) are not really experts in the subject, and they will be
removed
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§

Expert(s) misunderstood the questions, and it will be clarified
to them, then they will be asked to do the pairwise comparisons
again

§

Expert(s) have a valid point, which was not considered by the
researcher (myself). In this case, the same point will be relayed
to the other experts, and they (the other experts) will be asked
to redo their pairwise comparisons.

•

If the disagreement is caused by a relatively large group within the panel
(more than 30%), then cluster analysis will be conducted in Section 3.4.2.3.
Each group of experts will be analyzed for similarities, if groups with distinct
backgrounds have similar opinions, then the overall disagreement should be
fine, as it represents a variety of opinions, and the final weights are
representatives of real-life weights.

•

If there are no clear background similarities between experts with similar
opinions, then a Delphi approach will be used to have experts approach a
concise judgment

11. Satisfactory Disagreement & Inconsistency: In this phase, after experts’ feedback was
validated for inconsistency and disagreement, the model was finalized (see Chapter 5.3
for details). Weights were assigned to the model and value curves, and the model is ready
to be used to assess a city’s readiness to implement a big data project.
12. Populate Metrics for a Case Study: In this step, the model was applied to real projects
to validate its practicality and ability to assess a city’s readiness for a big data project.
Four smart-city-related projects, including three being done by the City of Portland and
one by the Transportation Research and Education Center (TREC) of Portland State
University, were evaluated (see Chapter 6 and 7 for details). The researcher investigated
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the City of Portland status against the first three projects, at the time of selecting those
projects, as well as, the status of TREC for the fourth project at the time of selecting the
fourth project. Then, the researcher used the value curves to score the City of Portland
and TREC readiness for those projects, as explained in section 3.4.4.
Moreover, the researcher used the value curves to identify a series of
improvements that can enhance readiness for each of the projects.
Finally, the model and the evolutions were shared with the City of Portland smartcity officials and with the TREC project manager (Panel P12), and they were interviewed
about the results.
13. Conducting Sensitivity Analysis: Sensitivity analysis was conducted, as explained in
Section 3.4.2.4. Using the approach of extreme scenario analysis, where each perspective
is boosted separately, to find out the effect on the scores (see Chapter 7 for more details).
14. Analyzing Results & Drawing Conclusions: The final model and the application of
the model for real projects used by the City of Portland and the TREC were analyzed
leading to a discussion about the findings and implications.
15. Reporting the Findings: Finally, the results are reported in this dissertation.
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4.3 Expert Panels Design
4.3.1 Expert Panels Format
In reference to the discussion about experts’ selection in section 5.3 and previous
similar research, in term of using the HDM methodology (Estep 2017; Gibson 2016;
Abotah 2015; Iskin 2014; Phan 2013, Sheikh 2013), my research will include 12 panels
to validate and quantifying my model, as explained in Table 6:
Table 6. Expert Panels
Panel

Role

Tool

P1

Validate the perspectives

Qualtrics survey

P2

Validate the factors under the people perspective

Qualtrics survey

P3

Validate the factors under the technology perspective

Qualtrics survey

P4

Validate the factors under the legal perspective

Qualtrics survey

P5

Validate the factors under the organization perspective

Qualtrics survey

P6

Validate any changes due to the results of the validation phase

Qualtrics survey

P7

Quantify the perspectives

ETM HDM© software
+ Qualtrics survey

P8

Quantify the people perspective factors and related desirability
curves

ETM HDM© software
+ Qualtrics survey

P9

Quantify the technology perspective factors and related desirability
curves

ETM HDM© software
+ Qualtrics survey

P10

Quantify the legal perspective factors and related desirability curves

ETM HDM© software
+ Qualtrics survey

P11

Quantify the organization perspective factors and related desirability
curves

ETM HDM© software
+ Qualtrics survey

P12

Assess Portland City’s smart-city-related big data projects against
desirability curves

Interviews
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P1: This panel will be asked to validate the perspectives. They will be asked through the
Qualtrics survey tool, to approve the current perspectives, as well as, to suggest other
perspectives for each level. Experts should be coming from a management background or
academic background.
P2: This panel will be asked to validate the factors under the people perspective. They
will be asked through the Qualtrics survey tool, to judge the suitability of the factors and
to identify factors that might have gone undetected during the literature review. Experts
should be coming from project management, data science, academic-related research, and
business analysis/consulting background.
P3: This panel will be asked to validate the factors under the technology perspective.
They will be asked through the Qualtrics survey tool, to judge the suitability of the
factors and to identify factors that might have gone undetected during the literature
review. Experts should be coming from project management, software engineering,
academic-related research, and business analysis/consulting background.
P4: This panel will be asked to validate the factors under the legal perspective. They will
be asked through the Qualtrics survey tool, to judge the suitability of the factors and to
identify factors that might have gone undetected during the literature review. Experts
should be coming from project management, academic-related research, Managementlevel Public Employees, and business analysis/consulting background.
P5: This panel will be asked to validate the factors under the organization perspective.
They will be asked through the Qualtrics survey tool, to judge the suitability of the
factors and to identify factors that might have gone undetected during the literature
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review. Experts should be coming from project management, public and private sector
management, academic-related research, and business analysis/consulting background.
P6: This panel will be asked to validate the perspectives and factors changes that might
result from validating the model by panels 1 to 5. This is a special panel that will include
experts based on how their expertise is related to the changes. Experts in this panel will
be asked through the Qualtrics survey tool, to judge the suitability of the changes. Experts
should be coming from all the seven backgrounds identified in this research.
P7: This panel will be asked to quantify the perspectives by conducting pairwise
comparisons between every two perspectives, using the Qualtrics survey tool and the
ETM HDM© software. In addition, some of the experts in this panel will be asked to
quantify the related desirability curves using one-on-one interviews. Experts should be
coming from management (public and private sectors) background and academic
background.
P8: This panel will be asked to quantify the factors under the people perspective by
conducting pairwise comparisons between every two perspectives, using the Qualtrics
survey tool and the ETM HDM© software. In addition, some of the experts in this panel
will be asked to quantify the related desirability curves using one-on-one interviews.
Experts should be coming from project management, data science, academic-related
research, and business analysis/consulting background.
P9: This panel will be asked to quantify the factors under the technology perspective by
conducting pairwise comparisons between every two perspectives, using the Qualtrics
survey tool and the ETM HDM© software. In addition, some of the experts in this panel
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will be asked to quantify the related desirability curves using one-on-one interviews.
Experts should be coming from project management, software engineering, academicrelated research, and business analysis/consulting background.
P10: This panel will be asked to quantify the factors under the legal perspective by
conducting pairwise comparisons between every two perspectives, using the Qualtrics
survey tool and the ETM HDM© software. In addition, some of the experts in this panel
will be asked to quantify the related desirability curves using one-on-one interviews.
Experts should be coming from project management, academic-related research,
Management-level Public Employees, and business analysis/consulting background.
P11: This panel will be asked to quantify the factors under the organization perspective
by conducting pairwise comparisons between every two perspectives, using the Qualtrics
survey tool and the ETM HDM© software. In addition, some of the experts in this panel
will be asked to quantify the related desirability curves using one-on-one interviews.
Experts should be coming from project management, public and private sector
management, academic-related research, and business analysis/consulting background.
P12: This panel will be asked to provide details about big data projects under the City of
Portland smart-city initiative, throw one-on-one interviews. The details will be used by
the researcher along with desirability curves to evaluate the big data projects using the
model. Experts should be people related to the projects being evaluated, mainly project
managers and city officials.
The general selection criteria for experts regarding smart-city-related big data
projects readiness assessment include:
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•

Expertise in the topic.

•

Balance biases.

•

Diversity in term of background, details of exposure to the research topic, and
coming, as much as possible, from different organizations, to avoid bias by influence.
Furthermore, the research instruments would be email, online chat software

(Hangout and Whatsapp) and online software tools (HDM© and Qualtrics), so panelists
will not meet physically, hence, bias by influence and silent bystanders issues will not
affect research quality.
In term of background, the following is sought:
1. Project managers who managed projects related to big data, analytics, business
intelligence reporting, data warehouse, smart cities, and data-driven software
integrations. These technology areas were selected as they are related to big data
projects to various degrees and project managers exposed to such projects can offer
relevant and valuable judgment.
2. Software engineers who worked on projects related to big data, analytics, business
intelligence reporting, data warehouse, smart cities, and data-driven software
integrations. These technology areas were selected as they are related to big data
projects to various degrees and project managers exposed to such projects can offer
relevant and valuable judgment.
3. Business consultants/ analysts who offer big data and smart-city-related consulting
and business analysis.
4. Data scientists with a focus on individuals who did smart-city related work.
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5. Academic researchers who are doing research related to big data, analytics, business
intelligence reporting, data warehouse, and data-driven software integrations. As well
as, research related to project management, with a particular focus on readiness
assessment, pre-project risk mitigation, big-data-related project management
challenges, and smart-cities-related challenges.
6. Business Leaders (IT): in companies that offer big data and smart-city-related
solutions.
7. Management-level public employees: mainly city officials that are either making
the strategic decisions within the city or supervising smart city initiatives.
For backgrounds from 1 until 4, the priority will be given for people who were
exposed to public software projects.
Table 7 shows the roles/backgrounds that will be considered for each panel; the
roles should be related to what is expected of the panel. For example, P1 panel will
evaluate the model and how accurately it represents the main challenges facing smartcity-related big data projects, so, experts with an overview of the big picture of big data
projects will be asked to evaluate the model. Another example is the P4 panel, where
experts will be asked to quantify technical-related challenges, so experts with the bigdata-technical-related background will be asked to do the quantification judgment.
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Table 7. Experts Backgrounds for Each Panel
Role / Background

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

Project Managers

X

X

X

X

X

X

X

X

X

X

X

X

X

X

O

O

O

O

O

O

O

O

Software Engineers
Business
Consultants/ Analysts

X
X

Data Scientists

X

X

O
X

X

X

Academic
Researchers

O

Business Leaders
(IT)

X

Management-level
Public Employees

X

O

O

O

X
X

O
O

O

O

O

O

O

P12

X
X

O

O

O

X

X

X

X

X: Will be included in a panel with no extra criteria
O: Will be included in panel only if experience/research is relevant to the particular area covered by the
panel.

4.3.2 Potential Experts
Experts will be identified using two approaches, snowball, and bibliometric
analysis.
Snowball approach: Experts identified by this approach come from three sources:
•

Contacts established by the researcher in the last few years, as a student in PSU,
mainly from group work in classes, internships, and local community social
interactions.

•

Contacts from the “Transportation Supercluster” and “Smart Cities Infrastructure
Team” under “TAO Smart City Committee,” which are several non-profit
initiatives in Portland area around smart cities by the Technology Association of
Oregon (http://www.techoregon.org/get-involved/communities-labs/smart-cities).
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•

Contacts from the researcher previous work period in the United Arab Emirates
(UAE). The researcher worked in UAE for 13 years before coming to the US to do
his Ph.D. In that period, he was part of several big data analytics, BI, and datadriven projects, and he is in contact with many experts that would make a valuable
addition to the expert panels.

Bibliometric analysis approach: Furthermore, Bibliometrics and Social Networking
Analysis were used to expand the number of experts. According to Diodato and Gellatly
(2013), “Bibliometric is a field that uses mathematical and statistical techniques, from
counting to calculus, to study publishing and communication patterns in the distribution
of information.” Furthermore, Daim et al. (2006) indicated that bibliometric methods goal
is to identify hidden patterns by exploring, organize and analyze large amounts of
historical data (mainly academia literature). Bibliometrics methods have been used
originally to track citations and collaboration in research. However, its utility has
expanded over the years to other areas like understanding the past and forecasting the
future, as well as, to identify scientific influence.
This approach includes analysis of information like authors, affiliations,
conceptual maps, cluster and factor analysis, citation and co-citation analysis (Diodato
and Gellatly 2013; Daim et al. 2006; Ramos-Rodríguez, Antonio-Rafael, and RuízNavarro. 2004; Van Raan 2003; Norton 2001; Subramanyam 1983).
According to Otte and Rousseau (2002), social network analysis (SNA) “is not a
formal theory, but rather a broad strategy for investigating social structures.” SNA
leverages network and graph theories to view social structure as a network of members
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(people, groups, entities, or things in general) and channeling resources connected with
ties (edges/links). The characteristics of the ties are being investigated by SNA rather
than the members themselves. Therefore, SNA focuses on individuals’ relations rather
than on individuals themselves. There are different kinds of analysis under SNA like the
ego network analysis and the global network analysis.
SNA origin and roots are in sociology. However, it expanded to other disciplines.
For instance, SNA can be used to investigate relationships among people in
organizations, or any other kind of groups, as well as, between people and documents.
SNA investigates document mediums like publications, emails, social media and other
types of documents to identify relations among people. In this context, SNA can be used
to select experts by identifying individuals who have high influence or high connectivity
in regards to a particular subject, making them relevant experts in that subject. To do so,
SNA can be utilized to find “centrality degree” by analyzing networks to determine the
number of connections for each expert related to a particular subject, as well as, the
“centrality betweenness” by determining the number of shortest paths between two
experts that a specific expert resides on (Baker 2018; Scott 2017; Garces et al. 2017;
Daim et al. 2014; Fu et al. 2007; Otte and Rousseau 2002; Wetherell et al. 1994; Scott
1988)
For this research, experts can be identified as suggested by (Garces et al. 2017;
Daim et al. 2014). By identifying keywords, related to the research and then use
bibliometric and SNA analysis to identify potential experts (see Figure 20).
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Figure 20. Identifying Experts Process (Garces et al. 2017)

Experts can be selected based on any of the following metrics related to experts’
publications:
CIT: Expert’s citations count (of published academic research).
PUB: Expert’s publication count.
DEG: Degree of Centrality.
BET: Betweenness Centrality.
COUNT: Patent Count
Data sources, to be investigated, should cover basic research, applied research,
and development (patents). Experts with great publications count are active in the field,
experts with high betweenness are important for linking different groups of experts
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together, and experts with a high number of citations have potentially high impact
research (Daim et al. 2014; Martino 2003).
The bibliometric analysis and SNA were conducted using an R package
developed by ETM dept. Students, that utilizes the shiny package (Appendix D has more
details about the software) and by leveraging on Web of Science engine for basic
research, Compendex for applied research, and SumoBrain for patent analysis.
Finally, potential experts, are mapped based on their expertise and background,
with the panels used in the research.
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CHAPTER 5: RESULTS OF MODEL VALIDATION AND QUANTIFICATION
This chapter presents the results of conducting the research steps 1 to 11 of the
research design as explained in Section 4.2. For step 1 to 3 of the research design, the
initial model was developed based on literature review findings. Tables 8 and 9 provide
details for the initial list of perspectives and factors that have a critical impact on smartcity-related big data projects.
Table 8. Perspectives of Factors Affecting Smart-city-related Big Data Projects
Perspective

Details

People Perspective

Factors related to people, including skills and perception.

Technology Perspective

Technical factors that are unique to big data projects due to the nature of big
data itself, and its characteristics (volume, velocity, variety, value, and so on.)

Legal Perspective

External environment factors, mainly due to data being owned and managed by
external entities, as well as, affecting external entities

Organization Perspective

What needs to be considered by management to enable successful and
sustainable big data adoption within the organization and to overcome barriers
to this adoption.
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Table 9. Critical Factors Affecting Smart-city-related Big Data Projects
Criteria

Details

References

Data Scientists

Data scientists are the minds that can realize what type, size,
and frequency of data need to be captured; they device the
predictive analysis algorithms that maximize data value,
with realization of organizational goals, as well as, internal
and external factors around the organization.
This criterion evaluates the city’s data scientists and their
level of experience.

Ransbotham and
Kiron 2018; Carillo
2017;
Strawn 2016;
Davenport and Patil
2012;
McGuire 2012;
Manyika et al. 2011;

Employees’
Technological
Skills

This criterion evaluates employees information technology
skills and their ability to operate complex software systems.

Carillo 2017;
Lam et al. 2017;
Stubbs 2014;
Kwon et al. 2014;
Brown et al. 2013;
McAfee et al. 2012;
LaValle et al. 2011;
LaValle et al. 2010;

Public
Acceptance

This factor considers whether the public will perceive the
upcoming project as a “good” project. And would
the project be negatively or positively impacted by the
potential public perception.

Dabab et al. 2018;
Roh 2017;
Van Staa et al. 2016;
Bright and Margetts
2016;
Van Dijck 2014;

People Perspective

Management’s This criterion evaluates management analytical skills and
Analytical
their ability to leverage big data analytics to support decision
Skills
making.

Carillo 2017;
Lam et al. 2017;
Stubbs 2014;
Kwon et al. 2014;
Brown et al. 2013;
McAfee et al. 2012;
LaValle et al. 2011;
LaValle et al. 2010;

Technology Perspective
Data
Integration
Complexities

One factor for big data to offer real value, is its ability to
aggregate and analyze data from various sources.
This criterion evaluates the challenges in integrating the data
from the various data sources that will be used in the project.
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Lim et al. 2018;
Ransbotham and
Kiron 2018;
Ransbotham 2016;
Chen and Zhang
2014;
Kadadi et al. 2014;
Jagadish et al. 2014;
Mayer-Schönberger
and Cukier 2013;

Criteria

Details

References

Data
Availability

This criterion evaluates whether the data coming from
various sources can be accessed in a timely manner to make
meaningful results. From a technical perspective, the data
volume and velocity, for each source of data can affect its
timely accessibility.

Jernigan et al. 2016;
Chen et al. 2014;
Jagadish et al. 2014;
Laurila et al. 2012;
Zikopoulos and
Eaton 2012;

What Data to
Collect

This criterion evaluates whether the kind of data needs to be
collected is clear or not. Without this clarity, either more
data than needed could be captured, which will waste
resources, or less data than needed will be captured,
resulting in value loss.

Ebner et al. 2014;
Walker 2014;
Adrian 2013;
Mayer-Schönberger
and Cukier 2013;

Technology
Solutions
Complexities

In big data projects, several software tools are used together
to achieve the project goals
This criterion evaluates how complex is the mix of tools to
be used in the project.

Lim et al. 2018;
Jernigan et al. 2016;
Jagadish et al. 2014;
Berman 2013;
Kaisler et al. 2013;

Legal Perspective
External
Sources of
Data

This criterion evaluates accessibility to external sources of
data needed for the project, such data is available at clients,
suppliers, and other stakeholders end, are they willing to
share it or not?

Ransbotham and
Kiron 2018;
Jernigan et al. 2016;
Mathieu 2015;
Jagadish et al. 2014;
Kwon et al. 2014;
McAfee et al. 2012;

Data
Ownership

This criterion evaluates how much freedom the organization
has in disseminating analysis generated by big data system
based on data coming from external resources.

Bertino and Ferrari
2018;
Nunan and
Domenico 2017;
Harris 2015;
Andrejevic 2014;
Jagadish et al. 2014;
Kaisler et al. 2013;

Data security
and privacy

This criterion evaluates the level of security and privacy the
system must have, versus the value it can generate.

Bertino and Ferrari
2018;
Lim et al. 2018;
Nunan and
Domenico 2017;
Etzion and AragonCorrea 2016;
Andrejevic 2014;
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Criteria

Details

References
Jagadish et al. 2014;
Tallon 2013;

Legislations
Adaptability

This criterion evaluates the city’s ability to introduce new
legislation in a timely manner to keep up with the upcoming
project.

Castelnovo et al.
2016; Al Nuaimi et
al. 2015; Kramers et
al. 2015; Neirotti
2014;

Organization Perspective
Management
Support

Leadership and support for any project play a significant role
in the success chances of implementing the project. This is
even more true in the case of big data projects that requires a
lot of changes within the organization.
This criterion evaluates the management level of support for
the big data project.

Ransbotham and
Kiron 2018;
Klievink et al. 2017;
Lam et al. 2017;
Etzion and AragonCorrea 2016;
Burcharth et al.
2014;
McAfee et al. 2012;
LaValle et al. 2010;
Young and Jordan
2008;
Schneider et al.
1996;
Katz and Allen
1982;

Data
Strategies and
Governance

This criterion evaluates the maturity of strategies and
governance regarding data within the organization.

DalleMule and
Davenport 2017;
Short and Todd
2017;
Ebner et al. 2014;
McAfee et al. 2012;
Parise et al. 2012;

Clarity of
Objectives

This criterion evaluates the clarity of the project objectives
and how it is related to organizational mission and vision
and how the project outcome is facilitating the achievement
of organizational strategic goals.

Daim 2017;
Klievink et al. 2017;
Meredith 2017;
Etzion and AragonCorrea 2016;
Marr 2015b;
McAfee et al. 2012;
Fenwick et al. 2009;
Khan 2006;
Thiry 2002;
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As explained in the research design chapter (Chapter 4), to finalize the model two
things need to be done. First, asking subject-matter experts to validate the findings of the
literature review, and identify any missing factors, that have a critical impact on smartcity-related big data projects, but not covered by literature adequately. Second, asking
subject-matter experts to quantify the model; by identifying the relative importance of
each factor within the model.
Steps 2 to 11 in the research design (see Chapter 4) explains how to capture
subject-matter experts judgment for validation and quantification of the model, and how
to analyze the robustness of the experts’ judgments through the use of inconsistency and
disagreement analysis. Following subsections represents the results of conducting those
steps.
5.1 Expert Panels Formation
Expert panels were formed as explained in step 4 of the research design (see
Section 4.2). Experts were identified and invited using the approaches discussed in
Section 4.3.
5.1.1 Overview of Experts
A total of 48 Experts responded to the invitation and participated in the research
expert panels. Appendix A includes a sample of the invitation letter sent to experts. The
48 experts represented all the backgrounds identified in Section 4.3 and came from
various sectors related to smart-city and big data. Table 10 shows a list of the experts
along with their sectors and backgrounds. Figure 21 represents the experts’ sectors, and
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Figure 22 represents the experts’ types (background). As illustrated by Table 10 and
Figure 22, many experts fall under two or more types based on their experience.
It can be seen from Table 10 and Figure 22 that the experts make a balanced
group with all the experience types related to big data and smart cities represented. This
is important, as having a balanced group increase minimize the bias and increase the
reliability of the results. Moreover, experts were assigned to the 12 panels based on the
type of their experience as illustrated in Section 4.3 and Table 7. Furthermore, Section
5.2 and 5.3 shows details about the panels and the experts assigned to each of them.
Table 10. List of Experts
Business
Management
Business
Project
Software
Academic
Data
Consultants/
-level Public
Leaders
Managers
Engineers
Researchers Scientists
Analysts
Employees
(IT)

Expert

Title

Sector
Type

Expert 1

IT Project
Manager

Software
Industry

Y

Expert 2

Senior
Project
Manager

Software
Industry

Y

Expert 3

Head of EPublic
Services dept. Sector

Expert 4

Software
Engineer

Software
Industry

Y

Y

Expert 5

Solutions
Architect

Public
Sector

Y

Y

Expert 6

Technical
Services
Manager,
Project
Manager

Software
Industry

Y

Y

Expert 7

Ph.D. and
Researcher

Academia

Expert 8

Senior
Software
Engineer

Software
Industry

Expert 9

Senior
Software
Engineer

Software
Industry

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y
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Y

Expert

Title

Sector
Type

Business
Management
Business
Project
Software
Academic
Data
Consultants/
-level Public
Leaders
Managers
Engineers
Researchers Scientists
Analysts
Employees
(IT)

Vice
President &
Expert 10 Chief
Information
Officer

Other
(Healthcar
e)

Expert 11 CEO, Ph.D.

Others
(Consultin
g)

Y

Y

Sustainable
Transportatio
Academia
n Program
Manager

Y

Y

Expert 12

Y

Expert 13 SD Manager

Software
Industry

Y

Expert 14 Data Scientist

Software
Industry

Y

Others
(Consultin
g)

Y

Expert 17 CEO, Ph.D.

Software
Industry

Y

Y

Y

Y

Y

Y

Y

Academia

Y

Assistant
Expert 19 ProfessorResearch

Academia

Y

Director and
Expert 20 Research
Professor

Public
Sector

Y

Y

Public
Sector

Y

Y

Expert 21

Associate
Director

Data
Warehouse &
Others
Expert 22 Business
(Banking)
Intelligence
Lead
Expert 23

Financial
Analyst

Y

Y

Adjunct
Expert 16 Professor/
Consultant

Faculty and
researcher

Y

Y

Director of
intelligent
Public
Expert 15
transportation Sector
systems

Expert 18

Y

Y

Y

Public
Sector

Y
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Expert

Title

Sector
Type

Expert 24

Head of Big
Data Dept.

Software
Industry

Expert 25

Senior
Researcher

Academia

Expert 26

Open Data
Coordinator

Public
Sector

Expert 27 CAE

Expert 28

Program
Manager

Business
Management
Business
Project
Software
Academic
Data
Consultants/
-level Public
Leaders
Managers
Engineers
Researchers Scientists
Analysts
Employees
(IT)
Y

Y

Y

Software
Industry
Software
Industry

Y

Y

Y

Y

Y

Y

Director of
Software
Expert 29 Project
Industry
Development

Y

Expert 30

Machine
Learning
Engineer,
Ph.D.

Software
Industry

Expert 31

Adjunct
Professor

Academia

Y

Expert 32 Ph.D. Student Academia

Y

Y

Expert 33

Senior
Engineer

Software
Industry

Y

Expert 34

Business
Analyst

Public
Sector

Y

Associate
Professor of
Expert 35
Software
Engineering

Y

Y

Y

Academia

Y

Expert 36 Ph.D. Student Academia

Y

Expert 37 Ph.D. Student Academia

Y

Expert 38

Founder,
Software
Data Scientist Industry

Expert 39 President

Expert 40

Program
Manager

Y

Y

Y

Others
(Consultin
g)

Y

Y

Public
Sector

Y
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Y

Expert

Title

Sector
Type

Expert 41 Executive
Director

Academia

Expert 42 Product
Manager

Software
Industry

Expert 43 Principal
Engineer

Software
Industry

Expert 44 Business
Intelligence
Manager

Software
Industry

Expert 45 Adjunct
Professor

Academia

Expert 46 Co-Founder,
Phd

Others
(Consultin
g)

Expert 47 Smart City
PDX/Tech
Services
Manager

Public
Sector

Expert 48 Professor of
Big Data
Systems &
Director for
Research,
Training and
Consultancy

Academia

Business
Management
Business
Project
Software
Academic
Data
Consultants/
-level Public
Leaders
Managers
Engineers
Researchers Scientists
Analysts
Employees
(IT)
Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y
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Y

Figure 21. Experts by Sector

Figure 22. Experts by Type (The Same Expert Can Have Multiple Types)
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5.1.2 Data Collection
Experts were invited using email and Linkedin.com. Appendix A includes a
sample of the invitation. In addition, email and Linkedin.com were used to send the
details for participating in the model validation and the model quantification, Appendix A
includes samples of the communications with experts.
As described in Section 4.3, Qualtrics surveys and one-on-one interviews were
used to elicit experts’ judgment and feedback for both the validation and quantification
steps of the research model. Furthermore, results from quantification were re-entered by
the researcher into HDM tool for further analysis.

133

5.2 HDM Model Validation
The initial model was validated by the experts as explained in step 5 and 6 of the
research design (see Section 4.2). Two rounds of validation took place using a Qualtrics
survey (see Appendix B for the survey format).
In the first round, experts evaluated the factors identified by the research as the
most critical factors affecting big data projects chances of success (with focus on smartcity-related projects). Experts also were given a chance to suggest other factors based on
their experience.
Based on the results of this round, all factors were approved (by more than the
threshold of 75%) except for one factor that was removed, as it did not get enough
approvals. Moreover, based on experts’ feedback, three new factors were introduced, and
two factors scope was expanded.
In the second round of validation, a special panel (P6) was formed of related
experts to validate the changes. The experts approved all the changes. Following
subsections show the validation details.
5.2.1 Decision Level
As part of one-on-one interviews with experts (representing all the panels) using
email, face-to-face, and e-chat communication methods, experts were asked if they think
the model decision and the goal of the research (assess a city’s readiness to conduct a
smart-city-related big data project) makes sense and is something that is needed and will
add value. All interviewees (22 experts) agreed that the model decision and the goal of
the research is proper and will add value to cities.
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5.2.2 Perspective Level
All perspectives were approved by more than 75% of experts from the P1 panel.
Table 11 is a summary of P1 panel judgment of the perspectives, and Table 12 includes
details about the experts and their individual judgment.
Table 11. Perspectives Validation Summary by P1 Panel.
Perspectives

# Experts

Answered?

Yes

No

Validation %

People

18

18

16

2

89%

Technology

18

18

17

1

94%

Legal

18

18

17

1

94%

Organization

18

18

17

1

94%

Table 12. Perspectives Detailed Validation by P1 Panel.
P1 Panel

People

Technology

Legal

Organization

Expert 1

Y

Y

Y

Y

Expert 3

Y

Y

Y

Y

Expert 6

Y

Y

Y

Y

Expert 10

Y

Y

Y

Y

Expert 11

Y

Y

Y

Y

Expert 12

Y

Y

Y

Y

Expert 14

Y

N

Y

Y

Expert 15

Y

Y

Y

Y

Expert 16

Y

Y

Y

Y

Expert 17

Y

Y

Y

Y

Expert 18

N

Y

Y

N

Expert 20

Y

Y

Y

Y

Expert 21

Y

Y

Y

Y

Expert 31

Y

Y

Y

Y

Expert 33

Y

Y

Y

Y

Expert 35

N

Y

N

Y

Expert 39

Y

Y

Y

Y
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P1 Panel
Expert 40

People

Technology

Legal

Organization

Y

Y

Y

Y

5.2.2 People Factors
All factors under the people perspective were approved by more than 75% of
experts from the P2 panel. Table 13 is a summary of P2 panel judgment of the peoplerelated factors, and Table 14 includes details about the experts and their individual
judgment.
Table 13. People-related Factors Validation Summary by P2 Panel.
Perspective
People

Criterion

# Experts

Answered?

Yes

No

Validation %

Data Scientists

18

18

18

0

100%

Employees'
Technological Skills

18

18

17

1

94%

Public Perception

18

18

17

1

94%

Management's
Analytical Skills

18

18

18

0

100%

Table 14. People-related Factors Detailed Validation by P2 Panel.
Data
Scientists

Employees'
Technological Skills

Public Perception

Management's Analytical
Skills

Expert 1

Y

Y

Y

Y

Expert 2

Y

N

Y

Y

Expert 6

Y

Y

Y

Y

Expert 11

Y

Y

Y

Y

Expert 12

Y

Y

Y

Y

Expert 15

Y

Y

Y

Y

Expert 16

Y

Y

Y

Y

Expert 17

Y

Y

Y

Y

Expert 18

Y

Y

Y

Y

Expert 20

Y

Y

Y

Y

P2 Panel
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Data
Scientists

Employees'
Technological Skills

Public Perception

Management's Analytical
Skills

Expert 21

Y

Y

Y

Y

Expert 23

Y

Y

Y

Y

Expert 25

Y

Y

N

Y

Expert 28

Y

Y

Y

Y

Expert 30

Y

Y

Y

Y

Expert 38

Y

Y

Y

Y

Expert 38

Y

Y

Y

Y

Expert 40

Y

Y

Y

Y

P2 Panel
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5.2.3 Technology Factors
All factors under the technology perspective were approved by more than 75% of
experts from the P3 panel. Table 15 is a summary of P3 panel judgment of the peoplerelated factors, and Table 16 includes details about the experts and their individual
judgment.
Table 15. Technology-related Factors Validation Summary by P3 Panel.
Perspective
Technology

Criterion

# Experts Answered? Yes

No

Validation %

Data Integration
Complexities

20

20

20

0

100%

Data Availability

20

20

20

0

100%

What Data to Collect

20

20

16

4

80%

Technology Solutions
Complexities

20

20

16

4

80%

Table 16. Technology-related Factors Detailed Validation by P3 Panel.
Data Integration
Complexities

Data
Availability

What Data to
Collect

Technology Solutions
Complexities

Expert 2

Y

Y

N

N

Expert 4

Y

Y

N

Y

Expert 5

Y

Y

N

Y

Expert 6

Y

Y

Y

Y

Expert 8

Y

Y

Y

N

Expert 9

Y

Y

Y

N

Expert 13

Y

Y

Y

Y

Expert 14

Y

Y

N

N

Expert 17

Y

Y

Y

Y

Expert 19

Y

Y

Y

Y

Expert 22

Y

Y

Y

Y

Expert 24

Y

Y

Y

Y

Expert 27

Y

Y

Y

Y

Expert 28

Y

Y

Y

Y

P3 Panel
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Data Integration
Complexities

Data
Availability

What Data to
Collect

Technology Solutions
Complexities

Expert 30

Y

Y

Y

Y

Expert 32

Y

Y

Y

Y

Expert 33

Y

Y

Y

Y

Expert 36

Y

Y

Y

Y

Expert 37

Y

Y

Y

Y

Expert 38

Y

Y

Y

Y

P3 Panel
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5.2.4 Legal Factors
All factors under the legal perspective were approved by more than 75% of
experts from the P4 panel except for “Legislations Adaptability” factor, which did not
pass the threshold. Most of the rejects came from experts working in the public sector.
One-on-one interviews revealed that in the United State, cities usually do not start
projects before making sure that all needed legislations are created. Table 17 is a
summary of P4 panel judgment of the legal-related factors, and Table 18 includes details
about the experts and their individual judgment.
Table 17. Legal-related Factors Validation Summary by P4 Panel.
Perspective
Legal

Criterion

# Experts

Answered?

Yes

No

Validation %

External Sources
of Data

18

18

18

0

100%

Data Ownership

18

18

17

1

94%

Data Security and
Privacy

18

18

18

0

100%

Legislations
Adaptability

18

18

13

5

72%

Table 18. Legal-related Factors Detailed Validation by P4 Panel.
External Sources
of Data

Data
Ownership

Data Security and
Privacy

Legislations
Adaptability

Expert 1

Y

Y

Y

Y

Expert 2

Y

Y

Y

Y

Expert 3

Y

Y

Y

N

Expert 6

Y

Y

Y

Y

Expert 7

Y

Y

Y

Y

Expert 10

Y

Y

Y

Y

Expert 11

Y

Y

Y

Y

Expert 13

Y

Y

Y

Y

Expert 14

Y

N

Y

Y

P4 Panel
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External Sources
of Data

Data
Ownership

Data Security and
Privacy

Legislations
Adaptability

Expert 15

Y

Y

Y

Y

Expert 17

Y

Y

Y

Y

Expert 18

Y

Y

Y

Y

Expert 20

Y

Y

Y

Y

Expert 21

Y

Y

Y

Y

Expert 23

Y

Y

Y

N

Expert 25

Y

Y

Y

N

Expert 26

Y

Y

Y

N

Expert 31

Y

Y

Y

N

P4 Panel
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5.2.5 Organization Factors
All factors under the organization perspective were approved by more than 75%
of experts from the P5 panel. Table 19 is a summary of P5 panel judgment of the
organization-related factors, and Table 20 includes details about the experts and their
individual judgment.
Table 19. Organization-related Factors Validation Summary by P5 Panel.
Perspective
Criterion
# Experts Answered? Yes No Validation %
Organization

Management Support

21

21

20

1

95%

Data Strategies and
Governance

21

21

20

1

95%

Clarity of Objectives

21

21

20

1

95%

Table 20. Organization-related Factors Detailed Validation by P5 Panel.
Management
Data Strategies and
P5 Panel
Clarity of Objectives
Support
Governance
Expert 3

Y

Y

Y

Expert 4

Y

Y

Y

Expert 6

Y

Y

Y

Expert 10

Y

Y

Y

Expert 11

Y

Y

Y

Expert 12

Y

Y

Y

Expert 13

Y

Y

Y

Expert 15

Y

Y

Y

Expert 18

Y

Y

Y

Expert 19

Y

Y

Y

Expert 20

Y

Y

Y

Expert 23

Y

Y

Y

Expert 26

Y

Y

N

Expert 29

Y

Y

Y

Expert 31

Y

Y

Y

Expert 33

Y

Y

Y

Expert 34

Y

Y

Y
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Management
Support

Data Strategies and
Governance

Clarity of Objectives

Expert 35

Y

N

Y

Expert 38

N

Y

Y

Expert 39

Y

Y

Y

Expert 40

Y

Y

Y

P5 Panel
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5.2.6 Changes
As part of the first round of validation, experts were asked to suggest factors
based on their experience that are not covered in the initial list. Experts provided several
suggestions. These suggestions were discussed with experts in one-on-one meetings for
further elaborations. Then, the researcher aggregated those suggestions. Formed a new
panel (P6) and asked the panel to validate the changes. Following are the changes:
New Factors:
Infrastructure Readiness (Technology Perspective): This factor considers a city’s
availability of/ability to acquire needed networks and IOT infrastructure to capture and
transmit project related data. In addition, the availability/ability to procure needed
software tools and technology frameworks that can scale with the exponential growth of
data.
Policy and Regulatory Issues (Legal Perspective): This factor considers policy and
regulatory issues that might have an impact on the project and the city’s ability to address
them including issues like privacy, open data, surveillance technology, AI, contracting
methods, and so on. Such policies and regulations might be internal to the city or external
(like GDPR).
Return on Investment (ROI) (Organization Perspective): This factor considers the
ROI of the project. ROI is not financial as cities objective is not to make profit, but
instead, it could be a service or image related. In other words, the focus is on costeffectiveness and whether the project realizes benefits that are important to related
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stakeholders and contribute to the smart-city aims of enhancing the quality of life in the
city and improving operational efficiency.
Availability of Resources and Long-term Funding (Organization Perspective): Due
to budget constraints, many cities follow an incremental approach with smaller delivery
milestones and incremental/rapid improvement, instead of a big bang approach that
includes a very long development duration to deliver one monolithic application. In
addition, big data projects require costly operational management. So, this factor
considers the city’s ability to provide long-term funding and resources to support related
future projects and provide sustainability to the current project’s deliverables.
Expanded factors:
Data Integration and Processing Complexities (Technology Perspective): “Data
Processing” was added to the factor name and description. Data related complexities
come from both the integration and the processing steps, and several experts pointed out
that this should be mentioned explicitly.
Clarity of Objective and Use Cases (Organization Perspective): “Use Cases” was
added to this factor to highlight that this is part of the clarity of what the project is trying
to achieve. There should be clarity on the objectives in general and about the details of
how to achieve them.
All changes were approved by more than 75% of experts from the P6 panel. Table
21 is a summary of P6 panel judgment of the changes, and Table 22 includes details
about the experts and their individual judgment.
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Table 21. Changes Validation Summary by P6 Panel.
New / Modified Criteria
# Experts Yes

No

Infrastructure Readiness

16

16

0

Data Integration and Processing Complexities (Modified)

16

16

0

Legislative & Regulatory Issues

14

14

0

ROI

15

15

0

Availability of Resources and Long-term Funding

15

15

0

Clarity of Objective and Use Cases (Modified)

16

15

0

Technology
Infrastructure
Readiness

Table 22. Changes Detailed Validation by P6 Panel.
Legal
Organization

Legislative
Data Integration
&
& Processing
Regulatory
Complexities
Issues

Y

Y

Y

Y

Y

ROI

Availability of
Clarity of
Resources and Long- Objective & Use
term Funding
Cases

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y

Y
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5.2.7 Final HDM Model
Figure 23 represents the final HDM model that will be used to assess a city’s
readiness to implement a smart-city-related big data project.

Figure 23. The Final HDM Model

147

5.3 HDM Model Quantification
The next phase is to quantify the model by ranking the factors based on their
relative importance, as explained in step 7 and 8 of the research design (see Section 4.2).
Expert Panels 7 to 11 did the quantification, each panel consisting of subject-matter
experts related to what the panel is asked to quantify, which is the perspectives and the
factors under each perspective (see details about expert panels and subject-matter
experts’ types that joined each panel in Section 4.3). The experts were asked to rank the
factors using the pairwise comparison approach, as explained in the methodology section
(see Section 3.4). Experts conducted the comparisons using a Qualtrics survey (see
Appendix B for the format of the survey). Then the researcher entered the results into the
ETM HDM tool to analyze the results (see Appendix C for the format of the HDM Tool).
Following subsections show the quantification details.
5.3.1 Perspective Level
Panel P7 experts, who are high-level executives, ranked the relative importance of
each perspective in comparison with the other perspectives. Figure 24 is a graphical
representation of the results of the pairwise comparisons, and Table 23 represents the
details.
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Figure 24. Perspectives Relative Weights
Table 23. Perspectives Relative Details
Panel P7

People

Technology

Legal

Organization

Inconsistency

Expert 15

0.14

0.25

0.34

0.26

0.01

Expert 1

0.27

0.20

0.33

0.20

0.00

Expert 10

0.35

0.24

0.14

0.26

0.03

Expert 7

0.23

0.18

0.38

0.21

0.00

Expert 17

0.43

0.18

0.13

0.25

0.04

Expert16

0.29

0.24

0.25

0.22

0.04

Expert 41

0.17

0.07

0.54

0.22

0.05

Expert 18

0.21

0.29

0.14

0.36

0.00

Expert 31

0.29

0.20

0.27

0.24

0.00

Expert 47

0.49

0.08

0.22

0.21

0.00

Expert 5

0.30

0.18

0.25

0.27

0.00

Expert 48

0.47

0.10

0.24

0.19

0.01

Expert 11

0.30

0.20

0.20

0.30

0.00

Mean

0.303

0.185

0.264

0.245

Minimum

0.14

0.07

0.13

0.19

Maximum

0.49

0.29

0.54

0.36
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Panel P7
Std.
Deviation

People

Technology

Legal

Organization

0.10

0.06

0.11

0.04

Inconsistency

Disagreement
0.074
Note: three decimal digits were used for the final weights to break tie among factors, as ranking is one of
the research questions.

150

5.3.2 People Factors
Panel P8 experts ranked the relative importance of factors under the people
perspective. Figure 25 is a graphical representation of the results of the pairwise
comparisons, and Table 24 represents the details.

Figure 25. People Related Factors Weights

Panel P8

Table 24. People Related Factors Weights - Details
Employees
Management
Public
Data Scientists
Technological
Analytical Skills
Acceptance
Skills

Inconsistency

Expert 09

0.40

0.15

0.25

0.21

0.01

Expert 01

0.36

0.19

0.27

0.18

0.01

Expert 37

0.28

0.17

0.41

0.14

0.02

Expert 21

0.33

0.23

0.27

0.17

0.01

Expert 32

0.24

0.12

0.32

0.32

0.00

Expert 16

0.23

0.32

0.17

0.28

0.01

Expert 28

0.34

0.10

0.16

0.40

0.01

Expert 18

0.30

0.18

0.30

0.22

0.00

Expert 20

0.33

0.25

0.22

0.2

0.03
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Data Scientists

Employees
Technological
Skills

Management
Analytical Skills

Public
Acceptance

Inconsistency

Expert 02

0.20

0.10

0.35

0.35

0.01

Expert 44

0.29

0.17

0.34

0.19

0.01

Expert 11

0.20

0.17

0.20

0.44

0.00

Expert 08

0.27

0.15

0.15

0.43

0.03

Mean

0.290

0.177

0.262

0.272

Minimum

0.20

0.10

0.15

0.14

Maximum

0.40

0.32

0.41

0.44

Std.
Deviation

0.06

0.06

0.08

0.10

Panel P8

Disagreement
0.073
Note: three decimal digits were used for the final weights to break tie among factors, as ranking is one of
the research questions.
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5.3.3 Technology Factors
Panel P9 experts ranked the relative importance of factors under the Technology
perspective. Figure 26 is a graphical representation of the results of the pairwise
comparisons, and Table 25 represents the details.

Figure 26. Technology Related Factors Weights

Panel P9

Table 25. Technology Related Factors Weights - Details
Data
What
Technology
Integration
Data
Infrastructure
Data to
Solutions
Inconsistency
and Processing Availability
Readiness
Collect Complexities
Complexities

Expert 09

0.21

0.23

0.32

0.10

0.14

0.00

Expert 27

0.24

0.27

0.17

0.19

0.13

0.04

Expert 01

0.23

0.19

0.16

0.15

0.27

0.01

Expert 36

0.16

0.25

0.27

0.15

0.17

0.01

Expert 45

0.17

0.31

0.23

0.12

0.16

0.01

Expert 43

0.32

0.25

0.18

0.11

0.14

0.01

Expert 28

0.16

0.14

0.20

0.19

0.31

0.05

Expert 19

0.20

0.23

0.20

0.09

0.28

0.03

Expert 02

0.14

0.22

0.3

0.15

0.19

0.01
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Panel P9

Data
Integration
Data
and Processing Availability
Complexities

What
Data to
Collect

Technology
Infrastructure
Solutions
Inconsistency
Readiness
Complexities

Expert 42

0.24

0.32

0.19

0.10

0.14

0.02

Expert 05

0.14

0.25

0.25

0.10

0.26

0.05

Expert 44

0.13

0.34

0.20

0.10

0.23

0.01

Expert 06

0.16

0.25

0.34

0.12

0.14

0.01

Expert 33

0.14

0.24

0.16

0.130

0.33

0.04

Expert 08

0.14

0.25

0.16

0.11

0.34

0.02

Mean

0.185

0.249

0.222

0.127

0.215

Minimum

0.13

0.14

0.16

0.09

0.13

Maximum

0.32

0.34

0.34

0.19

0.34

Std.
Deviation

0.05

0.05

0.06

0.03

0.07

Disagreement

0.053

Note: three decimal digits were used for the final weights to break tie among factors, as ranking is one of
the research questions.
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5.3.4 Legal Factors
Panel P10 experts ranked the relative importance of factors under the Legal
perspective. Figure 27 is a graphical representation of the results of the pairwise
comparisons, and Table 26 represents the details.

Figure 27. Legal Related Factors Weights

Table 26. Legal Related Factors Weights - Details
External
Sources of
Data

Data
Ownership

Data security
and privacy

Policy and
Regulatory
Issues

Inconsistency

Expert 15

0.19

0.28

0.32

0.21

0.00

Expert 3

0.11

0.33

0.37

0.19

0.01

Expert 1

0.18

0.33

0.27

0.22

0.01

Expert 10

0.29

0.32

0.21

0.19

0.02

Expert 45

0.27

0.23

0.33

0.17

0.01

Expert 21

0.25

0.13

0.47

0.15

0.01

Expert 26

0.10

0.21

0.51

0.18

0.04

Expert 17

0.17

0.15

0.39

0.29

0.01

Expert 41

0.11

0.19

0.29

0.40

0.01

Panel P10
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External
Sources of
Data

Data
Ownership

Data security
and privacy

Policy and
Regulatory
Issues

Inconsistency

Expert 20

0.18

0.30

0.33

0.20

0.00

Expert 31

0.15

0.25

0.30

0.30

0.00

Expert 47

0.08

0.29

0.34

0.29

0.00

Expert 23

0.16

0.21

0.33

0.31

0.01

Expert 2

0.20

0.16

0.26

0.38

0.00

Expert 48

0.16

0.22

0.31

0.31

0.01

Mean

0.173

0.240

0.335

0.253

Minimum

0.08

0.13

0.21

0.15

Maximum

0.29

0.33

0.51

0.40

Std.
Deviation

0.06

0.06

0.07

0.08

Panel P10

Disagreement
0.063
Note: three decimal digits were used for the final weights to break tie among factors, as ranking is one of
the research questions.
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5.3.5 Organization Factors
Panel P11 experts ranked the relative importance of factors under the
Organization perspective. Figure 28 is a graphical representation of the results of the
pairwise comparisons, and Table 27 represents the details.

Figure 28. Organization Related Factors Weights

Table 27. Organization Related Factors Weights - Details
Panel P11

Data
Clarity of
Management
Strategies and Objectives and
Support
Governance
Use Cases

ROI

Availability of
Resources and
Inconsistency
Long-term
Funding

Expert 15

0.29

0.23

0.15

0.17

0.16

0.01

Expert 7

0.26

0.18

0.14

0.23

0.19

0.02

Expert 26

0.16

0.23

0.27

0.20

0.13

0.00

Expert 32

0.18

0.10

0.26

0.24

0.22

0.00

Expert 34

0.17

0.26

0.15

0.19

0.22

0.03

Expert 17

0.20

0.10

0.24

0.26

0.20

0.05

Expert 41

0.33

0.24

0.20

0.13

0.10

0.02

Expert 19

0.16

0.23

0.30

0.10

0.21

0.02

Expert 23

0.23

0.16

0.19

0.32

0.10

0.00
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Panel P11

Data
Clarity of
Management
Strategies and Objectives and
Support
Governance
Use Cases

ROI

Availability of
Resources and
Inconsistency
Long-term
Funding

Expert 46

0.18

0.16

0.24

0.29

0.13

0.01

Expert 33

0.05

0.12

0.29

0.47

0.07

0.05

Expert 11

0.15

0.15

0.23

0.25

0.21

0.00

Mean

0.197

0.180

0.222

0.238

0.162

0.998

Minimum

0.05

0.10

0.14

0.10

0.07

Maximum

0.33

0.26

0.3

0.47

0.22

Std.
Deviation

0.07

0.05

0.05

0.09

0.05

Disagreement
0.06
Note: three decimal digits were used for the final weights to break tie among factors, as ranking is one of
the research questions.
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5.3.6 Final Model Weights
The following table shows the final weighted model (the weights are calculated
based the discussion in Sections 3.4.1, 3.4.3, and 3.4.6).
Table 28. HDM Model Final Weights
Local
Weight

Global Weight
Local Weight * Perspective
Weight

29.0%

08.8%

Employees Technological Skills

17.7%

05.4%

Public Acceptance

27.2%

08.2%

Management Analytical Skills

26.2%

07.9%

Data Integration & Processing
Complexities

18.5%

03.4%

Data Availability

24.9%

04.6%

What Data to Collect

22.2%

04.1%

Infrastructure Readiness

21.5%

04.0%

Technology Solutions Complexities

12.7%

02.3%

External Sources of Data

17.3%

04.6%

Data Ownership

24.0%

06.3%

Data security and privacy

33.5%

08.8%

Policy and Regulatory Issues

25.3%

06.7%

Management Support

19.7%

04.8%

Data Strategies and Governance

18.0%

04.4%

Clarity of Objectives and Use Cases

22.2%

05.4%

ROI

23.8%

05.8%

Availability of Resources and long-term
Funding

16.2%

04.0%

Perspectives

Factors

People (30.3%) Data Scientists

Technology
(18.5%)

Legal (26.4%)

Organization
(24.5%)
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Figure 29. Factors that have Critical Impact on Smart-city-related Big Data Projects
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5.4 Inconsistency and Disagreement Analysis
HDM methodology is based on eliciting subject-matter experts’ judgment; as
such, the trustworthiness of the model depends directly on the experts being real experts
in their field and able to provide sound judgment. Therefore, it is imperative to analyze
experts’ judgment and make sure their feedback is as reliable as possible. Section 3.4.2
discuss various issues related to experts’ judgment. Furthermore, Section 3.4.5 discusses
HDM methodology limitations including issues related to experts and how
countermeasure them.
Following the discussion from Section 3.4.5, in this research, experts were asked
to give their judgment using electronic Qualtrics surveys. Also, follow up with experts
was done using one-on-one meetings. Therefore, experts never met each other or had the
chance to discuss the surveys between themselves. This approach eliminates the “loud
voice” and “bystander” problems associated with eliciting experts’ judgment using panels
or workshops. Furthermore, experts invited to this research represents 7 different
backgrounds and 40 different organizations (as explained in Section 5.1), which
minimize the bias that might result from experts representing a single industry or
background.
Finally, as explained in step 10 of the research design (see Section 4.2), experts’
judgment was analyzed mathematically for inconsistency and disagreement (more details
about inconsistency and disagreement analysis can be found in Sections 3.4.2.2 and
3.4.2.3). The threshold for inconsistency is 10%. If an expert judgment is inconsistent
beyond 10%, this means he or she might not be experts after all, and the actions
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explained in step 10 of the research design (see Section 4.2) must be taken to decide if the
expert inconsistency is due to not being an expert, which might result in eliminating that
experts judgment, or can be explained and approved and hence keeping the judgment. As
illustrated by tables 23 to 27, none of the experts in panels P7 to P11 have major
inconsistency (>10%). Moreover, the threshold for disagreement is 10%, if a panel
disagreement goes beyond 10%, this means there is high disagreement that might bring
the reliability of the aggregated weights of the model to question. The actions explained
in step 10 of the research design (see Section 4.2) must be taken to decide on the source
of the disagreement and how to handle it. As illustrated by tables 23 to 27, none of the
panels P7 to P11 have a major disagreement (>10%).
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5.5 Value Curves
One-on-one meetings with some experts from panels P7 to P11 were conducted,
to create the value curves as explained in step 9 of the research design (see Section 4.2)
and explained in Section 3.4.3 and Section 3.4.6. In the meetings, a discussion was
conducted about each factor in the model and what are typical situations that cities
usually have for each factor. The discussion was based on the factors’ unit of
measurement as shown in Table 29.
Perspective
Personal
Perspective

Technical
Perspective

Political
Perspective

Table 29. Desirability Curve Matrix
Factors
Unit of Measurements
Data scientists

What data analytic skills available for this project?

Employees’ Technological
Skills

What are the IT and data-entry capabilities for the city’s
employees on average?

Public Acceptance

How would the public perceive this project?

Management’s Analytical
Skills

What are the analytical skills for the city’s management
on average?

Data Integration & Processing How integrable are the data sources?
Complexities
Data Availability

Can the data, coming from various sources, be accessed
in a timely manner to make meaningful results?

What Data to Collect

Are we aware of what data we need?

Infrastructure Readiness

What is the readiness status of the infrastructure needed
for this project?

Technology Solutions
Complexities

Does the mix of software tools and technologies needed
to achieve the project goals have any compatibility
issues?

External Sources of Data

Are external entities willing to share data that is
important for the city to get benefits from big data
analytics?

Data Ownership

Does the city have enough ownership and control over
the data to get benefits from big data analytics?
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Perspective

Factors
Data Security and Privacy

Unit of Measurements
Does the level of data security and privacy needed affect
the city’s ability to get benefits from big data analytics?

Policy and Regulatory Issues Do policy and regulatory issues have an impact on the
project?
Management Management Support
Perspective
Data Strategies and
Governance

What is the degree of top management support to the
project?
Does the city have a clear data strategy and governance?

Clarity of Objectives and Use Does the city have clear objectives to be achieved by this
Cases
project and clear use case with measurable goals?
Return on Investment (ROI)

Does the ROI of the project justify its cost?

Availability of Resources and Are the resources and long-term fund available for the
Long-term Funding
project adequate?
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Following subsections includes the value curves and their scores, based on the
findings of the meetings.
5.5.1 People Factors
Table 30. People Related Factors Desirability Curves
Data Scientists

Description

Desirability

No data scientists

0

Software engineers with statistics skills

35

Business analysts with statistics skills and some IT background

50

Data scientists who are not strongly related to the project goals

65

Data scientists who are strongly related to the project goals

100

Employees’ Technological Skills

Description

Desirability

Low (basic computer skills, i.e., internet surfing only)

0

Average (i.e., MS office, work-related data entry software)

40

High (ability to use advanced systems)

75
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Advance (ability to configure computers, use analytical tools, some software
programming knowledge)

100

Public Acceptance

Description

Desirability

The project is likely to be perceived as a bad project, for example, due to an
invasion of privacy

0

The project might be perceived as a bad project

35

The project might be perceived as a neutral project

45

The project might be perceived as a good project

60

The project is likely to be perceived as a good project

100

Management’s Analytical Skills

Description

Desirability

Low (lack of knowledge on how to read statistics and use it in decision making)

0

Average (Some knowledge on how to read statistics and use it in decision making)

40
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High (skilled in reading statistics and use it in decision making, as well as, some
skills in using BI and statistical tools)

70

Advance (skilled in reading statistics and use it in decision making, as well as,
advanced skills in using BI and statistical tools)

100
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5.5.2 Technology Factors
Table 31. Technology Related Factors Desirability Curves
Data Integration and Processing Complexities

Description

Desirability

Low Integrability (all data sources have different formats and meta-data)

0

Some Integrability (most data sources have different formats and meta-data)

20

Medium Integrability (all data sources formats and meta-data falls into a couple of
groups)

50

High Integrability (most data sources have the same formats and meta-data)

75

Full Integrability (all data sources have the same formats and meta-data)

100

Data Availability

Description

Desirability

Low (limited availability of all sources)

0

Mediocre (one of the sources is sufficiently available)

25

Medium (two of the sources are sufficiently available)

40
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High (the majority of sources are sufficiently available)

80

Optimal (all of them are sufficiently available)

100

What Data to Collect

Description

Desirability

Low Clarity (the city is not aware of the sources of data needs yet)

0

Some Clarity (the city is aware of few of the sources of data needs)

25

Medium Clarity (the city is aware of some sources of data needs)

50

High Clarity (the city is aware of all the primary sources of data needs)

80

Advance Clarity (the city is aware of all the sources of data needs)

100

Infrastructure Readiness

Description

Desirability

None of the required infrastructures are available

0

Some of the required infrastructures are available

25

Some of the required infrastructures are available but more can be added easily

40

most of the required infrastructures are available

75
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Some of the required infrastructures are available but more can be added easily

90

The required infrastructures are available

100

Technology Solutions Complexities

Description

Desirability

Simple (one technology/tool)

100

Reasonable (few technologies/tools that are highly compatible)

75

Some Complexity (few technologies/tools with few compatibility issues)

50

Complex (few technologies/tools with compatibility issues)

25

Very Complex (Several technologies/tools with compatibility issues)

0
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5.5.3 Legal Factors
Table 32. Legal Related Factors Desirability Curves
External Sources of Data

Description

Desirability

Not Willing

0

Reluctant

25

Partially Willing

45

Mostly Willing

80

Completely Willing

100

Data Ownership

Description

Desirability

No Control

0

Limited Control

20

Conditional Control

50
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Control Over Most of the Data

75

Full Control

100

Data Security and Privacy

Description

Desirability

Low Security and Privacy Requirements

100

Some Security and Privacy Requirements

75

Medium Security and Privacy Requirements

60

High Security and Privacy Requirements

25

Advanced Security and Privacy Requirements

0

Policy & Regulatory Issues

Description

Desirability

No Impact

100

Some Impact (on non-core features)

80

Medium Impact (mainly on non-core features but few core features as well)

50
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High Impact (most of the core features)

25

Full Impact (all of the core features)

0
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5.5.4 Organization Factors
Table 33. Organization Related Factors Desirability Curves
Management Support

Description

Desirability

Indifferent

0

Low Support

25

Good Support

60

Enthusiastic

85

Passionate

100

Data Strategies and Governance

Description

Desirability

No Strategy

0

Simple (Documented)

20

Medium (Documented and randomly updated)

50

Advance (Documented and updated regularly)

85

Mature (Documented, updated, and audited regularly)

100
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Clarity of Objectives and Use Cases

Description

Desirability

Very low (the project is not aligned with strategic goals, nor there is a good use case)

0

Low

20

Medium

50

High

80

Mature (the project is aligned with strategic goals and is answering a specific important
use case)

100

Return on Investment (ROI)

Description

Desirability

Very low (the project ROI do not justify doing it)

0

Low

20

Medium

50

High

80

Very high (ROI far exceed the cost)

100
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Availability of Resources and Long-term Funding

Description

Desirability

Meager (no resources or fund beyond the project)

0

Low

20

Medium

50

High

80

Very high (resources and long-term funding is fully available)

100
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CHAPTER 6: CASE STUDY
6.1 Smart City PDX
Portland, Oregon, is a thriving city. In the last few years, Portland has seen
growth in economic and job rates that are among the highest in the United States
(Badenhausen 2017; Oregon Employment Department 2016). As a result, the city
population is also increasing at an unprecedented level, causing elevated pressure on the
city’s resources and infrastructure, and a hike in rental rates and property prices (PBOT
2019; Beebe 2016). In response to these changes and challenges, the city has recently
initiated a smart city transformation initiative, called Smart City PDX, with the goals of
achieving more efficient use of city resources and infrastructure, increasing the
effectiveness of city decision making process, and get a better understanding and
addressing of the local heterogeneous community dynamics and needs (Smart City PDX
2019a; PBOT 2019; Basalyga 2017).
As part of the Smart City PDX initiative, the City of Portland established a set of
principles to guide how the city should approach its smart-city initiative. The guidelines
stressed that the City of Portland would prioritize projects that reduce inequities for
communities within the city. The guidelines focus on engaging community members
while identifying needs and projects, and promoting projects that reduce disparities for
certain underserved communities like communities of color and people with disabilities.
Furthermore, the guidelines give priority to projects with measurable benefits,
acknowledge that one size does not fit all, and seeks to advocate open data. The City of
Portland seeks to achieve these goals by establishing partnerships with different
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stakeholders, like academia, the private sector, NGOs, and other government agencies
(Smart City PDX 2019a).
6.2 Case Study Smart-city Related Big Data Projects
Under the Smart City PDX initiative, several projects were launched in the last
couple of years (Smart City PDX 2019b). Following is a review of four smart-city-related
big data projects that are related to the City of Portland and will be used as a case study
for this research (each project is given a code for later reference in the format of Proj1,
Proj2, and so on).
6.2.1 Proj1: Traffic Safety Sensor Project (IQ Center)
This is a pilot project that focuses on traffic safety. It will use sensor technology,
installed into streetlights, to collect data about vehicles, cyclists, and pedestrian’s
behavior in several streets that are known for a high rate of traffic accidents in downtown
Portland. The goal of the project is to use the captured traffic data to create insights about
how people are using the streets. Then use the insights to make changes to traffic
elements in these streets in a way that will reduce traffic accidents. This project includes
attaching about 200 IoT sensors into streetlights, that will allow for real-time video
analysis. The City of Portland is leading this project with direct sponsorship from the
mayor. Furthermore, the City of Portland partnered with several private, public, and
academic organizations for this project that include, AT&T, GE, Intel, PGE, and Portland
State University among other organizations (PBOT 2019b; PDX.edu 2019;
Portlandiq.org 2019; Smart City PDX 2019c).
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6.2.2 Proj2: Air Quality Sensor Testing & Deployment
This project is the first step in a program that aims to measure air quality and
pollutants in the City of Portland. This project is unique in that its goal is to assess IoT
devices itself. Under this project, The City of Portland is exploring several types of lowcost air quality sensors by installing them in certain areas in the I-5 corridor. The project
will help the City of Portland to decide which low-cost sensor is more robust in the public
right-of-way, it will also be used to demonstrate how to use the generated real-time data
to better analyze air quality in Portland, and provide decision makers with insights to
make proper planning to enhance the air quality in the city. This project is sponsored by
the mayor. Moreover, the City of Portland partnered with several private, public, and
academic organizations for this project that include, National Institute of Standards and
Technology (NIST), Portland State University, Green Electric Council, Argonne National
Laboratory, and University of Chicago among other organizations (Smart City PDX
2019d; Green Electric Council 2018; Levine 2018).
6.2.3 Proj3: Connected Streetcar Project
This is a pilot project that aims at laying the ground for future connected vehicles
(CV) technologies in Portland, where cars can communicate with each other and with the
infrastructure, to improve traffic safety and transportation efficiency. Under this project,
the City of Portland and the National Institute for Transportation and Communities
(NITC) are developing and testing a CV data collection platform, which will be
implemented on the Portland Streetcar route. The goals of the project include enhancing
the accuracy of streetcars schedule and provide data for researchers across cities working
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with NITC on CV technologies. Moreover, the City of Portland partnered with several
public and academic organizations for this project that include, NITC, Portland State
University - Transportation Research Education Center, University of Arizona, and
Portland Streetcar (PBOT 2018; TREC 2018).
6.2.4 Proj4: Pollution Prevention Technical Assistance for Idle Reduction and
Electrification of Refrigerated Transport
This project is different from the rest of the projects used for this research. It is
led by the U.S. Environmental Protection Agency (EPA). The goal of the project is to
understand and influence engine idling behavior by commercial fleets in distribution
centers in the Pacific Northwest region. Specifically, when a truck is idling its engine in a
distribution center to power the attached refrigerated unit (for trucks that move
temperature-sensitive goods). Furthermore, the project goals include working with fleets
to transform into electrification instead of the diesel engine idling. This project targeted
11 fleets that have regional headquarters in Portland. As part of the project, hundreds of
IoT telematic devices that are attached to fleets’ trucks were used to gather data about
engine idling behavior by fleets and drivers. The insights from this project were used to
show fleets’ management the average time of idling by their fleet, as well as, the idling
cost from financial, environmental, and noise perspectives. These findings were used in
conjunction with “diesel vs. electricity” historical prices analysis to illuminate the
benefits for fleets to move to electrification instead of engine idling to power the truck’s
refrigerated unit while in a distribution center. This project was done under the EPA P2
Program. Portland State University - Transportation Research Education Center, Drive
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Oregon, and CleanFuture Inc. partnered to implement this project (DOE 2018; Thornton
et al. 2018).
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CHAPTER 7: ANALYSIS OF CASE AND SENSITIVITY ANALYSIS
In this chapter, the model will be demonstrated using the smart-city-related big
data projects identified in the previous section, as described in steps 12 and 13 of the
research design (see Section 4.2). First, the readiness score to implement each project will
be calculated. Then scenario analysis will be used to assess the model sensitivity and the
ramifications on each project under each scenario. Finally, a discussion on how the model
can be used to enhance the readiness score for each project will be provided.
7.1 City’s Index of Readiness to Conduct a Smart-city-related Big Data Project
Technology for Case Study
Based on the researcher discussion with city officials, and close follow-up of the
projects in the last two years, the readiness to do the projects by the City of Portland (for
the first three projects), and PSU-TREC for the last project were assessed, and Table 34,
Table 35, Table 36, and Table 37 show the results of the assessment.
The scoring was done as explained in Section 3.4.6. First, the researcher evaluated
the City of Portland situation and capabilities when each of the first three projects (Proj1,
Proj2, and Proj3), and the PSU TREC center situation and capabilities for the fourth
project (Proj4). Then, for each project, the findings were compared for each factor in the
HDM model with that factor’s value curve, to identify the matching (or the most
appropriate) level and give that project a score for that factor based on the value curve
(please refer to Figure 12 in Section 3.4.6). Finally, the scores were calculated as shown
in the following sections.
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7.1.1 Readiness Score
Table 34. Proj1 Readiness Assessment Score
Proj1: Traffic Safety Sensor Project (IQ Center) Project
Weight

Value Curve
Score

(Weight * VC Score)

Data Scientists

08.8%

50

4.4

Employees Technological Skills

05.4%

40

2.1

Public Acceptance

08.2%

35

2.9

Management Analytical Skills

07.9%

70

5.6

Data Integration & Processing
Complexities

03.4%

50

1.7

Data Availability

04.6%

80

3.7

What Data to Collect

04.1%

50

2.1

Infrastructure Readiness

04.0%

40

1.6

Technology Solutions
Complexities

02.3%

25

0.6

External Sources of Data

04.6%

80

3.7

Data Ownership

06.3%

55

3.5

Data Security and Privacy

08.8%

20

1.8

Policy and Regulatory Issues

06.7%

55

3.7

Management Support

04.8%

75

3.6

Data Strategies and Governance

04.4%

30

1.3

Clarity of Objectives and Use
Cases

05.4%

75

4.1

ROI

05.8%

60

3.5

Resources and long-term
Funding

04.0%

80

3.2

Perspectives
People (30.3%)

Technology (18.5%)

Legal (26.4%)

Organization
(24.5%)

Factors
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Final Score

Proj1: Traffic Safety Sensor Project (IQ Center) Project
Perspectives

Factors

Weight

Value Curve
Score

Total

Final Score
(Weight * VC Score)

52.9

Table 35. Proj2 Readiness Assessment Score
Proj2: Air Quality Sensor Testing & Deployment
Weight

Value Curve
Score

(Weight * VC Score)

Data Scientists

08.8%

90

7.9

Employees Technological Skills

05.4%

40

2.1

Public Acceptance

08.2%

55

4.5

Management Analytical Skills

07.9%

90

7.1

Data Integration & Processing
Complexities

03.4%

20

0.7

Data Availability

04.6%

85

3.9

What Data to Collect

04.1%

75

3.1

Infrastructure Readiness

04.0%

25

1.0

Technology Solutions
Complexities

02.3%

20

0.5

External Sources of Data

04.6%

90

4.1

Data Ownership

06.3%

70

4.4

Data Security and Privacy

08.8%

50

4.4

Policy and Regulatory Issues

06.7%

45

3.0

Management Support

04.8%

50

2.4

Data Strategies and Governance

04.4%

20

0.9

Clarity of Objectives and Use
Cases

05.4%

95

5.2

ROI

05.8%

20

1.2

Perspectives
People (30.3%)

Technology (18.5%)

Legal (26.4%)

Organization
(24.5%)

Factors
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Final Score

Proj2: Air Quality Sensor Testing & Deployment
Perspectives

Factors
Resources and long-term
Funding

Weight

Value Curve
Score

(Weight * VC Score)

04.0%

60

2.4

Total

Final Score

58.9

Table 36. Proj3 Readiness Assessment Score
Proj3: Connected Streetcar Project
Perspectives
People (30.3%)

Technology (18.5%)

Legal (26.4%)

Weight

Value Curve
Score

(Weight * VC Score)

Data Scientists

08.8%

55

4.8

Employees Technological Skills

05.4%

40

2.1

Public Acceptance

08.2%

65

5.4

Management Analytical Skills

07.9%

80

6.4

Data Integration & Processing
Complexities

03.4%

75

2.6

Data Availability

04.6%

80

3.7

What Data to Collect

04.1%

50

2.1

Infrastructure Readiness

04.0%

30

1.2

Technology Solutions
Complexities

02.3%

80

1.9

External Sources of Data

04.6%

90

4.1

Data Ownership

06.3%

70

4.4

Data Security and Privacy

08.8%

55

4.9

Policy and Regulatory Issues

06.7%

50

3.3

Factors
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Final Score

Proj3: Connected Streetcar Project
Factors

Weight

Value Curve
Score

(Weight * VC Score)

Management Support

04.8%

65

3.1

Data Strategies and Governance

04.4%

55

2.4

Clarity of Objectives and Use
Cases

05.4%

45

2.4

ROI

05.8%

30

1.7

Resources and long-term
Funding

04.0%

25

1.0

Perspectives
Organization
(24.5%)

Total

Final Score

57.6

Table 37. Proj4 Readiness Assessment Score
Proj4: Engine Idling (P2) Project
Perspectives
People (30.3%)

Technology (18.5%)

Weight

Value Curve
Score

(Weight * VC Score)

Data Scientists

08.8%

60

5.3

Employees Technological Skills

05.4%

40

2.1

Public Acceptance

08.2%

100

8.2

Management Analytical Skills

07.9%

40

3.2

Data Integration & Processing
Complexities

03.4%

20

0.7

Data Availability

04.6%

80

3.7

What Data to Collect

04.1%

80

3.3

Infrastructure Readiness

04.0%

50

2.0

Technology Solutions Complexities

02.3%

25

0.6

Factors
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Final Score

Proj4: Engine Idling (P2) Project
Weight

Value Curve
Score

(Weight * VC Score)

External Sources of Data

04.6%

45

2.1

Data Ownership

06.3%

50

3.2

Data Security and Privacy

08.8%

60

5.3

Policy and Regulatory Issues

06.7%

50

3.3

04.8%

60

2.9

Data Strategies and Governance

04.4%

20

0.9

Clarity of Objectives and Use
Cases

05.4%

100

5.4

ROI

05.8%

80

4.7

Resources and long-term Funding

04.0%

25

1.0

Perspectives
Legal (26.4%)

Factors

Organization (24.5%) Management Support

Final Score

Total

57.8

7.1.2 Strengths and Weaknesses
Table 38 highlights the strengths and weaknesses of each project. This
comparison shows how the model was able to capture different attributes that contribute
to each project. Following is a discussion about those points.
Table 38. Strengths and Weaknesses for each Scenario
Proj1

Strengths

Weaknesses

Factor

Factor Score

Value

Data Availability

High (the majority of sources are
sufficiently available)

80

External Sources of Data

Mostly Willing

80

Resources and long-term
Funding

High (resources and long-term funding
is available for the most part)

80

Public Acceptance

The project might be perceived as
"invitation to privacy"

35
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Technology Solutions
Complexities

Complex (few technologies/tools with
compatibility issues)

25

Data Security and Privacy

High Security and Privacy
Requirements

20

Data Strategies and Governance

Simple (Documented)

30

Proj2

Strengths

Factor

Factor Score

Value

Data Scientists

Data scientists who are strongly related
to the project goals

90

Management Analytical Skills

Advance (ability to configure
computers, use analytical tools, some
software programming knowledge)

90

External Sources of Data

Mostly Willing

90

Clarity of Objectives and Use
Cases

Mature (the project is aligned with
strategic goals and is answering a
specific important use case)

95

Data Integration Complexities

Some Integrability (most data sources
has different formats and meta-data)

20

Technology Solutions
Complexities

Complex (few technologies/tools with
compatibility issues)

20

Data Strategies and Governance

Simple (Documented)

20

ROI

Low (project ROI do not justify doing
it)

20

Weaknesses

Proj3

Factor
Management Analytical Skills

Factor Score

Value

High (skilled in reading statistics and
use it in decision making, as well as,
some skills in using BI and statistical
tools)

80

Data Availability

High (the majority of sources are
sufficiently available)

80

Technology Solutions
Complexities

Reasonable (few technologies/tools that
are highly compatible)

80

External Sources of Data

Mostly Willing

90

Strengths
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Weaknesses

Infrastructure Readiness

Some of the required infrastructures are
available

30

ROI

Low (project ROI do not justify doing
it)

30

Resources and long-term
Funding

Low (limited resources or fund beyond
the project)

25

Proj4

Factor

Strengths

Factor Score

Value

Public Acceptance

The project likely be perceived as a
"good" project

100

Clarity of Objectives and Use
Cases

Mature (the project is aligned with
strategic goals and is answering a
specific important use case)

100

ROI

High (ROI far exceed the cost)

80

Data Integration Complexities

Some Integrability (most data sources
have different formats and meta-data)

20

Complex (few technologies/tools with
compatibility issues)

25

Low (limited resources or fund beyond
the project)

25

Technology Solutions
Weaknesses Complexities
Resources and long-term
Funding

For the Proj1 project, there are plenty of chances to enhance readiness, as there
are no factors where the City of Portland scored above 90. Never the less, there are
factors where the City of Portland is doing well, including the availability of data, as the
data (video stream) is being captured and analyzed in real-time. Also, External sources of
data, mainly private sector companies working with the City of Portland on the project,
are willing to share the data. Moreover, those companies are willing to fund future
expansions and operational costs of the project to a certain degree.
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On the other hand, as the nature of the project includes using advanced
technologies that depend on image recognition, this project might face criticism from the
public, and the City of Portland need to take multiple measures to maintain the privacy of
pedestrians. Another issue is related to how several companies are participating in this
project, which requires a complex integration of technologies. Lastly, the City of Portland
is still working on its data strategy and governance, so the guidelines are not clear for this
project.
For the Proj2 project, there are several factors where the City of Portland is
performing well, and this includes having data scientists who are closely related to the
subject of the project. In addition, the management of the department that supervises this
project within the City of Portland has quite good analytical skills and the ability to use
analytics in making a decision. Moreover, external sources of data owners are willing to
share it, and the goals of the project are really clear, as NITC supports this project and the
goals are well defined based on NITC guidelines.
On the other hand, the City of Portland scored low on several factors for this
project, including the complexity of data integration and technology integration as this
project is using sensors from different vendors. Also, the City of Portland is still working
on its data strategy and governance, so the guidelines are not clear for this project. Lastly,
there is no clear direct ROI, and this project is phase one of a larger program, the goal is
to identify low-cost air-quality sensors that can be used for the coming stages of the
program.
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For the Proj3 project, similar to the Proj1 project, there are plenty of chances to
enhance readiness, as there are no factors where the City of Portland scored above 90.
Never the less, the City of Portland doing well in the following factors, the management
of the department that supervises this project within the City of Portland has quite good
analytical skills and the ability to use analytics in making a decision. In addition, the
majority of data sources are available when needed. Furthermore, since the technology
solution being used is coming from one place, this makes compatibility issues less
concerning. Moreover, the data sources owners are mainly willing to share their data.
On the other hand, the City of Portland scored low on several factors for this
project, including the lack of infrastructure; for this project, infrastructure should be built
from scratch, but the required types of equipment are available by partners. Also, ROI is
low as this is a pilot project that aims at testing CV technologies more than fixing real
problems. Lastly, while this project has a fund from NITC, there is no clear path for a
further fund from the City of Portland or NITC.
For the Proj4 project, there are several factors where the PSU-TREC and partners
are performing well, including public acceptance; as this project does not include any
individual identification requirements, and it targets commercial fleets, so the public is
more likely to perceive the project as a "good" project. Also, the objectives are clear and
detailed based on EPA guidelines. Moreover, the ROI of the project is evident as it
reduces the cost for fleets, reduces pollution, and reduce noise for neighborhoods that are
closed to distribution centers.
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On the other hand, the PSU-TREC and partners scored low on several factors for
this project, including data and technology complexities, as the data is being collected
from different fleets that use different types and models of IoT telematics devices,
therefore, the data structure and definition are not unified and the technologies to pull the
data are different. Moreover, this project funding came from EPA with matching fund
from partners, and there is no guarantee that the fund will be provided for future
extensions or operational needs.
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7.2 Scenario Analysis
To better understand the dynamics of the model and the influence of each
perspective as discussed in step 13 of the research design (see Section 4.2), extreme
scenario analysis is conducted based on how this was conducted in previous HDM
research work (see Section 3.4.2.4). In this analysis, four scenarios are suggested, in each
scenario, one of the perspectives is boosted with the assumption that it might turn out in
reality that this is the most critical perspective (see Table 39). In this analysis, a
comparison was conducted between the original readiness scores and the new scores
under each scenario, to find out how the project score is affected if any of those scenarios
materialized in reality. The results suggested that there will be change, but it is not
significant, and since those are extreme scenarios, and in practice most likely any change
would be much less extreme, thus the model is reliable enough.
Table 39. Future Scenarios
Base

30.3%

18.5%

26.4%

24.5%

Scenario I: People Emphasis

97.0%

1.0%

1.0%

1.0%

Scenario II: Technology
Emphasis

1.0%

97.0%

1.0%

1.0%

Scenario III: Legal Emphasis

1.0%

1.0%

97.0%

1.0%

Scenario IV: Organization
Emphasis

1.0%

1.0%

1.0%

97.0%

Table 40 shows the results if Scenario I materialized, with people perspective
factors being the most important for the project in reality. The results show that no
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changes are in projects ranking. However, each project score changed differently. The
Proj2, Proj3, and Proj4 projects scores changed favorably, while the Proj1 project score
was affected negatively. Among the projects, the Proj2 project changed the most with an
extra 12.3 points, which suggests that if there are indications that people factors are the
most critical factors in reality, then the Proj2 project can be done with more confidence in
compare with other projects.
Table 40. Scenario I: People Emphasis
Scenario I: People Emphasis
Perspectives
People
(97.0%)

Local Global
Weight Weight

Proj1

Proj2

Proj3

Proj4

Data Scientists

29.0%

28.1%

14.07

25.32

15.47

16.88

Employees
Technological
Skills

17.7%

17.2%

6.87

6.87

6.87

6.87

27.2%

26.4%

9.23

14.51

17.15

26.38

26.2%

25.4%

17.79

22.87

20.33

10.17

Data Integration &
Processing
18.5%
Complexities

0.2%

0.09

0.04

0.14

0.04

24.9%

0.2%

0.20

0.21

0.20

0.20

What Data to
Collect

22.2%

0.2%

0.11

0.17

0.11

0.18

Infrastructure
Readiness

21.5%

0.2%

0.09

0.05

0.06

0.11

Technology
Solutions
Complexities

12.7%

0.1%

0.03

0.03

0.10

0.03

17.3%

0.2%

0.14

0.16

0.16

0.08

Factors

Public Acceptance

Management
Analytical Skills
Technology
(1.0%)

Data Availability

Legal (1.0%) External Sources
of Data
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Scenario I: People Emphasis
Perspectives

Local Global
Weight Weight

Factors

Proj1

Proj2

Proj3

Proj4

24.0%

0.2%

0.13

0.17

0.17

0.12

Data Security &
Privacy

33.5%

0.3%

0.07

0.17

0.18

0.20

Policy and
Regulatory Issues

25.3%

0.3%

0.14

0.11

0.13

0.13

19.7%

0.2%

0.15

0.10

0.13

0.12

Data Strategies
and Governance

18.0%

0.2%

0.05

0.04

0.10

0.04

Clarity of
Objectives and
Use Cases

22.2%

0.2%

0.17

0.21

0.10

0.22

ROI

23.8%

0.2%

0.14

0.05

0.07

0.19

Resources and
Funding

16.2%

0.2%

0.13

0.10

0.04

0.04

Score

49.59

71.16

61.51

61.98

Data Ownership

Organization Management
(1.0%)
Support

Scenario I Analysis
Project

Proj1

Proj2

Proj3

Proj4

Score Changes
Original

52.89

58.86

57.57

57.81

Scenario

49.59

71.16

61.51

61.98

Change

-3.29

12.3

3.94

4.17

Rank Changes
Original

4

1

3

2

Scenario

4

1

3

2
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Table 41 shows the results if Scenario II materialized, with technology
perspective factors being the most important for the project in reality. The results show
that the Proj1, Proj2, and Proj3 projects ranking changed. Moreover, each project score
changed differently. Only the Proj3 project score changed favorably, while the rest of the
projects’ scores was affected negatively. Furthermore, the Proj1 project is barely changed
with -0.79 point change in score. While the Proj2 project was the most to change under
this scenario with 9.1 points less than the original score. This scenario is generally bad
and suggests that if there are indications that technology factors are the most critical
factors in reality, more cautious and preparations must be considered.
Table 41. Scenario II: Technology Emphasis
Scenario II: Technology Emphasis
Perspectives
People
(1.0%)

Technology
(97.0%)

Factors

Local Global
Weight Weight

Proj1

Proj2

Proj3

Proj4

Data Scientists

29.0%

0.3%

0.15

0.26

0.16

0.17

Employees
Technological Skills

17.7%

0.2%

0.07

0.07

0.07

0.07

Public Acceptance

27.2%

0.3%

0.10

0.15

0.18

0.27

Management
Analytical Skills

26.2%

0.3%

0.18

0.24

0.21

0.10

Data Integration &
Processing
Complexities

18.5%

17.9%

8.97

3.59

13.46

3.59

Data Availability

24.9%

24.2%

19.32

20.53

19.32

19.32

What Data to Collect 22.2%

21.5%

10.77

16.15

10.77

17.23

Infrastructure
Readiness

21.5%

20.9%

8.34

5.21

6.26

10.43

Technology
Solutions
Complexities

12.7%

12.3%

3.08

2.46

9.86

3.08
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Legal (1%)

External Sources of
Data

17.3%

0.2%

0.14

0.16

0.16

0.08

Data Ownership

24.0%

0.2%

0.13

0.17

0.17

0.12

Data Security and
Privacy

33.5%

0.3%

0.07

0.17

0.18

0.20

Policy and
Regulatory Issues

25.3%

0.3%

0.14

0.11

0.13

0.13

19.7%

0.2%

0.15

0.10

0.13

0.12

18.0%

0.2%

0.05

0.04

0.10

0.04

Clarity of Objectives
22.2%
and Use Cases

0.2%

0.17

0.21

0.10

0.22

ROI

23.8%

0.2%

0.14

0.05

0.07

0.19

Resources and
Funding

16.2%

0.2%

0.13

0.10

0.04

0.04

Score

52.10

49.76

61.35

55.40

Organization Management
(1%)
Support
Data Strategies &
Governance

Scenario II Analysis
Project

Proj1

Proj2

Proj3

Proj4

Score Changes
Original

52.89

58.86

57.57

57.81

Scenario

52.1

49.76

61.35

55.4

Change

-0.79

-9.1

3.78

-2.41

Rank Changes
Original

4

1

3

2

Scenario

3

4

1

2

Table 42 shows the results if Scenario III materialized, with legal perspective
factors being the most important for the project in reality. The results show that the Proj2,
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Proj3, and Proj4 projects ranking changed. Moreover, each project score changed
differently. The Proj2 and Proj3 scores changed favorably, while the Proj1 and Proj4
projects scores were affected negatively. Furthermore, among the projects, the Proj3
project changed the most with an extra 5.65 points. However, the changes are not
extreme for any of the projects.
Table 42. Scenario III: Legal Emphasis
Scenario III: Legal Emphasis
Perspectives

Factors

People (1.0%) Data Scientists

Technology
(1.0%)

Local Global
Weight Weight

Proj1

Proj2

Proj3

Proj4

29.0%

0.3%

0.15

0.26

0.16

0.17

Employees
Technological Skills

17.7%

0.2%

0.07

0.07

0.07

0.07

Public Acceptance

27.2%

0.3%

0.10

0.15

0.18

0.27

Management
Analytical Skills

26.2%

0.3%

0.18

0.24

0.21

0.11

Data Integration &
Processing
Complexities

18.5%

0.2%

0.09

0.04

0.14

0.04

Data Availability

24.9%

0.2%

0.20

0.21

0.20

0.20

What Data to Collect

22.2%

0.2%

0.11

0.17

0.11

0.18

Infrastructure
Readiness

21.5%

0.2%

0.09

0.05

0.06

0.11

Technology Solutions
12.7%
Complexities

0.1%

0.03

0.03

0.10

0.03

17.3%

16.8%

13.42

15.10

15.10

7.55

Data Ownership

24.0%

23.3%

12.80

16.30

16.30

11.64

Data Security and
Privacy

33.5%

32.5%

6.50

16.25

17.87

19.50

Policy and Regulatory
25.3%
Issues

24.5%

13.50

11.04

12.27

12.27

Legal (97.0%) External Sources of
Data
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Scenario III: Legal Emphasis
Perspectives

Local Global
Weight Weight

Factors

Organization Management Support
(1.0%)

Proj1

Proj2

Proj3

Proj4

19.7%

0.2%

0.15

0.10

0.13

0.12

Data Strategies &
Governance

18.0%

0.2%

0.05

0.04

0.10

0.04

Clarity of Objectives
and Use Cases

22.2%

0.2%

0.17

0.21

0.10

0.22

ROI

23.8%

0.2%

0.14

0.05

0.07

0.19

Resources and
Funding

16.2%

0.2%

0.13

0.10

0.04

0.04

Score

47.88

60.39

63.21

52.74

Scenario III Analysis
Project

Proj1

Proj2

Proj3

Proj4

Score Changes
Original

52.89

58.86

57.57

57.81

Scenario

47.88

60.39

63.21

52.74

Change

-5

1.53

5.65

-5.07

Rank Changes
Original

4

1

3

2

Scenario

4

2

1

3

Table 43 shows the results if Scenario IV materialized, with organization
perspective factors being the most important for the project in reality. The results show
that the Proj1, Proj2, and Proj3 projects ranking changed. Moreover, each project score
changed differently. The Proj1 and the Proj4 scores changed favorably, while the Proj2
and Proj3 projects scores were affected negatively. Furthermore, among the projects, the
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Proj3 project changed the most as its score lost 13.13 points. Moreover, three of the
projects had a score change of more than 10 points, making this scenario a volatile one,
and more cautious and preparations must be considered if this scenario materialized.
Table 43. Scenario IV: Organization Emphasis
Scenario 4: Organization Emphasis
Perspectives
People
(1.0%)

Technology
(1%)

Legal (1%)

Factors

Local
Weight

Global
Weight

Proj1

Proj2

Proj3

Proj4

Data Scientists

29.0%

0.3%

0.15

0.26

0.16

0.17

Employees
Technological Skills

17.7%

0.2%

0.07

0.07

0.07

0.07

Public Acceptance

27.2%

0.3%

0.10

0.15

0.18

0.27

Management
Analytical Skills

26.2%

0.3%

0.18

0.24

0.21

0.10

Data Integration &
Processing
Complexities

18.5%

0.2%

0.09

0.04

0.14

0.04

Data Availability

24.9%

0.2%

0.20

0.21

0.20

0.20

What Data to Collect

22.2%

0.2%

0.11

0.17

0.11

0.18

Infrastructure
Readiness

21.5%

0.2%

0.09

0.05

0.06

0.11

Technology Solutions
Complexities

12.7%

0.1%

0.03

0.03

0.10

0.03

External Sources of
Data

17.3%

0.2%

0.14

0.16

0.16

0.08

Data Ownership

24.0%

0.2%

0.13

0.17

0.17

0.12

Data Security and
Privacy

33.5%

0.3%

0.07

0.17

0.18

0.20

Policy and Regulatory
Issues

25.3%

0.3%

0.14

0.11

0.13

0.13

19.7%

19.1%

14.33

9.55

12.42

11.47

18.0%

17.5%

5.24

3.49

9.60

3.49

Organization Management Support
(97.0%)
Data Strategies &
Governance
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Scenario 4: Organization Emphasis
Local
Weight

Global
Weight

Proj1

Proj2

Proj3

Proj4

Clarity of Objectives
and Use Cases

22.2%

21.5%

16.15

20.46

9.69

21.53

ROI

23.8%

23.1%

13.85

4.62

6.93

18.47

Resources and
Funding

16.2%

15.7%

12.57

9.43

3.93

3.93

Score

63.63

49.37

44.43

60.59

Perspectives

Factors

Scenario IV Analysis
Project

Proj1

Proj2

Proj3

Proj4

Score Changes
Original

52.89

58.86

57.57

57.81

Scenario

63.63

49.37

44.43

60.59

Change

10.75

-9.49

-13.13

2.78

Rank Changes
Original

4

1

3

2

Scenario

1

3

4

2
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7.3 What Can be Done to Improve Readiness Score (and increase the potential for
successful big data project)?
This research goal is to help cities assess their readiness for an upcoming smartcity-related big data project, and identify weaknesses that might hinder the upcoming
project. Then make improvements and corrective measurements based on the identified
weaknesses.
In this section, a discussion is made about what can be done for each of the four
projects evaluated in Section 7.1 to enhance the readiness score index for each of them.
The goal of this section is to demonstrate how this research model can add value, as the
goal of the research is not only to identify weaknesses but also to offer guidelines on how
to improve it as well.
The target of the improvements would be factors, where the score is low,
regardless of the factor weight, or the score is medium, but the factor has high weight
(i.e., high impact on the overall index).
Tables 44 to 47 shows actions suggested for each project, and how those actions
will result in a higher score. The way the model is intended to work is by identifying the
corrective actions, execute them, and then re-assess the status of the city against the
project. Based on the new assessment, new corrective actions should be introduced. This
cycle should keep going until the city has enough confidence that they have enough
understanding of the upcoming-project dynamics and the chances of a successful
implementation are high (see Figure 30). Furthermore, value curves play a crucial role in
this process. The project manager will consult value curves to identify what is the next
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level for each factor and what is the optimal level for that factor as well. Then, use those
levels as goals to target as part of the improvement process (see Figure 31).

Figure 30. Continuous Readiness Assessment Approach

Figure 31. Continuous Improvements Using VCs
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Table 44. Proj1 suggested enhancements
Proj1: Traffic Safety Sensor Project (IQ Center) Project
Perspectives
People
(30.3%)

Factors
Data Scientists
Employees
Technological
Skills

Technology
(18.5%)

Legal
(26.4%)

Weight
8.8%

5.4%

VC
Score
Value
50

40

4.4

2.1

New
New
VC
Score
Value
85

65

Actions

7.5

Utilizing a data scientist from
Portland State University

3.5

Training to City of Portland
related staff on IoT devices
troubleshooting and
maintenance

Public
Acceptance

8.2%

35

2.9

70

5.8

Create awareness among the
public about the goals of the
project, and how the City of
Portland is taking measures to
protect privacy

Management
Analytical Skills

7.9%

70

5.6

70

5.6

No action

Data Integration
& Processing
Complexities

3.4%

50

1.7

50

1.7

No action

Data Availability

4.6%

80

3.7

80

3.7

No action

What Data to
Collect

4.1%

50

2.1

50

2.1

No action

Infrastructure
Readiness

4.0%

40

1.6

40

1.6

No action

Technology
Solutions
Complexities

2.3%

25

0.6

60

1.4

Hiring skilled software team
that can handle various
complexities

External Sources
of Data

4.6%

80

3.7

80

3.7

No action

Data Ownership

6.3%

55

3.5

55

3.5

No action

Data Security
and Privacy

8.8%

20

1.8

65

5.7

Create a pilot test on how
privacy challenges will be
addressed

Policy and
Regulatory
Issues

6.7%

55

3.7

55

3.7

No action

204

Proj1: Traffic Safety Sensor Project (IQ Center) Project
Perspectives

Factors

Weight

Organization Management
(24.5%)
Support

4.8%

VC
Score
Value
75

3.6

New
New
VC
Score
Value
75

Actions

3.6

No action

Data Strategies
and Governance

4.4%

30

1.3

70

3.1

Finalizing and implementing
the City of Portland data
strategy and governance
policies

Clarity of
Objectives and
Use Cases

5.4%

75

4.1

75

4.1

No action

ROI

5.8%

60

3.5

60

3.5

No Action

Resources and
long-term
Funding

4.0%

80

3.2

80

3.2

No Action

52.9

Total

66.8

Table 45. Proj2 suggested enhancements
Proj2: Air Quality Sensor Testing & Deployment
Perspectives
People
(30.3%)

Factors
Data Scientists
Employees
Technological
Skills

Technology
(18.5%)

Weight
8.8%

5.4%

VC
New VC New
Score
Value
Value Score
90

40

7.9

2.1

90

65

Actions

7.9

No action

3.5

Training to City of Portland
related staff on sensor devices
troubleshooting and
maintenance

Public
Acceptance

8.2%

55

4.5

70

5.8

Create awareness among the
public about the goals of the
project, and listen to the
public concerns

Management
Analytical
Skills

7.9%

90

7.1

90

7.1

No action

Data Integration
& Processing
Complexities

3.4%

20

0.7

50

1.7

Identifying and clearly
defining the needed data for
the project. Then working
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Proj2: Air Quality Sensor Testing & Deployment
Perspectives

Factors

Weight

VC
New VC New
Score
Value
Value Score

Actions
with each IoT vendors on how
to transform the data supplied
by their telematic devices into
needed formats, before
starting the project.

Data
Availability

4.6%

85

3.9

85

3.9

No action

What Data to
Collect

4.1%

75

3.1

75

3.1

No action

Infrastructure
Readiness

4.0%

25

1.0

25

1.0

No action

Technology
Solutions
Complexities

2.3%

20

0.5

60

1.4

Hiring skilled software team
that can handle various
complexities

Legal (26.4%) External
Sources of Data

4.6%

90

4.1

90

4.1

No action

Data Ownership

6.3%

70

4.4

70

4.4

No action

Data Security
and Privacy

8.8%

50

4.4

65

5.7

Create a pilot test on how
privacy challenges will be
addressed

Policy and
Regulatory
Issues

6.7%

45

3.0

65

4.3

Studying related policies and
prepare proper plans
accordingly

3.4

Create awareness among the
City of Portland top
management about the long
term benefits of the project
results

Organization
(24.5%)

Management
Support

4.8%

50

2.4

70

Data Strategies
and Governance

4.4%

20

0.9

70

3.1

Finalizing and implementing
the City of Portland data
strategy and governance
policies

Clarity of
Objectives and
Use Cases

5.4%

95

5.2

95

5.2

No action
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Proj2: Air Quality Sensor Testing & Deployment
Perspectives

Factors

Weight

VC
New VC New
Score
Value
Value Score

Actions

ROI

5.8%

20

1.2

50

2.9

Adding environment-related
goals to the project to make
its deliverables more tangible

Resources and
long-term
Funding

4.0%

60

2.4

60

2.4

No action

Total

58.9

71.0

Table 46. Proj3 suggested enhancements
Proj3: Connected Streetcar Project
Perspectives
People
(30.3%)

Technology
(18.5%)

Factors

Weight

Data Scientists

8.8%

VC
New VC New
Score
Value
Value Score
55

4.8

85

Actions

7.5

Utilizing a data scientist from
Portland State University

Employees
Technological
Skills

5.4%

40

2.1

65

3.5

Training to City of Portland
related staff on sensor devices
troubleshooting and
maintenance

Public
Acceptance

8.2%

65

5.4

65

5.4

No action

Management
Analytical
Skills

7.9%

80

6.4

80

6.4

No action

Data
Integration &
Processing
Complexities

3.4%

75

2.6

75

2.6

No action

Data
Availability

4.6%

80

3.7

80

3.7

No action

What Data to
Collect

4.1%

50

2.1

50

2.1

No action

Infrastructure
Readiness

4.0%

30

1.2

60

2.4

Installing IoT devices prior to
the project to test their
effectiveness and to get
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experience on how to
implement them
Technology
Solutions
Complexities

2.3%

80

1.9

80

1.9

No action

Legal (26.4%) External
Sources of
Data

4.6%

90

4.1

90

4.1

No action

Data
Ownership

6.3%

70

4.4

70

4.4

No action

Data Security
and Privacy

8.8%

55

4.9

65

5.7

Create a pilot test on how
privacy challenges will be
addressed

Policy and
Regulatory
Issues

6.7%

50

3.3

50

3.3

No action

Management
Support

4.8%

65

3.1

65

3.1

No action

Data Strategies
and
Governance

4.4%

55

2.4

55

2.4

No action

Clarity of
Objectives and
Use Cases

5.4%

45

2.4

45

2.4

No action

3.5

Expand immediate benefits.
e.g., working with
autonomous car makers to
share data with them

2.4

Working with NITC,
automakers, and with the City
of Portland to get funding for
future expansions of the
project

Organization
(24.5%)

ROI

5.8%

Resources and
long-term
Funding
Total

4.0%

30

25

1.7

60

1.0

60

57.6
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Table 47. Proj4 suggested enhancements
Proj4: Engine Idling (P2) Project
Perspectives
People
(30.3%)

Factors
Data
Scientists

Weight
8.8%

VC
Old New VC New
Value Score Value Score
60

5.3

85

Actions

7.5

Utilizing a data scientist
from Portland State
University

Employees
Technological
Skills

5.4%

40

2.1

65

3.5

Training to drivers on IoT
telematics devices
troubleshooting and
maintenance

Public
Acceptance

8.2%

100

8.2

100

8.2

No action

4.8

Commercial fleets
management to get training
on using analytics as part of
decision making

Management
Analytical
Skills

7.9%

40

3.2

60

Technology
(18.5%)
Data
Integration &
Processing
Complexities

3.4%

20

0.7

50

1.7

Identifying and clearly
defining the needed data for
the project. Then working
with each IoT vendors on
how to transform the data
supplied by their telematics
devices into needed formats,
before starting the project.

Data
Availability

4.6%

80

3.7

80

3.7

No action

What Data to
Collect

4.1%

80

3.3

80

3.3

No action

Infrastructure
Readiness

4.0%

50

2.0

50

2.0

No action

Technology
Solutions
Complexities

2.3%

25

0.6

60

1.4

Hiring skilled software team
that can handle various
complexities

3.0

Explaining to fleets about
future tax credits that they
might be eligible to, based
on complying with the
project goals, as well as,
offering free consulting on
how to switch to
electrification

Legal (26.4%)
External
Sources of
Data

4.6%

45

2.1
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65

Data
Ownership

Organization
(24.5%)

6.3%

50

3.2

50

3.2

No action

Data Security
and Privacy

8.8%

60

5.3

70

6.2

Analyzing data to identify
security and privacy
challenges and how to
counter them

Policy and
Regulatory
Issues

6.7%

50

3.3

50

3.3

No Action

Management
Support

4.8%

60

2.9

80

3.9

Creating awareness among
fleet management and
highlighting the financial
benefits of electrification to
get more support

Data
Strategies and
Governance

4.4%

20

0.9

60

2.6

Establishing data strategies
and guidelines for this
project

Clarity of
Objectives
and Use Cases

5.4%

100

5.4

100

5.4

No action

ROI

5.8%

80

4.7

80

4.7

No action

2.4

Working with EPA, fleets,
and with the City of Portland
to get funding for future
expansions of the project

Resources and
long-term
Funding
Total

4.0%

25

1.0

57.8
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CHAPTER 8: RESEARCH VALIDITY
Kelly stated that a test is valid if it measures what it claims to measure (Kelly
1927, p.14). Research validity should be tested to make sure that the research findings are
sound and reliable. Moreover, there are two types of validations, external and internal.
External validity is mainly about the generalizability of the findings, while internal
validity is about determining if the research was done in a scientific manner and the
results can be trusted (Schmidt 2012; Nevo 1985).
While conducting this research, and based on previous HDM-based research
approach to measuring research validity (Estep 2017; Gibson 2016; Abotah 2014; Iskin
2014; Phan 2013), four types of research validity were used to make sure that the
academic rigor was maintained,. Hence, it can be judged with confidence that the
research outcome (the readiness assessment model) addressed the research gaps,
objective, and questions in a proper scientific way. The four validity tests used are:
construct validity, content validity, criterion validity, and generalizability validity.
Following is a discussion of those validations.
8.1 Construct Validity
This validation focuses on whether the research design is suitable to achieve the
required outcome (Schmidt 2012; Sireci 1998; Nevo 1985).
The initial model was constructed as a hierarchical decision tree, using the HDM
methodology. Furthermore, the model was built based on an extensive literature review
of previous research work that used the HDM methodology, and Chapter 3 includes
details about the methodology based on this literature review.
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Furthermore, Section 3.4.7, included justification for using the HDM
methodology. In this section, a list of requirements for what a methodology should have
to be able to address the research questions were offered, and then a discussion of how
the HDM methodology is able to address those points was provided.
In addition, faculty and Ph.D. students familiar with the HDM methodology, from
the Engineering and Technology Department at Portland State University, were asked to
validate the clarity and proper use of the methodology, which they confirmed.
8.2 Content Validity
This validation focuses on whether the components of the model are relevant and
can be used to measure/ answer the research questions (Healy and Perry 2000; Sireci
1998; Fitzpatrick 1983).
Content validation was done in four phases. First, validation of the suitability of
the perspectives and the factors under each perspective were conducted by subject-matter
experts. As explained in Section 5.2, two rounds of perspectives and factors suitability
validation were carried out. In the first round, expert panels P1 to P5 were asked using
Qualtrics survey tool, to judge the suitability of the perspectives and the criteria under
each perspective, and to identify those that might have gone undetected during the
literature review. Each panel was asked to validate a part of the model that is related to
their expertise. This validation resulted in approving all the perspectives and the factors,
except for one factor that was removed, the addition of new four factors, and the
expanding of two factors' scope. In the second round, panel P6 validated and confirmed
the changes.
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Then, subject-matter experts were asked to rank the factors and identify the
relative factors’ weight. As explained in Section 5.4, panels P7 to P11 quantified the
model. Each panel was asked to quantify a part of the model that is related to their
expertise.
After that, inconsistency and disagreement analysis were applied to validate the
experts' quantification itself to make sure that their judgment is reliable and trustworthy,
and the analysis showed that the level of inconsistency for each expert and the level of
disagreement among experts in each panel is within the acceptable ranges (see Section
5.4).
Finally, the model reliability was tested using extreme scenario analysis as
explained in Section 7.2.
8.3 Criterion Validity
This validation focuses on whether the research model is adding value. In other
words, can the research model correctly predicts the outcome (Schmidt 2012; Dulewicz
et al. 2003).
To conduct this validation and as explained in Chapter 6, the City of Portland was
selected as a case study. Moreover, four smart-city-related big data projects that are
currently being carried out/ already done in the City of Portland were chosen to be
assessed for readiness by the research model to show how the model can be used and
what value it can offer.
The results of conducting the case study, which can be found in Chapter 7, were
shared with city officials, who found it to be very helpful and realistic. In addition, the
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CEO of a company that provides smart city-related consulting found this model to be
very helpful for his company’s business.
8.4 Generalizability
This external validation focuses on whether the research model can be used
beyond the initial data, test, or use case, and is the model practical. For example, in this
research case, can cities use the proposed model to assess their readiness to conduct a
smart-city-related big data project or not (Steckler and McLeroy 2008; Calder et al.
1982).
Generalizability was addressed by first, asking subject-matter experts to validate
the model components (see Chapter 5), and by adding value curves that allow the model
to be used without the need to call the subject-matter experts again for each project.
Furthermore, officials from the City of Portland (smart city management) were
asked about whether the model can be used for any smart-city-related big data projects,
and they confirmed that.
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CHAPTER 9: DISCUSSION
In this section, a discussion is offered about the key findings from the results of
the model validation and quantification, as well as, about the case study.
9.1 Practical Application: General
The problem statement section in Chapter 1 discussed the phenomenon of high
percentage failure of big data projects. Readiness assessment before starting a project is
one effective approach to reduce the possibility of failure. However, the gap analysis in
Chapter 3 revealed that there is not enough research on how to assess readiness for a big
data project. Moreover, the literature review showed that this is even more evident in
smart-city-related big data projects.
Discussion with experts from each of the panels that validated the model
confirmed these findings. Experts from different backgrounds related to big data and
smart cities, including project managers, software engineers, data scientists, academic
researchers, business analysts, business leaders, and public sectors leaders, all affirmed
the value and the need for readiness assessment prior to starting a smart-city-related big
data project or any project for that matter.
The experts validated 18 factors as being among the most critical issues that
might affect a smart-city-related big data project, and a city, that is about to implement a
big data project, should assess its current status against each of those factors as part of
preparing for the upcoming project.
Experts’ quantification of the model yielded notable results. First, the technology
perspective received the lowest relative weight (18.5%), as experts indicated that while
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this is a technology project, technological factors are not the main reasons of failure of
this kind of projects. In practice, people perspective came first (relative weight of 30.3%),
then legal perspective (relative weight of 26.4%), and organization perspective came
third (relative weight of 24.5%). All of those perspectives and the factors under each of
them are higher in importance than technology perspective and its factors. This outcome
indicates that big data projects are complicated and include engagement from several
stakeholders within and outside the organization. In this context, this research model
helps cities make sure they are assessing their readiness for a big data project in a way
that is comprehensive and structured, and not limited to technology factors only.
Therefore, help assess their status against each of those factors and what can be done to
enhance the chances of a successful project before starting the project.
Second, people perspective has the highest weight as judged by the experts. This
perspective has a focus on the skills needed from various actors related to big data
projects, as well as, the public perception of big data projects. The demand for skilled
people in the modern age is continuously increasing, and any city that is considering the
transition into smart-city era, must consider related skills in its hiring process and its
employees training programs. On the other hand, the public perception of a project is a
crucial issue and cities must consider project marketing and community engagement as
an integral part of doing this kind of projects.
Furthermore, the legal perspective has the second highest weight as judged by the
experts, which show how the issues related to privacy and security, who own the data,
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and related regulations are among the important concerns and risks facing big data
projects.
Finally, all the factors under the legal perspective, and the “public perception”
factor under the people factor are external factors. They are beyond the direct control of a
city, so a city planning to implement a smart-city-related big data project should consider
“soft power” and how to positively influence external actors as an essential part of
conducting a smart-city initiative.
9.2 Practical Application: People Perspective
Under the people perspective, the “data scientists” factor is identified by the
experts as the most important factor (relative weight of 29.0%). In fact, it is the most
important factor across the whole model (relative weight of 8.8%), along with the “data
security and privacy” factor. Data scientists are the brain behind big data analytics, and
they direct how to collect and process the data, how to analyze it, and how to make sense
of the analytics. A city that is about to implement a big data project should make sure
they have the required data science skill within the project team.
The second most important factor under people perspective, as identified by the
experts, is the “Public Perception” factor (relative weight of 27.2%), and the third most
important across the whole model (relative weight of 8.2%). This factor importance is
related to the growing concerns about privacy. Many smart-city-related projects (see
examples in Sections 2.2.3 and 6.2) are based on using IoT sensors that include face and
voice recognition abilities. If the public perceived a project as an invasion of their
privacy, the project most likely will be disputed and could face legal challenges. It is the
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duty of the city to create awareness about the up-coming project, its goals, and what
privacy protection measurements are considered for the project. Marketing and
community engagement are identified by the experts as powerful tools to create
awareness and gain public acceptance.
9.3 Practical Application: Technology Perspective
Under the people perspective, the “data availability” factor is identified by the
experts as the most important factor (relative weight of 24.9%). This result is logical, as
the primary goal of big data systems is to provide analytics and insights that allows
decision makers to make the right decision at the right time (see Section 2.1). In order to
do so, the data should be available at the right time, which is a two-fold challenge, getting
the data from the sources in a timely manner, and process it in a timely manner as well.
Another interesting finding from the results of quantifying the technology
perspective is that both “data integration complexities” and “technology solutions
complexities” got the lowest relative weights of 18.5% and 12.7% respectively.
Although, literature review indicated that they are important factors (see Section 2.6).
Discussions with experts revealed a general view that big data technologies and data
management processes are getting more mature and hence reducing challenges posed by
both those factors.
9.4 Practical Application: Legal Perspective
Under the legal perspective, the “data security and privacy” factor is identified by
the experts as the most important factor (relative weight of 33.5%). In fact, it is the most
important factor across the whole model (relative weight of 8.8%), along with the “data
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scientists” factor. Discussion with several experts revealed that generating meaningful
analytics that has value while maintaining the privacy of data subjects is one of the most
crucial challenges facing big data projects. In fact, in some cases, were the only way to
generate value from big data analytics is by breaching the privacy of data subjects, then
the project should not be done at all. Data scientists have an important role here, to
identify ways to create insights while protecting privacy. Furthermore, security is as
important as maintaining privacy, even if the big data analytics are not breaching privacy,
failing to protect data from unauthorized access will have the same results.
Moreover, the experts identified the “policy and regulatory issues” factor as the
second most important under the legal perspective (relative weight of 25.3%). As GDPR
(EU GDPR 2019), the Freedom of Information Act (FOIA 2019), and other similar
regulations have a significant effect on how to acquire, process, and store data.
Furthermore, a main challenge related to legal factors, as discussed by the experts,
is that a city needs to own the data to make sure proper measures are taken to protect the
privacy and security of the data. However, under freedom of information acts (federal
and local), if the city owned the data, they are obliged to make it accessible to entities and
individuals who want to access it, thus; breaching the privacy of the data subjects.
9.5 Practical Application: Organization Perspective
Under the organization perspective, the “return on investment (ROI)” and the
“clarity of objectives and use cases” factors are identified by the experts as the most
important factors (relative weight of 23.8% and 22.2% respectively). This result is
interesting, as the literature review pointed out that the “Management Support” factor
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should be the most important factor under the organization perspective (see Section 2.6).
However, it came third based on experts’ judgment (relative weight of 19.7%). On further
discussion, experts indicated that if the project has high ROI (in the form of services and
better quality of life to citizens), as well as, clear objectives and use cases, it will most
likely result in gaining management support on all management levels to the project, thus
they are more important. Therefore, cities need to consider those factors when preparing
the project. General and vague goals, as well as use cases that do not address various
stakeholders’ needs, should be avoided.
9.6 Can the Model be used for Other Sectors?
The focus of this research is smart-city-related big data projects. Never the less,
this model can be used to assess an organization’s readiness to do a big data project in
other sectors as well. The factors defined in this research as the most critical factors that
can have an impact on big data projects are general enough to fit any sector. Those
factors have initially been identified by literature review about big data in general.
However, what might be different is the relative weight and importance of each factor
from one sector to another. Since, the relative weights were calculated based on experts’
judgment, in which experts were told that this model is meant for smart-city-related big
data projects. This assumption, that weights might be different by sectors, can be verified
by further research where experts from other sectors are asked to quantify the model for
their sectors.
On a larger scheme, this model can be used as the base to build models to assess
other kinds of large-scale IT projects. Chapter 2 includes a comparison between big data
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and large-scale IT projects that show similarities and differences between big data and
other types of large-scale IT projects. Therefore, the same concept of readiness
assessment can be utilized for other large-scale IT projects, but more research should be
conducted to finalize the list of factors, and then experts related to that particular type of
large-scale IT projects should be called to quantify the relative weights and importance of
the factors.
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CHAPTER 10: CONCLUSIONS
Following are the conclusions of this research, with a discussion of how the
research gap was addressed, and how this research helps increase the chances of a
successful big data implementation. In addition, the limitations of this research are
addressed, as well as, how those limitations could be potential opportunities for future
research.
10.1 Conclusions and Contributions
Planning is at the core of project management, and without proper planning, the
chances of achieving the project goals while realizing its constraints are dim, and if any,
it would be more likely due to sheer luck. Besides, with the advanced understanding of
project management practices today, sheer luck is not an acceptable option to implement
any type of projects. It is no longer acceptable to start a project without proper
preparations and understanding of the dynamics surrounding the project, and how to
manage those dynamics. In this context, a valuable tool that project managers can use to
effectively understand the internal and external dynamics surrounding a project is
readiness assessment. As readiness assessment includes assessing the organization’s
status against factors that have a significant impact on the upcoming project, which will
lead to adequate planning and risk management, if done correctly, and hence better
chances of achieving a successful project, by taking control of the project environment
instead of depending on sheer luck.
In this research, readiness assessment was explored as a vital tool that project
managers and organizations can use to prepare to implement a big data project. Research
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indicates that big data projects tend to fail with an alarmingly high percentage. Research
also indicates that the factor influencing big data projects are examined and studied to a
great extent in the last decade.
However, there is not enough research on how to harness this knowledge to help
upcoming projects from failing. Therefore, in this research, the goal was to bridge this
gap and provide a model that can be used to conduct a readiness assessment for an
upcoming big data project. This research considered smart city application of big data as
a focus area since big data applications are vast with some differences across sectors.
10.1.1 Research Gaps and Questions
This research resulted in a model that can be used by cities to assess their
readiness to conduct a smart-city-related big data project. The research leveraged the
lessons learned from previous projects (from literature review, see Section 2.6), and
experts’ feedback (see Chapter 5) to address the gaps and answer the research questions.
The HDM methodology was used to build a hierarchical presentation of those factors,
and to elicit experts’ judgment to identify the relative importance of each factor, as well
as, the categories the factors fall under toward the assessment of a city’s readiness for a
big data project. Furthermore, a case study was conducted where four projects related to
the City of Portland were assessed using the model to demonstrate its practicality and
effectiveness in evaluating a city to prepare for a smart-city-related big data project.
Table 46 is a summary of how the research addressed the gaps, and Table 47 is a
summary of how research questions were answered.
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Research Gap

Table 48. How the Research Addressed the Gaps
Addressed By

RG1: There is limited research about
structured approaches to evaluate big data
readiness.

The HDM model proposed by this research is a
comprehensive and structured way to evaluate
readiness assessment for a big data project.

RG2: There is limited research about
evaluating big data project’s challenges under
different perspectives.

The research identified the most important factors
influencing big data projects and what are their
relative importance/priorities. Also, factors are
classified into perspectives.

RG3: There is limited research about the
dynamics of internal and external factors
surrounding big data projects.

Relative weights identified by this research, the
use of value curves, and simulation conducted by
this research addressed this point.

Table 49. How the Research Addressed the Questions
Answered By
The HDM model components (perspectives and
RQ1: What are the main factors influencing
factors) are the main factors influencing smartsmart-city-related big data projects?
city-related big data projects, as identified by this
research. See Section 2.6 and Section 5.2.6.
Research Question

RQ2: What are the weights (relative
importance) of the factors affecting the
successful implementation of smart-cityrelated big data projects?
RQ3: Does the proposed model offer an
effective and practical way to evaluate the
city’s readiness to implement a big data
project?

The HDM model quantification answered this
question. See Chapter 5 (Results of Model
Validation and Quantification) in general and the
summary in Section 5.3.6.
Section 3.4.6 (City’s Index of Readiness to
Conduct a Smart-city-related Big Data Project),
Chapter 7 (Analysis of Case Study) and Chapter
8 (Research Validity) answered this question.

10.1.2 Research Implications
The implications of this research are two-fold: First, on the big picture level, this
research contributes to the technology management body of knowledge on big data
project management. As the literature review and gap analysis parts of this research
indicate, there is a lack of structured and comprehensive understanding of the managerial
issues around big data projects and the dynamics surrounding big data projects. This
224

research advanced our understanding of this discipline, as well as, highlighted the
dynamics of the internal and external factors affecting big data projects and the need for
organizational readiness assessment before conducting big data projects (see Chapter 9
for more details).
Second, on the application level, this research offers a framework that cities, in
particular, and organizations in general, can use to prepare to conduct big data projects
properly. The research introduced an effective mechanism to assess an organization
readiness for big data projects, through the identifying of weak areas within the
organization, which probably will undermine the upcoming project. Allowing for
preventive measurements to be taken, before starting the project, to overcome those
weaknesses and make sure the project will be successful.
10.2 Limitations
First research limitation is related to the generalizability of the model. The
research model was developed with consideration for smart-city-related big data projects.
Applications of big data in other sectors might benefit from this model with expected
minor changes in relative weights of factors. However, the extent of this change and
whether all the factors identified in this research apply to other sectors is something that
cannot be determined with absolute confidence, based on this research only. Further
research where experts from other sectors are asked to provide their judgment for both
the validation and quantification phases on this research must be carried out, and then, an
analysis of the resulted model changes can lead to better conclusions on how
representable the model is for other sectors.
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Another limitation regarding the generalizability of the model is related to the
case study; the case study included four smart-city-related big data projects wat are being
conducted in Portland, OR. Each project represents a different focus, traffic safety,
connected vehicles (CV) technology, pollution monitoring, and engine idling. However,
they are still related to one city.
Another limitation is related to experts. The experts for this research were
thoroughly vetted. Great care was taken in identifying experts to make sure that they have
the right expertise, and that they represent different backgrounds related to the research
subject. Furthermore, experts’ feedback was analyzed for inconsistency and disagreement
to validate their judgment. Moreover, the issues of “loud voice” and “bystanders” are
removed by making sure the experts do not talk to each other (see Section 3.4.5 for more
details). However, experts are humans and as such, their judgment could be affected by
bias and subjectivity that cannot always be detected.
Finally, during the course of this research, experts provided valuable feedback
related to the research, some of this feedback could be considered as limitations including
the following two points: IT technologies maturity continue to change and as such the
challenges facing any IT project in general, therefore, the model should be “refreshed”
frequently to maintain its relevance. Another point is related to the relative importance;
some experts suggested that the relative importance of each factor might change during
each phase of the project, while the model captures general relative importance of how
each factor is expected to affect the project.
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10.3 Future Work
The limitations of this research can be addressed through future work. The
following are suggested as future work based on the limitation’s discussion:
● Conducting the same research for other sectors where big data applications are
prominent, and then analyzing the model changes that resulted from the new
research.
● Using the model to evaluate smart-city-related big data projects in other cities in
the USA to judge its practicality beyond the City of Portland.
● Refreshing the model periodically to maintain its relevance.
● Researching the possibility to create a model that can assess factors that have
dynamic relative importance that changes based on the phase of the project.
Furthermore, based on the discussion findings here are more suggested future work:
● Researching the challenge of maintaining data privacy while complying with
regulations regarding access to public records.
● Researching the importance of marketing and community engagement to create
awareness and gain public acceptance.
● Researching the value of clear objectives, use cases, and ROI on gaining
management support for a project.
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APPENDIX A: Letters of Invitation to Experts
Recruiting Letter:
Title: Invitation to Participate in my Ph.D. Research as a Subject Matter Expert
Hi [First Name],
How are you?
I’m a Ph.D. student at Portland State University (the Engineering and Technology
Management department) etm.pdx.edu.
I’m researching the project management challenges facing big data projects under smartcity initiatives.
As part of my research, I’m developing a model that can be used by cities to assess
readiness to conduct a big data project, and I need subject-matter experts to validate and
quantify my research model.
As an expert, your anonymous input is valuable for my research. I would be grateful if
you can help me by participating in my research.
Participation:
Here is what is needed, should you accept to participate:
First round:
Survey – 10 minutes: Validating the most important factors affecting big data
projects (under smart city initiatives).
Second round:
Survey – 10 minutes: Ranking the factors.
I appreciate your help and time.
Attached to this email you will find a summary of my research.
Also, please let me know if you are interested in the outcome of the research, I’ll be glad
to share research results with you upon the conclusion of my research.
Consent
Your participation in this study indicates that you have read the information provided
on this link:
https://drive.google.com/file/d/14QffT1phv2H3U2fbZ7NNaltDBPMTuCPK/view?usp=s
haring
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The consent form indicates that you are not waiving any of your legal rights as a research
participant, your personal information will be confidential and will not be shared with
any third party, and you can withdraw from participating at any time.
Thanks,
Husam Barham, PMP
Ph.D. Candidate
Engineering and Technology Management Department
Portland State University (pdx.edu)
+1-971-280-9088
https://www.researchgate.net/profile/Husam_Barham
https://www.linkedin.com/in/husam-barham-pmp-mib-847a1188
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Invitation to Validate the Model Letter:
Title: [Research Survey]: Validating the Model Survey
Hi [First Name],
Thanks for accepting my invitation to to participate in my research.
The first step is to evaluate the challenges affecting a successful big data project as part
of a smart city initiative.
Attached to this email you will find a summary about my research, please go through it
then do the survey on the below link:
Survey link:
https://portlandstate.qualtrics.com/jfe/form/SV_0cj9rJjlVkS8jBj
Deadline: I'll appreciate it if you can do the survey by December-20.
If you have any questions please don’t hesitate to contact me.
Consent:
Your participation in this study indicates that you have read the information provided (or
the information was read to you) on this link:
https://drive.google.com/file/d/14QffT1phv2H3U2fbZ7NNaltDBPMTuCPK/view?usp=s
haring
The consent form indicates that you are not waiving any of your legal rights as a research
participant, your personal information will be confidential and will not be shared with
any third party, and you can withdraw from participating at any time.
Thanks,
Husam Barham, PMP
Ph.D. Candidate
Engineering and Technology Management Department
Portland State University
+1 (971) 280-9088
https://www.linkedin.com/in/husam-barham-pmp-mib-847a1188
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Invitation to Quantify the Model Letter:
Title: [Research Survey]: Step 2: Ranking the Factors Survey
Hi [First Name],
After a couple of rounds of data collection, the list of the most important factors when
assessing a city's readiness to implement a big data project is finalized. Each factor was
approved by at least 75% of the experts who participated in the validation survey.
I now ask you to rank the factors.
Please use the following link for the survey (It will take approximately 15 to 20 minutes
to complete, thanks for your patience) :
https://portlandstate.qualtrics.com/jfe/form/SV_6WfyOFahYG4ZXWR?sc_p_a=1
Notes:
- You can do the survey in several sessions, just make sure to call the link from the same
browser window when you come back.
- If you lost the session, please notify me, I can send you a special link that will allow
you to continue from where you stopped
Deadline: I'll appreciate it if you can do the survey by January-15.
More details about my research on this link:
https://drive.google.com/file/d/1TSrnsY-s2V1C4mduVW2DJRj7ndWquG1W/view
Note: Starting on page 11, you can find details about next steps and how the model I'm
building as part of my research will be used.
If you have questions at any time about the study or the procedures, you may contact me
via email (hbarham@pdx.edu) or phone +1 (971) 280-9088.
I appreciate your help and time.
Consent:
Your participation in this study indicates that you have read the information provided (or
the information was read to you) on this link:
https://drive.google.com/file/d/14QffT1phv2H3U2fbZ7NNaltDBPMTuCPK/view?usp=s
haring
The consent form indicates that you are not waiving any of your legal rights as a research
participant, your personal information will be confidential and will not be shared with
any third party, and you can withdraw from participating at any time.
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Husam Barham, PMP
Ph.D. Candidate
Engineering and Technology Management Department
Portland State University etm.pdx.edu

+1 (971) 280-9088
https://www.linkedin.com/in/husam-barham-pmp-mib-847a1188
https://www.researchgate.net/profile/Husam_Barham
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APPENDIX B: Qualtrics Surveys to Evaluate and Quantify the Model
Qualtrics Validation Survey:
Start of Block: Welcome message block
P1 Husam Barham's Research Model Evaluation A Hierarchical Decision Model
to Evaluate Readiness to Execute a Smart City’s Big Data Project My research goal is
to develop a model that can be used by cities to improve chances of implementing a
successful smart-city-related big data projects by:
- Assess their readiness to implement a big data project
- Pinpoint areas where improvements need to be done before initiating such a project.

P2
Thanks for participating as an expert in my research.
The first step is to evaluate the factors affecting a successful big data project as part of a
smart city initiative.
Research focus: a big data project is already selected by a city under the umbrella of a
smart-city initiative. Also, the fund is available.
Before starting the project, the city is to use the model I’m proposing to assess if they are
ready to do the project, by comparing the city’s current status against a set of critical
factors that are known to affect this kind of projects.
Survey Objective: The objective of this survey is to validate the preliminary list of factors
that were identified based on a comprehensive literature review. The following questions
are intended to capture your judgment of the suitability of those factors and to identify
those that might have gone undetected during my literature review. Your input will be
used to help finalize my model.
Experts Validation: In the next pages, you will be asked, to evaluate the factors identified
by the research as the most critical reasons for big data projects to fail/succeed (with
focus on smart-city-related projects). You will also be able to suggest other factors based
on your experience.
More details about my research on this link:
https://drive.google.com/file/d/1TSrnsY-s2V1C4mduVW2DJRj7ndWquG1W/view
Note: Starting on page 11, you can find details about next steps and how the model I'm
building
as part of my research will be used.
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Please click on the next button ( -->) on the right bottom of the screen

P3

End of Block: Welcome message block
Start of Block: Questions
P4_1 Husam Barham Ph.D. research - Model Evaluation
P4 Please enter you name:

Q_FirstName First Name
________________________________________________________________
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Q_LastName Last Name
________________________________________________________________

P6

Q1_C Please indicate if the following are important factors to the success of big data
projects (from the people perspective group):

Note: Please refer to the above table and the email attachments for details about the
research and challenges
Yes (1)
No (2)
Data Scientists (1)
Employees' Technological
Skills (2)
Public Perception (3)
Management's Analytical
Skills (4)

o
o
o
o

o
o
o
o
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Q2_C If you think there are other factors related to people perspective, or if you have
comments on the listed factors, please provide it here:
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Questions
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Start of Block: Block 2
P7_1 Husam Barham Ph.D. research - Model Evaluation
P7

Q3_C Please indicate if the following are important factors to the success of big data
projects (from the technology perspective group):
Note: Please refer to the above table and the email attachments for details about the
research and challenges
Yes (1)
No (2)
Data Integration Complexities
(1)
Data Availability (2)
What Data to Collect (3)
Technology Solutions
Complexities (4)

o
o
o
o

o
o
o
o

Q4_C If you think there are other factors related to technology perspective, or if you have
comments on the listed factors, please provide it here:
________________________________________________________________
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________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Block 2
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Start of Block: Block 3
P8_1 Husam Barham Ph.D. research - Model Evaluation

P8

Q5_C Please indicate if the following are important factors to the success of big data
projects (from the legal perspective group):
Note: Please refer to the above table and the email attachments for details about the
research and challenges
Yes (1)
No (2)
External Sources of Data (1)
Data Ownership (2)
Data security and privacy (3)
Legislations Adaptability (4)

o
o
o
o

o
o
o
o
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Q6_C If you think there are other factors related to legal perspective, or if you have
comments on the listed factors, please provide it here:
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Block 3
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Start of Block: Block 4
P9_1 Husam Barham Ph.D. research - Model Evaluation

P9

Q7_C Please indicate if the following are important factors to the success of big data
projects (from the organizational perspective group):
Note: Please refer to the above table and the email attachments for details about the
research and challenges
Yes (1)
No (2)
Management Support (1)
Data Strategies and
Governance (2)
Clarity of Objectives (3)

o
o
o

o
o
o

Q8_C If you think there are other factors related to organizational perspective, or if you
have comments on the listed challenges, please provide it here:
________________________________________________________________
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________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Block 4
Start of Block: Block 5
P10_1 Husam Barham Ph.D. research - Model Evaluation
P10
Second step is to evaluate the perspectives (classifications) of the factors affecting big
data projects as part of a smart city initiative.
Please evaluate the perspectives considering the factors under each perspective you just
evaluated.
Note: There is no financial perspective on purpose: the model assumes that there is
already enough fund for the project; as usually cities don't select projects before
confirming the funding first. The goal of my research is to assess and enhance the
chances of success of big data projects that already have funded and are already selected.
P10
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P11

Q1_P Please indicate if the following perspectives are proper perspectives to classify
big data project's success factors under
Note: Please refer to the above table and the email attachments for details about the
research and perspectives
Yes (1)
No (2)
People (1)
Technology (2)
Legal (3)
Organization (4)

o
o
o
o

o
o
o
o

Q2_P If you think that there are other perspectives or you have comments on the listed
perspectives, please provide it here.
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
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End of Block: Block 5
Start of Block: Block 6
P12
Submission Confirmation
By clicking on the " -->" button, your answers will be submitted.

Thanks.
End of Block: Block 6
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Qualtrics Quantification Survey:
Start of Block: Welcome message block
P1 Husam Barham's Ph.D. Research Model Ranking A Hierarchical Decision
Model to Evaluate Readiness to Execute a Smart City’s Big Data Project
P2
Thanks for participating in my research.
Survey Objective:
The objective of this survey is to rank the factors that should be considered when
assessing a city's readiness to implement a particular big data project.
The survey is designed to capture your assessment of the relative importance of each
factor in comparison with the other factors, in order to rank and identify their relative
weights.
Research goal: is to develop a model that can be used by cities to improve chances of
implementing successful smart-city-related big data projects by helping cities:
- Assess their readiness to implement a big data project
- Pinpoint areas where improvements need to be done before initiating such a project.
Research focus: a big data project is already selected by a city under the umbrella of a
smart-city initiative. Also, the fund is available. Before starting the project, the city is to
use the model I am proposing to assess if they are ready to do the project, by comparing
the city’s current status against a set of critical factors that are known to affect this kind
of project.
Methodology: my research is based on the Hierarchical Decision-Making
methodology (a variation of the more known AHP methodology).
P4 Please enter you name:

Q_FirstName First Name
_______________________________________________________________
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Q_LastName Last Name
________________________________________________________________

Q67
Please click on the next button ( -->) on the right bottom of the screen

P3

End of Block: Welcome message block
Start of Block: People
P4_1 Big Data and Smart Cities Research - Survey
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P6

You will quantify the importance of each factor through pairwise comparisons. Please
read the instructions below:
Items will be compared against each other, in pairs. Assign the points according
to your opinion.
●
The assignment of points should reflect the importance of each item. Example: if
A is 3x more important than B, A should receive 75 points and B should receive 25
points.
●
Note that for each pairwise comparison, the total of points assigned must be 100.
●
Please try to be logically consistent in your choices, i.e., if A is better than B, and
B is better than C, A must be better than C.
●

Note: Please refer to the above table for a summary about each factor

Q1_C Please judge the importance of the following factors dividing 100 points between
them. Drag the bars below assigning more points to the one you deem more important.
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Q35

Q36

276

Q38

Q39

Q40
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Q37 If you have comments, please provide it here:
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: People
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Start of Block: Technology
P7_1 Big Data and Smart Cities Research - Survey
P7

You will quantify the importance of each factor through pairwise comparisons. Please
read the instructions below:
Items will be compared against each other, in pairs. Assign the points
according to your opinion.
●
The assignment of points should reflect the importance of each item.
Example: if A is 3x more important than B, A should receive 75 points and B
should receive 25 points.
●
Note that for each pairwise comparison, the total of points assigned must
be 100.
●
Please try to be logically consistent in your choices, i.e., if A is better than
B, and B is better than C, A must be better than C.
●

Note: Please refer to the above table for a summary about each factor
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Q42 Please judge the importance of the following factors dividing 100 points between
them. Drag the bars below assigning more points to the one you deem more important.

Q43

Q44
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Q45

Q46

281

Q48

282

Q47

Q49

283

Q50

Q51

Q4_C If you have comments, please provide it here:
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Technology
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Start of Block: Legal
P8_1 Big Data and Smart Cities Research - Survey
P8

You will quantify the importance of each factor through pairwise comparisons. Please
read the instructions below:
Items will be compared against each other, in pairs. Assign the points
according to your opinion.
●
The assignment of points should reflect the importance of each item.
Example: if A is 3x more important than B, A should receive 75 points and B
should receive 25 points.
●
Note that for each pairwise comparison, the total of points assigned must
be 100.
●
Please try to be logically consistent in your choices, i.e., if A is better than
B, and B is better than C, A must be better than C.
●

Note: Please refer to the above table for summary about each factor

Q52 Please judge the importance of the following factors dividing 100 points between
them. Drag the bars below assigning more points to the one you deem more important.
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Q58

Q59

286

Q60

287

Q61

Q63

Q6_C If you have comments, please provide it here:
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Legal
Start of Block: Organization
P9_1 Big Data and Smart Cities Research - Survey
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P9

You will quantify the importance of each factor through pairwise comparisons. Please
read the instructions below:
Items will be compared against each other, in pairs. Assign the points
according to your opinion.
●
The assignment of points should reflect the importance of each item.
Example: if A is 3x more important than B, A should receive 75 points and B
should receive 25 points.
●
Note that for each pairwise comparison, the total of points assigned must
be 100.
●
Please try to be logically consistent in your choices, i.e., if A is better than
B, and B is better than C, A must be better than C.
●

Note: Please refer to the above table for a summary about each factor

289

Q53 Please judge the importance of the following factors dividing 100 points between
them. Drag the bars below assigning more points to the one you deem more important.

Q64
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Q65

Q66

291

Q67

Q69

292

Q68

Q70

293

Q71

Q72

Q8_C If you have comments, please provide it here:
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Organization
294

Start of Block: Perspectives
P10_1 Husam Barham Ph.D. research - Survey

P10
The perspectives (classifications) of the factors affecting big data projects as part of a
smart city initiative:
Please rank the perspectives considering the factors under each perspective.
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P11

Q68
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You will quantify the importance of each perspective through pairwise comparisons.
Please read the instructions below:
Items will be compared against each other, in pairs. Assign the points
according to your opinion.
●
The assignment of points should reflect the importance of each item.
Example: if A is 3x more important than B, A should receive 75 points and B
should receive 25 points.
●
Note that for each pairwise comparison, the total of points assigned must
be 100.
●
Please try to be logically consistent in your choices, i.e., if A is better than
B, and B is better than C, A must be better than C.
●

Note: Please refer to the above table for a summary about each factor

Q54 Please judge the importance of the following perspectives dividing 100 points
between them. Drag the bars below assigning more points to the one you deem more
important.
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Q73

Q74

Q75

298

Q76

Q77

Q2_P
If you have comments, please provide it here:
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
________________________________________________________________
End of Block: Perspectives
Start of Block: Block 6
299

P12
Submission Confirmation
By clicking on the " -->" button, your answers will be submitted.

Thanks.
End of Block: Block 6
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APPENDIX C: HDM Software Tool

301

302

303

APPENDIX D: R PACKAGE FOR BIBLIOMETRIC AND SNA ANALYSIS
Following manual about how to conduct SNA analysis was prepared by Edwin Garcias for the
“Technology Analytics Working” group, a subgroup under TERA research group. I used

it to conduct SNA analysis for Q4.
General Information:
• Social Network Analysis (SNA): Mapping and measuring relationships and
flows between nodes.
• Centrality Metrics: Degree, Betweenness, Closeness, Eigenvector.
• SNA Methodology: (Applied for the current software)
• Based on Co-authoring.
• Nodes relationship: Undirected.
The main measures of centrality to be considered are: Degree and betweenness.
Criteria of author selection:
• Higher level of betweenness.
• Degree together with the frequency of number of publications.
High levels of degree are related to the direct number of co-author connections.
Authors in the network with high betweenness and high closeness are authors that have
easy access to others in the network and are able to control the information through other
sections of the network.
Process of expert identification
It is recommended to follow three steps in the SNA for identifying experts, authors, or
any subject of the analyzed network as follow [Appendix D.1]:
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Source: [Appendix D.1]
Step 1: Keyword identification and database Selection [Appendix D.1]:
The use of the correct keywords is directly associated to the quality of the database that
will be used in the SNA. It is important to find the relevant keywords and structure them
logically using boolean operators.
The SNA is focused on three research stages [Appendix D.2]:
• Basic research, using Web of Science Database
• Applied research, using Compendex Database
• Development, using patents Sumobrain Databse.
Step 2: Social network analysis [Appendix D.1]
SNA, using this software is based on co-authoring. There are many centrality metrics that
can be used. Since it is a co-authoring approach, Betweenness can be used as the main
centrality; however, a combination or Degree centrally and number of publications can be
used too. Which centrality metric will be used to analyzed the results depends on the
objective of the analysis. Therefore it is important to stablish and define clearly the
objective of the analysis, prior to selecting the keywords, or analyzing the results.
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Step 3: Finalization of experts [1]
Generally, SNA used to identify experts or authors, etc., does not finish only identifying
the central nodes (actors), but it is needed to verify the final results, the information
corresponding to each actor, or contact information, etc.
Instructions for Downloading and Analyzing Web of Science, Compendex data, and
Patents
Downloading Data:
• Web of Science:
o Search for results under Web of Science,
o Click on "Save to Other File Formats" -> Select Record Content: "Full
Record and Cited References", File Format: "Tab-delimited (Win, UTF8)",
o Click Send and save to local drive,
o Repeat until all article entries downloaded.
• Compendex:
o Search for results under Compendex,
o Click Select -> Maximum (up to 500) and then click “Save to my PC”,
o Select Location: “My PC”, Format: “CSV”, Output: “Detailed Record”
and download,
o Repeat until all article entries downloaded.
o Due to recent changes in Compendex, the structure of the data changed.
This caused the incompatibility of the software and data. To solve this,
follow the steps “a” to “d” and restructure your data according to the
template in Excel “SNA Compendex Template.csv “ (CVS format). This
means that columns and titles need to be moved and edited according to
the template. Save the template as CSV (comma delimited). NOTE: you
do not need to change the internal structure of the cells, you just need to
move the columns and be sure that the tittle is identical as the template.
• Patents (Sumobrain)
o Go to www.sumobrain.com and Signup. Once account is created Login,
o Search for US patents on relevant topic, (choose as date the last 20 years)
o Save the results to a new portfolio (this only shows when you have logged
in)
o Once the portfolio is created, select the results and then click on the
Export button on the right. You can only export 250 results at a time so
you have to download them separately and combine the results into one
file later
o Open the downloaded xls files, delete the first empty row, and then save as
a csv file,
o Go to http://rstudio.cecs.pdx.edu:3838/users/kevin9/Patent/ and upload the
csv file,
o Wait for the download links to show on the right,
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o Download the authors.csv file and select ten authors with the highest
number of patents. You will need to search for their contact details
through a Google search.
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Installing the software:
• Download and Install R -> select base option (http://cran.rstudio.com/) ,
• Download and Install RStudio
(http://www.rstudio.com/products/rstudio/download/),
• In RStudio go to Menu, Tools, Install Packages. Look for “Shiny” package and
install it.
• For visualization purposes, Gephi software needs to be installed. Download and
install the last version of Gephi (http://gephi.github.io/users/download/).
Analyzing Data:
• In the Console type “shiny::runGitHub("Expert_Identification", "kevinvanb")”.
The first time RStudio will install the additional needed packages and then opens
a new windows. This new window (called “expert identification”) is the SNA
interface that will be used for uploading the data, running the SNA, and
visualizing the results.
• In the expert identification window, choose the type of source data to be
uploaded. There are three options: Web of Science, Compendex, and Patent.
• In the expert identification windows, select “choose files” to load your data file.
The software allows uploading one or multiple files.
• The final step is to run “Analyze” option; which is located on the lower left corner
of the window.
Results
• The results will be showed in the window “expert identification”. The results
shows the all used data, main centrality indicators including frequency,
betweenness, degree, closeness, and so on.
• For printing and saving the results, use the alternative browser interface. This can
be found on the top of the windows.
For results graph visualization, use the “edges file” and open it in Gephi.
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