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Abstract. We prove identities involving sums of Legendre and Jacobi polynomials. The
identities are related to Green’s functions for powers of the invariant Laplacian and to the
Minakshisundaram-Pleijel zeta function.
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1. Introduction
In [1] some new identities involving Legendre polynomials are given as applications
of results for Green’s functions for powers of the invariant Laplacian. We intend to
give other proofs.
In Remark 4.3 in [1] a bilinear formula analogous to (4) below is indicated-but not












(cf. Remark 4.3 in [1]).






seem to be rather complicated and it seems unlikely that they can be expressed with
the help of polylogarithms.
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2. Prelimaries










2n+ ν + 1
n(n+ ν + 1)




































= 2 log 2− 1− log(1− x)(1 + y) if − 1 < x  y < 1.
For some simplifications we will need Landau’s functional equation








and an equation by Euler




− log z · log(1− z),
see [2].





















































Thus we have simplified the right hand side of (3).
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) dP (α,β)n (x)
dx
+n(n+λ)P (α,β)n (x) = 0














f(x)P (α,β)n (x)(1 − x)α(1 + x)β dx
where
(9) hn =
2λΓ(n+ α+ 1)Γ(n+ β + 1)
(2n+ λ)n!Γ(n+ λ)
.
We will also need
(10) P (α,β)n (1) =





















β − α − (λ − 1)x
) dP (α,β)n (x)
dx
f(x)(1 − x)α(1 + x)β dx.(11)
Integration by parts transforms the first integral to
[


























Combining the two integrals in (11) yields
(12)



















f ′(x)(1 − x)α+1(1 + x)β+1
)
dx.
To prove (1) we specify
f(x) = log 2− 1− log(1 − x) = −1− log 1− x
2





f ′(x)(1 − x)α+1(1 + x)β+1
)
= 1
and the second integral in (12) vanishes for n  1. Since
[
P (α,β)n (x)f
′(x)(1 − x)α+1(1 + x)β+1
]1









, n  1
(see (9) and (10)). It remains to determine c0. However,
∫ 1
−1
f(x) dx = 0.
Thus c0 = 0 and we have proved (1).






− log 1− x
2
.










f ′(x)(1 − x)(1 + x)ν+1
)
= (ν + 1)(1 + x)ν
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and the second integral in (12) vanishes for n  1. Since
[
P (α,β)n (x)f








2n+ ν + 1
we have
cn =
2n+ ν + 1
n(n+ ν + 1)
, n  1.

















(1 + x)ν dx.


























































+ log t − log(1 + t)
)




f(x)(1 + x)ν dx = 0.
We have proved (2).


















  of (3). To simplify the notation we define—or redefine—some functions:
f(x) = −1− log 1− x
2
,





x2 − 1 ,


























g(x)(x2 − 1)P ′n(x) dx = −
[











((x2 − 1)P ′n(x))
︸ ︷︷ ︸
n(n+1)Pn(x)












if n = 1, 2, . . .
After integration by parts we can complete the proof with
∫ 1
−1


























We use the same technique as above.
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Redefine







F (x) = − 
2
6
(1 + x) + (1 + x) Li2
1 + x
2









































g(x)(x2 − 1)P ′n(x) dx = −
[











((x2 − 1)P ′n(x))
︸ ︷︷ ︸
n(n+1)Pn(x)
























































we get c0 = 0. We have proved (15).

























then c0 = 12
∫ 1
















































((x2 − 1)P ′n(x)) dx.
Thus integration by parts yields
































Pn(x) dx = 2Pn(y).
























+ Li2 1+x2 − Li2
1+y
2 if − 1 < x  y < 1









2 − Li2 1+x2 if − 1 < y  x < 1.
A formula like this is wanted in Remark 4.3 in [1].























F1(x) = (1− x) log 1−x2 − (x + 1) log
1+y
2 if − 1  x  y
F2(x) = −(1 + x) log 1+x2 − (x − 1) log
1−y
2 if y  x  1,
g(x) =
{ F1(x)
x2−1 if − 1  x  y
F2(x)
x2−1 if y  x  1,
G(x) =
{







+ Li2 1+x2 − Li2
1+y
2 if − 1  x  y









2 − Li2 1+x2 if y  x  1.
Then the functions f, F, g and G are continuous at x = y and furthermore F ′ = f
and G′ = g.
Again integration by parts is useful. We get
∫ 1
−1
















g(x)(x2 − 1)P ′n(x) dx = −
[
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